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Preface for Volumes 1 and 2
In the last 30 years, progress in food science, food technology, and food engineering has advanced exponentially. As
usual, information dissemination for this progress is expressed in many media, both printed and electronic. Books are
available for almost every specialty area within these three disciplines, numbering in the hundreds. 

Collective works on the disciplines are also available, though in smaller number. Examples are encyclopedias (food
science, food engineering, food packaging) and handbooks (nutrition, food processing, food technology). Because hand-
books on these topics are limited, this four-volume treatise is released by Taylor & Francis to fill this gap. The title of
these four volumes is Handbook of Food Science, Technology, and Engineering with individual volume title as follows:

● Volume 1: Food Science: Properties and Products
● Volume 2: Food Science: Ingredients, Health, and Safety
● Volume 3: Food Engineering and Food Processing
● Volume 4: Food Technology and Food Processing

This preface introduces Volumes 1 and 2.  Each volume contains about 1,000 printed pages of scientific and techni-
cal information. Volume 1 contains 55 chapters and Volume 2 contains 46 chapters. Volume 1 presents the following cat-
egories of topics, with the number of chapters indicated:

● Food components and their properties, 14
● Food categories, 26
● Food analysis, 9
● Food microbiology, 6

Volume 2 presents the following categories of topics, with the number of chapters indicated:

● Food attributes, 7
● Food fermentation, 8
● Food and workers safety, food security, 12
● Functional food ingredients, 15
● Nutrition and health, 4

A brief discussion of the coverage for each volume is described below.

In Volume 1, the first group of topics covers the components and properties of food such as carbohydrate, protein,
fat, vitamins, water, and pigments. The second group of topics covers the different categories of food products includ-
ing, but not limited to, beverages, bakery, cereals, legumes, vegetables, fruits, milk, meat, poultry, fats, oils, seafood, and
wine. The third group of topics describes the analysis of food such as basic principles and various techniques (chemical
method, spectroscopy, chromatography, mass spectrometry, and other analytical methodology). The last group of topics
covers food microbiology such as basic considerations, spoilage, land and marine animals, and analytical methodology. 

In Volume 2, the first group of topics covers the attributes of food such as sensory science, data base concepts, fla-
vor, texture, and color. The second group of topics covers food fermentation including basic principles, quality, flavor,
meat, milk, cultured products, cheese, yeasts, and pickles. The third group of topics covers food from the perspective of
safety, workers health, and security, especially in the United States, such as food standards, food protection methods,
filth, pathogens, migratory chemicals, food plant sanitation, retail food sanitation, establishment safety, animal feeds and
drugs, and bio-terrorism. The fourth group of topics covers major functional food ingredients including, but not limited
to, antioxidants, colors, aroma, flavor, spice, enzyme, emulsifiers, phytates, sorbates, artificial sweeteners, eggs, gums.
The last group of topics covers special topics in nutrition and health such as food allergy, Chinese edible botanicals,
dietary supplements, and health related advertisement in the United States.



When studying the information in this two-volume text, please note two important considerations:

1. Although major topics in the discipline are included, there is no claim that the coverage is comprehensive.
2. Although the scientific information is applicable worldwide, a small number of topics with legal implications

are especially pertinent in the United States.

These two volumes are the result of the combined effort of more than 150 professionals from industry, government,
and academia. They are from more than 15 countries with diverse expertise and background in the discipline of food sci-
ence. These experts were led by an international editorial team of 13 members from 8 countries. All these individuals,
authors and editors, are responsible for assembling 2,000 printed pages of scientific topics of immense complexity. In
sum, the end product is unique, both in depth and breadth, and will serve as an essential reference on food science for
professionals in government, industry, and academia.

The editorial team thanks all the contributors for sharing their experience in their fields of expertise. They are the
people who make this book possible. We hope you enjoy and benefit from the fruits of their labor.

We know how hard it is to develop the content of a book. However, we believe that the production of a professional
book of this nature is even more difficult. We thank the editorial and production teams at Taylor & Francis for their time,
effort, advice, and expertise. You are the best judge of the quality of this book.

Y. H. Hui
J. D. Culbertson
S. Duncan
I. Guerrero-Legarreta
E. C. Y. Li-Chan
C. Y. Ma
C. H. Manley
T. A. McMeekin
W. K. Nip
L. M. L. Nollet
M. S. Rahman
F. Toldrá
Y. L. Xiong



The Editor
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Dr. Charles Manley received his Ph.D. from the University of Massachusetts–Amherst for research in the area of food and
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I. INTRODUCTION TO CARBOHYDRATES

Carbohydrates, which in their basic form exhibit the gen-
eral chemical formula Cn(H2O)n, are a class of organic com-
pounds that were historically designated “hydrates of
carbon” due to their observed elemental composition. As

the most abundant class of organic compounds on Earth,
carbohydrates are the primary constituents of plants and
exoskeletons of crustaceans and insects. Therefore, carbo-
hydrates are virtually an unavoidable element of daily life,
as they are encountered in food (glucose, sucrose, starch,
etc.), wood, paper, and cotton (cellulose). Carbohydrates
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themselves can be sub-grouped according to the number of
sugar building blocks comprising their respective structures
from monomers (monosaccharides) right through to poly-
mers (polysaccharides). In addition, the diversity of carbo-
hydrates occurring within nature arises from the number of
carbon atoms comprising sugar monomer units (monosac-
charides of 3 to 9 carbon atoms), the varied chemical struc-
ture of monosaccharides (including substituent groups),
and the nature of linkages joining monosaccharide units. 

II. MONOSACCHARIDES

Monosaccharides, which represent the most basic carbohy-
drate elements, are polyhydroxy aldehydes and ketones
commonly referred to as aldoses and ketoses, respectively.
In addition, the number of carbon atoms present in the 

molecule also aids classification of monosaccharides. For
sugars comprised of 3, 4, 5, 6, and 7 carbon atoms, the anal-
ogous aldose sugars are referred to as trioses, tetroses, pen-
toses, hexoses, and heptoses, respectively, while the same
ketoses are correspondingly and officially named triuloses,
tertruloses, pentuloses, hexuloses, and heptuloses, respec-
tively. They may also be unofficially grouped with names
such as ketopentose and ketohexose. The simplest aldose
and ketose monosaccharides are the two entantiomers of
glyceraldehyde (D and L) (Figure 1.1) and 1,3-dihydroxy-
acetone (Figure 1.2), respectively. Aldoses exhibit one
additional chiral center compared to ketoses for the same
number of carbon atoms. With the addition of an extra
carbon atom to a growing monosaccharide chain, the num-
ber of possible stereoisomers increases. For the total num-
ber of chiral or asymmetric centers (n) possessed by a

FIGURE 1.1 Acyclic form of the D-aldose series.



monosaccharide, there are 2n possible arrangements. The
reference monosaccharide is considered to be D-glycer-
aldehyde, which provides a template for generation of
acyclic carbon skeletons (from 3 to 6 carbon atoms) as out-
lined in Figure 1.1 (Fischer projection format). For D-sug-
ars, the hydroxyl group of the highest numbered
asymmetric carbon atom (the one furthest from the car-
bonyl group) is situated on the right-hand side of the
Fischer projection, while for L-sugars, the same hydroxyl
group is positioned on the left. Thus, the analogous
L-aldose series (for brevity not shown) is represented by the
exact mirror image structures presented for the D-aldose
series. Most sugars found in nature are of the D-configura-
tion, though some common exceptions include L-arabi-
nose, L-rhamnose, L-fucose, L-guluronic acid and
L-iduronic acid. Monosaccharide units that differ only in
the configuration about a single chiral carbon atom are
referred to as epimers (diastereomers). For example, D-glu-
cose and D-galactose are C-4 epimers. Similar to the pat-
tern previously presented for the aldoses, the ketose acyclic
series begins with 1,3-dihydroxyacetone; however, the chi-
ral template series starts at D-erythrulose (Figure 1.2) [1,2].

The carbonyl group of aldoses and ketoses is reactive
and readily forms an intramolecular cyclic hemiacetal.

Therefore, most monosaccharides (except glyceraldehydes,
1,3-dihydroxyacetone and tetrulose) form energetically sta-
ble 5- (furan) and 6- (pyran) membered ring structures.
Through cyclization, an additional chiral center is formed
(compared to the acyclic form) at C-1 (aldoses) or C-2
(ketoses), which is designated the anomeric carbon atom.
At the new chiral center, there are two possible anomeric
configurations, α and β, which denote the hydroxyl group
below and above the ring plane, respectively (true for 
D-sugars, while the opposite designation is true for L-sug-
ars). The cyclic hemiacetal formation for both pyranose and
furanose ring structures (Haworth projections) is illustrated
in Figure 1.3 for D-glucose. The actual conformation of the
glucopyranosyl structure exists predominantly in the form
of a chair-shaped ring (not all ring atoms within the same
plane) with the bulky hydroxyl groups in an equatorial
arrangement to minimize steric (1,3-syn-diaxial) interac-
tions and lessen bond angle strain. For example, β-D-glu-
copyranose is shown in the 4C1 conformation (Figure 1.3).
The superscript and subscript numbers of the conforma-
tional notation denote the numbers of the carbon atoms
above and below the plane of the ring, respectively [1,2]. 

Aldoses and ketoses (both hemiacetals) can readily
react with alcohols to produce acetals called glycosides. The
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FIGURE 1.2 Acyclic form of the D-ketose series.



suffix -ide indicates an acetal linkage. For example,
D-xylose reacting with methanol produces a mixure of
methyl α-D-xylopyranoside and methyl β-D-xylopyra-
noside [1]. The alcohol (methanol in the above example)
portion of the glycoside is called the aglycon. In nature, the
aglycon (alcohol) is most often another monosaccharide
unit, and the covalent bond joining two monosaccharide
units is termed a glycosidic bond. This concept can be used
to describe two (disaccharide) or more monosaccharide
units attached through glycosidic linkages, including exten-
sive polymeric chains (e.g., polysaccharides) comprised of
many monosaccharide units.

In addition to the stereoisomeric configurations of sug-
ars, the chemical diversity of monosaccharides can include
chemical functionalities such as: carboxyl groups at the pri-
mary hydroxyl group position (uronic acids), amino groups
in place of hydroxyl groups (amino sugars), hydroxyl
groups replaced with hydrogen atoms (deoxy sugars), dou-
ble bonds (unsaturated derivatives), branch chain sugars,
ether substituents, and ester substituents. Examples of these
diverse structures are shown in Figure 1.4. A uronic acid is
an aldose in which the primary alcohol group (e.g., C-6) has
been converted to a carboxylic acid (e.g., α-D-galacturonic
acid). A deoxy monosaccharide involves the replacement of
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a hydroxyl group with a substituent such as a hydrogen 
atom (e.g., 6-deoxy-L-mannopyranose, commonly known
as L-rhamnose; 2-deoxy-D-erythro-pentose, also known as
2-deoxy-D-ribose; 3-deoxyl-D-ribo-hexose, also known as
3-deoxy-D-glucose). An amino sugar is a monosaccharide,
in which a hydroxyl group is replaced by an amino group
(e.g., 2-amino-2-deoxy-β-D-glucopyranose). A branch
chain sugar is C-substituted at a non-terminal carbon (e.g.,
3-C-hydroxymethyl-D-erythro-tetrose, also known as D-
apiose). Ether and ester carbohydrate derivatives will be dis-
cussed later.

Polyhydroxycyclohexanes, also known as cyclitols or
inositols, are discussed here due to their similarities to
pyranoses. Nine stereoisomers are possible, and the most
widespread in nature is myo-inositol (Figure 1.4). Methyl
ether derivatives of inositols are also common.

III. REACTIONS OF CARBOHYDRATES

A. HYDROLYSIS

Glycosides, including disaccharides and polymeric chains
(oligosaccharides and polysaccharides), undergo hydrolysis
in aqueous acids to yield free sugars. The process somewhat
randomly cleaves glycosidic bonds to reduce large carbohy-
drate chains into smaller fragments, which can in turn be
further depolymerized to monosaccharide units. Hydrolysis
is initiated in glycosides by protonation of the exocyclic
oxygen atom followed by breakdown of the conjugate acid
(cleavage of the bond between the anomeric carbon atom
and the glycosidic oxygen atom) resulting in the formation
of a cyclic carbocation, which is attacked by water to yield
the hemiacetal product (Figure 1.5). Glycosidic bonds can
also be cleaved by enzymes, which are very specific to the

type of sugar residue (e.g., D-galactosyl vs. D-glucosyl),
anomeric configuration (α or β), and the glycosidic linkage
site (e.g., 1→3). Both acid- and enzyme-catalyzed hydroly-
sis are commonly employed in the manufacture of mal-
todextrins and corn syrups, as well as in the commercial
production schemes of polysaccharides.

B. OXIDATION/REDUCTION

Aldoses can be readily oxidized to aldonic acids. Because
during the oxidation there is a concurrent reduction of the
oxidizing agent, aldoses are called reducing sugars
(Figure 1.6). Aldonic acids can readily cyclize to form a
stable lactone under neutral or acidic conditions. This oxi-
dation reaction has been successfully exploited either
chemically (Fehling solution, Cu(OH)2; bromine solution;
Tollens reagent) or enzymatically (glucose oxidase) to
quantitatively determine sugars [1,2]. In contrast, ketoses
must first be isomerized to an aldose (under alkaline con-
ditions), which can then undergo oxidation.

Reduction of an aldose or ketose results in the formation
of an alditol or sugar alcohol (denoted by the -itol suffix).
Commercial-scale operations typically use high-pressure
hydrogenation in conjunction with nickel catalyst for such
reductions. Sorbitol (D-glucitol) is a commonly occurring
alditol in fruits, and is 50% as sweet as sucrose. Sugar alco-
hols, such as D-glucitol, D-mannitol, and D-xylitol, are fre-
quently used as alternative sweeteners (noncariogenic) in
chewing gum and confectionary applications.

C. THERMAL REACTIONS

Heating of reducing sugars results in a complex series of
reactions called caramelization. The process is a cascade of
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FIGURE 1.5 Abbreviated mechanism of acid-catalyzed hydrolysis of a glycoside.
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FIGURE 1.6 Oxidation of an aldose to an aldonic acid with subsequent formation of D-gluconolactone.



dehydration reactions that form semi-volatile anhydrides
(e.g., 1,6-anhydro-�-D-glucopyranose (levo-glucosan))
and unsaturated compounds (e.g., 5-hydroxy-methyl-
furaldehyde (HMF) and furaldehyde) as shown in Figure
1.7 [1]. Catalysts such as salts and acids are added to pro-
mote the reaction.

Reducing sugars in the presence of amines (such as
proteins and amino acids) undergo a thermal reaction
called the Amadori rearrangement. In the case of D-glu-
cose, reaction with an amine (R-NH2) will form a deriva-
tive of 1-amino-1-deoxy-D-fructose and D-glucosylamine
(Figure 1.8a). If the reaction continues under acidic con-
ditions, it will undergo dehydration reactions to form
HMF. Above pH 5, reactive Amadori intermediates yield
complex polymerized dark-colored products via the
poorly understood non-enzymatic browning or Maillard
reaction, which contributes both color and flavor compo-
nents to a wide range of food systems (e.g., bread crust,
chocolate, caramels, etc.) Recently, acrylamide has been
detected in a myriad of high-temperature processed foods
(French fries, bread, breakfast cereal, popcorn, etc.), and
seems to be primarily derived by the reaction between 
D-glucose and asparagine. The reaction likely proceeds
via the glucosyl-asparagine derivative, and then under-
goes decarboxylative deamination to form acrylamide
(Figure 1.8b) [4]. To date, it is not known whether the low
levels (ppb) detected in food pose any significant health
risk to humans.

D. ESTER/ETHER FORMATION

Hydroxyl groups of sugars can form esters with organic
and inorganic acids. Reaction of hydroxyl groups with acyl
chlorides or acid anhydrides in the presence of a catalyst
(base) produces esters. Industrially, starches are esterified
(acetates, phosphates, succinates, adipates, etc.) to
improve their food-use properties. Acetates, sulfates, and
phosphates are commonly found as native constituents of
carbohydrates. For example, acetyl groups are present in
certain polysaccharides such as the plant hemicelluloses
(xylan and glucomannan), certain pectins, and xanthan,
while sugar phosphates are common intermediates in the
biosynthesis of monosaccharides and polysaccharides. The
polysaccharide carrageenan contains sulfate half-ester sub-
stituents. In addition to esters from sugar hydroxyl groups,
esterified uronic acid units are found in polysaccharides.
The best example is pectin, in which some of its D-galac-
turonic acid units exist in the methyl ester form. 

The hydroxyl groups of carbohydrates can also form
ethers. In nature, ether groups are not common, though
some D-glucuronic acid units, particularly in hemicellu-
loses, such as glucurononxylan, are methylated at the O-4
position (4-O-methyl-D-glucuronic acid). Industrially,
starches and celluloses are methylated (cellulose), hydroxy-
propylated (starch, cellulose), and carboxymethylated 
(cellulose) to improve the properties of these polysaccha-
rides for a variety of food applications.
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IV. OLIGOSACCHARIDES

Oligosaccharides are comprised of 2 to 20 glycosidically-
linked monosaccharide units [3]. In nature, enzymes
called glycosyltransferases catalyze the biosynthesis of
both oligosaccharides and larger polymeric carbohydrates
(e.g., polysaccharides). These very specific enzymes link
specific monosaccharide units together according to a
defined anomeric configuration and linkage position (e.g.,
C-3) on the aglycon sugar. Commercially, oligosaccha-
rides also can be generated through enzyme- or acid-
catalyzed hydrolysis of polysaccharides. The following
section will briefly discuss common disaccharides, trisac-
charides, and fructo-oligosaccharides.

A. DISACCHARIDES

Disaccharides are composed of two monosaccharide units
joined by a glycosidic bond. Disaccharides can either be
reducing (e.g., maltose and lactose, Figure 1.9) or non-
reducing (e.g., sucrose, Figure 1.10), depending on
whether one or both anomeric carbon atoms are involved
in the disaccharide glycosidic bond. Maltose (Figure 1.9),
a disaccharide formed by enzymatic hydrolysis of starch,
is produced commercially from the malting of barley, and

is the primary fermentable sugar used in the production of
beer [3]. The structure of maltose (α-D-glucopyra-
nosyl(1→4)-D-glucopyranose) can be written in short-
hand notation as αGlcp(1→4)Glcp. The shorthand
abbreviation for a monosaccharide unit is based on its first
three letters, except for glucose, which is designated as
Glc. The position of the linkage is designated as (1→4)
from carbon atom 1 of the glycosyl unit to carbon atom 4
of the agylcon unit. The sugar ring size is denoted as p for
pyranose or f for furanose, while the anomeric configura-
tion is designated as either α or β. In the case of D or L
configuration, it is only necessary to stipulate L-sugars
(D-sugars are assumed unless noted otherwise). This
shorthand notation can be used to define both oligosac-
charide and more complex polymeric (polysaccharide)
carbohydrate structures.

Lactose (βGalp(1→4)Glcp; Figure 1.9) is found in
milk at concentrations between 4 and 9%, and is the pri-
mary carbohydrate source for developing mammals. For
energy utilization, it is necessary that lactose be hydrolyzed
by the enzyme lactase (β-galactosidase) to D-galactose and
D-glucose in the small intestine to facilitate absorption into
the bloodstream. In some individuals, lactose is not
(or is only partially) hydrolyzed (lactase deficiency), which
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FIGURE 1.8 (a) Amadori reaction scheme and (b) formation of acrylamide. 



condition is clinically termed lactose intolerance, and
results in the bacterial, anaerobic fermentation of lactose in
the large intestine to lactic acid and gaseous products [3].

Sucrose (αGlcp(1↔2)βFruf; Figure 1.10) is composed
of an α-D-glucopyranosyl unit linked (reducing end to
reducing end) to a β-D-fructofuranosyl unit, and therefore
is non-reducing, because it has no free carbonyl (aldehyde)
group. Sucrose (table sugar) is one of the most common
low-molecular-weight carbohydrates in the human diet. It is
found in plants (e.g., sugar beets, sugarcane, and fruit),
where it represents an easily transportable energy and car-
bon source and an intermediate in starch and cellulose
biosynthesis. Another attribute of sucrose is its solubility in
water to form highly concentrated solutions, which result in
the lowering of the freezing point of water (anti-freeze) and
resistance against dehydration in plants and fruits [3]. As a
food ingredient, sucrose is utilized due to its water-solubil-
ity, desirable sweet taste, effects on colligative properties
(e.g., boiling and freezing point regulation), preservative
function (osmotic effect), and texturizing effects. 

In certain plants, some sucrose molecules are α-galac-
tosylated to form the non-reducing trisaccharide, raffinose

(αGalp(1→6)αGlcp(1↔2)βFruf), the tetrasaccharide,
stachyose (αGalp(1→6)αGalp(1→6)αGlcp(1↔2)βFruf)
as shown in Figure 1.10, and the pentasaccharide, verbas-
cose. These oligosaccharides are found especially in beans,
onions, and sugarcane. They are non-digestible and are
responsible for causing the flatulence (due to microbial fer-
mentation in the colon) associated with the eating of beans
and onions [3].

B. FRUCTOOLIGOSACCHARIDES

Fructans, which are polymers (polysaccharides) consist-
ing of β-D-fructofuranosyl units, are found in higher
plants, and are composed of two types, inulins and levans
(Figure 1.11). Inulins consist of (2→1)-linked β-D-fructo-
furanosyl units and are found in Jerusalem artichoke,
chicory, and dahlia tubers, while levans, consisting of
(2→6)-linked β-D-fructofuranosyl units, are found in
grasses. Both types of fructans are terminated at the
reducing end with a sucrose unit [2]. Fructo-oligosaccha-
rides, which are smaller versions of fructans are used in
prebiotic food applications, and are believed to serve as a
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preferred substrate to promote colonization of beneficial
gut microflora (e.g., bifidobacteria).

V. POLYSACCHARIDES

By definition, polysaccharides (glycans) are long-chain,
carbohydrate polymers comprised of, at minimum, 20 gly-
cosidically linked monosaccharide (monomer) units [3].
The number of individual monosaccharide units that com-
prise a particular polysaccharide is referred to as the
degree of polymerization (DP). Most indigenous polysac-
charides possess DPs far in excess of the stated minimum
(200–3000 DP is typical), though extremes are observed in
nature at both ends of the DP spectrum [3]. While poly-
saccharides are present in a wide range of plant and animal
biological systems, most glycans of commercial signifi-
cance occur in higher plants (though a few are produced by

bacteria). Collectively, polysaccharides from varied ori-
gins offer a multitude of structural and functional diversity
consistent with their respective intended roles (e.g., struc-
ture, energy storage, hydration, etc.) within biological sys-
tems. Of the various carbohydrate classes, polysaccharides
are by far the most abundant in nature [3], and, as a class
of compounds, represent the greatest single component of
biomass on the planet. Their relative abundance combined
with their diverse structural and functional characteristics
make them a superb source of biopolymers for utilization
in a wide range of food applications.

A. CLASSIFICATION OF POLYSACCHARIDES

Though commonly classified by source (Table 1.1), poly-
saccharides may also be categorized according to the
number of different monosaccharide types contained
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TABLE 1.1
Categorization of Select Polysaccharides according to Origin1

Origin/Source Polysaccharide Examples 

Higher plants
Cell wall associated Cellulose, hemicellulose, pectin
Energy stores (seeds, roots, tubers) Starch, guar gum, locust bean gum
Exudates Gum arabic, gum karaya

Marine plants (seaweed extracts) Carrageenan, alginate, agar
Microorganisms (bacterial fermentation) Xanthan, gellan
Chemical derviatives (of varied native origin) Hydroxypropylstarch, starch acetate, starch phosphate,

carboxymethylcellulose, hydroxypropylmethylcellulose,
methylcellulose

Synthetic Polydextrose

1Adapted from Ref. [3].



within their molecular structure (e.g., homoglycan: one
type vs. heteroglycan: more than one type), molecular
shape (e.g., branched vs. linear), electrostatic charge (e.g.,
neutral vs. anionic) and properties (e.g., gelling vs. non-
gelling) (Table 1.2).

In addition, polysaccharides differ from proteins and
nucleic acids in that they are both polydisperse and poly-
molecular [3]. With regard to polydispersity, a particular
polysaccharide type (e.g., pectin) is not defined by a spe-
cific number of monomeric units or a defined molecular
weight, but rather possesses a range of DPs and molecular
weights. Further, the majority of polysaccharides are not
chemically homogeneous (cellulose and bacterial polysac-
charides are exceptions); they are polymolecular in the
sense that individual molecules within a polysaccharide
type (e.g., pectin) may differ from one another with respect

to fine structure (monosaccharide sequence, proportion of
monosaccharide constituents, linkage type, branching fre-
quency). Thus, it is important to keep in mind that the
described structure of a polysaccharide type often is not
absolute; rather it is an idealized, statistical representation
for a population of macromolecules. For every polysaccha-
ride, the reported molecular weight is also an average value.

B. STRUCTURAL REGIMES OF POLYSACCHARIDES

Nevertheless, structural aspects of polysaccharides may be
defined on several different organizational levels (analo-
gous to protein primary, secondary, tertiary, and quater-
nary structural regimes) [5]. Polysaccharide primary
structure refers to the sequence of monosaccharide
units and the configuration of accompanying glycosidic
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TABLE 1.2
Categorization of Select Polysaccharides according to Multiple Classification Schemes Related to Structure and
Behavior1

Origin/Source Polysaccharide Examples 

By Shape 
Linear Cellulose, starch (amylose2), pectin,3 alginate, agar, carrageenan,

gellan, cellulose derivatives (carboxymethylcellulose,
hydroxypropylmethylcellulose, methylcellulose) 

Branched Guar gum, locust bean gum, xanthan 
Branch-on-branch Starch (amylopectin), gum arabic 

By Number of Types of Monomeric Units
Homoglycan Cellulose, starch (amylose, amylopectin)
(Di)Heteroglycan Guar gum, locust bean gum, alginate, agar, carrageenan, pectin3

(Tri)Heteroglycan Xanthan, gellan
(Tetra)Heteroglycan Gum arabic

By Charge
Neutral Cellulose, starch (amylose, amylopectin4), agar,5 guar gum,

locust bean gum, methylcellulose, hydroxypropylmethyl- 
cellulose, hydroxypropylstarch, starch acetate

Anionic Xanthan, gellan, alginate, carageenan, pectin, gum arabic, gum 
karaya, carboxymethylcellulose, starch phosphate

By Rheological Properties
Gelling Starch and starch derivatives, alginate, agar, carrageenan 

(κ- and ι-types), pectin, gellan, hydroxypropylmethylcellulose,
methylcellulose 

Non-gelling Celulose, xanthan,6 locust bean gum,7 guar gum, carrageenan 
(λ-type), gum arabic,8 carboxymethylcellulose, polydextrose

1 Adapted from Ref. [3].

2 Depending on botanical source, amylose can contain some minor short branches toward the molecular reducing end [3].

3 Categorization does not account for native pectin hairy regions (regions of extensive branching composed of multiple monosaccharide units), most
of which are lost during processing to commercial grade pectin [26].

4 Some starch amylopectin molecules (i.e., potato) may possess small amounts of native starch monophosphate [3].

5 Agar does possess small amounts of sulfate [30], but is considered to be largely neutral.

6 Though xanthan solutions do not gel, xanthan does form synergistic gels with locust bean gum, agar, and κ-carrageenan [3].

7 Though primarily a thickener, locust bean gum exhibits synergistic gelling behavior with xanthan, agar, and κ-carrageenan [3].

8 Forms gels at very high concentrations [3].



linkages. However, it is the glycan primary structure that
ultimately dictates the nature and extent of intramolecular
and intermolecular associations within a polysaccharide
system that lead to development of three-dimensional
molecular order (secondary, tertiary, and quaternary struc-
tures). Of the two defining elements of primary structure,
linkage type generally exerts a greater influence on molec-
ular conformation than monosaccharide type [6]. While
there is free rotation about glycosidic bonds, the extent of
rotation is limited to a narrow range of thermodynamically
favored conformations that coincide with potential energy
minima (as a function of hydrogen bonding, van der
Waals, polar, and torsional interactions) [5]. These pre-
ferred conformations define the proximity of adjacent gly-
cosyl units one to another, and dictate the polysaccharide
long-range, three-dimensional shape. This principle is
illustrated by the classic comparison of cellulose, amy-
lose, and dextran polysaccharides, which are all linear
chains of polyglucose, differing only in the nature of their
glycosidic linkages (Figures 1.12a–c) [3]. 

The equatorial-equatorial β(1→4) glycosidic linkage
of cellulose, which facilitates a strong hydrogen bonding
interaction between the ring oxygen atom and the C-3
hydroxyl group of adjacent glycosyl units, gives rise to a
flat, ribbon-like molecular conformation. On the contrary,
the axial-equatorial α(1→4) linkage of amylose leads to a
more open, coiled, helical structure, based on favorable

hydrogen bonding between the C-2 and C-3 hydroxyl
groups of neighboring glucosyl units. Finally, the
α(1→6) glycosidic linkage inherent to dextran introduces
an additional bond (C-5–C-6), about which free rotation
can occur. This additional bond also increases the distance
between adjacent glycosyl units such that hydrogen bond-
ing cannot occur. The resulting consequence is that dex-
tran molecules do not generally possess an ordered
three-dimensional conformation, but instead adopt the
structure of a random coil (possess no defined shape). 

The ability to form ordered secondary structure is
favored by a high degree of chain uniformity (regularity
of monosaccharide sequence and glycosidic linkage) [3],
while a random coil results from the lack thereof. In sum-
mary, the ribbon, helix, and random coil conformations
described for cellulose, amylose, and dextran, respec-
tively, effectively demonstrate the range of secondary
structure typical of polysaccharide systems. 

An example of polysaccharide tertiary structure is
observed with starch amylose molecules, which can asso-
ciate to form sections of ordered, double-helical arrange-
ments [5]. Triple-helical tertiary structures have also been
reported to exist for various polysaccharides [7,8]. Most
polysaccharide tertiary structures are typically stabilized
through intermolecular hydrogen bonds.

Temperature and physical state also influence the ten-
dency for a polysaccharide to adopt an ordered secondary
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or tertiary structure. A polysaccharide in an ordered con-
formation typically undergoes a reversible order (helix) to
disorder (random coil) transition with an increase in tem-
perature sufficient to disrupt hydrogen bonds that stabilize
the ordered conformation (Figure 1.13a) [9]. Under these
circumstances, double-stranded tertiary structures gener-
ally unfold (Figure 1.13b). Upon cooling below the tran-
sition temperature, polysaccharide molecules are again
able to regain their respective ordered secondary and/or
tertiary arrangements. For polysaccharides capable of
forming ordered secondary structures, the crystalline state
generally favors the existence of the ordered conforma-
tion, while the solution state (in water) often results in
adoption of a random coil [5]. In the solution state, com-
peting hydrogen bonds between solute (polysaccharide)
and solvent (water) molecules tend to minimize the stabi-
lizing effects of intramolecular (solute-solute) hydrogen
bonds that would otherwise stabilize an ordered polysac-
charide secondary structure. Nevertheless, the solution
state does not necessarily impede the formation of double-
helical tertiary structures, though solvent conditions nec-
essary for development of such structures may vary with
polysaccharide type. 

The ability to form some degree of ordered secondary
or tertiary structure is generally a prerequisite (but not a
guarantee) for polysaccharides to participate in advanced
quaternary supramolecular structures. Quaternary struc-
ture develops through alignment and aggregation of sec-
ondary- and/or tertiary-ordered polysaccharide molecules

[5], and is typically stabilized by non-covalent interactions
(electrostatic, non-polar, hydrogen bond associations)
under requisite solvent conditions. Such quaternary order
is responsible for the intermolecular associations that lead
to development of both gel (junction zone) and other crys-
talline structures, which are important to processed foods
and native plant cell wall systems. However, in discussing
any level of polysaccharide three-dimensional structure, it
is important to note that polysaccharide molecules in solu-
tion are in a constant state of dynamic flux, and likely exist
in a wide range of physical forms (helix, double helix, ran-
dom coil, etc.) at any point in time (even though a statisti-
cally favored conformation may be dominant) [3,5].
Nevertheless, the three-dimensional structures discussed
here provide a basis for many of the observed properties of
polysaccharide systems. A more detailed description of
molecular features impacting polysaccharide conforma-
tion and physical properties is presented next.

C. IMPACT OF POLYSACCHARIDE MOLECULAR

FEATURES ON PHYSICAL PROPERTIES

While polysaccharides possess ring oxygen and hydroxyl
groups capable of interacting with water through hydro-
gen bonds [3], physical properties such as solubility, vis-
cosity, and gelling capability are additionally influenced
by other molecular features inherent to a polysaccharide.
Water solubility of a polysaccharide is generally
enhanced by molecular features that prevent formation of
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FIGURE 1.13 Depiction of the conformational changes associated with the thermoreversible order to disorder transition for 
(a) single- and (b) double-helical structures.



an ordered three-dimensional structure (e.g., irregular
backbone structure) or that present physical barriers to
intermolecular interactions (e.g., uniform sidechains,
backbone repulsive charge) (Table 1.3). An irregular
polysaccharide glycosidic linkage or monosaccharide
repeat tends to promote polymer flexibility, which can
reduce opportunity for intermolecular association and aid
solubility. The presence of regular sidechains or deriva-
tized polysaccharide hydroxyl groups can introduce
steric hindrance and molecular repulsion (if substituents
are charged), which minimize polysaccharide intermole-
cular associations, leading to increased solubility [3].

The basis for the increased viscosity of polysaccha-
ride solutions (relative to pure water) varies according to
polysaccharide concentration. The viscosity of a polysac-
charide system within the dilute regime arises from the
restructuring of water at the polysaccharide-water inter-
face, and represents the collective (additive) effect of indi-
vidual polysaccharide molecules in solution [10]. At more
intermediate concentrations, typical of industrial applica-
tions, intermolecular effects become more predominant.
As a result of being in constant dynamic motion, a poly-
saccharide molecule in solution sweeps out or occupies a
theoretical volume or domain of spherical shape [10].
With increasing polysaccharide concentration, the proba-
bility for individual polysaccharide molecular domains to
collide or overlap becomes increasingly likely, leading to
entanglements, internal friction, and increased viscosity
[3,11]. The polysaccharide concentration at which inter-
penetration of polymer domains occurs is referred to as
the overlap concentration, and coincides with a concurrent

rise in the slope of the viscosity increase in response to an
increasing polysaccharide concentration [11]. 

Aside from concentration effects, molecular character-
istics of polysaccharides greatly influence solution viscos-
ity. The greater the theoretical volume swept out by a
polysaccharide molecule in motion, the greater the result-
ing viscosity (assuming a constant concentration). Thus, in
principle, the volume swept out by a polysaccharide in
solution is a function of both molecular size (DP) and shape
(three-dimensional structure) [3]. While a polysaccharide
of high molecular weight or DP might generally be
expected to sweep out a greater volume compared to a gly-
can of relatively smaller size, the factor of molecular shape
must also be considered. A random coil (highly flexible)
structure will occupy a smaller spherical solution domain
than that of a stiff, rod-like extended structure of equal
molecular size (Figures 1.14a and 1.14b) [3]. Likewise,
with the continued assumption of equal molecular weight,
a highly branched polysaccharide is anticipated to exhibit a
more compact shape and smaller volume in solution com-
pared to that of a highly linear, extended glycan (Figures
1.14b and 1.14c) [3]. Thus, linear, high-molecular-weight
polysaccharides capable of forming ordered secondary
(helical) and/or tertiary (double-helical) rod-like, extended
structures generally produce highly viscous solutions (at
relatively low concentrations). As previously described,
formation of ordered secondary or tertiary structures is gen-
erally favored by extended regions of chain uniformity
(regularity of monosaccharide sequence and glycosidic
linkage). Nevertheless, some degree of chain disruption
(presence of sidechain, charged, or derivatized moieties
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TABLE 1.3
General Description1 of Polysaccharide Molecular Features and Conditions That Promote Water-Solubility,
Viscosity Development, Gelling Behavior

Polysaccharide Feature Water-Solubility Viscosity Development Gelling Behavior/Stability

Backbone linkage and/or Irregular Regular (rigid structures) Mixed (both regular and irregular
monosaccharide repeat segments)

Backbone shape Branch-on-branch structure Linear, extended structures Linear, extended structures

Degree of branching and/or Regular, even distribution of Regular, even distribution of Sporadic or irregular distribution
substitution sidechains or substituents short sidechains or substituents of side chains or substituents

along polymer chains along polymer chains along polymer chains

Molecular charge Even distribution of charge Even distribution of charge Uneven distribution of charge 
(if charged) (repulsive) along (repulsive) along (repulsive) along polymer

polymer chains polymer chains chains

Degree of solvation Maximum High Balanced (segments of both
polymer-polymer and polymer-
water interactions)

Molecular size Low Intermediate to high Low to intermediate

1 It is important to note that polysaccharides do not necessarily need to possess all suggested molecular features or conditions to exhibit a particular pro-
perty, though the greater number of molecular features present will increase the likelihood for a particular property to be exhibited. Exceptions do also exist.



along backbone, etc.) is often necessary to retain polysac-
charide solubility (Table 1.2) [3,5]. In particular, charged
groups along the polysaccharide backbone tend to keep

polysaccharides in extended form by way of intramolecular
repulsion, and enhance solubility and increase viscosity.

The ability to form viscoelastic (combination of both
liquid-like (viscous) and solid-like (elastic) behavior) gels
represents another significant physical property inherent
to many polysaccharide systems. A polysaccharide gel
typically consists of some form of an open, continuous,
three-dimensional network of aggregated solute macro-
molecules (polysaccharides) capable of entrapping signif-
icant volumes of solvent molecules (water) (Figure 1.15)
[3]. The polysaccharide network is generally reinforced
through limited aggregation of secondary- and/or tertiary-
ordered polysaccharide molecules that form regions of
supramolecular quaternary structure termed junction
zones (intermolecular cross-links) [3,5]. Junction zones
may be anchored by a range of stabilizing forces (hydro-
gen bonds, hydrophobic interactions, electrostatic forces,
van der Waals attractions, molecular entanglement, etc.)
defined by the polysaccharide structure and solvent con-
ditions. Regions of polysaccharide molecules not
involved in junction zone structure maintain strong inter-
action with water molecules to achieve a delicate balance
between the solute-solute (junction zone structure) and
solute-solvent (soluble polysaccharide) interactions that
constitute a gel.

In general, the polysaccharide structural features that
promote gel formation (junction zone development) are
similar to those previously described to favor develop-
ment of secondary- and/or tertiary-ordered structures
(characteristics that encourage chain regularity).
Nevertheless, to achieve gel stability, most gelling poly-
saccharides also possess some degree of structural pertur-
bation or disruption that breaks up or limits the formation
of the ordered arrangement at sites along the length of
polysaccharide chains (Table 1.3) [5]. Such disruptions
prevent excessive growth or development of junction
zones that would otherwise lead to syneresis (loss of
water-holding capacity) and gradual precipitation of poly-
saccharide molecules [3]. Specific structural features that
serve this purpose include: occasional irregularity within
the chain primary structure (e.g., carrageenan); occur-
rence of mixed blocks of monsaccharides within the pri-
mary chain (e.g., alginate); and presence of short,
sporadic sidechains (e.g., locust bean gum in mixed gel
systems with xanthan or carrageenan), substituent groups
(e.g., hydroxypropylated starch), or charged moieties
(e.g., high-methoxyl pectin). Formation of a stable gel
structure also requires manipulation of solvent conditions
to meet gelling requirements imposed by the specific
structural features of a polysaccharide. Addition of low-
molecular-weight solutes (acids, salts, sugar, etc.) or
adjustment of temperature may also be used to encourage
polysaccharide interaction (reduction of solvation), and
regulate the balance of attractive and repulsive forces that
coincide with the formation of a stable gel system. 
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FIGURE 1.15 Schematic representation of a generalized poly-
saccharide gel structure consisting of segments of aggregated,
ordered polysaccharide molecules (double helices) that com-
prise junction zones (intermolecular cross-links) stabilizing a
porous, continuous three-dimensional network or suprastructure.
Void spaces are occupied by entrapped solvent (water) and
unordered (fully solvated) portions of polysaccharide molecules
to yield a viscoelastic material. 

Branched
structure

(c)Extended rod(b)Random coil(a)

FIGURE 1.14 Comparison of theoretical solution volumes
occupied or swept out by (a) a random coil, (b) a somewhat rigid
rod, and (c) a branched macromolecule with the assumption of
identical molecular weight.



D. POLYSACCHARIDE STABILITY AND REACTIVITY

Polysaccharides are subject to a range of environments and
conditions in food systems that have the potential to alter
not only their conformations, but also their chemical struc-
tures and behaviors. A primary means by which molecular
structure is significantly altered occurs through the cleav-
age of glycosidic bonds (depolymerization), which tran-
spires by two primary means, hydrolysis and β-elimination
reactions. The mechanism of chain cleavage by hydrolysis,
which may be initiated by acids or enzymes, was described
in an earlier section (Section II, Figure 1.5). While the rate
of acid-catalyzed hydrolysis is influenced by pH (lower =
faster rate), temperature, and time of exposure, it also
varies with the nature of the glycosidic linkage [3]. For
example, the rate of acid-catalyzed hydrolysis for uronic
acid-based polysaccharides (e.g., alginate) is significantly
slower than for corresponding neutral polysaccharides. For
enzyme-catalyzed hydrolysis, polysaccharides such as
starch can be readily hydrolyzed into maltose and
branched oligosaccharides by treatment with β-amylase
(exo-glucanase), which cleaves terminal maltosyl residues
from starch polysaccharides. In contrast, α-amylase (endo-
glucanase) cleaves α(1→4)-linked bonds at random points
along the polysaccharide chain affording oligosaccharide
products. Thus, for various polysaccharides, the pattern of
enzymatic hydrolysis may differ according to the specific
enzymes employed. Lastly, polysaccharide depolymeriza-
tion by means of beta-elimination is favored under alkaline
conditions, and requires oxidation at O-2, O-3, or O-6 for
the reaction to proceed as depicted below (Figure 1.16).
Aside from conditions encountered within food systems, it
is important to note that depolymerization reactions are
often intentionally employed in the production schemes of
many commercial polysaccharides [3]. 

The reactivity of polysaccharides is also frequently
manipulated to improve and extend their physical proper-
ties. The reactions described earlier in relation to monosac-
charides (Section II) are also pertinent to polysaccharides,
and generally involve derivatization of polysaccharide

hydroxyl groups. The extent of chemical modification is
most commonly described by the degree of substitution
(DS). Most individual monosaccharide units within a poly-
saccharide structure possess an average of three hydroxyl
groups available for reaction. The DS, which may exhibit a
maximum value of three, depicts the average number of
modified hydroxyl groups per glycosyl unit [3]. For reac-
tions in which it is possible for a substituent group result-
ing from reaction with a polysaccharide hydroxyl group to
further react with another reagent molecule, the degree of
reaction is described in terms of molar substitution (MS),
which is defined as the average number of moles of reactant
per glycosyl unit [3].

VI. POLYSACCHARIDE STRUCTURES AND
FUNCTIONS

Polysaccharides of commercial significance will be dis-
cussed in terms of their structural constituents that are
ultimately responsible for their observed properties. The
discussion of specific polysaccharides is anticipated to
highlight the diversity of structures and functions com-
mon to food systems, but is not intended to represent a
comprehensive list of polysaccharides present in foods
either naturally or as added ingredients. 

A. STARCH AND ITS DERIVATIVES

As the primary storage medium in higher plants, starch in
its simplest form consists of two diverse homopolymers,
amylose (linear structure) and amylopectin (branch-on-
branch structure), both of which are comprised exclusively
of D-glucosyl units (Figure 1.17a and 1.17b). The linear
fraction, amylose, consists of (1→4)-linked α-D-glucopy-
ranosyl units, and has a molecular weight in the range of
30,000 to greater than 106, depending on source [3]. While
the amylopectin backbone exhibits a primary structure
identical to that of amylose, it also possesses sidechains
of (1→4)-linked α-D-glucosyl units (average chain length
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FIGURE 1.16 A possible mechanism for depolymerization of pectin, which possesses native carboxylate and carboxy methyl ester
groups, via β-elimination.



of 20–30 units) attached to the main chain through
α(1→6) linkages. The sidechains themselves give rise to
further branches to yield large, yet compact, branch-on-
branch structures of significant molecular weight
(approaching 109) (Figure 1.17b) [3,12]. Starch is unique
in the sense that amylose and amylopectin molecules are
biosynthesized and assembled in the form of semi-crys-
talline aggregates, called granules, which vary in size
(1–100 µm) and shape (spherical, elliptical, angular,
lenticular, etc.) according to the botanical source. Starch
granules, which are stabilized by regions of complex
molecular order (double-helical association of polymer
chains), are insoluble in room temperature water. Slurries
of starch granules in water require heating sufficient to

disrupt the native granular structure to achieve solubility
and realize the functionality of starch [3].

Heating of starch granules in water brings about gela-
tinization or the irreversible loss of granular order, which
is accompanied by increased granule hydration, swelling,
and leaching of soluble components (primarily amylose)
[3,12–14]. In the presence of shear, the fragile, swollen
granules are reduced to a paste composed of granule rem-
nants dispersed within a continuous phase of solubilized
starch. As the paste is cooled, the linear amylose mole-
cules retrograde (crystallize), adopting regions of double-
helical structure, which through aggregation, form
junction zones that comprise a continuous three-dimen-
sional gel network (Figure 1.18) [15]. The dispersed
phase of a starch gel network consists of amylopectin-rich
regions and granule remnants. The branched nature of
amylopectin limits its intermolecular association, and
favors initial water solubility, though amylopectin chains
do slowly interact (crystallize) in time [3,12]. Thus, waxy
starches, which contain only amylopectin, lack the ability
to form strong gel networks, but are nevertheless capable
of generating highly viscous solutions over time at starch
levels above the overlap concentration via the develop-
ment of weak intermolecular associations. 

Due to their properties and abundance, starches of
varied biological origin are frequently exploited as thick-
eners, gelling agents, binding agents, texture modifiers,
and substrates in diverse food applications. However,
most food starch (≈75%) added as an ingredient is first
chemically and/or physically modified [16], while yet in
the granular form, to enhance the physical properties of
starch polymers in accordance with the intended end-use.
Several categories of starch derivatives will be discussed
briefly, though in reality most commercial starch deriva-
tives undergo multiple modifications.
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(a)

(b)

FIGURE 1.17 Idealized diagrams depicting the linear and
branch-on-branch structures of starch molecules, (a) amylose
and (b) amylopectin, respectively (∅ depicts the molecular
reducing end).

FIGURE 1.18 Schematic representation of the structural changes associated with the gelatinization and pasting of native starch gran-
ules. Gelatinization (loss of granular molecular order) is accompanied by granule swelling and leaching of soluble starch components
(amylose) during aqueous heating. With the application of shear, swollen granules undergo further disintegration to yield a paste,
which is composed of a continuous phase of solubilized starch and a dispersed phase of granule remnants. Upon cooling, amylose ret-
rogradation (depicted by the cross-hatching between molecules within the paste) results in the formation of a gel network.



Starch stabilization generally involves conversion of
starch hydroxyl groups to phosphate monoesters
(DS � 0.002), acetate esters (DS � 0.09), or hydrox-
ypropyl ethers (MS � 0.1) [3]. Modification is employed
to overcome the tendency for syneresis of native starch
pastes, which occurs due to excessive junction zone
growth. The periodic incorporation of bulky (hydrox-
ypropyl) and/or charged (phosphate monoester) sub-
stituent groups onto starch molecules (particularly
amylose) introduces a physical and/or electrostatic imped-
iment to intermolecular association and formation of
ordered structures (Figure 1.19a) [3,17]. By regulating
junction zone growth, stabilized starches exhibit
improved paste clarity and syneresis/freeze-thaw stability
in comparison to their native counterparts [3,17]. 

Cross-linked food starches are most frequently gener-
ated through reaction with phosphorus oxychloride or
sodium trimetaphosphate, and exhibit of low levels of
distarch phosphate ester cross-links (one per 1000–2000
glycosyl units) between adjacent starch molecules and/or
chains (Figure 1.19b) [17]. While the presence of cross-
links generally reduces the swelling of granules during
gelatinization, it also contributes stability and rigidity to
the swollen granule structure (less breakdown with shear),
leading to a higher ultimate paste viscosity (compared to
the unmodified starch) [17]. Due to the reinforced granule
structure, cross-linked starches display good stability to
shear, acidic conditions, and extended heating, and are
utilized in a broad array of food systems (retorted,
extruded, frozen, baked, and dehydrated applications) [3].

Acid-modified starch results from treatment of granular
starch with dilute acid to effect partial hydrolysis of starch
molecules within granule amorphous (disordered) regions
[17]. While retaining their granular shape, acid-modified
starch granules display minimal swelling and almost com-
plete disintegration upon heating in water. Most impor-
tantly, hot pastes of acid-modified starches exhibit very low
viscosities (breakdown of swollen granules), and are easily
pumped while hot, but form stiff, opaque gels upon cooling
[17]. Acid treatment of starch increases the proportion of

linear starch molecules (due to hydrolysis of branched
starch chains), which facilitate development of tertiary- and
quaternary-ordered structures that comprise a gel network.
Primary applications of acid-thinned starches involve pro-
duction of gelled candy products [3].

Generation of pregelatinized or cold-water swelling
starches requires the partial or complete disruption of the
native granule structure (molecular order) by pre-process-
ing (heating) a starch slurry under prescribed conditions
[3]. The resulting starch products exhibit either ambient
temperature solubility (pregelatinized) or granule
swelling (cold-water swelling) to achieve viscosity devel-
opment in aqueous environments without the requirement
of additional heating. Pregelatinized and cold-water
swelling starches are incorporated as both thickening and
gelling agents in dehydrated and/or instant food products
that do not require heat preparation.  

Lastly, starch is the substrate for an assortment of car-
bohydrate ingredients classified as starch hydrolyzate
products, which include maltodextrins, dextrose (com-
mercial name for glucose), corn syrups, and high fructose
syrups (HFS) [18]. Generation of these products involves
variable degrees of acid and/or enzyme conversion of
starch to lower-molecular-weight polysaccharides,
oligosaccharides, and glucose. With the exception of
some maltodextrins (bulking agent), all other noted starch
hydrolyzate products (sweeteners) are reduced in molecu-
lar size to the point they are no longer classified as poly-
saccharides. 

B. CELLULOSICS

As the most abundant component of biomass on the
planet, cellulose is the key structural constituent of plant
primary cell walls. It consists of long, linear chains com-
posed solely of (1→4)-linked β-D-glucopyranosyl units
(Figure 1.12a) [3]. As previously described, the nature of
the cellulose glycosidic linkage, its regular monosaccha-
ride sequence, and its linear backbone causes cellulose
molecules to adopt flat, rigid, ribbon-like secondary struc-
tures that readily aggregate to form crystalline, water-
insoluble superstructures [3]. Thus, in the native state,
while cellulose represents a good source of dietary fiber in
indigenous whole foods or in isolated form (referred to as
powdered cellulose), it generally requires further process-
ing or derivatization to enhance functionality for broader
food use. Several such cellulose derivatives will be high-
lighted below.

Microcrystalline cellulose (MCC), which is generated
by acid-catalyzed hydrolysis of native crystalline cellu-
lose fibers, can be categorized into two primary types,
powdered and colloidal, based on processing scheme and
function. Both are insoluble in water. For powdered MCC,
hydrolysis is conducted to generate small crystalline
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starch derivatives. 



fragments, which are spray-dried and agglomerated to
yield open, porous, aggregates of crystals of desired size
(20–100 µm typical) [3]. Powdered MCC is used as a
bulking agent and flow aid in food systems. On the other
hand, colloidal MCC is produced by applying mechanical
shear to crystalline fragments (obtained by acid hydroly-
sis) sufficient to further reduce crystallite size to the col-
loidal range (0.2 µm) [3]. A second polysaccharide
(generally one with a backbone negative charge) is added
to stabilize the dispersed phase (cellulose crystals) by pro-
viding a physical and or electrostatic barrier to aggrega-
tion [3,19]. Functioning as a protective colloid, the second
polysaccharide interacts with cellulose crystals along
uncharged segments of its backbone, while its charged
regions provide electrostatic repulsion to prevent exces-
sive association of cellulose particles. The dried disper-
sion, known as colloidal MCC, functions in food as an
emulsion stabilizer, thickener, or fat replacer depending
upon the properties of the protective colloid.

Production of carboxymethylcellulose (CMC)
involves reaction of cellulose with chloroacetic acid, and
converts native hydroxyl groups to carboxymethyl ethers
(Figure 1.20a). For food applications, typical DS levels
range from 0.4–0.95 [20]. The introduction of charged
substituents along the cellulose backbone greatly
enhances solubility (relative to that of native cellulose)
by way of intermolecular repulsion [3]. At pH values
above the carboxyl pKa, CMC molecules occur as
extended linear structures and sweep out large molecular
domains to form high viscosity solutions. Commercially,
CMC is available in a range of molecular weights (vis-
cosity grades) as are most food gums. It is utilized pri-
marily as a thickener in a wide range of food applications
[20].

Methylcellulose (MC) and hydroxypropylmethylcellu-
lose (HPMC) are additional ether derivatives that offer
unique properties to food systems. Methylcellulose is
achieved through reaction of cellulose with methyl chlo-
ride (MS levels 1.6–1.9) (Figure 1.20b), while production
of HPMC involves additional derivatization with propy-
lene oxide (DS levels 0.07–0.34) (Figure 1.20c) [3].
Relative to CMC, significantly higher derivatization levels
are required to achieve water-solubility of methylcellu-
lose, which is only marginally enabled by the presence of

bulky (but nonpolar) substituent groups distributed along
the length of cellulose chains. The marginal solubility of
MC becomes further reduced at increased temperatures
(due to loss of water molecules of solvation, which facili-
tates intermolecular association of polymer chains,
through hydrophobic interactions). The result is thermore-
versible gelation over the temperature range of 50–90°C
[3,20]. Due to the ability to form thermal gels, MC may
provide a physical barrier against moisture loss and fat
uptake during high-temperature frying operations. While
HPMC also exhibits thermal gelation behavior, gels are
typically weaker (relative to those of MC), and increase
in softness with an increasing degree of hydroxypropyla-
tion (decreases hydrophobic nature and provides a physi-
cal barrier to intermolecular associations) [20]. In
addition, HPMC exhibits good surface activity as a foam
stabilizer [3].

C. GALACTOMANNANS: LOCUST BEAN AND GUAR

GUMS

Galactomannans of significance include guar and locust
bean (carob) gums, which commercially are the ground
crude flours of their respective seed endosperm [3]. The
primary polysaccharide component of both guar and
locust bean gums possesses a backbone structure com-
prising of (1→4)-linked β-D-mannopyranosyl units with
the occurrence of solitary α-D-galactopyranosyl units
attached glycosidically at C-6 of main-chain mannosyl
units (Figure 1.21) [3,21]. 

While guar and locust bean gums have only low to
moderate molecular weights (200,000 and 80,000, respec-
tively) [21], the mannan backbone (extended ribbon-like
structure) contributes molecular rigidity that facilitates a
large hydrodynamic volume and development of high vis-
cosity solutions [3]. The presence of sidechains (impede
aggregation) enhances the solubility of both guar and
locust bean gums relative to unsubstituted mannan, which
forms insoluble, crystalline, intermolecular aggregates
(akin to native cellulose) [21]. Though the two gums have
similar structures, substitution with D-galactosyl units is
more frequent in guar gum (about 1 of 2 backbone units
substituted) and more evenly distributed over the length of
the polysaccharide chains as compared to locust bean gum

1-18 Handbook of Food Science, Technology, and Engineering, Volume 1

C
H

CH3CH2

O

(a)

(b)

(c)

Rcell-OH

Rcell-OH  + CH3Cl

+ ClCH2CO2
− Na+

NaOH
Rcell-O-CH2CO2

− Na+ +  NaCl   +  H2O

Rcell-O-CH3  +  NaCl   + H2O
NaOH

Rcell-OH  +
NaOH

Rcell-O-CH2-CH-CH3

OH

FIGURE 1.20 Reactions used for generation of (a) carboxymethyl-, (b) methyl-, and (c) hydroxypropylcellulose derivatives.



(about 1 of 4 backbone units substituted with irregular
sidechain distribution) [3,21]. The regular substitution
pattern of guar gum minimizes intermolecular associa-
tions, and explains the excellent water solubility and non-
gelling behavior of this polysaccharide. The “naked
regions” (large polymer sections devoid of sidechains) of
locust bean gum afford open segments of the main chain
capable of intermolecular interaction, and account
for the gel-forming capabilty with xanthan gum and

κ-carrageenan (Figure 1.22) [3,21]. Thus, it is the differ-
ing patterns of sidechain substitution that primarily
account for the basic differences in the properties of locust
bean and guar gum.

D. ALGINATE

Extracted from brown seaweeds, alginates are complex,
linear, block copolymers composed of (1→4)-linked
β-D-mannopyranosyluronic acid and α-L-gulopyranosy-
luronic acid (occurs in 1C4 chair conformation) units
[3,5,22]. Three major types of primary structure gener-
ally describe the polymer backbone of alginate: 1) unin-
terrupted sections of D-mannuronate units (M blocks), 2)
uninterrupted regions of L-guluronate units (G blocks),
and 3) intermingled sequences of D-mannuronate and
L-guluronate units (mixed or MG blocks) (Figure 1.23a)
[23]. The occurrence of multiple, primary structural
regimes within a single molecule has significant conse-
quences on alginate three-dimensional structure and
properties. Due to backbone charge, alginate molecules
adopt an extended solution structure consisting of sec-
tions of M blocks (ribbon-like structure), G blocks (buck-
led shape), and MG blocks (irregular coil). In the
presence of divalent cations, alginate forms gel structures
that are described by the egg-box model (Figure 1.23b)
[24]. In this model, junction zones are stabilized by diva-
lent cations, which provide electrostatic cross-bridges
between oriented G block regions of adjacent molecules.
While the M and MG blocks do not participate in junc-
tion zone formation, they do serve to balance intermole-
cular associations by breaking up G block regions and
limiting excessive junction zone growth. At excessively
low pH values (below the pKa of the carboxylate group),
intermolecular electrostatic repulsion is lost, and precipi-
tation can occur [3].
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FIGURE 1.22 Schematic representation of the junction zone
gel structure between locust bean gum “naked regions” and xan-
than or carrageenan double-helical segments.



E. PECTIN

Pectin, a cell-wall associated polysaccharide of higher
plants, is a predominantly linear glycan consisting of α-
D-galactopyranosyluronic acid units, some of which are
present in a methyl ester form [3,25,26]. The polygalac-
turonate chain may also be disrupted by the occasional
insertion of an α-L-rhamnopyranosyl unit [3,25,26] and
the presence of sporadic, highly branched segments (hairy
regions) [25,26], both of which introduce backbone irreg-
ularity (though hairy regions are mostly removed during
preparation of commercial pectin). Commercially, pectins
are categorized according to their degree of esterification
as either low-methoxyl (LM; <50% esterified) or high-
methoxyl (HM; > 50% esterified), which designation also
defines the optimum conditions in which they gel [3]. LM
pectins form gels in the presence of divalent cations, and
align to form an “egg box” junction zone structure similar
to that previously depicted for alginate (LM pectin and
alginate G blocks possess almost mirror image secondary 
structures). 

For HM pectin, solvent conditions must be adjusted to
reduce both polysaccharide solvation and intermolecular
repulsion (due to ionized carboxylate groups) to facilitate
junction zone development. In food systems, the addition
of competing solute (usually sugar; 55% minimum) and
acid (to achieve a pH <3.5 and reduce the amount of neg-
ative charge) provide conditions that lead to gelation [3].
Junction zones, which are stabilized by a combination of
both hydrogen bonds and hydrophobic interactions
(between methyl ester groups) on adjacent molecules
[27], are also effectively limited in size by occasional
backbone irregularity (insertion of rhamnose, presence of
hairy regions) to benefit gel stability [3,25]. 

F. CARRAGEENANS

Carrageenans represent a family of linear polysaccharides
isolated from red seaweed species, and are generally cate-
gorized into three primary classes (κ-, ι-, and λ-types)
according to chemical structure and physical properties [3].
All three classes exhibit a common, idealized, disaccharide
repeat consisting of 3-O-substituted β-D-galactopyranosyl
and 4-O-substituted α-D-galactopyranosyl units, but differ
primarily with respect to their degree of sulfation (at C-6
and C-2), which generally follows the trend κ < ι < λ
(Figure 1.24a–c) [3,28]. Both κ- and ι-types  also possess
significant proportions of 3,6-anhydro ring structures.

Due to the charged backbone arising from the pres-
ence of sulfate substituents, all classes of carrageenan
(only sodium salt forms for κ- and ι-types) are highly sol-
uble in water and adopt rigid, extended coil solution struc-
tures [3]. Below a particular transition temperature
(40–70°C), both κ- and ι-types form regions of double-
helical secondary order at sites along the polymer chain
[3,5]. In the presence of K+ and Ca2+ cations (κ- and 

ι-types, respectively), the shielding of negative charge by
counterions facilitates aggregation of double-helical
regions of polymer chains to form junction zones and a
characteristic gel structure (Figure 1.25) [3,5]. Periodic
irregularity (kinks) in the backbone structure limits the
length of double-helical segments, which in turn regulate
junction zone growth and promote gel stability [3,5]. 

In contrast, the high degree of negative charge and the
different shape of the disaccharide repeat inherent to λ-type
carrageenan molecules preclude significant intermolecular
association and gel formation under any conditions common
to food systems [3]. For carageenans, gel strength decreases
in the order κ > ι > λ (non-gelling), which is inversely
related to the degree of polysaccharide molecular charge.

G. AGAR

Agar, which is also derived from specific species of red sea-
weed, exhibits a chemical structure similar to that of κ-car-
rageenan, except that the second unit of the characteristic
disaccharide repeat is a 3,6-anhydro-α-L-galactopyranosyl
unit (in carrageenans, D-entantiomer is present instead)
(Figure 1.24d) [29]. Similar to the carrageenans, the back-
bone structure is interrupted by an occasional kink (presence
of sulfate hemiester at C-6 of the α-L-galactosyl unit),
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though the sulfate content of agar is nominal (1.5–2.5%)
compared to that of carrageenan (>20%) [30]. While heat-
ing (85°C) is required to bring about water solubility, the
lack of consistent negative charge along the length of the
agar backbone results in a fairly flexible, non-extended
polymer chain of relatively low viscosity (in comparison to
carrageenan) [29]. However, upon cooling (40°C), agar
molecules undergo a transition to an ordered double-helical
tertiary structure, which leads to intermolecular aggregation
of sections of ordered polymer chains and development of a
quaternary gel structure [23]. Agar junction zone and gel
structure are thought to mimic that of gelling carrageenans,
with the exception that counterions are not required to 
promote gel formation in agar (lack significant negative
charge that would require shielding for intermolecular asso-
ciation to occur) (Figure 1.25). Similar to carrageenan, occa-
sional kinks in backbone structure disrupt the double-helical
arrangement, which in turn prevents excessive growth of
junction zones and aids gel stability [29]. 

H. XANTHAN

Xanthan is the common name for the heteroglycan iso-
lated from the bacterium Xanthomonas campestris. While
xanthan has a backbone primary structure identical to that
of cellulose, it differs from cellulose in that it possesses a
trisaccharide sidechain glycosidically attached to O-3 of
alternating backbone units [3,31]. The sidechain consists
of two mannosyl units separated by a glucuronic acid unit
(Figure 1.26). Approximately half of the terminal 

mannose units of the sidechain contain pyruvic acid,
linked at C-4 and C-6 via a cyclic acetal structure, while
the nonterminal mannosyl units contain an acetyl sub-
stituent attached at C-6. 

The presence of the trisaccharide sidechain, which
reduces intermolecular associations (due to electrostatic
repulsion and steric hindrance), is thought to account for
the excellent water solubility of xanthan relative to that of
native cellulose (water-insoluble) [32]. Xanthan forms
highly viscous, pseudoplastic (shear-thinning) solutions
at low concentrations, which solutions are stable to vis-
cosity change over a wide range of pH (1–12), salt con-
centration (up to 0.7%), and temperature (0–95°C) [3].
The relatively high-viscosity solutions are attributable to
a high molecular weight (2–10 � 106) and molecular
rigidity derived from its ordered conformation, which is
thought to consist of an extended double-stranded helix
[33]. At a temperature of 120°C, xanthan solutions lose
up to 98% of their original viscosity due to loss of molec-
ular order and rigidity [34]. At reduced temperature, xan-
than solutions regain up to 80% of their original viscosity
as molecules appear to reform the ordered conformation
[34]. Due to its unique solution behavior, xanthan is used
as a multipurpose thickener in a wide range of food appli-
cations. 

I. GUM ARABIC

Gum arabic, also known as acacia gum, is the exudate 
material of the acacia tree common to the Sahel zone of
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FIGURE 1.25 Representation of the gelation mechanism and junction zone structure for κ-carrageenan gels, in which potassium ions
(•) shield backbone negative charges to allow intermolecular interaction of double-helical polysaccharide segments. The presence of
“kinks” (occasional backbone structural irregularity) lends stability to the gel by limiting junction zone size and growth. Agar gels are
believe to possess a similar gel mechanism and structure, except that potassium ions are not required to bring about gelation.
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FIGURE 1.27 Representation of the branched chemical structure and composition of gum arabic.

Africa [35,36]. The gum contains 2–3% protein (gives rise
to emulsification capability), which is covalently bound to
the polysaccharide component [3]. Chemically, gum arabic
has a (1→3)-linked backbone of β-D-galactopyranosyl
units, which constitute approximately 40% of the total
monosaccharide content of the gum (Figure 1.27) [3,36].
Further, the gum arabic backbone is highly substituted with
sidechains (which themselves may give rise to further
branching), producing a highly branched structure. It con-
tains at least four additional types of monosaccharide units
(L-arabinofuranosyl, L-rhamnopyranosyl, D-glucopyran-
osyluronic acid, and 4-O-methyl-D-glucopyranosyluronic
acid units) attached to the branched backbone [3,35]. 

Due to its highly branched nature, gum arabic, though
of substantial molecular weight (580,000), possesses a
very compact three-dimensional structure, which provides
the basis for its most unique physical properties, its astro-
nomical solubility, and low viscosity (up to 50% gum
solutions may be prepared) [3]. The compact nature of
gum arabic molecules is best comprehended by the fact
that gum solutions of up to 10% (w/v) display Newtonian
flow behavior, and that it is not until 30% (w/v) solutions
are achieved that steric overlap of individual molecular
domains begins to occur accompanied by a more substan-
tial rise in viscosity as a function of increasing gum con-
centration [36]. 
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I. INTRODUCTION

Carbohydrates include monosaccharides, oligosaccha-
rides, and polysaccharides as well as substances derived
from them by various reactions such as reduction, oxida-
tion, esterification, etc. Monosaccharides are the basic
units from which all carbohydrates are built. Linking of
monosaccharides via glycosidic bonds leads to the forma-
tion of oligosaccharides (2 to 20 monomers) and polysac-
charides (more than 20 monomers). The term “sugars” is
often used to refer to the monosaccharides and some dis-
accharides (e.g., sucrose). Polysaccharides are grouped
into two major classes: (1) simple polysaccharides, which
contain only monosaccharides and their derivatives (esters
and ethers), and (2) conjugate polymers made up of a
polysaccharide linked to another polymer, such as
polypeptide. It is the purpose of this chapter to focus on
the physical properties of simple carbohydrates and asso-
ciated characterization techniques that are important to
food sciences. 

As one of the three major food components, carbohy-
drates have enormous functions and applications. They
not only supply most of the energy in the diet of humans,
but also have various functionalities which are used to
confer desired texture in foods. In these latter applica-
tions, the physical properties of carbohydrates, such as
solubility, water holding capacity, and solution rheology,
play important roles. Although containing similar build-
ing blocks, mono-, oligo-, and poly-saccharides have dif-
ferent physical properties. An extreme example of this is
the contrast between the highly soluble monomeric glu-
cose and the completely insoluble cellulose, which is a
polymer of glucose. It has long been known that the con-
figuration and conformation of sugars are the determi-
nants of their chemical and physical properties, and those
of oligosaccharides and polysaccharides inevitably
depend on the constituent monosaccharide as well as the

intermonomeric linkages. Abundant evidence has shown
that most of the physical properties of carbohydrates
depend on the size, shape, charge, and polarity of the indi-
vidual molecules. The study of structure-function rela-
tionships has been an important topic of carbohydrate
research, and advances in physical techniques continue to
improve our understanding and provide more insight into
these relationships.

II. CONFORMATION OF CARBOHYDRATES

A. MONOSACCHARIDES

Most monosaccharides and their derivatives encountered
in foods are polyhydric alcohols carrying a “reducing”
keto or aldehydo unit, and they exist primarily in cyclic
tetrahydropyran and tetrahydrofuran forms, with the latter
occurring less frequently than the former. However, the
common ketosugars are more likely than aldosugars to
exist as furanoses. Seven-membered rings occur but are
not common in foods. Free reducing sugars in solution
may exist in different cyclic forms, which are in equilib-
rium via the acyclic aldehydo or keto form. 

There are three potentially stable shapes for the six-
membered saturated sugar rings, namely chair, boat, and
skew (Figure 2.1).  The chair conformation predominates
in most cases because the widest separation of the elec-
tronegative oxygen atoms is usually achieved through
equatorial orientations of most of the hydroxyl and
CH2OH groups. The anomeric hydroxyl unit differs in
that it may adopt two orientations (α or β), which are
strongly influenced by the ring oxygen. Similarly, there
are two principal conformations for saturated furanoid
rings, described as envelope (E) and twist (T) (Figure 2.1),
each with four or three coplanar atoms, respectively.
Because of the low energy barriers between the E and 
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FIGURE 2.1 Examples of chair (C), boat (B), and skew (S) forms for pyranoid rings and envelope (E) and twist (T) forms for 
furanoid rings.
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T conformers, interconversions of these occur more read-
ily than between the pyranoid forms. The shapes of
acyclic aldehydo and keto carbohydrates and their
reduced forms are usually described as either a linear (zig-
zag) or a sickle shape. The advent of diffraction and NMR
techniques has allowed the determination of the configu-
ration and conformation of almost all the important mono-
saccharides (1). In crystals, most molecules adopt a single
conformation, whereas in solution there is generally more
than one conformation undergoing fast intercon-
version.

For a more detailed treatment of monosaccharide
chemistry and nomenclature, the readers are referred to
standard textbooks (2).

B. OLIGOSACCHARIDES

The conformation of oligosaccharides is less well docu-
mented than that of monosaccharides, although the natu-
rally occurring common oligosaccharides are well
characterized. Most data from x-ray diffraction and NMR
analysis are limited to oligosaccharides having less than
four monomeric units. There is considerable experimental
difficulty encountered when applying these techniques to
large oligosaccharides (3). However, although based on
limited amount of data, some general features about the
conformation of oligosaccharides can be drawn. Once
incorporated into an oligosaccharide or polysaccharide
chain, the monosaccharide ring is relatively rigid and the
ring geometry becomes effectively fixed. Thus, the overall
shape of oligosaccharides become more determined by the
two torsion (dihedral) angles φ and ψ across the two single
bonds of their connecting glycosidic linkage than by the
unit geometries. Wells of minimum potential energy may
be calculated, which limit the values adopted by φ and ψ
but not rigidly so. Generally speaking, disaccharides should
have a preference for staggered conformations about the
two linkage bonds, unless there are geometric constraints
imposed by, for example, a hydrogen bond between the two
rings. The crystal structures of many oligosaccharides have
been elucidated (3). Monosaccharides and certain oligosac-
charides possess definite crystalline structures, and thus
have well-defined melting points and solubilities.

C. POLYSACCHARIDES

Similar to polypeptides, polysaccharides also have different
levels of structures, although higher level structures are less
well defined. The primary structure describes the covalent
sequence of monosaccharide units and the respective glyco-
sidic linkages. The secondary structure describes the char-
acteristic shapes of individual chains such as ribbons and
helices, which arise from repetition of units adopting a par-
ticular average orientation in shape. Polysaccharide chains
with well-defined secondary structure (or sufficient areas of
such) may interact with each other, leading to further
ordered organizations incorporating a group of molecules.
This is known as the tertiary structure. Further association of
these ordered entities results in large quaternary structures.

1. Ordered Structures in the Solid State

A repeated sequence of monomers or oligomers leads to an
ordered and periodic conformation of polysaccharide mol-
ecules. The different linkage types, arising from the
anomeric nature of glycosidic linkage and the orientation
of OH units through which it is attached, impose certain
general features on oligosaccharide and polysaccharide
conformations because of the limitations placed on the
dihedral angles. Fundamentally there are four different
types of chain shapes: ribbons, hollow helices, loosely
jointed, and crumpled types (4). For example, for β-(1→4)
linked D-glucopyranosyl units, the two bonds from the
ring to its two bridging oxygens define a zig-zag form,
which promotes a tendency to adopt a flat, extended, ribbon-
like conformation, in the polymer (Figure 2.2a). In con-
trast, when the links between the D-glucopyranosyl units
are β-(1→3) or α-(1→4), they define a U-turn form
(Figure 2.2b); this geometry extended over multiple units
often produces a hollow helical conformation, which
becomes stabilized in multiple helices. The linkage
through the primary hydroxyl units, such as between
(1→6) linked hexopyranose units, leads to a loosely
jointed type of conformation and marked molecular flexi-
bility in the resultant polysaccharides. This arises from the
extra single bond and torsion angle (ω) between the two
sugar rings that separates the rings, reducing inter-unit
interactions and allowing a greater range of conformational
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FIGURE 2.2 Examples of geometrical relationships across sugar rings. (a) Zig-zag relationship across 1,4-linked β-D-glucopyra-
nose; (b) U-turn relationship across 1,3-linked β-D-glucopyranose.
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possibilities. A further type of conformation known as
“crumpled,” such as in β-(1→2) linked glucopyranoxyl
units, is less common in food carbohydrates. 

The regular conformation of polysaccharides can
always be described as a helix, which may be defined by
just two parameters, the number of units per turn of the
helix, and the translation of each repeating residue along
the helical axis. The resultant single helix may associate
to form multiple helices, which are then further packed in
various ways to form higher ordered structures in the solid
state. The majority of polysaccharides in their native form
exist in an amorphous structure, examples being the
antiparallel, extended twofold ribbon-like organized chain
structure in the family of mannans and galactomannans
(5). A relatively small number of polysaccharides are
organized into a repeating crystalline or partly crystalline
structure, examples being cellulose, starches, chitin, and
some β-D-glucans. The crystalline element is usually
capable of existing in different polymorphic forms. The
ordered structures of polysaccharides have been exten-
sively studied by x-ray and electron diffraction (6), and
the x-ray structures of more than 50 well-defined poly-
saccharides are known (7). 

2. Secondary and Tertiary Structures in
Solutions and Gels

The extensively ordered conformation of a polysaccharide
in the solid state may not be retained following hydration
in solutions and gels. Polysaccharide chains tend to adopt
a more or less coiled shape in solutions and fluctuate con-
tinuously between different local and overall conforma-
tions. A large group of non-gelling polysaccharides, or
gelling polysaccharides in non-gelling conditions, exist in
solutions with a conformation known as disordered ran-
dom coils. Since polysaccharide molecules contain a large
number of hydroxyl groups, they have a high tendency to
associate into supramolecular aggregates through hydro-
gen bonding in aqueous solutions. For example, combin-
ing static and dynamic light scattering, a fringed micelle
model was proposed for the aggregates formed in solu-
tions by a number of neutral polysaccharides including
tamarind xyloglucan (8) and cereal (1→3)(1→4)-β-glu-
cans (9). The association of molecules in such a form
markedly increases the stiffness of the single chains, lead-
ing to enhanced solution viscosity.  More ordered struc-
tures may be developed, in solution through the so-called
cooperative interactions, especially for polysaccharides in
which identical repeat units result in a regularity of
sequence. Conformational transitions in solution between
random coils and helices have been well recognized and
characterized for a number of polysaccharides such as
curdlan, xanthan, and gellan (10). Under favorable condi-
tions, these ordered structures may further associate, lead-
ing to the formation of three-dimensional gel networks. 

D. PHYSICAL TECHNIQUES USED TO STUDY

CARBOHYDRATE CONFORMATION

A wide range of physical techniques has been used to
study the structures of carbohydrates at different levels,
i.e., molecular, macromolecular, and supramolecular
structures (11). The use of such means as mass spec-
troscopy and molecular spectroscopy to elucidate the pri-
mary structure of carbohydrates will not be covered in this
chapter. The purpose is to include only those physical
techniques used for studying the conformation of carbo-
hydrates in general, and for probing the higher level struc-
tures of polysaccharides. Generally there is a need to
combine several physical techniques to provide comple-
mentary information about the structure of carbohydrates.

1. X-Ray Diffraction

a. Background
X-ray diffraction and other types of diffraction methods
(electron and neutron) have contributed to our understand-
ing of the molecular geometry of carbohydrates. Diffraction
is essentially a scattering phenomenon. When a monochro-
matic x-ray beam travels through a test specimen, a small
proportion of the radiation is scattered with mutual rein-
forcement of a large number of scattered rays, and the result-
ant x-ray intensity in specific directions depends on the
arrangement of the scattering atoms within the sample. 
X-ray scattering techniques are divided into two categories:
wide-angle x-ray scattering (WAXS) and small-angle x-ray
scattering (SAXS). Typically, SAXS gives information on a
scale of ~ a few nanometers and smaller, while WAXS gives
information on a scale of 1–1000 nm. WAXS is used to
measure crystal structure and related parameters, which is
the topic of this section. SAXS will be discussed in the next
section together with light and neutron scattering tech-
niques.

The diffraction pattern, commonly recorded on photo-
graphic film, consists of an array of spots (reflections) of
varying intensities, from which structural information for a
chemical repeat may be deduced. If a large enough size of
crystal can be prepared, it is usually possible to determine
the crystal structure and hydrogen bonding to a high degree
of accuracy. Information such as repeating unit cell dimen-
sions, lattice type, space group symmetry and bond lengths,
and valence angles can be derived from the analysis.

b. Monosaccharides and oligosaccharides
For almost all monosaccharides and many oligosaccha-
rides with low degrees of polymerization, it is not a major
problem to prepare single crystals for x-ray measurement.
X-ray characterized structures are available for most of
these molecules (3, 12–16). As an example, in the study of
mannotriose (O-β-D-mannopyranosyl-(1→4)-O-β-D-
mannopyranosyl-(1→4)-O-α-D-mannopyranose) (14), the
unit cell was determined as monoclinic with dimensions of
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a � 0.1183 nm, b � 0.1222 nm, and c � 0.9223 nm, and
β � 112.34°; the space group was P21. The crystal struc-
ture includes three water molecules, two of which are
involved in hydrogen bonding such that the mannotriose
molecules occur effectively as sheets of long parallel
chains, with each consecutive sheet having chains lying at
approximately right angle to those in a neighboring sheet.

c. Polysaccharides
Large oligosaccharides rarely and polysaccharides never
form single crystals that are good enough for classical 
x-ray crystallography. They tend to form fibers that are
amorphous, or at best only partly crystalline, starch being
a typical example of the latter. X-ray study of starches
mostly measures the degree of crystallinity and identifies
different polymorphic forms. To obtain useful x-ray dif-
fraction data from other more amorphous non-starch poly-
saccharides, oriented fibers or films are used (6). These
polycrystalline fibers or films are prepared in such a way
that the polysaccharide helices are preferentially oriented
with their long axes nearly parallel. The x-ray diffraction
intensities then provide information about the helical
structures such as repeat spacing of the helix and helix
screw symmetry, and if the diffraction pattern is suffi-
ciently “crystalline,” the unit cell dimensions and lattice
type. However, the x-ray data alone are inadequate to solve
a fiber structure, and interpretation requires supplementa-
tion with molecular modeling analysis using existing
stereochemical information derived from surveys of crys-
tal structures of related mono- or oligosaccharides (7, 17). 

X-ray fiber diffraction is of great value in the determi-
nation of the conformations of polysaccharides. Studies of
the (1→3)-β-D-glucan family, curdlan, schizophyllan, and
scleroglucan, are good examples. Curdlan is a linear
(1→3)-β-D-glucan, whereas schizophyllan and scleroglucan
also contain some β-(1→6)-glucosyl branches. These
(1→3)-β-D-glucans usually form triple-stranded helices
(18). The structure of curdlan (in both hydrated and anhy-
drous forms), determined from oriented fibers, assume a
right-handed, parallel, six-fold triple-helical conformation.
There are interstrand O2…O2 hydrogen bonds in the
hexagonal unit cell, with parameters a � b � 1.441 nm
and c � 0.587 nm. The space group is P63 and there is one
helix per unit cell (19). The short-branch substitutions on
the main chain primary hydroxyls in schizophyllan and
scleroglucan do not seem to affect the fundamental triple-
helical structure (20). 

2. Light, X-Ray, and Neutron Scattering

a. Background
The principles on which light, x-ray, and neutron scattering
depend are basically similar and can be treated by the same
fundamental sets of equations. For all three modes of scat-
tering, angular dependence of the normalized scattering

intensity provides information on the size and shape of the
macromolecules. The resolving power of scattering tech-
niques is related to the wavelength of the scattered radiation
(21). The wavelengths are 0.1–0.3 nm for SAXS, 0.2–1.0
nm for small angle neutron scattering (SANS), and ~500
nm for light scattering. Conventional light scattering typi-
cally reveals only the global dimensions of a macromole-
cule, which may be tens to hundreds of nanometers for a
typical polysaccharide. SAXS and SANS can probe molec-
ular structures at closer ranges of about 2–25 nm (22).
SANS may additionally observe the Gaussian behavior of
polymer chains in their own bulk (solid), which conven-
tional light scattering cannot. Light scattering is effective in
measuring the angular dependence of intensity typically in
the range 30° to 135°. SAXS can be carried out at very
small angles, typically less than 1°, and is thus superior for
the determination of the size and shape of macromolecules,
but it is less convenient for the determination of molecular
weight and second virial coefficient. 

b. Application to polysaccharides
Scattering measurements can be carried out in two modes,
static and dynamic. The former measures the average
scattering intensity within a selected time period, whereas
the latter measures the fluctuation of the intensity over
time. From static measurements, the weight average
molecular weight (Mw), z-average radius of gyration (Rg),
and the second virial coefficient can be extracted. From
dynamic measurement, the translational diffusion coeffi-
cient is obtained from which the hydrodynamic radius
(Rh) can be determined. The parameter, ρ = Rg/Rh, may
provide information on the architecture of the macromol-
ecules and their aggregates (23). From the combination of
static and dynamic scattering data, other information may
be derived including the linear mass density, Kuhn seg-
ment length, and polydispersity index. To obtain as much
structural information as possible, experimental data from
scattering are usually processed and presented through
various plots, and need to be interpreted using molecular
model such as the worm-like chain model (23). 

Light scattering was applied to study the solution
properties of amyloses and the retrogradation of amyloses
as early as the 1960s (24–26). A typical flexible chain
behavior was observed for high-molecular-weight amy-
loses in freshly prepared aqueous solutions. With decreas-
ing molecular weight, the tendency to aggregate increased
considerably so that a stable aqueous solution could not
be prepared. The many studies on amylopectin and glyco-
gen demonstrated how scattering techniques may be used
for investigating the branching behavior of polysaccha-
rides (27). The branching nature of amylopectin and
glycogen can be detected clearly by light scattering from
the Zimm plot, which shows an upturn (28, 29). 

Scattering techniques can be used to probe the confor-
mational transition of polysaccharides in solution. For
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example, the thermal transition evident in low ionic strength
xanthan solutions was followed by light scattering (30). It
was observed that the apparent hydrodynamic radius signif-
icantly decreases with increasing temperature in the vicinity
of the helix-coil transition temperature. As discussed above
(Section II.C.2), light scattering is also useful in investigat-
ing aggregation properties of polysaccharides.

3. Chiroptical Methods

a. Background 
Optical activity is one of the most readily and often meas-
ured physical properties of carbohydrates. Carbohydrates
contain several similarly substituted asymmetric carbon
atoms and are therefore all optically active. The optical
activity can be determined by optical rotation (OR), opti-
cal rotatory dispersion (ORD), and circular dichroism
(CD). OR is measured by a polarimeter at a single wave-
length, usually the sodium D line (589 nm), and expressed
as specific (or molecular) rotations [α]D. A number of
approaches, all of them empirical in nature, have been
devised to interpret the relationship between the measured
optical rotations and structural features of carbohydrates
(31). Specific rotations are used extensively to character-
ize new derivatives and to recognize known ones. Instead
of using a single wavelength, optical rotatory dispersion
measures the optical rotation angle (ϕ) over a wide range
of wavelengths, and circular dichroism measures the dif-
ferential absorption of right- and left-circularly polarized
light as a function of wavelength. Both ORD and CD
spectra can exhibit marked changes in slope in the vicin-
ity of the absorption maximum of a chromophore attached
to the chiral center, known as the Cotton effect.

b. Optical rotation 
In a monosaccharide molecule, several chiral carbons
contribute to the overall optical rotation, but the configu-
ration of the carbon atoms attached to the ring oxygen
atom have the greatest influence on the overall rotation
value. For many monosaccharides and reducing oligosac-
charides, the initial optical rotation in aqueous solutions
changes with time until reaching a constant value. This
phenomenon is known as mutarotation, most often the
outcome of interconversion between α and β ring isomers,
until reaching an equilibrium. 

Similar to monosaccharides, oligo- and polysaccha-
rides have optical activity. With advances in the under-
standing of carbohydrate stereochemistry, it has become
generally recognized that the overall optical rotation is
determined more by the relative orientation of adjacent
monosaccharide residues (defined by dihedral angles) than
by the additive contributions from each asymmetric center.
The optical activity of these is therefore beyond those aris-
ing from the simple monosaccharides, but is rather associ-
ated with the conformation of larger molecules or

macromolecules. Stevens and co-workers developed a chi-
roptical technique to investigate disaccharide conforma-
tion (32), based upon the estimates of variation in the
optical activity of a particular disaccharide as a function of
its glycosidic conformation. A number of disaccharides,
including sucrose, maltose and cellobiose, have been char-
acterized using this method (33).

The optical rotation of polysaccharides at long wave-
lengths is usually dominated by the optical activity of the
polymer backbone. Measurement of optical rotation at
long wavelengths remains a standard and practical tech-
nique for polysaccharide systems despite the advent of
ORD and CD instruments. For example, OR is used fre-
quently for monitoring the progress of cooperative con-
formational transitions of polysaccharides (34). 

c. Circular dichroism and optical rotatary 
dispersion

Monosaccharides of most food carbohydrates exist in
cyclic forms, thus do not possess the unsaturated chro-
mophores necessary to display a Cotton effect at long
wavelengths. In the absence of unsaturated chro-
mophores, two very short wavelength transitions associ-
ated with conformational transitions of carbohydrate
backbone may be used (35–37). These can be observed by
modern vacuum UV polarimetry. One such transition is
centered near 175 nm, attributed to the n→σ* transitions
of the acetal oxygen atoms. The second is usually found
around 150 nm and is closely related to the optical rota-
tion at long wavelengths. CD and ORD experiments show
that the variation in intensity of these two bands in poly-
saccharides is correlated to their composition and confor-
mation (38). Thus, CD and ORD offer powerful tools to
study structural and conformational transitions.  

Some polysaccharides contain chromophores that
absorb at substantially longer wavelengths than the poly-
meric backbone and thus give significant CD and ORD
bands at wavelengths above ~185 nm. Examples are acyl
and pyruvate ketal constituents and the carboxyl groups.
In these cases, the CD spectra are close to those of the iso-
lated monosaccharides, with little direct influence from
the chain geometry. Since CD is very sensitive to the local
environment of chromophores, conformational changes
caused by, for example, specific site binding of uronate
segments are usually accompanied by dramatic changes in
CD spectra (39). This provides an alternative approach to
study the gelation mechanisms of polysaccharides con-
taining carboxyl groups such as alginate, pectin, xanthan,
and gellan (40, 41). 

4. Microscopy Techniques

a. Background
Direct imaging of polysaccharides using microscopy 
provides an important additional method for physical
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characterization of polysaccharides. Two types of micro-
scopy are especially of interest. First, electron microscopy
(EM) is the traditional type, like light microscopy, but
instead uses an electron beam to probe smaller structures
than possible with light. Atomic force microscopy (AFM)
senses forces such as electrostatic, magnetic, capillary, or
van der Waals forces, as the molecular surface is
approached by a probe. EM has considerable power to
study supramolecular assemblies such as starch granules
and mixed structures such as composite gels, whereas
AFM has wide potential applications in investigating the
structures of single molecules, as well as supramolecular
assemblies and gel networks.

b. Electron microscopy 
In EM, an electron beam produced from an electron gun is
employed as an illuminating source instead of visible light.
In transmission electron microscopy (TEM), when a fine
electron beam hits the specimen, the electrons are trans-
mitted after a series of interactions with the specimen, and
then magnified to produce the image on a fluorescent
screen or a photographic film. In scanning electron
microscopy (SEM), the secondary electrons originating
from ionization of the specimen atoms by the incident pri-
mary electrons are collected by an electron detector. The
incident beam is scanned over a small area corresponding
to the area of the micrograph. EM gives a better resolution
than light microscopy because the wavelength of an elec-
tron beam is shorter than that of visible light. 

A critical part of electron microscopy is adequate
preparation of the specimen to minimize structural
changes and to avoid artifacts. In most cases, the samples
are exposed to a series of treatments prior to observation
such as dehydration (or solidification), sectioning, and
coating with electrical conducting materials. Thus, the
image shapes obtained from the specimens may differ
from their true shapes in the hydrated state. 

Information can be obtained from EM on how macro-
molecules associate into supramolecular assemblies, and
under favorable conditions, form gel networks (42). EM
was used to monitor the conformational changes of poly-
saccharides that often initiate gelation such as coil-helix
transitions (42). Direct visualizing of the structure of gel
networks using EM has helped the understanding of struc-
ture-function relationships of polysaccharide gelation. In
addition to these qualitative assessments of structural fea-
tures, it is also possible to quantify properties like contour
length, persistence length, linear mass density, and 
thickness of strands, using advanced image analysis sys-
tems (42, 43). Polysaccharides like xanthan and various 
β-D-glucans, all with a persistence length in the order of
100 nm, are ideally suited for such EM investigations.
Since EM only provides a two-dimensional projection of
the specimen, it is important to compare the parameters
derived from EM with those obtained from other physical

techniques, or from specimens prepared by different tech-
niques. 

c. Atomic force microscopy
AFM is still a relatively new form of microscopy and has
only been applied to the study of biopolymers since the
late 1990s. It generates images by sensing the changes in
force between a probe and the sample surface as the sam-
ple is scanned. Using a variety of probing methods (44), a
three-dimensional image with sub-nanometer resolution of
the surface topography of tested samples can be produced
(45). Thus, AFM affords an opportunity to directly image
individual molecules and the helical structures of polysac-
charides with minimal sample preparation (44, 46, 47).
The polysaccharides are simply deposited from aqueous
solution onto the surface of freshly cleaved mica, air dried,
and then imaged directly under appropriate liquid (45).

For highly flexible polysaccharides such as dextrans,
the AFM images show globular structures representing
time-averaged pictures of the random coil structure. For
more extended polysaccharides, such as xanthan and 
β-D-glucans, the AFM images may be quantified to yield
persistence length, contour length, and its distributions
(48). The dimensions observed by AFM are often larger
than those derived from conventional techniques (44).
This is believed to be due to the polymer-surface interac-
tions which occur when the molecules are absorbed onto
the mica surface prior to observation.  AFM can be used
to investigate the nature of association in junction zones,
and also the overall structure of gel networks (49–51). 

The use of EM and AFM has led to an improved
understanding of the functional properties of polysaccha-
rides at a molecular level. Furthermore, the ability to pro-
vide direct information about heterogeneity makes
microscopy not simply complementary to other physical
techniques, but also indispensable for obtaining additional
detailed structural information.  

5. Nuclear Magnetic Resonance

a. Background
Nuclear magnetic resonance (NMR) spectroscopy provides
detailed structural information of carbohydrates, such as
identification of monosaccharide composition, elucidation
of α or β configurations, and establishment of linkage pat-
terns and sequence of the sugar units in oligosaccharides
and polysaccharides. Recent advances in two-dimensional
NMR techniques allow the elucidation of some polysac-
charides without chemical analysis (52). NMR can also be
used to determine the conformation and chain
stiffness/mobility of oligosaccharides and some polysac-
charides in solution and to monitor coil-helix transitions
and gel formation (53). 

The principle of NMR spectroscopy is based on the
magnetic property of the nucleus in atoms associated with
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spins. The most useful nuclei in carbohydrate research are
1H and 13C, which by absorbing radio frequency energy in
a strong magnetic field, jump to higher energy levels.
Spins at the higher energy levels tend to relax to lower
energy levels, and the transitions are dependent on the
magnetic field strength in the local environment of the
nucleus. Therefore, every nuclear spin in a molecule is
influenced by the small magnetic fields of the nuclei of its
nearest neighbors. Hence, the signal released by the
nucleus reveals structural information of the nucleus in
specific environment. The analysis of these individual sig-
nals relative to a standard, expressed by chemical shift and
spin-coupling between nuclei, can yield detailed informa-
tion on the structure and shape of molecules.

One-dimensional NMR experiments are limited to the
portrayal of response intensity as a function of the obser-
vation frequency under the applied field. Two-dimen-
sional NMR techniques utilize a second frequency
domain, which greatly expands the information contained
in the spectrum. The introduction of this second domain
allows correlations to be established and hence connectiv-
ity information can be obtained. These are very useful in
determining molecular structures, particularly of complex
oligosaccharides and polysaccharides. For example,
COSY (COrrelation SpectroscopY) and TOCSY (TOtal
Correlation SpectroscopY) are used to establish connec-
tivities around monosaccharide rings. Long-range correla-
tion experiments, such as Nuclear Overhauser Effect
(NOE), a through-space phenomenon, can be used in 
the study of shape and conformation. Long-range het-
eronuclear correlation experiments can establish inter-
residue connectivity, and the sequences of complex
oligosaccharides and polysaccharides can therefore be
determined.

b. NMR in molecular dynamics and 
conformational analysis

NMR relaxation data (T1 and T2
*) provide information on

the dynamics of oligosaccharides and polysaccharides
involving several different types of internal motion (53).
NOESY provides information on inter-glycosidic spatial
constraints, which helps define linkage conformations.
Since they are able to provide conformational analysis of
oligosaccharides in solution, NMR techniques are impor-
tant means to obtain information on the three-dimensional
structures free of crystal lattice constraints. NMR meas-
urements of vicinal long-range homonuclear couplings

(3JH,H) and long-range heteronuclear couplings (3JC,H) 
provide information on both intra- and inter-residue con-
formation(s) by measuring the parameters controlled by
the dihedral angles between constituent monosaccharides
of oligosaccharides and polysaccharides. In a recent appli-
cation of NMR spectroscopy, long-range heteronuclear
coupling constants were measured across the glycosidic
linkages of a series of eight α- or β-linked disaccharides in
solution (54). The 3JC,H values were determined by multi-
ple 13C site-selective excitation experiments using
1H decoupling under pulsed field gradient-enhanced spec-
troscopy. The experimentally determined long-range
three-bond heteronuclear coupling constants were con-
verted to calculate values of the glycosidic dihedral angles
of each disaccharide using a Karplus-type equation. Wide
applications of NMR in solution dynamics, conforma-
tional analysis, and prediction of helical structure of
oligosaccharides and polysaccharides can be found in the
literature (55–57).

In summary, NMR spectroscopy is a very powerful tool
not only for analyzing the primary structures of carbohy-
drates to provide information such as anomeric configura-
tion, linkage sites, and sequences of monosaccharides, but
also to determine the dynamics and shape of carbohydrates
in solutions. The information can be further enhanced by
combining with molecular modeling techniques. In this
way, a deeper understanding of the dynamic properties and
three-dimensional conformation of oligosaccharides and
polysaccharides, and hence, the structure-property relation-
ships, are obtained.

III. MOLECULAR WEIGHT AND
MOLECULAR WEIGHT DISTRIBUTION 

A. POLYDISPERSITY AND MOLECULAR WEIGHT

AVERAGES

Monosaccharides and oligosaccharides have well-defined
chemical structures, and specific molecular weights.
However, polysaccharides contain molecules with differ-
ent numbers of monosaccharide units (thus different
molecular weights) and are said to be polydisperse. 
The distribution of molecular weight (MWD) varies,
depending on the synthetic pathway and environments,
as well as the extraction conditions to isolate the 
polysaccharides. The distribution may be described as
mono-, bi-, or polymodal. Before we discuss how to quan-
titatively describe this polydispersity in molecular weight,
we have to introduce the concept of molecular weight
averages. 

There are four statistically described molecular
weight averages in common use, number average molec-
ular weight (Mn), weight average molecular weight (Mw),
z-average molecular weight (Mz), and viscosity average
molecular weight (Mv). The mathematical descriptions of
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these averages in terms of the numbers of molecules Ni

having molecular weight Mi are:

Mn � (2.1)

Mw � (2.2)

Mz � (2.3)

Mv � � �
1/α

(2.4)

In Equation 2.4, α is the Mark Houwink exponent
(Section V.B.2). Most of the thermodynamic properties
are dependent on Mn and bulk properties such as viscosity
are particularly affected by Mw. Mw and Mz emphasize the
heavier molecules to a greater extent than does Mn. Mv is
usually between Mw and Mn and closer to Mw; when 
α = 1, Mw = Mv. For very stiff polysaccharides with 
α > 1, Mv exceeds Mw.

A convenient measure of the range of molecular
weights present in a distribution is the ratio Mw/Mn, called
the polydispersity index (PI). In a random MWD pro-
duced by condensation syntheses, as with polysaccha-
rides, PI is typically around 1.5~2.

B. PHYSICAL METHODS FOR MOLECULAR WEIGHT

DETERMINATION

Absolute techniques for MW determination include mem-
brane osmometry, static light scattering and equilibrium
sedimentation. These techniques require no assumptions
about molecular conformation and do not require calibra-
tion employing standards of known MW. Relative tech-
niques include gel permeation chromatography (GPC),
dynamic light scattering, velocity sedimentation and vis-
cometry, and require either knowledge/assumptions con-
cerning macromolecular conformation or calibration using
standards of known MW. Combined techniques use infor-
mation from two or more methods, such as velocity sedi-
mentation combined with dynamic light scattering, velocity
sedimentation combined with intrinsic viscosity measure-
ments, and GPC combined with on-line (or off-line) static
light scattering or equilibrium sedimentation. 

1. Osmometry

Polymer solutions exert osmotic pressure across a porous
boundary because the chemical potentials of a pure 
solvent and the solvent in a polymer solution are unequal.
There is a thermodynamic drive toward dilution of the
polymer-containing solution with a net flow of solvent
through a separating membrane, toward the side contain-
ing the polymer. When sufficient pressure is built up on
the solution side of the membrane, equilibrium is restored.
The osmotic pressure π depends on Mn and polymer con-
centration c as follows (58):

π � RT � � A2c
2 � A3c

3 � …� (2.5)

where R is the molar universal gas constant, T is the
absolute temperature, and A2 and A3 are the second and the
third virial coefficients, respectively. In very dilute solu-
tions, it is usually sufficient to consider only the first two
terms in the equation, which can then be rearranged as:

� �RTA2c (2.6)

where π/c is called the reduced osmotic pressure. According
to the above equation, Mn may be determined by a plot of
π/c versus c extrapolated to zero concentration. The inter-
cept gives RT/Mn, and the slope of the plot yields A2. 

For neutral polysaccharides, osmotic pressure meas-
urements can be made in water. However, for charged
polysaccharides, salt solutions should be used to suppress
the charge effects on apparent molecular weights. Usually 
0.1–1 M NaCl or LiI is of sufficient ionic strength. Since
osmotic pressure is dependent on the number of molecules
present in solution, it is less sensitive to high MW poly-
saccharides. In practice, this method is only useful for
polysaccharides having MW less than 500,000 g/mol (59).

2. Static Light Scattering

Static light scattering is widely used for determining the
MW of macromolecules and measures Mw. For a highly
dilute solution, the normalized intensity of scattered light
R(q) as a function of scattering wave vector (q) and con-
centration (c) is given as (60):

� � 2A2c (2.7)

where K is a contrast constant and P(q) is the particle scat-
tering factor. For a random coil, P(q) is expressed by:

P(q) � 1 � � … (2.8)

and q � sin� � (2.9)

where λ is the wavelength, θ is the scattering angle, and
Rg is the radius of gyration. Equations 2.7–2.9 form the
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basic theory for MW determination using static light scat-
tering. In practice, this is done by measuring the angular
dependence of scattered light from a series of dilute solu-
tions. The scattering data are then processed in the form
of a Zimm plot or other associated plots (Berry and
Gunniur plots). In a typical Zimm plot, Kc/R(q, c) is plot-
ted against q2 � kc, where k is an arbitrary constant to
separate the angle-dependent curves from different con-
centrations. The double extrapolation to c � 0 and q � 0
(i.e., θ�0) results in two limiting curves intersecting the
ordinate at the same point. This point gives 1/Mw. The ini-
tial slope of the curve at θ � 0 is 2A2, and from the initial
slope of the curve at c � 0, Rg is obtained. Figure 2.3 is a
Zimm plot of (1→3) (1→4)-β-D-glucan tricarbanilate
measured in dioxan by static light scattering. 

The measurement of the MW of polysaccharides by
light scattering has not been an easy task when compared
to many other macromolecules. The major difficulty is the
preparation of optically clear solutions that are free of
dust and molecular aggregates. A detailed procedure for
the preparation and clarification of polymer solutions is
given by Tabor (61) and Harding et al. (59). The meas-
urement of MW is especially complicated by the exis-
tence of aggregates. Extreme caution has to be taken in
interpreting the data. Poor reproducibility is often an indi-
cation of the presence of aggregates. Extensive efforts
have been made to eliminate aggregates by the selection
of appropriate solvents (9, 62, 63) or by chemically trans-
forming the polysaccharides to reduce H-bonding, using
derivatives such as carbanilates (64).

3. Sedimentation

Sedimentation methods are of two types, sedimentation
equilibrium and sedimentation velocity. The equilibrium
technique employs a centrifugal field to create concentra-
tion gradients in a polymer solution contained in a special
centrifuge cell. For a solute under appropriate conditions
(sedimentation equilibrium), sedimentation and diffusion
become comparable so that there is no net transport of the

solute. Analysis of the distribution of the solute concen-
tration along the centrifugal field at such an equilibrium
provides a means to study the MWD and the average MW.
For polysaccharides, such an equilibrium distribution is
generally achieved in 24–48 hours depending on the
nature of the solute and experimental conditions (59). 

The basic equation describing the distribution of
solute concentration J(r) at sedimentation equilibrium is
given for an ideal system as (65):

� (2.10)

where r is the distance of a given point in the cell from the
center of the rotor, ω is the rotor speed (rad/s), υ is the
partial specific volume (ml/g), and ρ is the solution den-
sity. The solute concentration profile is recorded, usually
by a Rayleigh interference optical system, and trans-
formed into plots of log J(r) versus r2, from which the
(point) weight average molecular weight can be obtained.
The whole-cell Mw can then be calculated as

Mw � (2.11)

where a and b are the distance from the center of the rotor
to the cell meniscus and cell bottom, respectively, and J0

is the initial loading concentration.
Sedimentation equilibrium can cover a very wide

range of molecular weights compared to light scattering
and osmotic pressure methods. However, since the proce-
dure is inherently time consuming and the thermodynamic
non-ideality of polysaccharides can complicate interpreta-
tion of the measurements, the technique is not frequently
applied in polysaccharide research.

As with equilibrium sedimentation, velocity sedimen-
tation is based on the principle that the sedimentation rate
of a polymer under a centrifugal field is directly propor-
tional to its MW and shape. Velocity sedimentation mon-
itors the boundary movement during ultracentrifugation
by an optical method, from which the sedimentation coef-
ficient, and hence MW, can be estimated provided the
conformation of the molecule is known. By the use of
high angular velocities, initial sedimentation may occur
before diffusion effects become important. Compared to
equilibrium sedimentation, velocity sedimentation is less
time consuming, but can only provide qualitative infor-
mation on average MW and MWD.

4. Viscometry 

Because of the simple experimental setup and ease of oper-
ation, viscometry is extensively used to determine the MW
of polysaccharides. The method simply requires the meas-
urement of the relative viscosity ηr and polymer concentra-
tion of dilute solutions. Experimentally, ηr can be measured
either by a capillary viscometer, a rotational viscometer, or

2RT
��ω 2(1 � υρ)

J(b) � J(a)
��
J0(b

2 � a2)

Mw(r)(1 � υρ)ω 2

��
2RT

dlnJ(r)
�

d(r 2)
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a differential viscometer (66). The MW of the polysaccha-
rides is then calculated via the Mark-Houwink relationship
(Equation 2.18). The Mark-Houwink constants K and α are
usually determined experimentally using a series of ideally
monodisperse substances with known molecular weights.
More discussion of this method will follow (Section V.B). 

Caution is needed when applying this relative method
to polysaccharides with chemical heterogeneity. Any fac-
tors that may change chain extension lead to changes in K
and α values; examples are degree of branching (as with
amylopectin and dextrans) and the distribution and/or
substitution of certain monosaccharide units (as with algi-
nates and galactomannans). The chemical composition
and structure of the material under test should resemble
those of the calibration substances. 

5. Gel Permeation Chromatography

Gel permeation chromatography (GPC) or size exclusion
chromatography (SEC) is widely used for the determina-
tion of MW and MWD of polysaccharides. In GPC, the
polymer chains are separated according to differences in
hydrodynamic volume by the column packing material.
Separation is achieved by partitioning the polymer chains
between the mobile phase flowing through the column
and the static liquid phase that is present in the interior of
the packing material, which is constructed to allow access
of smaller molecules and exclude larger ones. Thus, larger
molecules are eluted before smaller ones. 

Conversion of the retention (or elution) volume of a
polymer solute on a given column to MW can be accom-
plished in a number of ways. Narrow MWD standards
with known MW, such as pullulan and dextran, may be
used to calibrate the column. As with viscometry, the dif-
ference in structure between the calibration standards and
the tested sample may lead to over- or underestimating the
MW.  To overcome this, a universal calibration approach
may be applied in which the product of intrinsic viscosity
[η] and MW, being proportional to hydrodynamic vol-
ume, is used (67). For different polysaccharides, a plot of 
log [η] MW versus elution volume emerges to a common
line, the so-called “universal calibration curve.” The cali-
bration is usually obtained using narrow MWD standards
from which the MW of a test sample can be read, pro-
vided the intrinsic viscosity is known. 

In the last two decades or so, methods for the deter-
mination of MWD have been facilitated by combining
GPC with a laser light scattering detector (68, 69). These
methods provide absolute measurement of average MW
and information on MWD and molecular conformations.

6. Other Methods

There are a number of other less frequently used methods
for MW determination of carbohydrates, such as mass
spectrometry, end group analysis, and NMR. The readers

are referred to the review by Harding (59) for a detailed
discussion of alternative methods on MW determination
of carbohydrates. In addition, recent development in AFM
has shown that it is a potential means for MW determina-
tion of polysaccharides. The power of this approach is that
it permits MW measurements of single polysaccharide
molecules rather than mixtures of single molecules and
aggregates. All the other methods described above deter-
mine the apparent MW of samples that often include
molecular aggregates. Round et al. (46) found that Mn and
Mw obtained from AFM is 2–3 times smaller than that for
similar samples measured by conventional techniques.

IV. HYDRATION AND SOLUBILITY OF
CARBOHYDRATES 

A. LOW-MOLECULAR-WEIGHT CARBOHYDRATES

Carbohydrates contain both polar -OH groups and non-polar
-CH groups. In an aqueous system, the numerous hydroxyl
groups of carbohydrates may hydrogen bond strongly
with water molecules. Also, the ring oxygen atom and the
glycosidic bridging oxygen atom can form hydrogen
bonds with water. Franks and coworkers discussed the
thermodynamic data of small carbohydrates in the context
of NMR and dielectric relaxation data (70). They found
no solute-solute interactions in aqueous solutions even at
fairly high concentrations. Both the sites of hydration and
their relative conformations are important factors in the
resultant hydration properties. Molecular dynamics stud-
ies have revealed that hydroxyl groups make on average
between two and three hydrogen bonds with solvent (71,
72). Because of the proximity of adjacent hydroxyl
groups, many water molecules were found to simultane-
ously hydrogen bond to two hydroxyl groups (71). The
geometric requirements of these solute-solvent hydrogen
bonds favor one conformation over another, leading to
some solutes experiencing less favorable interactions with
water, and hence being less soluble (73, 74). Nevertheless,
low-molecular-weight carbohydrates, with degrees of
polymerization less than 15~20, are generally very solu-
ble in water and other polar solvents (75). The solubility
decreases with increasing degree of polymerization
because of increased solute-solute interactions. 

Addition of polar organic solvents to solutions of car-
bohydrates results in the precipitation of an amorphous or
crystalline form of the carbohydrates. Increasing the con-
centration of alcohol decreases the solubility of mono-
and oligosaccharides, and they are only slightly soluble
when the alcohol concentration is higher than 80% (76). 

B. POLYSACCHARIDES

Polysaccharides display a wide range of solubilities con-
ventionally described as easily soluble, intermediately
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soluble, and insoluble. There is no clear boundary between
the three groups but the general consensus is: easily solu-
ble polysaccharides are readily dissolved in cold water;
intermediately soluble ones are only soluble in hot water;
and insoluble ones cannot be dissolved even in boiling
water. Structure and molecular weight are the two primary
factors that determine solubility. Polysaccharides with a
highly regular conformation that can form crystalline or
partial crystalline structures (Section II.C.1) are usually
insoluble in water. Linear polysaccharides with high regu-
larity in structure, such as 1→4 or 1→3 linked β-D-
glucans, and 1→4 linked β-D-mannans, are examples of
this group. Although (1→4)-β-D-mannan can be dissolved
in 5% alkaline solution, neutralization leads to reassocia-
tion and precipitation. Cellulose is insoluble, but swells in
strong alkaline solutions such as 18% sodium hydroxide
(77). Only cellodextrins with DP of about 15–80 can be
dissolved or dispersed in such alkaline solutions; for DP
less than 15, there is solubility in neutral aqueous solutions
(75). Amylose, an α-(1→4)-homoglycan, is insoluble in
cold water but can be dissolved in hot water. 

A decrease in uniformity/regularity of molecular struc-
ture is always accompanied by an increase in solubility.
The irregularity of the molecular chains prevents the for-
mation of a closely packed structure, allowing many poly-
saccharides to readily hydrate and dissolve when water is
available. The mixed linkage (1→3) (1→4)-β-D-glucans
from cereals differ from cellulose only by the introduction
of occasional single (1→3) linkages. The insertion of these
linkages introduces “kink” points into the otherwise stiff
cellulosic backbone, rendering the polymer soluble in
water. Branching or substitution of the polysaccharide
chain also reduces the possibility of intermolecular associ-
ation and usually increases solubility. Examples are easily
seen by comparing the solubility of galactomannans with
that of (1→4)-β-D-mannan. By introducing single α-D-
galactopyranosyl constituents (1→6) linked to the mannan
backbone, the resulting galactomannans are fairly soluble
in water. Any structures which contain especially flexible
units such as (1→6) linkages will lead to higher solubility
because of a larger favorable entropy of solution. Highly
branched polysaccharides are almost always very soluble
in water as in the case of amylopectin which has a much
better solubility compared to its linear counterpart,
amylose.

C. DISSOLUTION KINETICS

The ability of a substance to be solvated is governed by
the fundamental thermodynamic equation:

∆G � ∆H � T∆S (2.12)

where ∆G, ∆H, and ∆S are the changes of Gibbs free
energy, enthalpy, and entropy of mixing, respectively. T is

the absolute temperature of the system. A homogeneous
solution is obtained when the Gibbs free energy is 
negative. For an ideal system, ∆H is usually small, so dis-
solution is an entropically driven process.

For low-molecular-weight carbohydrates, dissolution
of the molecules is promoted by a large increase in
entropy on mixing. The dissolution rate is mainly con-
trolled by the diffusion or convective transport of solute
from the interfacial boundaries to the bulk solution, which
in turn is determined by the difference between the solute
concentration and the saturated concentration at a given
temperature. The dissolution process is generally fast as
long as the solution is not close to the saturation point.
Increase in the hydrodynamic field, such as stirring, pro-
motes dissolution.

For polysaccharides, the contribution of entropy
changes during dissolution is limited because of confor-
mational constraints of the polymer chains. Most linear
polysaccharides only form colloidal dispersions in aque-
ous systems that are not in thermodynamic equilibrium. In
the initial stage of dissolution, amorphous polymer starts
to swell as a result of water diffusing into the particle with
a simultaneous transition from a glassy state to a rubbery 
gel-like state. Consequently, a gel layer forms on the sur-
face of the polymer particle. The dissolution rate may be
determined by a number of factors, either individually or
combined together, including the rate of water penetration
into the polymer, the rate of disentanglement of the poly-
mer from the gel layer, and the diffusion or convective
transport of solute from the interfacial boundaries to the
bulk solution. In the case of high MW polysaccharides, the
disentanglement of molecules is often the limiting step of
dissolution. Thus the dissolution rate is expected to
decrease with increasing MW because disentanglement of
large molecules from the gel layer takes a longer time. The
dissolution rate of guar gum was shown to be inversely
related to the MW of the galactomannan (78). Diffusion or
transport of solutes may also be the controlling factor in
combination with disentanglements, such as in the case of
a low MW polymer in low hydrodynamic environment
(low temperature, low agitation), or when the viscosity of
the solvent phase has built up significantly (78). The initial
solvent content may also affect the dissolution of certain
polysaccharides, but in various ways. Theoretical work
and experiments suggest that dissolution rate increases
with the level of residual solvent in the solid polymer (79,
80). However, if the presence of low levels of solvent leads
to an increase in structure ordering, the suggested
enhanced dissolution may not occur. For example, it has
been observed that purified (1→3) (1→4)-β-D-glucan is
very difficult to dissolve in water when it is precipitated
from an aqueous solution and air dried. Solvent exchange
using isopropanol before drying greatly improves solubil-
ity and dissolution. This is presumably due to the presence
of water in the polymer, resulting in increased ordering of
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the polymer and poorer solubility. Other factors such as
particle size and porosity of the polymer may also influ-
ence dissolution rate. 

V. RHEOLOGICAL PROPERTIES OF
POLYSACCHARIDES

A. CONCENTRATION REGIME

Rheology is the study of flow and deformation of materi-
als, and for any given polysaccharide, concentration is of
course of primary importance. A dilute polymer solution
is one in which each polymer coil and the solvent associ-
ated with it occupies a discrete hydrodynamic domain
within the solution. The isolated macromolecules provide
their individual contribution to the rheological properties
of the system almost independently of the imposed shear
rate. As the concentration of polymer increases, a stage is
reached at which the individual molecular domains begin
to touch one another frequently. The corresponding con-
centration is called the overlap concentration c*. At poly-
mer concentration c>c*, the solution is called semi-dilute
and when c>>c* the solution is concentrated.

B. DILUTE SOLUTIONS

1. Steady Shear Viscosity 

The ratio of applied shearing stress (τ) to rate of shear (γ.
)

for an ideal viscous fluid is called the coefficient of vis-
cosity, or simply viscosity (η), which is a measure of the
resistance to flow. The term “fluidity,” which is the recip-
rocal of viscosity, is sometimes used in the food industry.
The viscosity increase due to the contribution of dissolved
or dispersed solutes over the solvent is described by the
relative viscosity (ηr) and specific viscosity (ηsp):

ηr � (2.13)

ηsp � � ηr �1 (2.14)

where ηs is the solvent viscosity and η the overall solution
viscosity. For most polysaccharides, especially of the ran-
dom coil type, dilute solutions under shear flow show
essentially Newtonian behavior. That means the viscosity
of the solution is a constant independent of share rate.
However, non-Newtonian flow behavior is observed for
dilute solutions of some rigid polysaccharides, such as
xanthan and some other β-glucans (81). For these sys-
tems, the apparent viscosity falls as the shear rate
increases –– a phenomenon called shear thinning. The
shear thinning behavior of such polysaccharide solutions
is a result of progressive orientation of the stiff molecules
in increasing field of shear.

2. Intrinsic Viscosity 

In dilute solutions, viscosity usually increases with con-
centration according to the Huggins and the Kramer equa-
tions:

ηsp � [η]c � K�[η]2c2 (2.15)

ln(ηr) � [η]c � (K� � 0.5)[η]2c2 (2.16)

where K� is the Huggins coefficient. [η] is known as intrin-
sic viscosity and is the limit of reduced viscosity (ηsp/c) as
c→0:

[η] � lim
c→0

(ηsp�c) (2.17)

Experimentally, [η] is usually determined from the meas-
urement of ηr or ηsp over a series of dilute solutions. By
plotting ηsp/c or ln (ηr)/c versus c, [η] is obtained as the
average of the two intercepts at the ordinate via graphic
extrapolations of c→0.

Intrinsic viscosity is not actually a viscosity but is a
characteristic property of an isolated polymeric molecule
in a given solvent, and is a measure of its hydrodynamic
volume. It has a unit of volume per unit weight. Mark
(82) and Houwink (83) independently correlated the
intrinsic viscosity with the viscosity average molecular
weight Mv

[η] � KMα
v (2.18)

where both K and α are constants for a given polysaccha-
ride-solvent pair at a given temperature. The exponent α
is a conformation-sensitive parameter and usually lies in
the range of 0.5–0.8 for random coil polymers, and
increases with increasing chain stiffness. It can be as high
as 1.8 for polysaccharides with a stiff rod conformation.
Low values of α (<0.5) tend to indicate significant
branching or a compact structure. Values of K and α for
some food polysaccharides have been documented by
Harding (66). 

C. SEMI-DILUTE AND CONCENTRATED SOLUTIONS

1. Steady Shear Viscosity

Polysaccharides of sufficiently high molecular weights
and concentrations can form an entangled network in
solution which impedes flow. Such a system usually
shows strong shear thinning behavior. Unlike dilute solu-
tions, the shear thinning behavior of a semi-dilute or con-
centrated solution is associated with the continuous
interchange between entanglement and disentanglement.
At high shear rates, the newly formed entanglements can-
not compensate for those being disentangled, which leads
to a decrease in viscosity. A typical viscosity-shear rate

η � ηs
�ηs

η
�ηs
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flow curve consists of a low shear rate Newtonian plateau,
followed by a shear thinning region where viscosity
decreases as shear rate increases (Figure 2.4). In theory,
there exists an upper Newtonian plateau at very high shear
rates, but this is not accessible for most polysaccharide
solutions using current instrumentation. As shown in
Figure 2.4, the increase in viscosity with concentration is
more pronounced at low shear rates. Therefore, for mean-
ingful comparison of different systems, zero-shear rate
viscosity (η0) should be used. η0 is obtained by measuring
viscosity at a range of low shear rates and extrapolating to
zero concentration, as illustrated in Figure 2.4 (84).  

Shear thickening of polysaccharide solution, although
rare, is observed occasionally. This phenomenon usually
results from a shear-induced formation of ordered struc-
tures (10).

2. Concentration and Molecular Weight Effects

As with dilute solutions, the viscosity of semi-dilute or
concentrated polysaccharide solutions also increases with
increasing concentration. The relationship normally can
be described by the power-law type correlation:

ηsp � acn (2.19)

where ηsp is zero-shear specific viscosity.  At a concentra-
tion above the overlap concentration c*, a more pro-
nounced increase in both the zero-shear viscosity and the
shear rate dependence of viscosity develops. For most
random coil systems, the exponent n lies between 1~1.5
when c < c*, and 3.5~5 at c > c* (85).

Precisely, the viscosity generated by disordered poly-
mer coils is dependent on the degree of space-occupancy by
the polymer, which is determined by both concentration and
molecular weight. In general, for linear polysaccharides in

a given solvent, solution viscosity increases proportionally
to their molecular weight and concentration. The space
occupancy is characterized by the dimensionless product of
concentration and intrinsic viscosity c[η], since [η] is a
measure of volume occupancy of the isolated coil in the sol-
vent. Morris et al. (86) found that the double-logarithmic
plots of ηsp vs. c[η] for a number of different disordered
polysaccharides and the same polysaccharides with differ-
ent molecular weights are virtually identical.

3. Temperature and Ionic Strength Effects

Another important factor that may affect the viscosity values
and the profile of flow curves is temperature. In the absence
of temperature-induced conformational changes, increasing
the temperature leads to a monotonical decrease of solution
viscosity and an increase of the shear rate of onset of the
non-Newtonian region. For polysaccharides with charged
groups, the shear viscosity is also sensitive to ionic strength
and pH. Due to an expanded chain conformation caused by
like-charge repulsions, a higher viscosity is normally
obtained at lower ionic strength. Electrostatic repulsions are
suppressed at higher ionic strength, leading to a less
extended chain conformation and hence lower viscosity.

4. Dynamic Properties

Polysaccharide solutions are viscoelastic substances, i.e.,
have both solid and liquid characteristics. An important
experimental approach to the study of the viscoelasticity
of a polymer solution is to use a dynamic oscillatory
measurement. A sample is subjected to a small sinusoidal
oscillating strain (γ); this generates two stress components
in viscoelastic materials, an elastic component which is in
phase with the applied strain and a viscous component
which is 90° out of phase with the strain:

σ0 � G�γ0 sinωt � G��γ0 cosωt (2.20)

tanδ � (2.21)

where G′ is the elastic or storage modulus, G″ is the vis-
cous or loss modulus, tanδ is the loss tangent, and ω is the
frequency of oscillation. The loss tangent is the ratio of
the energy dissipated to that stored per cycle of deforma-
tion. The frequency dependency of these viscoelastic
quantities allows specific features of different classes of
polysaccharides to be distinguished. Based on the relative
magnitudes of G′ and G″ in a frequency sweep experiment
within the linear viscoelastic strain range, three types of
polysaccharide systems may be distinguished: solutions,
weak gels, and gels (85). For dilute solutions of polysac-
charides, G″ values are higher than G′, with G″ ∝ ω and
G′ ∝ ω2 at low frequency. When the frequency or concen-
tration is increased, there is a crossover between G′ and
G″, implying that the system passes from being a more and

G��
�
G�

2-14 Handbook of Food Science, Technology, and Engineering, Volume 1

FIGURE 2.4 Shear rate (γ.
) dependence of viscosity (η) for

xyloglucan from Detarium senegalense Gmelin in aqueous solu-
tions at different concentrations. From Wang et al., 1997 (84).
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more viscous liquid to being a viscoelastic solid. Also,
both G′ and G″ become less frequency dependent as the
frequency is increased; a “rubbery” plateau of G′ is seen at
high frequencies. Gels have a very different spectrum, with
G′ remaining almost constant and G″ only increasing
slightly as frequency increases; and G′ values are higher
than G″ at all frequencies, with tanδ around 10�1 for a
weak gel and 10�2 for a true gel.

D. POLYSACCHARIDE GELS

1. Gelation Mechanism 

Under certain conditions, the association of hydrated
polysaccharides results in a three-dimensional polymeric
network (a gel) that fills the liquid available rather than
precipitation of the polysaccharide. In these resultant gels,
polysaccharide molecules or portions of these are aggre-
gated in the junction zones through interactions such as
hydrogen bonding, hydrophobic association, and cation-
mediated cross-linking. To induce gelation, polysaccha-
rides usually have to be first dissolved or dispersed in a
solution, in order to disrupt mostly the hydrogen bonds
from the solid state. The subsequent transformation of
sols to gels is achieved by treatments such as heating and
cooling, addition of cations, and change of pH.  

The adoption of an ordered secondary and tertiary
structure such as a helix or flat ribbon is a primary mech-
anism for the gelation of polysaccharides. The familiar
gelation of algal polysaccharides agarose and κ-car-
rageenan, and bacterial polysaccharide gellan, involves
the formation of helices (87). These helices may further
associate to form a quaternary structure (gel network)
through intermolecular hydrogen bonding or incorpora-
tion of counterions in the case of some charged polymers.
The gelation of some other polysaccharides is through the
formation of pleated sheets, sometimes described as an
egg-box structure. Familiar examples of this are gels of
low-methoxyl pectin and alginate. In this structure, the
polysaccharides associate into matched aggregates in a
twofold ribbon-like conformation, with the metal ions
cooperatively bound during the process, sitting inside the
electronegative cavities like eggs in an egg box. 

2. Physical Properties of Polysaccharide Gels

Polysaccharides are able to form a vast range of gel struc-
tures which can be controlled by the properties of polysac-
charides themselves and by the gelling conditions. A list of
gelling food polysaccharides and a comparison of their rel-
ative textural characteristics are given by Williams and
Phillips (88). Some polysaccharides form thermo-
reversible gels and examples exist where gelation occurs on
either the cooling or heating cycle. Thermal hysteresis may
exist in some of the thermo-reversible gels; the melting
temperature of the gel is significantly higher than the set-
ting temperature. Thus, gelation occurs when hot agarose

solutions are cooled to below 40°C, but this gel does not
melt until the temperature is raised to above ~90°C.  Some
polysaccharides form thermally irreversible gels, which are
usually formed by cross-linking polysaccharide chains with
divalent cations. 

Gel formation occurs above a critical minimum con-
centration for each polysaccharide, and gel strength nor-
mally increases with increasing concentration. Molecular
weight is also important. Intermolecular associations of
polysaccharides are stable only above a minimum critical
chain length necessary for the cooperative nature of the
interaction, typically in the range of 15–20 residues (75).
Gel strength normally increases significantly as MW
increases up to a certain point, then becomes MW inde-
pendent at higher values.

The gelation of anionic polysaccharides is also
dependent on the type and concentration of associated
cations because the association of the charged tertiary
structures may be promoted by specific counterions
whose radii and charges are suitable for incorporation into
the structure of the junction zones.

Mixed gels from two or three polysaccharides may
impart novel and improved rheological characteristics to
food products. Synergy is observed for a number of binary
systems including pectin-alginate, xanthan-galactoman-
nan or glucomannan, and agarose or carrageenan–galac-
tomannan or glucomannan. In these mixtures, synergism
confers either enhanced gelling properties at a given poly-
saccharide concentration, or gelation under conditions in
which the individual components will not gel. Although
the gelation mechanisms for mixed polysaccharides are
still controversial, there is evidence that some form of
binding and structure compatibility has to be present
between the two polysaccharides (87).
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Starch is the major source of calories and dietary energy in
most human food systems. As the primary human metabolic
substrate, starch is preferentially digested, absorbed and
metabolized. Most diets worldwide have a substantial
starchy component as a main or side item. For instance,
potatoes are a major item in most northern European diets,
rice is popular in Asian diets, maize-based foods are com-
mon in Latin America, and starchy root and tuber crops con-
stitute a significant part of the diet in most tropical areas.

Starch occurs naturally in plants and is the storage
polysaccharide of plants. It is heterogeneous, consisting
of two glucose polymers: amylose and amylopectin. It is
a polymer of glucose and a complex carbohydrate, which
finds multiple applications in various industries such as
pharmaceuticals, textiles, paper, and the food industry.

Starch performs various functions in food systems. It
is used as a carrier in various products, as a texture modi-
fier, as a thickener, and as a raw material for the production
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of other valuable food ingredients and products.
Physiologically, it is a source of energy. In addition,
starches that are resistant to amylase digestion have prop-
erties similar to soluble fiber.

I. STARCH COMPOSITION AND
STRUCTURE

Starch is composed of two basic molecular components:
amylose and amylopectin. These are identical in their con-
stituent basic units (glucose), but differ in their structural
organization (linkages). These variations in the linkages in
turn affect their functionality in food applications. Amylose
is a straight chain molecule, while amylopectin is a
branched molecule. In addition, each is hydrolyzed,
digested, and absorbed differently. Amylose is hydrolyzed
mainly by amylases, while amylopectin requires debranch-
ing enzymes such as pullulanase for complete hydrolysis.
As a result of their structure, the nature and products of
hydrolysis of amylose and amylopectin differ. The propor-
tions of amylose and amylopectin in foods therefore influ-
ence the extent of digestibility of the starch.

The ratios of amylose to amylopectin vary among
starch sources and play a considerable role in determining
reactions and physicochemical properties of starches in
processing and food applications (1–6). Most tuber
starches contain high levels of amylopectin, imparting a
“waxy” texture.

Amylose and amylopectin are the polymers which
constitute the starch granule (Table 3.1).

A. AMYLOSE

Amylose is composed of D-glucose molecules, which are
linked in an α-1→4 conformation. The glucose monomers
therefore form a linear straight chain polymer.

Amylose is less predominant (about 20%) and typi-
cally constitutes about 20–40% in proportion (7).

Amylose contains α-1→4 glycosidic bonds and is
slightly soluble in water. Amylose molecules are arranged
in a helical conformation. This facilitates formation of
complexes with iodine, lipids, and other polar substances
(2,8,9). The iodide ions are sequestered in the central tun-
nel of the helix. Amylose forms a blue complex with
iodine, which can be read at about 650 nm.

The starch iodine test is often used to determine amy-
lose content of various starches and starch types (4,10).
Amylose is more suitable for the starch-iodine test. The
affinity of pure amylose for iodine is 19–20% compared
to only about 1% for amylopectin (1,2,6). Amylose would
adsorb 19–20.5 g of iodine per 100 g compared to only
about 1.2 g for amylopectin. The starch iodine test is often
considered to be a measure of apparent amylose content
of the starch.

Amylose is the key component involved in water
absorption, swelling, and gelation of starch in food pro-
cessing. High amylose starches are therefore most com-
monly applied in food products that require quick-setting
gels such as candies and confectionery. Amylose is more
susceptible to gelatinization and retrogradation, and hence
is most commonly involved in resistant starch formation.
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TABLE 3.1
Properties of Amylose and Amylopectin (1–6,9)

Property Amylose Amylopectin

Structure Linear Branched chains
(branched chains isolated from some starches) (long segments of linear chains in some starches)

Molecular weight Up to 1 000 000 Up to 5 000 000
Glycosidic linkage α-1→4 α-1→4 and α-1→6
Iodine complex Blue Purple
Iodine affinity 19–20.5% 0–1.2%
Blue value 1.2–1.6 0–0.05
Polar agents Complexes with polar agents Does not complex with polar agents
X-ray diffraction pattern Crystalline Amorphous
Phosphorus Phosphorus-free 0.06–0.9% phosphorus 

(mostly in root/tuber starches)
Association with lipids High Low
α-Amylase hydrolysis products Glucose, maltose, maltotriose, mainly Small amounts of reducing sugars, mainly 

oligosaccharides oligosaccharides
Hydrolysis to maltose 100% 55–60 

(100% with limit dextrinase and β-amylase)
Pullulanase No effect Debranches α-1→6 linkages
Gel stability Firm, translucent, quick-setting gels Clear viscous gels
Susceptibility to retrogradation Retrogrades readily Mostly stable
Common sources Typically higher in cereal starches Typically high in tubers and root starches 

(e.g., corn starch) (e.g., tapioca starch)



B. AMYLOPECTIN

Amylopectin consists of D-glucose units which 
are linked in an α-1→4 conformation as is the case with
amylose, as well as D-glucose units in an α-1→6 confor-
mation. Amylopectin is therefore highly branched as the 
α-1→4 linear chains are punctuated with the α-1→6 link-
ages. The α-1→6 constitute about 5% of the structure of
amylopectin and gives rise to the branching (11). The amy-
lopectin molecule therefore is much larger than the amylose
molecule. The larger molecular size of amylopectin from
amylose facilitates separation of these two polymers by size
exclusion chromatography (2,7). Negligible amounts of
unbranched amylopectin (A chains) in some starches have
also been reported. In addition, there are long unbranched
portions of the glucose polymer in some amylopectin mol-
ecules. While the straight chain of amylose is readily
hydrolyzed by β-amylases, de-branching enzymes have to
be used to obtain full hydrolysis of amylopectin (2,3,8).

Amylopectin has short branched chains and branch
linkages, and thus cannot form the helical complex with
iodine. The branched dextrin of amylopectin, however,
gives a purple color with the iodine complex, identifiable
at about 550 nm (3,9).

The enzymes required for amylopectin hydrolysis
vary from those required for hydrolysis of amylose.
Pullulanase, an enzyme which is specific for the α-1→6
glycosidic linkage, and other debranching enzymes are
needed to hydrolyze amylopectin.

The properties of amylopectin in food applications dif-
fer considerably from those of amylose. Amylopectin gels
are more flexible and resistant. Amylopectin also is much
more resistant to retrogradation than amylose. High amy-
lopectin starches (waxy starches) are therefore commonly
used in noodle processing and in some baked products to
extend shelf-life. They also are used to improve freeze-
thaw stability due to their resistance to retrogradation.

C. THE STARCH GRANULE

The basic components of starch, amylose and amylopectin,
are located in granules. The size, shape, and characteristics
of the granules are specific to the plant source. The growth
and development of the granule originates at the center of
the granule, which is known as the hilum. Under magnifica-
tion and polarized light, native starch granules typically
appear to have a cross-like structure, similar to a maltese
cross, exhibiting birefringence. The size and shape of this
cross-like shape varies among botanical starch sources. For
instance, starch from pinto bean has elliptical shaped lobes,
while some starches have more than four lobes (12). 

The ordered arrangement of amylopectin molecules
intertwines to form three-dimensional double helices
between adjacent branches of the same amylopectin mole-
cule or between adjacent clusters. The double helices are

stabilized by weak van der Waals and hydrogen bonds. The
various arrangements of the helices result in the presence
of crystalline regions on the granule (11,13,14). The nature
of these regions becomes clear by their X-ray diffraction
patterns. The crystalline patterns vary under X-ray diffrac-
tion patterns. These polymorphic arrangements occur in
two patterns, which are classified as A or B, and an inter-
mediate form or mixture of A and B forms, known as C
type (11,14,15). Most cereal starches have A type patterns.
Root and tuber starches such as potato starch contain
mostly B type patterns, while legume starches have a com-
bination of both polymorphic A and B forms, and hence are
classified as C forms (11,14,15). The crystalline nature and
diffraction of starch is greatly altered by processing (16).

Natural starch granules are insoluble in water, which
is why starch is separated by sedimentation. This shape is
disfigured and lost as starch loses its structure with modi-
fication such as heat and moisture.

Granules vary in shape and size and are characteristic of
the starch sources. These shapes may be round, lenticular,
or oval (11,17). Starch granule properties are used as diag-
nostic characteristics for identification and characterization
of starches, based on structure and shape (Figure 3.1).

D. NON-STARCH COMPONENTS

Various non-starch components are covalently linked to
amylose or amylopectin in starch. Structural and func-
tional proteins are present which surround the starch gran-
ule. The protein friabilin, responsible for hardness of the
endosperm in most cereals, is located on the granule. In
addition, the enzyme responsible for starch synthesis,
granule-bound starch synthase (GBSS), is located on the
granule (18,19). Wheat starch characteristics are espe-
cially influenced by the presence of proteins. The propor-
tion of protein in starches could be up to 0.5%.
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FIGURE 3.1 Tapioca starch granules.



Most starches contain glycolipids, complexed to amy-
lose or amylopectin. Wheat starch, for instance, contains
amylose-lipid complexes. The nature of lipids present in
starches differs depending on the origin and nature of the
starch. Lipids such as monoglycerides and lysophos-
phatidyl choline form complexes with amylose and amy-
lopectin. Lipids may occur on the surface of the starch
granule as well as in the interior of the granule. Lipids that
occur within the starch granule are typically monoacyl
lipids which could either be mostly free fatty acids or
lysophospholipids (20). In addition, most of the lipids on
the surface of the granules are monoacyl lipids. Some
lipids are non-starch lipids and not associated with starch,
but rather occur in the endosperm (21).

Phosphorus is a common constituent of many starches,
occurring primarily as phosphate monoesters on amylose
and amylopectin. Rice starch, corn starch, wheat starch,
and potato starch contain various proportions of organic
phosphorus or phosphate groups (22,23). Banana starches
are reported to contain potassium and magnesium (24).

Non-starch components such as protein and lipids
influence starch behavior in food applications. Functional
properties such as water absorption, gelatinization, and
starch hydrolysis are influenced by the presence of these
components. The presence of lipids, for instance, affects
water absorption and hence gelatinization properties. This
in turn influences the formation of resistant starch and
starch susceptibility to enzymatic digestion.

II. STARCH SOURCES 

Starch is obtained from various plant sources. The most
common sources of dietary and industrial starch are
grains, such as maize and wheat, and roots such as potato
and cassava (tapioca). Roots and tubers are significant
sources of dietary starch (25). 

A. GRAIN STARCHES

The grains primarily used as dietary and industrial starch
sources include various cereal grains, mainly maize, wheat,
and rice. Legumes and pulses also contribute considerably
to dietary starch consumption. Corn starch, from maize
(Zea mays), is the most commonly used source of industrial
starch. Corn contains about 86% starch on a dry weight
basis. As a high amylose starch, it forms heavy and easy
setting gels, and therefore is commonly used for thickening.
Corn starch is also used as a carrier, as an ingredient for var-
ious applications, and as raw material for other industrial
products. For instance, it is hydrolyzed in various ways to
obtain sweeteners and glucose. Starch from wheat
(Triticale aestivum) and rice (Oryza sativa) is also a pre-
dominant ingredient in food industry applications. Other
cereal grains such as sorghum (Sorghum bicolor) and bar-
ley (Hordeum distichon) are sources of starch, less com-
monly used than maize or wheat starch (Figure 3.2).

Grain starches tend to have high levels of amylose.
Furthermore, these starches typically contain amylopectin
in the crystalline regions. The amylose of these starches
meanwhile may form complexes with glycolipids (26).
Most cereal starch sources such as maize and wheat
starches are A-type starches (15).

Various legumes contain up to 45% starch (12).
Legumes commonly used as sources of starch include
pinto bean, faba bean, moth bean, chickpea, and mung
bean. As a result of their high amylopectin content, some
legume starches such as mung bean starch have restricted
swelling and increased overall stability during processing.
They are therefore of high suitable quality for application
in food products such as starch noodles (27).

Most legumes contain B-type starches that are gener-
ally more resistant to digestion (28,29). In addition, other
legume starches such as pea starch meanwhile contain C-
type starches. Legume starches have lower digestibility
than other starches and hence result in a lower post-pran-
dial glycemic and insulin response (30) (Figure 3.3).

B. ROOT AND TUBER STARCHES

Among the root starches, potato (Solanum tuberosum)
starch and tapioca (Manihot esculenta) or cassava starch are
the most predominant industrial starch sources. Root
starches have high amylopectin content and therefore have
greater clarity, minimal flavor, and acceptable water absorp-
tion, and subsequently swelling capacity. Tapioca (cassava)
starch is a major ingredient in dietary and industrial starch
application. Also known as yucca or manioc, this root crop
is the primary source of dietary energy in various tropical
regions of the world. Tapioca starch has unique attributes
that make it particularly desirable in food applications.

Potato is a dietary staple of most European and
Scandinavian diets. Potato starch has high water-binding
capacity and a bland taste, and is commonly used in the
food industry in many applications for thickening and tex-
ture modification.

Other dietary and industrially important root and tuber
starch sources include banana and plantain (Musa spp.),
taro (Colocasia esculenta), cocoyams (Xanthosoma spp.),
and various yams (Dioscorea spp.), sweet potato (Ipomea
batatas) (31,32). Even though there are multiple sources of
dietary starch in the tropics, including grains and legumes,
roots and tubers constitute dietary staples in most areas as
their cultivation is suited to the hot humid tropics. When
freshly harvested, they are high in moisture, containing
about 70–80% moisture and between 16–24% starch (32).
Starchy foods are generally processed in some manner
prior to utilization in food preparation. In addition, they are
processed into raw material for secondary products. These
therefore satisfy needs for calories, food preferences, and
convenience foods (Figure 3.4).

Some of these find limited use in industrial applica-
tions such as is the case with yam starches (32). Root
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starches contain amylopectin in the crystalline regions,
while amylose is more common in the amorphous regions
of the starch granule (26).

C. OTHER SOURCES OF STARCH

In addition to the major sources of dietary and industrial
starch such as maize and tapioca starch, other starch-
containing plants find considerable application as dietary
and commercial sources of starch. These include lesser
known sources of starch such as sago (Metroxylon sagu),

arrow root (Maranta arundinacea), and edible canna
(Canna edulis). Sago starch is obtained from the trunk of
the plant Metroxylon sagu. The starch is used in various
food products as it has high storage stability. Refined sago
starch finds application in noodles, as well as raw material
in industry for monosodium glutamate (MSG), glucose,
and caramel (33). It is susceptible to enzymatic hydroly-
sis to glucose, which can then be fermented to produce
fermentation products.

Arrowroot starch contains up to 23% amylose and is
used in dietary applications as a thickener in various
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FIGURE 3.2 Some common cereal grain starch sources: (a) wheat, (b) barley, (c) maize.



sauces. Another lesser known root crop commonly used in
starch production for food application is edible canna,
obtained from Canna edulis (34). The root contains up to
16% high amylose starch. The separated starch is used in
production of noodles in various parts of Asia, particularly
Vietnam. The properties of the canna starch are desirable
for noodle production.

III. STARCH PHYSICOCHEMICAL
PROPERTIES AND FUNCTIONALITY

The application of starch in food products is greatly influ-
enced by its physicochemical properties and interactions
with various components. The reaction of starch molecules
in foods is essential for the multiple properties that they con-
tribute to the quality of food products. For instance, water
absorption and gel formation are extremely essential for the
thickening properties of starch. In addition, hydrolysis and
digestion of starch, for instance, are not feasible if starch is
not gelatinized as the amylases and starch hydrolysis
enzymes do not interact with intact, ungelatinized granules.

Characteristics such as gelatinization temperature,
granule size, and shape are specific to the type of starch.
They are diagnostic properties characteristic of native

starches and can therefore be used for identification. The
quality of products formulated with starch, such as carri-
ers and thickeners, is largely affected by its functional and
pasting properties (35,36).

Water-holding capacity, solubility, and paste viscosity
are important parameters that influence the quality of
products such as carbohydrate-based fat substitutes (37).
These in turn influence gelling ability, water- and fat-
binding ability, slicing ability, and hence textural quality
of food products. Functionality and physicochemical
properties vary among starches as they are influenced by
the ratios of amylose to amylopectin. High amylopectin
starches for instance are preferred for high viscosity prod-
ucts. In addition, the presence of phosphate esters in some
starches such as potato starch may influence starch water-
binding capacity by weakening the bonds between starch
molecules due to ionic repulsion.

A. STARCH GELATINIZATION

Gelatinization occurs when the ordered structure of the
starch granule is disrupted and reorganized in the pres-
ence of heat and sufficient moisture. The granules are dis-
rupted with absorption of water, losing their organized
molecular structure, to facilitate swelling (29,38).
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Starch gelatinization is critical in the utilization of
starch in food applications. Native starch granules are
insoluble in cold water and gelatinization is essential to
facilitate water absorption and enhances the chemical and
physical reactivity of inert starch granules in food pro-
cessing (11). Granular characteristics of starches are char-
acteristic of the plant source. The structure of the granule
in turn influences the structure of the gels or pastes
formed on heating.

Gelatinization results in starch swelling, and forma-
tion of a viscous paste that may be opaque or translucent
depending on the nature of the starch (12). Gelatinization
is followed by gelation, a process in which the swollen
granules are disrupted and amylose is released into the
starch-water medium. The leaching of amylose from
gelatinized granules contributes to the thickening charac-
teristics of starch and gel formation, a colloidal dispersion
of starch in water. The leached amylose in the starch-
water system associates to form a structural network to
entrap the granules, resulting in the formation of a gel.

Viscosity of starches such as maize and tapioca starch
are greatly influenced by ratios of amylose to amylopectin
(10). Genetically modified high amylose starches form
highly resistant and firmer gels (39). Increasing amylose
content also increases early onset of gelation. Starches with
low levels of amylose such as waxy maize — less than 1%
amylose — do not form gels effectively. Instead, they form
clear pastes that are generally resistant to syneresis (11).

The strength of the starch gel is influenced by the
presence of ionic components which may interact with the
negatively charged starch molecules. Water absorption
and swelling of starch is limited by the presence of 
amylose-lipid complexes (20).

B. STARCH RETROGRADATION

Cooling of gelatinized starch results in the re-association
of the leached amylose from gelatinized granules. This is
the process of retrogradation. Retrogradation is also
referred to as setback, and occurs with re-crystallization
of amylose. Amylose is much more susceptible to ret-
rogradation and amylopectin is only minimally involved
in starch retrogradation even though amylopectin has
been shown to influence retrogradation and syneresis in
corn starch gels (5). This re-association and re-crystalliza-
tion of amylose causes release of the water absorbed and
bound during gelatinization, leading to the phenomenon
known as syneresis.

Retrogradation of starch in food products is a concern
as it affects product quality. The stability of starch-con-
taining products during cold storage in particular is greatly
affected by the extent of retrogradation. Freeze-thaw
cycles result in extensive retrogradation and syneresis.

Retrogradation of starch in some instances enhances
quality as such starches are resistant to enzyme hydrolysis

and hence more stable. Cooling retrograded starches at
room temperature prior to freezing at �20°C results in the
formation of resistant starch as the retrograded starch is no
longer susceptible to enzyme hydrolysis (29). This proce-
dure is used in the production of industrial resistant starch.

C. STARCH DAMAGE

Starch damage is the modification or destruction of starch
granule structure to the extent that it affects physicochem-
ical properties such as water absorption. This in turn influ-
ences functionality of damaged starch in food applications,
and subsequently, the quality of the final product. Starch
damage results from various processes such as milling of
grains. Starch damage affects the susceptibility of starch to
hydrolysis and reactions as enzymes do not properly inter-
act with the restructured granules.

Starch damage by processing or mechanical action
causes a cracked appearance to granules. Extensive starch
damage causes disruptions in the molecular structure of
the starch. Modification to the starch granule therefore
results in increased swelling ability and is more suscepti-
ble to enzymatic hydrolysis (19). In addition, cold water
solubility of starch is enhanced. This affects the applica-
bility in baking and food applications.

D. INTERACTIONS WITH ACIDS, SUGAR, AND SALTS

The presence of chemical components such as sugar and
salts has a great effect on the characteristics of starch in
food systems. The granule surface structure is affected
and restructured in the presence of acid, as there is 
de-polymerization and hydrolysis of amylose and amy-
lopectin (40). This results in lower viscosities of starch
pastes. Solubility of starch is enhanced by acid. These
effects are due to the disintegration of the component
amylose and amylopectin at the low pHs typical of highly
acidic solutions.

Starch competes with sugars such as glucose, fructose,
and sucrose for water absorption. Gelling and swelling of
a starch is therefore modified in the presence of sugars.
This is because sugars contain hydrophilic hydroxyl
groups identical to the glucose monomers of starch. As a
result they decrease the water activity of the starch-water
system. There is an overall increase in the free volume of
water, reducing its effectiveness as a desirable plasticizer
required to facilitate starch gelatinization (41,42). Slade
and Levine (1988) report that sugar has an anti-plasticiza-
tion effect on starch. The sugars bind the water, reducing
its availability for starch gelatinization (43). Consequently,
sugars elevate the temperature at which the gelatinization
of various starches occurs.

The ionic nature of salts is responsible for their inter-
action with starch and the subsequent effects on starch
physicochemical properties. Starch molecules possess a

Carbohydrates: Starch 3-7



weakly charged ionic structure. In the presence of cations,
the granules are stabilized and protected, whereas in the
presence of anions, the hydrogen bonds are ruptured. This
destabilizes the granules, enhancing and facilitating gela-
tinization (44,45).

Various salts such as phosphates form complexes with
the amylose and amylopectin, a property exploited for use
in industrial in starch modification. Salts overall delay
loss of birefringence and depress overall extent of gela-
tinization.

Sodium chloride has great influence on starch physico-
chemical properties. Sodium chloride increases the gela-
tinization temperature of various starches. At concentrations
of 6–9%, sodium chloride solution inhibits starch gela-
tinization (46). Various procedures for starch pre-treatment
are commonly used in food processing. A common proce-
dure is alkalization, in which alkalizing agents are added to
maize, wheat, or rice in the preparation of tortillas, Chinese
wheat noodles or rice dumplings, respectively. Common
alkalizing agents include sodium hydroxide, or sodium and
potassium carbonate (47).

Addition of alkali contributes to improving starch
swelling capacity. The presence of lime (calcium hydrox-
ide) has been shown to decrease starch crystallinity in
corn (48). Gelatinization temperature of corn starch is
also increased by the presence of lime, attributed to cross
linking of calcium with the starch, as well as due to ionic
interactions with hydroxyl groups on the starches (47). It
is expected that these would in turn lead to variations in
gelatinized starch quality characteristics — color, gela-
tion, and retrogradation tendency.

IV. STARCH HYDROLYSIS

Starch hydrolysis is the cleaving of the starch polymer to
short chain fragments such as dextrins and maltose, or to
the glucose monomers. Starch hydrolysis is essential in
many aspects of the application of starch. For instance,
starch is hydrolyzed by various means for the production
of sweeteners. Hydrolysis products of starch are multifold
and include products such as dextrins and simple sugars.
Starch hydrolysis is carried out primarily by the use of
enzymes or chemicals, or in combination.

A. ENZYME HYDROLYSIS

Enzymatic hydrolysis of starch is carried out for various
purposes, but most notably for the industrial production of
maltose syrup (49). The key enzymes used for starch
hydrolysis are �-glucosidases, which hydrolyze the amy-
lose and amylopectin in starch. These include α-amylase,
amyloglucosidase, and pullulanase.

The extent of starch hydrolysis is quantified by vari-
ous parameters. This could be the hydrolysis index (HI),
or by the dextrose equivalent (DE). The hydrolysis index

quantifies the proportion of starch hydrolyzed. Dextrose
equivalent describes the potential for starch conversion to
dextrose (glucose) and is defined as the sum of reducing
sugars expressed as dextrose. This is because starch in its
native form has few reducing sugar ends. The number of
reducing ends is influenced by the proportion of amy-
lopectin. Degree of polymerization is indicative of the
number of glucose residues. Amylose from starches such
as maize or wheat have DP of 200–1200, while amy-
lose from potato or tapioca starch have DP of about 
1000–6000.

Hydrolysis of starch to maltodextrins is achieved by
use of α-amylase enzymes. These enzymes are categorized
either as endoamylases, exoamylases, debranching
enzymes, or transferases (26). The endoamylases, the most
common being α-amylase (EC 3.2.1.1), are specific for the
α-1→4 linkage in amylose and amylopectin. Their hydrol-
ysis products from starch hydrolysis are mainly oligosac-
charides and dextrins (26). Exoamylases, on the other
hand, have the ability to hydrolyze both the α-1→4 and 
α-1→6 bonds of amylose and amylopectin. A common
example is amyloglucosidase (EC 3.2.1.20). β-Amylase is
an exoamylase that has the ability to hydrolyze the α-1→4
bond of amylose.

Debranching enzymes used in starch hydrolysis are
targeted at hydrolyzing the α-1→6 bonds in amylopectin.
These include pullulanases. Hydrolysis products of these
are mainly maltose and maltotriose. The transferases have
low activity with regard to starch hydrolysis but are
involved in formation of new glycosidic linkages (26).

Enzymatic hydrolysis of starch is influenced by the
presence of non-starch components such as lipids, partic-
ularly lipids bound to amylose. This is because the pres-
ence of these complexes renders the amylose less
susceptible to hydrolysis enzymes (20). Additional
enzymes such as lysophospholipase are therefore some-
times required for complete hydrolysis of starch in the
production of glucose from starch.

Amylase enzymes produced by lactic acid bacteria —
Lactobacillus plantarum, Lactobacillus amylophilus, and
Lactobacillus delbruecki, in particular — are used for
industrial hydrolysis of starch for conversation of starch to
glucose. This is a process known as saccharification (50).
Yeasts such as Saccharomyces cerevisiae, which produce
α-amylase, are also used in bioreactors for enzymatic
hydrolysis of starch and subsequent fermentation of the
hydrolysis product (glucose) by the yeast strains (33).
These micro-organisms produce heat-stable amylase
which can survive the high bioreactor process tempera-
tures required for gelatinization and hydrolysis of the
starch. The lactobacilli produce enzymes that hydrolyze
the starch to glucose, and then the bacteria ferment the
starch of the industrial production of lactic acid.

Immobilized enzymes also are used in industrial
hydrolysis of starch. The enzymes are extracted from an
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industrial source, usually microorganisms such as
Aspergillus, and then immobilized on inert particles such
as silica (51). This ensures that the enzyme has optimum
activity and access for starch hydrolysis. Co-enzymes and
ionic particles such as calcium are required for starch
hydrolysis.

While traditionally acids (mainly hydrochloric acid)
have been used for hydrolysis of starch, there has been an
increase in use of industrial enzymes for starch hydroly-
sis. Most of these convert starches for the production of
maltodextrin, modified starches, glucose syrup, or fruc-
tose syrup. Hydrolysis of starch in foods is increased by
processing. Enzymatic hydrolysis of starch in various
legumes for instance is enhanced by soaking and sprout-
ing. Gelatinization of starch is required prior to enzymatic
hydrolysis.

B. ACID HYDROLYSIS

Acids are used to facilitate the hydrolysis of starch. The
α-1→4 linkages in amylose and amylopectin are suscep-
tible to hydrolysis at the low pH typical of acids.
Hydrochloric acid at low concentrations (0.36% w/v)
hydrolyzes starch (52).

The use of acids in combination of alcohols has been
suggested for starch hydrolysis. Formation of limit-
dextrins with varying degrees of polymerization occurs in
the presence of various alcohols such as methanol,
ethanol, and propanol. These alcohols are possibly
involved in disrupting the hydrophobic and hydrogen
bonds of the starch helical structure in the granule.
Increase in temperature further increases the susceptibil-
ity of starch to acid hydrolysis in alcohol (52). 

C. ALKALINE HYDROLYSIS

Alkaline hydrolysis of starch is enhanced and influenced
in the presence of heat and inorganic salts. There is com-
plete hydrolysis of starch with microwave heating in the
presence of metal chlorides (53). The theoretical yield of
glucose (111%) is obtained in the presence of chloride
salts such as lithium chloride, barium chloride, and iron
trichloride. On the other hand, acid hydrolysis of starch is
greatly limited in the presence of sulfate salts. In the pres-
ence of sulfate salts — sodium sulfate, magnesium sulfate
and or zinc sulfate — acid hydrolysis is actually greatly
impeded (53).

D. HEAT-INDUCED HYDROLYSIS

Extrusion of starch is used in combination with enzymes
for effective starch hydrolysis. The starch is treated under
conditions of high temperature, high pressure, shear, and
moisture (54). Heat stable amylase is used for starch
hydrolysis. Extrusion cooking facilitates disruption of the
granule structure and the crystallinity. This renders the

amylose and amylopectin susceptible to gelatinization
(55). Application of extrusion in starch hydrolysis has the
advantage in that the process conditions can be modified
such that the extent of hydrolysis is controlled for desired
end products and dextrins (55). 

V. STARCH MODIFICATION

Native starches such as tapioca starch often require con-
siderable modification to enhance quality and versatility
in food applications, and for storage stability. The compo-
nents of starch — amylose and amylopectin — are highly
sensitive to shear, stress, acidity, and high temperatures,
and are typically altered by heat-moisture conditions of
processing (15). Most native starches such as tapioca
starch have limited swelling power and solubility.
Modification is essential to improve paste clarity, paste
stability, resistance to degradation, and freeze-thaw stabil-
ity. Modification of starch is important to improve the
reactivity of glucose, as well as introduce reactive side
chains (56). The integrity and structure of the granule is
also enhanced by modification. Additional side chains
interfere with potentially deleterious post-process starch
properties such as retrogradation. Most starches used in
food applications are modified starches.

Modification of starches is by physical and chemical
procedures. Modification procedures include acetylation,
hydroxypropylation, and a combination of hydroxypropy-
lation and cross-linking (57). Hydroxypropylated starches
are most commonly used in the food industry (57).
Stabilization of starch is facilitated by use of acetates 
and hydroxypropyl esters (58). These modification proce-
dures greatly increase freeze-thaw stabilization and
increase resistance to process conditions such as heat and
shear.

Cross-linking is commonly carried out with various
chemical agents such as phosphorus oxychloride, sodium
trimetaphosphate, and anhydrides (58). Cross-linked
starches are more resistant to process conditions such as
temperature and acidity as a result of the fact that the
hydrogen bonds have been reinforced and act as bridges.
These are useful in preventing re-crystallization of amy-
lose and the subsequent retrogradation in processed
starchy foods.

Some procedures that have been shown to be effective
in modification of banana starch include cross-linking
with sodium trimetaphosphate, formation of starch phos-
phate with sodium tripolyphosphate, and hydroxypropyla-
tion using a combination of sodium hydroxide and sodium
sulphate (24). These procedures result in starches with
enhanced water-binding capacity, and in most cases,
increased solubility. Starch phosphates in particular have
increased freeze-thaw stability.

Acid-thinned starches are obtained by reducing the
concentration of concentrated starch slurry with a mineral
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acid at 40–60°C, to obtain a desirable viscosity. The starch
is recovered after the acid is neutralized (59). The granule
structure of the starch is not destroyed in the process, but
various changes to the properties of the starches occur.
Starch solubility and gel strength for instance are
increased, while starch viscosity is decreased (60). Rate of
starch hydrolysis is increased with increasing concentra-
tion of acid (59).

Physical modification procedures that have been used
include pre-gelatinization. Pre-gelatinization increases
swelling power and paste clarity of banana starch (24).
Extrusion cooking of starch is used to improve quality and
characteristics of starch.

VI. STARCH IN FOOD APPLICATIONS

Starch is a functional ingredient in many food products.
There are multiple functions of starch in food products.
Most commonly, starch is used as a bulking agent, binder,
carrier, in fat-replacers, as a texture-modifier, and as raw
material for other starch-related products. It is a basic
ingredient in products such as breads, puddings, mari-
nades, and sauces, and also serves a considerable function
in other products such as powdered spices and beverages.
The applicability and utility of a starch in food products is
enhanced by factors such as its composition and function-
ality. Starch is a substrate for lactic acid bacteria in fer-
mentation to produce lactic acid (61).

Starch-based foods play a major role in the diet in var-
ious areas because of their bulking quality, and ability to
contribute to satiety. Fermentation of cassava for instance
imparts a sour taste that is sometimes highly desirable.

A. FUNCTIONAL PROPERTIES

Starch is used as to facilitate thickening and gel formation
in various food products such as fruit preparations (62).
The consistency of products such as tapioca pudding and
many custards would not be attainable without the thick-
ening and stabilizing properties of starch.

High amylose starches have high viscosity, and form
thick gels. This enhances their properties as thickeners in
food products. Starches with lower amylose content are
better suited for use in certain types of noodles, such as
Japanese noodles (23). High amylose starches are desir-
able for application in fried products as they have minimal
fat absorption. High amylose starches are also applicable
as thickeners and for use as gelling agents in foods such
as jellies. High amylose starch gels set rapidly hence are
desirable in production of confectionary and candies (56).
Other desirable properties of high amylose starches
include their flexibility, water resistance, and tensile
strength (63).

Starches with high swelling ability and high viscosity
are desirable for various types of Asian noodles (18).

Starches high in amylopectin and low in amylose (waxy
starches) such as waxy wheat are produced for use in such
products. The higher levels of amylopectin further con-
tribute to extending shelf-life, by reducing retrogradation
and staling in baked products. High amylopectin starches
are less susceptible to retrogradation, and hence very
applicable in improving freeze-thaw stability (63).

Modified starches are highly effective as stabilizers in
products such as yogurt (57). The presence of side groups
such as acetyl and hydroxyl groups in modified starches,
however, results in interactions with amylose and amy-
lopectin, improving overall stabilizing ability.

Fermented, sun-dried cassava starch is commonly
used in baked products in various parts of South America
and Brazil. This is unique in that the fermentation facili-
tates expansion which is desirable in the baked products
(64). Viscosity of sour starch pastes is lower than for non-
fermented starch, attributable to the solubilization of amy-
lopectin. 

Starch is used to improve quality of extruded food
products. Addition of cassava starch to cassava flour prior
to extrusion increases water solubility, but decreases
water absorption and bulk density properties (65).

Shear thinning of starch is an important characteristic
with regards to stability of starch pastes during process-
ing, particular in food products that require extensive stir-
ring and agitation. Removal of lipids (defatting) in
sorghum starch has been associated with increased shear-
thinning characteristics (66). Starches that are resistant to
shear thinning are generally highly desirable to ensure
product stability and suitable consistency.

Products of starch hydrolysis find considerable appli-
cation in food products. Maltodextrins, for instance, are
commonly used in heat-stable gels (67).

B. VALUE-ADDED FOOD APPLICATIONS

Starch is used as a basic ingredient in starch-based fat
substitutes. These simulate the functional properties of
fats, particularly texture modification, but with less
caloric value. Various starch-based fat substitutes are
commonly used in industry. Some examples of these
include TrimChoice (Specialty Grain products, NE)
made from hydrolyzed oat starch, Amalean (American
Maize Products, IN) made from modified high-amylose
corn starch, and SlenderLean (National Starch, NJ)
made from tapioca starch (37).

Starch-based fat substitutes are especially applicable
in baked products and value-added foods.

Resistant and minimally digestible starches are used in
value-added food products. Most of these products are tar-
geted at the management of diet-related diseases such as
obesity and type II diabetes. An example of such a product
is Extend, a snack bar formulated with resistant starch
(corn and rice starch), which has been formulated for the
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management of type II diabetes. The product ensures a
slow and sustained digestion of the resistant starch, and
minimal absorption of glucose, mitigating the problems of
high post-prandial blood glucose levels (Figure 3.5).

VII. STARCH NUTRITIONAL QUALITY

Starch is the primary nutrient involved in energy intake
and regulation. Typically, most adults require about 200 g
carbohydrate daily to facilitate brain and muscle function.
The digestibility and absorption of starch has significant
nutritional and physiological implications. As the primary
source of energy, starch is rapidly metabolized and
absorbed. The extent of starch digestibility is influenced
by the nature of the starch, food processing, and physio-
logical status.

There is a dichotomy of starch functionality as a nutri-
ent. On the one hand, it is a source of glucose, the primary
substrate for cell metabolism. On the other hand, starch
resistant to digestion (resistant starch) is minimally
digestible and only minimally absorbed, and therefore is
not physiologically available.

A. STARCH AND GLYCEMIC INDEX

Starch is the primary source of metabolizable energy, and
therefore its availability and digestion are important. High

starch foods are rapidly digested and metabolized.
Glycemic index (GI), the post-prandial blood glucose
response to a particular food, has been used to differenti-
ate the metabolic response to dietary carbohydrates (68).
Glycemic index is indicative of the relationship between a
food and the implications of starch digestibility, absorp-
tion, and metabolism. Foods that are high in readily
digestible starch result in high levels of glucose in the
blood. These are classified as high GI foods. Typically,
most tropical root starchy staples such as cassava and
yams have high levels of readily digestible waxy starches
(high amylopectin). These are rapidly and readily
absorbed, resulting in elevated levels of glucose in the
blood. This is, however, modified to a large extent by
other factors associated with the nature of the starch, its
processing, preparation, and consumption.

Starch is hydrolyzed by salivary and pancreatic amy-
lases to yield monosaccharides such as glucose and fruc-
tose, and maltodextrins. These are transported via the
hepatic portal vein and available for metabolism. Starch
digestion and metabolism has been classified into three
categories: rapidly digestible starch, slowly digestible
starch, and resistant starch (69). Rapidly digestible starch,
which typically is completely digested, is associated with
post-prandial glucose response, and hence has effect on
insulin levels. Rapidly available glucose meanwhile
describes glucose and sucrose obtained as hydrolysis
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products of rapidly digestible starch. Rapidly digestible
starch occurs most commonly in highly processed foods
such as puffed wheat cereal, while slowly digestible
starch occurs in foods such as legumes and pasta (69).

Starch digestion and glycemic index also have been
associated with satiety. Rapidly digestible starches are
quickly absorbed and metabolized, whereas slower
digesting starches are only slowly absorbed and therefore
improve satiety (70). These have also been shown to
improve exercise endurance (71).

There are differences in the metabolic response to
dietary carbohydrates. Post-prandial blood glucose and
insulin responses vary depending on the nature of carbo-
hydrates, particularly starch. Physiological conditions
such as type II diabetes and obesity have been associated
with starch metabolism. Other conditions such as coro-
nary heart disease are linked to metabolism of glucose
derived from dietary starch. The physiological conse-
quence of starch consumption is influenced by the extent
of its digestibility and metabolism. Digestibility of starch
is determined by its availability and susceptibility to
digestive enzymes. Susceptibility of starch to digestive
enzymes is in turn influenced by the chemical nature of
the starch and the changes that result from processing.

Starch digestibility is influenced by various factors
such as processing, storage, amylose content, and pres-
ence of dietary fiber (72). The ratios of amylose to amy-
lopectin are important in starch digestion and metabolism.
Consumption of modified high amylopectin starches have
been shown to result in an increase in serum free fatty
acids and serum glucose levels. This is probably as a
result of gluconeogenesis. Conversely, modified amylose
cornstarch is highly digestible, and results in lower insulin
levels. Starch that is digested and absorbed, however, has
physiological effects, some of which have been linked to
disease conditions.

Researchers have demonstrated that the consumption
of high starch diets in human test subjects apparently
leads to an overall decrease in overall energy intake, com-
pared to a high-sucrose (simple sugar) or high fat meals
(70,73). This indicates that high starch may have potential
for a high satiety value, but with low caloric density, and
hence the lowered energy intake.

Type II diabetes, a condition that results from inade-
quate production of insulin to facilitate glucose uptake, is
exacerbated by the presence of glucose in the blood.
Clinical manifestations of Type II diabetes include faint-
ing and dizzy spells as a result of low brain glucose lev-
els. Starch and glucose metabolism have been also
associated with obesity and accumulation of fat, as glu-
cose is involved in fat metabolism.

The nature of starch and the level of amylose in the
starch play a considerable role in the diabetic process and
insulin response. Long-term consumption of a high amy-
lose corn starch (70% amylose) by hyper-insulinemic 

subjects results in a normal insulin response (74). High
amylose starch in the diet reduces insulin response (75).
Meanwhile legume starches such as pure pea starch have
been shown to be even more effective than corn starch in
reducing hyperglycemia, as has been demonstrated with
purified pea starch (76).

The conversion of sugars, which are starch hydrolysis
products, into fat has been implicated in diabetes and car-
diovascular disease and obesity. The consumption of sim-
ple sugars and refined grain foods has been linked to
higher rates of cardiovascular disease and Type II dia-
betes, particularly in instances of insulin resistance
(68,77).

B. RESISTANT STARCH

Resistant starch is non-digestible starch which occurs in
foods in various forms.

Resistant starch is described in various ways, includ-
ing as starch and starch degradation products not absorbed
in the gut (78,79).

Resistant starch occurs in four categories, primarily
dependent on their mode of origin. These are described as:
type 1 (RS1): physically entrapped starch in the cell
matrix of whole or partially milled grains, hence is inac-
cessible; type 2 (RS2): native granular starch, mostly 
B-type legume starches which are may be ungelatinized
during processing; type 3 (RS3): retrograded starch, par-
ticularly from food processing; and type 4 (RS4): chemi-
cally modified starch (29,79–82).

Resistant starch levels in food products are influenced
by various factors including the nature of the starch, the
mode of food processing and preparation, and storage
conditions (83). Physical inaccessibility such as cell wall
structure and the presence of dietary fiber influences lev-
els of resistant starch, particularly in legumes (72).

Type 3 resistant starch (RS3), which is retrograded
starch, is the most commonly occurring form of resistant
starch in processed foods. Starch in cooked then cooled
foods such as pasta, rice, and lentils exhibits considerably
reduced susceptibility to enzymatic digestion, indicating
the formation of resistant starch (72). This is attributable to
the retrogradation which occurs following cooling of gelat-
inized starch. Amylose is more susceptible to retrograda-
tion than amylopectin. Resistant starch formation is
therefore influenced by ratios of amylose to amylopectin.

Processing of starchy foods, in addition to factors
such as starch amylose: amylopectin ratios and chemical
modification, influences their digestibility. This is as a
consequence of the disruption of the physical and chemi-
cal structure of the starch (84,85). Retrogradation of amy-
lose with processing is mainly thought to be responsible
for this alteration in susceptibility to digestive enzymes.
In some cases, however, partial damage to starch 
molecules which would otherwise be physically entrapped
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by the cell wall and inaccessible to digestive enzymes, may
improve their susceptibility to digestion (86).

Consumption of resistant starch yields physiological
effects similar to soluble fiber (82). Fermentation prod-
ucts include short chain fatty acids such as acetate, propi-
onate, and butyrate, which facilitate absorption of
minerals, excretion of bile acids, and consequently protect
against colorectal cancer.

Resistant starch-containing foods such as legumes,
and retrograded starches, however, have been associated
with disease prevention. Fermented corn porridge, com-
monly consumed among some indigenous populations, has
been shown to contain considerable amounts of starch that
is resistant to digestion and subsequently is protective
against various colon conditions (87). Experimental evi-
dence using high resistant starch breakfast cereals in
humans shows an improved glucose tolerance (88). In
rural South Africa, however, consumption of cold maize
porridge, which is high in retrograded starch and has rather
low starch digestibility and a low glycemic index, has been
associated with low levels of diabetes mellitus (87,89).

High resistant starch foods which have low glycemic
index are effective in lowering the concentrations of high-
density-lipoprotein (HDL) cholesterol and in improving
glucose tolerance in incidence of diabetes and insulin
resistance (77,88,90).

Root and tuber starches, unlike grain starches, are
high in amylopectin and do not have the same restricting
nature of the cell wall. They are, therefore, generally more
digestible. Processing techniques such as autoclaving to
reduce starch digestibility by increasing resistant starch
levels have been suggested in foods (91). Digestibility of
legume starch is increased by processes such as soaking
and sprouting (30).

VIII. NEW STARCH TECHNOLOGIES

The functionality and applicability of starch in so many
food applications and its importance as a food ingredient
have led to continuous efforts to improve and optimize
properties and versatility of starch. Some techniques cur-
rently used include genetic modification to modify starch
yields and quality, multi-cycle autoclaving for production
of resistant starch, and new processes such as microwave
hydrolysis of starch. 

A. GENETIC MODIFICATION

Genetic modification of starch most commonly targets the
enzymes of the starch biosynthetic pathway. The activities
of these enzymes dictate and determine the quantities of
starch synthesized as well as specific characteristics such as
ratios of amylose to amylopectin. Their activity therefore
influences starch properties: its reactivity, functionality, and
applicability in food processing and in food applications.

Genetic modification of cereal starch is commonly
employed to modify ratios of amylose to amylopectin,
and hence improve functionality and nutritional quality of
starch.

The primary enzymes involved in starch synthesis
include the starch synthases, starch branching enzymes
and adenosine diphosphate-glucose pyrophosphorylase
(ADP-glucose-phosphorylase). The starch synthases
occur both as a granule-bound synthase (GBSS) or
located in the soluble phase, and catalyze the formation of
the α-1→4 glucan chains by adding ADP-glucose to the
non-reducing end of the primer. The starch branching
enzyme catalyzes formation of the α-1→6 branches of
amylopectin molecules. The ADP-glucose pyrophospho-
rylase catalyzes the formation of ADP-glucose (56). Other
important enzymes are starch debranching enzymes and
phosphorylases.

A major contribution of genetic modification is the
modification of various cereal starches to reduce amylose
content and produce high amylopectin starch. These waxy
starches are desirable for various characteristics. They are
desirable in various noodles, for modification of amylose
characteristics in extrudates, and to extend the shelf-life of
baked goods (18).

Waxy starches are produced by modification of the
enzyme involved in amylose synthesis, granule-bound
starch synthase (GBSS). While naturally occurring muta-
tions in various wheats have resulted in waxy wheat starch,
biotechnology to modify the expression of the GBSS
genes is used to produce waxy starches, including rice,
maize and wheat. Modification by decreasing the levels of
enzymes such as starch synthase and starch branching
enzyme is employed to increase amylose levels.

Modification by decreasing levels of GBSS results in
increased amylopectin levels.

Regular cereal starches (up to 27% amylose) typically
form opaque pastes and firm gels. Genetic modification
techniques are applied to either decrease or increase the
amylose to amylopectin ratios. Low amylose cereal
starches (waxy maize, waxy rice, waxy wheat) lack
GBSS, and therefore contain less than 1% amylose. These
therefore do not effectively form gels but instead clear
pastes. Genetically modified high amylose starches form
highly resistant and firmer gels (41). Increasing amylose
content also increases early onset of gelation. High amy-
lose maize starch — amylomaize — is modified to have
high levels of amylose, 50–70%. The granules of amylo-
maize are more resistant to swelling and therefore form
much firmer and more rigid gels (11,92).

Genetically modified potato starch has been shown to
be suitable in processing and preparation of starch noo-
dles, as these have greater transparency and higher flexi-
bility (93). This may be due to higher amylose content.
Modification of starch synthesis to increase overall yields
of starch in food products is carried out by modifying 
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levels of adenosine triphosphatase (ATPase) and starch
branching enzymes (56).

Genetic modification of reactive groups such as phos-
phates is used to change the composition of starch by
decrease of the starch branching enzyme (56).

B. RESISTANT STARCH PRODUCTION BY

AUTOCLAVING

Autoclaving and steam processing are used in the produc-
tion of resistant starch. Resistant starch produced by this
technique is retrograded starch (RS3), as it involves gela-
tinization and subsequent retrogradation of starch, render-
ing it resistant to digestive amylases. Autoclaving has been
shown to modify resistant starch content in grain sorghum
(94). High amylose starches which are most susceptible to
retrogradation are therefore preferred for this process.

High pressure autoclaving has been standardized for
the production of resistant starch (91,95). Starch with a
high volume of water is gelatinized in a high pressure
autoclave with stirring until a homogenous gel is
obtained. The mixture is then cooled and frozen to facili-
tate retrogradation.

C. OTHER PROCEDURES

Other procedures employed in starch modification include
microwave solubilization (96,97). Corn starch modified
by microwave heating for a short period of time (32–90
seconds) at 900 W has decreased swelling ability (96).
Microwave pre-solubilization of starch at 180 W for 10
minutes is employed in food analysis (97). In the presence
of dilute hydrochloric acid, there is complete hydrolysis
of starch in 5 minutes of microwave processing. This is
attributable to the superheating produced by the presence
of the ions. These procedures are proposed to substitute
for the more expensive and time-consuming enzyme
hydrolysis procedures commonly used.
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I. INTRODUCTION

Gums are long chain polysaccharides widely used in the
food and many other industries as thickeners, stabiliz-
ers, and texture modifiers. Gums and related polysac-
charides are produced in nature as storage materials,
cell wall components, exudates, extracellular sub-
stances from plants or microorganisms, and in some
cases from exoskeletons of shellfish such as lobsters,
shrimps and crabs (e.g., chitosan). Some polysaccha-
rides are simple in sugar composition, such as cellulose
and β-D-glucans, which contain only one type of mono-
saccharide (e.g., β-D-glucose), while others are rather
complex and may contain up to six types of monosac-
charides plus one or two types of uronic acids. Common
monosaccharides and uronic acids present in natural
polysaccharides include D-glucose, D-galactose,
D-mannose, D-xylose, L-arabinose, L-rhamnose,
L-fucose, D-galacturonic acid, D-gulucuronic acid,
D-mannuronic acid, and L-guluronic acid. The primary
structure of a polysaccharide, i.e., monosaccharide
composition, linkage patterns, and molecular weight,
defines the solubility and conformation of the polymer
chains in aqueous solutions, which in turn dictate the
functional properties of the gums exhibited in food and
other systems.

Polysaccharides can be linear or branched poly-
mers. With the same molecular weight, linear polysac-
charides generally have poorer solubility and higher
viscosity than branched counterparts due to their
extended conformation in solutions (if soluble or dis-
persible). Perfectly linear homoglycans such as cellu-
lose are either difficult to dissolve or insoluble in
aqueous medium due to excessive intra- and intermole-
cular interactions (mainly through hydrogen bonding),
which make them less useful as hydrocolloidal gums.
Irregularity introduced by substitution or branching to
the linear chain increases solubility. Highly branched
polysaccharides are usually very soluble but exhibit
lower viscosity in solutions because of their smaller
hydrodynamic volumes compared to liner molecules
with the same molecular weight. The variations in
monosaccharide composition, linkage patterns, molecu-
lar weight, and molecular weight distribution of gums
contribute to the unique functional properties exhibited
by each gum.

The goal of the present chapter is to provide informa-
tion on the basic structural and functional properties and
major applications of all commercial gums and some
emerging gums in food and other industries. For detailed
descriptions of chemical structure, molecular characteri-
zation, physicochemical properties, and applications of
these gums, readers are referred to several comprehensive
books and chapters (1–5).

II. FUNCTIONAL PROPERTIES OF
POLYSACCHARIDE GUMS

A. VISCOSITY ENHANCING OR THICKENING PROPERTIES

When polysaccharide gums are dissolved into solution,
one remarkable phenomenon is the considerable increase
in solution viscosity; gums restrict the movement of water
molecules and in extreme cases gels are formed. The abil-
ity of polysaccharide gums to increase viscosity or to
thicken the aqueous system is the most important property
of such polymers. The shape and conformation of poly-
saccharides are determined by their primary sequence
structure. Once the structure is determined, the shape
and/or conformation of a polysaccharide are more or less
fixed, and the molecular weight (size) and number of
polysaccharide molecules in a given volume (concentra-
tion) become important in determining their functional
properties. In addition, environmental factors such as
solution pH, temperature, presence of certain ions, and
ionic strength of the system have significant influences on
the conformation of polysaccharide chains, and hence
their functional properties.

Solution viscosity of a gum almost always increases
with concentration, but not necessarily in a linear manner.
At low concentrations, dilute gum solutions normally
exhibit Newtonian flow behavior (independent of shear
rate) in which polymer molecules are free to move inde-
pendently without intermolecular entanglements. For most
random coil polysaccharides, the relationship between
zero-shear specific viscosity (ηsp) and concentration (c)
follows ηsp ∝ c1.1–1.3. When the polymer concentration is
increased to a critical point (critical concentration C*), the
viscosity of the solution increases sharply due to entangle-
ment of polymer molecules. This is called the semi-dilute
region within which polysaccharide gums usually exhibit
shear thinning flow behavior where viscosity decreases
with increase in shear rate. 

The viscosity of most gum solutions decreases with
increased temperature, although some gums are more
resistant to temperature changes. For example, the viscos-
ity of xanthan gum solution is relatively unchanged over a
wide range of temperatures (�4°C to 93°C) (4). There are
other extremes, such as methyl cellulose, where the viscos-
ity increases as the temperature increases, and eventually
gels are formed at higher temperature. Other factors influ-
encing viscosity include pH, ionic strength, and presence of
co-solutes with effects differing in individual gums.

B. GELLING PROPERTIES

All hydrocolloids have viscosity enhancing or thickening
properties, but only a few are able to gel. Gelation of poly-
saccharides is caused by the cross-linking (covalently
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and/or non-covalently) of long polymer chains to form a
continuous three-dimensional network which traps and
immobilizes water and forms a firm and rigid structure
resistant to flow under force. Gelation of polysaccharides
usually involves three stages: 1) Polysaccharide gums
have to be dissolved/dispersed at temperature above the
melting point. At this stage, polymer chains exist in a
coiled conformation. Upon cooling, polymer chains start
to form ordered structures such as helices. 2) Formation of
a gel network with further cooling. At this stage, helices
begin to aggregate by forming cross-links or super-junc-
tions, and a continuous network is eventually developed.
3) Aging stage where existing helices or aggregations are
further enhanced and some new helices are formed.
Contraction of gel networks may occur with the liberation
of free water (“weeping” or syneresis). Most of the poly-
saccharide gels are thermally reversible below 100°C with
defined setting and melting temperature ranges. There is a
minimum concentration for each polysaccharide, below
which gel cannot be obtained. Some gels exhibit thermal
hysteresis where the melting temperature is significantly
higher than the setting temperature, e.g., agarose gels (6).
However, there are a few gelling gums which do not fol-
low the above rules. Some gums form gels upon heating
while others can form gels by changing ionic strengths
and pH or introducing specific ions. A wide range of gels
with different textures, such as soft, elastic, very firm, and
brittle, can be prepared by selecting different types of
polysaccharides and by varying gelation conditions.

C. SURFACE ACTIVITY AND EMULSIFYING

PROPERTIES

Although polysaccharides are hydrophilic compounds not
conventionally perceived to be surface active, many poly-
saccharide gums are used to stabilize emulsions that
already contain an emulsifier (proteins or surfactants). The
universal role of gums in emulsion systems is to thicken
the continuous phase, thereby inhibiting or slowing droplet
flocculation and/or creaming. There are a few exceptions
of gums that actually exhibit surface activity; these gums
play double roles in emulsion systems: as an emulsifier
and a thickener. In most cases, surface activity of these
gums is attributed to the protein component associated
with the polysaccharides, while in other situations, the sur-
face activity is due to the presence of hydrophobic func-
tional groups, such as in the cases of methyl cellulose and
propylene glycol alginate. Although it is still controversial
regarding what is responsible for the surface activity, fenu-
greek gum does exhibit excellent emulsifying and emul-
sion stabilizing properties even at very low protein content
(e.g., �0.5%) (7). Detailed applications of these gums as
emulsifiers are described in the following sections.

III. CHEMISTRY, FUNCTIONAL
PROPERTIES, AND APPLICATIONS OF
POLYSACCHARIDE GUMS IN FOOD
AND OTHER INDUSTRIES

A. GUMS FROM EXUDATES

The earliest gum known to humans is from plant exudates.
Many plants exude a viscous, gummy liquid when wounded
and the liquid will dry to form hard, glassy, tear-drop-like
balls or other shapes of masses. The exudates are hand col-
lected, sorted/graded, and further processed to meet the
application needs. Gum arabic, tragacanth, karaya, and
ghatti are exuded gums that are commercially significant.

1. Gum Arabic

a. Source and structure
Gum arabic, or acacia gum, is prepared from the exudate
of Acacia trees, mostly from senegal species, and some-
times mixed with seyal species. Natural gum is in the
form of spherical balls resembling tear drops, collected by
hand and processed before use. Almost all commercial
gum arabic is produced from the Sahelian regions of
Africa. 

Gum arabic consists of a mixture of a relatively low-
molecular-weight polysaccharide (~0.25 � 106 daltons, a
major component) and a high-molecular-weight hydrox-
yproline-rich glycoprotein (~2.5 � 106 daltons, a minor
component) (8). It is a heavily branched polysaccharide; the
main chain consists of (1→3)-linked β-D-galactopyranosyl
residues. The side chains are two to five units in length made
of (1→3)-linked β-D-galactopyranosyl units, joined to the
main chain by (1→6)-linkage. Both main and side chains
are substituted by α-L-arabinofuranosyl, α-L-rhamnopyra-
nosyl, β-D-glucuronopyranosyl, and 4-O-methyl-β-D-glu-
curonopyranosyl units. The monosaccharide composition of
gum arabic varies with gum sources, e.g., gum from Acacia
senegal contains about 44% galactose, 27% arabinose, 13%
rhamnose, and 16% glucuronic acid of which only 1.5% are
4-O-methylated. In contrast, gum arabic from Acacia seyal
contains 38% galactose, 46% arabinose, 4% rhamnose, and
12% total glucuronic acid (of which 5.5% are 4-O-methy-
lated) (8). These compositional and structural differences
affect their functionalities, e.g., gum arabic from Acacia
senegal is a much better emulsifier than gum from Acacia
seyal.

b. Functional properties and applications 
Gum arabic is readily dissolved in water to give clear solu-
tions with light colors ranging from very pale yellow to
orange brown. It is a typical low viscosity gum and the solu-
tions exhibit Newtonian flow behavior even at concentra-
tions as high as 40%. Higher concentration solutions can be
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prepared up to 55%. A major functional property of gum
arabic is its ability to stabilize oil-in-water emulsions. The
protein-rich high-molecular-weight species are preferen-
tially adsorbed onto the surface of oil droplets while the car-
bohydrate portion inhibits flocculation and coalescence by
electrostatic repulsions and steric forces (8). The major
application of gum arabic is in the confectionary and bever-
age industries for stabilizing emulsions and flavor encapsu-
lation. In the confectionary industry, gum arabic is used to
prevent sugar crystallization and to emulsify the fatty com-
ponents. Examples of such products include pastilles,
caramel, and toffee. Gum arabic has also been used in chew-
ing gums, cough drops, and candy lozenges. Good stability
under acidic conditions makes gum arabic useful in bever-
ages, e.g., it is used as an emulsifier in the production of con-
centrated citrus juices and cola flavor oils of soft drinks (3).
Gum arabic stabilized flavor oils can be spray-dried to form
microencapsulated powders that can be easily incorporated
into dry food products such as soup and dessert mixes. 

2. Tragacanth Gum

a. Source and structure
Tragacanth gum is dried exudates from branches and trunks
of Astragalus gummifer Labillardiere or other species of
Astragalus grown in West Asia (mostly in Iran, some in
Turkey). After hand collection, the exudates are graded,
milled, and sifted to remove impurities. Tragacanth gum is
composed of a water-soluble fraction and a water-insoluble
fraction. The water-soluble fraction, accounting for 30–40%
of total gum, is a highly branched neutral polysaccharide
consisting of L-arabinose side chains attached to D-galacto-
syl backbones (9, 10). The D-galactosyl residues in the core
chains are mostly 1→6-linked, sometimes 1→3-linked,
whereas the branching L-arabinosyl residues are mutually
joined by 1→2-, 1→3-, and/or 1→5-linkages. The water-
insoluble fraction, the major fraction (60–70%), is an acidic
polysaccharide consisting of D-galacturonic acid, D-galac-
tose, L-fucose, D-xylose, L-arabinose, and L-rhamnose, and
is called tragacanthic acid or bassorin. It has a (1→4)-linked
α-D-galacturonopyranosyl backbone chain with randomly
substituted xylosyl branches linked at the 3 position of the
galacturonic acid residues. Some of the xylosyl residues are
attached by an α-L-fucosyl or a β-D-galactosyl residue at
the 2 positions (3, 11). 

b. Functional properties and applications
Tragacanth gum swells rapidly in both cold and hot water to
form a viscous colloidal suspension rather than a true solu-
tion. When added to water, the soluble tragacanthin fraction
dissolves to form a viscous solution while the insoluble tra-
gacanthic acid fraction swells to a gel-like state, which is
soft and adhesive. When more water is added, the gum first
forms a uniform mixture; after 1 or 2 days, the suspension
will separate into two layers with dissolved tragacanthin in
the upper layer and insoluble bassorin in the lower layer.

The viscosity of the suspension reaches a maximum after 24
hours at room temperature, and hydration can be accelerated
by an increase in temperature. The suspension typically
exhibits shear thinning behavior. The ability to swell in
water, forming thick, viscous dispersions or pastes, makes it
an important gum in the food, pharmaceutical, and other
industries. It is the most viscous of the natural water-soluble
gums and is an excellent emulsifying agent with good sta-
bility to heat, acidity, and aging. 

Food applications of tragacanth gum include salad
dressings, oil and flavor emulsions, ice creams, bakery fill-
ings, icings, and confectionary. In the pharmaceutical and
cosmetic industries, tragacanth gum is used as an emulsifier
and stabilizer in medicinal emulsions, jellies, syrups, oint-
ments, lotions, and creams. Gum tragacanth is also a good
surface design thickener since it is a good medium for mix-
ing with natural dyes and conveying controlled design onto
fabric. It allows easy painting, stamping, and stenciling,
and ensures a good control over color placement. 

3. Gum Karaya

a. Source and structure
Gum karaya is from the exudates of Sterculia urens, trees
of the Sterculiaceae family grown in India. It is a
branched acidic polysaccharide with high molecular
weight. Gum karaya contains 37% uronic acid and 8%
acetyl groups. The backbone chain consists of (1→4)-
linked α-D-galacturonic acid and (1→2)-linked α-L-
rhamnosyl residues with side chains of (1→3)-linked
β-D-glucuronic acid, or (1→2)-linked β-D-galactose on
the galacturonic acid unit where one half of the rhamnose
is substituted by (1→4)-linked β-D-galactose (12, 13).
The quality of the gum varies significantly depending on
the season of collection: summer usually gives high yields
and high viscosity gum. During storage, the viscosity of
gum karaya can be lost when exposed to high temperature
and high humidity. The decrease in viscosity is more sig-
nificant when the particle size is small. Preservatives may
be added to prevent viscosity loss.

b. Functional properties and applications
Similar to gum tragacanth, gum karaya does not dissolve in
water to give a clear solution but swells to many times its
own weight to give a dispersion. The type of dispersion is
influenced by the particle size of the product. For example,
coarse granulated gum karaya produces a discontinuous,
grainy dispersion whereas a fine powdered product gives 
a homogenous dispersion. Dispersion of gum karaya
exhibits Newtonian flow behavior at low concentration
(�0.5%) and shear thinning behavior at semi-dilute concen-
trations (0.5% � c � 2%) (13). Further increase in gum
concentration produces a paste resembling spreadable gels.
An increase in temperature improves solubility in water, but
excessive heat will cause degradation of the polysaccha-
rides, resulting in non-recoverable loss of viscosity. At
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extreme pHs and in the presence of sodium, calcium, and
aluminium salts, the viscosity of gum karaya dispersion
decreases. 

Gum karaya is used to stabilize packaged whipped
cream products, spread cheeses and other dairy products,
frozen desserts and salad dressings, and as acid-resist-
ant stabilizers in acidified products. It is also used as a 
water binder in bread, processed meats, and low-calorie
dough-based products such as pasta (11). Other applica-
tions of karaya gum include dental adhesives, bulk laxa-
tives, and adhesives for ostomy rings. Gum karaya is also
used in the manufacture of long-fibered, lightweight papers
in the paper industry and as a thickening agent in the textile
industry to help print the dye onto cotton fabrics.

4. Gum Ghatti

a. Source and structure
Gum ghatti is an amorphous translucent exudate of
Anogeissus latifolia, a tree of the Combretaceae family
grown in India. It contains L-arabinose, D-galactose,
D-mannose, D-xylose, and D-glucuronic acid in the ratio
of 10:6:2:1:2, plus traces of a 6-deoxyhexose. The detailed
structure of gum ghatti has not been clearly established. Its
main chain consists of β-D-galactopyranosyl residues con-
nected by (1→6)-linkages and D-glucopyranosyluronic
acid units connected by (1→4)-linkages (9).

b. Functional properties and applications
Similar to gum karaya and tragacanth, gum ghatti does not
dissolve in water to give clear solutions, but can be dis-
persed to form a colloidal dispersion. The dispersion
exhibits non-Newtonian flow behavior and its viscosity is
between those of gum arabic and gum karaya dispersions
at the same concentration. Gum ghatti is an excellent
emulsifier and can be used to replace gum arabic in more
complex systems (13). The pH of gum ghatti dispersions is
4.8, and the viscosity increases with increase in pH, reach-
ing a maximum at pH 8 (3). The viscosity of gum ghatti
dispersions increases with time regardless of solution pH;
however, addition of sodium salts, such as sodium carbon-
ate and sodium chloride, results in decrease in viscosity.
Loss in viscosity also occurs when the gum dispersions are
not protected by preservatives against bacterial attack.
Gum ghatti is used as an emulsifier and stabilizer in bev-
erages and butter-containing table syrups, and as a flavor
fixative for specific applications. Gum ghatti is also used
to prepare powdered, stable, oil-soluble vitamins, and as a
binder in making long-fibered, lightweight papers. 

B. GUMS FROM PLANTS

Gums of plant origin other than exudates are also impor-
tant for food use. These include storage polysaccharides
from seeds and tubers, mucilages from seed coats, and
cell wall materials from fruits and cereals.

1. Galactomannans (Locust Bean, Tara, Guar, and
Fenugreek Gums)

a. Source and structure
Galactomannans are a group of storage polysaccharides
from various plant seeds. There are four major sources of
seed galactomannans: guar (Cyamopsis tetragonoloba),
locust bean (Ceratonia siliqua), tara (Caesalpinia spinosa
Kuntze) and fenugreek (Trigonella foenum-graecum L.).
Among these, only guar and locust bean gums are of con-
siderable industrial importance and the use of tara and fenu-
greek is limited due to availability and price. Most of the
guar crop produced worldwide is grown in India and
Pakistan. The plant has also been cultivated in tropical areas
such as South and Central America, Africa, Brazil, Australia,
and the semi-arid regions of the southwest United States.
Locust bean is produced mostly in Spain, Italy, Cyprus, and
other Mediterranean countries. Fenugreek is grown in north-
ern Africa, the Mediterranean, western Asia, and northern
India, and has been recently cultivated in Canada.

The production of commercial guar, locust bean, and
tara gums is similar, involving separation of endosperms
from the seed hull and germ, grinding and sifting of the
endosperm to a flour of fine particle size and sometimes
purifying by repeated alcohol washings. The final product is
a white to cream-colored powder. The amount and molecu-
lar weight of galactomannans found in the endosperm
extract can vary significantly depending on the source of
seed and growing conditions. Most commercial gums con-
tain >80% galactomannan. Low-molecular-weight grades
are produced from acid, alkaline, or enzyme hydrolysis of
native gums. Fenugreek gum is extracted from the
endosperm or ground whole seed with water or dilute alkali,
and yields vary from 13.6% to 38%, depending on the vari-
ety/cultivar and extraction methods (14). Commercial fenu-
greek gum products, such as Fenu-pure and Fenu-life,
contain over 80% galactomannas with about 5% proteins.
Laboratory-prepared material involves pronase treatment of
the gum samples, which produces a product of much higher
purity with less than 0.6% protein contaminates (15).

Seed galactomannans consist essentially of a linear 
(1→4)-β-D-mannopyranose backbone with side groups of
single (1→6)-linked α-D-galactopyranosyl units. The
molar ratio of galactose to mannose varies with origins, but
are typically in the range 1.0:1.0~1.1, 1.0:1.6–1.8, 1.0:3.0,
and 1.0:3.9~4.0 for fenugreek, guar, tara, and locust bean
gums, respectively. The distribution of D-galactosyl
residues along the backbone chain is considered irregular,
where there are longer runs of unsubstituted mannosyl units
and block condensation of galactosyl units (16, 17). 

b. Functional properties and applications
The solubility of galactomannan gums increases with the
degree of galactose substitution. Guar and fenugreek gums
are readily dissolved in cold water whereas locust bean gum
is only slightly soluble in cold water but can be dissolved in
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hot water. The hydration rate and solution viscosity depend
on factors such as particle size, pH, temperature, etc. Guar
gum solutions are reported to be stable over the pH range
4.0–10.5, and the highest hydration rate is reported at ~ pH
8.0 (18). Hydration rates are reduced in the presence of salts
and other water-binding agents such as sucrose. 

Like many polysaccharides found in nature, these
galactomannans are polydisperse, high-molecular-weight
polymers. Average molecular weight varies, typically from
1.0 to 2.5 million Daltons. The galactomannan molecules
exist as an extended ribbon-like structure at solid state and
adopt a flexible coil-like conformation in solution. All four
types are highly efficient thickening agents. Given the same
molecular weight and polymer concentration, the thicken-
ing powder decreases in the order of the increase of galac-
tose contents, i.e., locust bean > tara > guar > fenugreek.
The rheological properties of some galactomannan solu-
tions show a considerable departure from classical random
coil-like behavior (19). In particular, there is a lower coil
overlap parameter C*[η] ~2.5 in comparison with C*[η] ~4
for most other disordered coils, and a stronger dependence
of specific viscosity on concentration (ηsp∝ c~4.5 in contrast
to ηsp ∝ c~3.3). This is attributed to intermolecular associa-
tions at high concentrations. 

Galactomannan gums are compatible with most
hydrocolloids. There is a useful synergistic increase in
viscosity and/or gel strength by blending galactomannan
gums with certain linear polysaccharides including xan-
than, κ-carrageenan, and agarose. The synergistic interac-
tions are more pronounced with galactomannans of lower
galactose contents. 

Fenugreek and guar gums are non-gelling polysac-
charides whereas locust bean and tara gum solutions may
form weak gels upon freeze-thaw treatment, or by adding
large amounts of ethylene glycol or sucrose. Gelation of
galactomannans can also be induced by the addition of
cross-linking agents such as borax and transition metal
ions. The synergistic interactions of locust bean and tara
gums with some gelling polysaccharides, such as κ-car-
rageenan and agarose, may enhance gelation, impart a
desirable elastic character, and retard syneresis in these
gels. These mixed gels have been used to form sheeted,
fruit-flavored snack products and to produce hair gels.

Polysaccharides are generally considered non-surface
active agents and the apparent surface activity is fre-
quently attributed to the presence of small amounts of
proteins. However, purified fenugreek gum (with less than
0.6% proteins and used in less than 1%) appears to be
more efficient than guar and locust bean gums in lowering
interfacial free energy. Fenugreek gum is also more con-
centration-efficient than gum arabic and xanthan gum in
stabilizing oil/water emulsions.

Guar and locust bean gums are the most extensively
used gums in the world. In the food industry they are
widely used as thickening and stabilizing agents, usually in

amounts of <1% of the food weight. They are used as 
stabilizers to improve shelf-life, to prevent creaming or 
settling in salad dressings, soft drinks, and fruit juices, to
influence crystallization, and to improve freeze-thaw
behavior of frozen products such as ice-cream and frozen
desserts. They are also used as thickener or water-binding
agents in pie fillings, icings, meat products, and pet foods.
Addition of guar gum to baked products and pastry reduces
the degree of starch retrogradation and improves texture
and shelf-life. Guar gum is a potential dietary supplement
in weight control and treatment of diabetes and hyperlipi-
demia. Guar and locust bean gums and their derivatives also
have wide applications in other industries including phar-
maceutical, mining, paper, textile, and construction (18). 

2. Pectins

a. Source and structure
Pectin is a generic name for a group of polysaccharides
extracted from cell walls of plant tissues. The main com-
mercial pectins are produced from citrus peels and apple
pomace, although other raw materials are also used includ-
ing sugar beet pulp, sunflower seed head, peach pulp, and
potato pulp. Pectin is mainly composed of an α-(1→4)-
linked D-galacturonic acid backbone chain interrupted by
α-(1→2)-linked L-rhamnose residues and the mole-per-
cent of rhamnose varies with the source of pectin (20). The
carboxyl groups of galacturonic acids are partly
methylesterified and in certain pectins are partially acety-
lated. The degree of esterification higher than 50% is
defined as high methoxyl (HM) pectin; the degree of ester-
ification lower than 50% is defined as low methoxyl (LM)
pectin. The molecules have “smooth regions” consisting of
blocks of galacturonic acid residues and “hairy regions”
with condensation of the side-chains. Often, arabinan,
galactan, or arabinogalactan side chains are attached to the
C-4 position of the rhamnose residues. Other sugars such
as glucuronic acid, L-fucose, D-glucose, D-mannose, and
D-xylose are sometimes found in the side-chains. 

b. Functional properties and applications
In the solid state, pectin molecules exist as right-handed
helices which are stabilized by intra- and intermolecular
hydrogen bonding and/or intermolecular calcium ions
forming an ordered and fairly stiff structure. It is generally
accepted that the backbone adopts a worm-like conforma-
tion in solution. Several studies on the solution properties
of pectins suggested that pectin molecules are further
aggregated into either rods or segmented rods in solution
and held together by non-covalent forces (21).

Pectins are highly heterogeneous with respect to their
molecular weight. For isolated and purified pectins, the
molecular weight is largely determined by the extraction
modes and conditions. The average molecular weight
from various fruit sources is typically the order of
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104~105 daltons (22). Pectins are generally soluble in
water and the solubility usually decreases with increasing
ionic strength and molecular weight and decreasing
degree of esterification. Aqueous pectin dispersions show
rheological behavior similar to many other commercial
polysaccharides, and the viscosity decreases with
increasing temperature but increases with increasing con-
centration. The viscosity of aqueous pectin solutions also
depends on molecular weight, degree of esterification,
electrolyte concentration, type and concentration of co-
solute, and pH. Addition of salts of monovalent cations,
such as sodium chloride to pectin, dispersions reduces
viscosity (23), whereas the addition of calcium or other
polyvalent cations increases viscosity of pectin disper-
sions. In a calcium-free solution, viscosity decreases
when pH is increased. Because of its low molecular
weight, pectin is not an efficient thickener compared to
other high-molecular-weight polysaccharides. 

For both high methoxyl (HM) and low methoxyl
(LM) pectins, gels can be prepared at concentration above
0.5~1%. Both high molecular weight and high concentra-
tion favor gel formation and enhance gel strength. Other
intrinsic and extrinsic factors such as pH, amount and type
of co-solutes, and the degree of esterification (DE) are
also important with different effects on HM and LM
pectins. HM pectins form thermally irreversible gels at
sufficiently low pH (pH<~3.6) and in the presence of sug-
ars or other co-solutes at a concentration of greater than
~50% by weight. The DE and overall distribution of
hydrophilic and hydrophobic groups have major effects
on gelation. Commercial HM pectin is classified as rapid-
set, medium-set, and slow-set types. Sucrose and other co-
solutes also affect gelation although to a lesser extent. The
amount of co-solute required increases with increasing
DE. LM pectins require calcium or other divalent cations
for gelation, and the reactivity to calcium is governed by
the proportion and distribution of carboxyl groups and
DE. The relative amount of calcium affects the gelling
properties of LM pectins considerably. Gelation is favored
by increased soluble solids and decreased pH. LM pectin
gels prepared at low pH are thermally reversible whereas
those prepared at neutral pH are thermally irreversible.

The main uses of pectins are as gelling agents in var-
ious food applications including dairy, bakery, and fruit
products. HM pectins have long been used in traditional
jams and jellies, whereas LM pectins are used in low-
calorie, low-sugar jams and jellies. Pectin gels can be
used as an alternative to gelatine in fruit desserts and ami-
dated LM pectins are used to prepare milk gels and
desserts. Pectins are also used as a protein dispersion sta-
bilizer in acidified dairy products such as yoghurt and
milk-based fruit drinks and other protein drinks prepared
from soya and whey. The enhanced emulsion stability is
caused by interaction between pectin and protein 
particles (24). 

3. Konjac Glucomannan

a. Source and structure
Konjac mannan, or glucomannan, is prepared from the
tubers of the konjac plant (Amorphophallus konjac).
Konjac is a perennial plant unique to Asia and is specially
cultivated in Japan. In the production of konjac flour, two-
year-old tubers are sliced into thin chips and subsequently
dried and milled. Further purification of konjac flour is
achieved by washing with ethanol aqueous solutions to
remove proteins, lipids, and soluble salts. Purified konjac
flour contains typically 88% carbohydrates, 1.7% ash,
0.9% lipids, and 0.5% protein (25). Konjac polysaccha-
ride is a copolymer consisting of random blocks of β-D-
glucose and β-D-mannose in the ratio of 2:3. All the
monosaccharide units are joined together by 1→4 link-
ages with occasional substitutions of acetyl group (5–8%)
attached at the 3 position of the mannose or both mannose
and glucose residues (26, 27).

b. Functional properties and applications
In the solid state, konjac glucomannan has a crystalline
structure. X-ray diffraction characterization revealed that
it has extended two-fold helices (28). Konjac glucoman-
nan yields a high viscosity solution, but extra efforts such
as extensive stirring are needed to dissolve the gum. The
solution is a typical non-Newtonian system showing shear
thinning behavior. A thermo-irreversible gel is formed
when konjac glucomannan solution is heated in alkali
conditions. A possible gelling mechanism is that hydroly-
sis of the acetyl groups under alkali conditions promotes
intra- and intermolecular hydrogen bonding leading to
“cross-linking” of the glucomannan molecules. However,
this hypothesis cannot explain why the gel is thermo-irre-
versible. Another interesting property of konjac gluco-
mannan is its synergism with other hydrocolloids.
Mixture of konjac glucomannan and xanthan gum form
gels at a total concentration as low as 0.1%. Thermo-
reversible gels can be prepared when konjac glucomannan
is mixed with agarose or carrageenan solutions. 

Alkali konjac gel is a popular traditional Japanese
food (Kon-nyaku). Thermo-reversible gels formed from
interactions between konjac glucomannan and other gums
also have applications in products such as health jellies.
Konjac flour is suitable for thickening, gelling, texturing,
and water binding. It is a major ingredient for some vege-
tarian meat products and is also used in fat-free or low-fat
meat products. 

4. Soluble Soybean Polysaccharides

a. Source and structure
Water-soluble soybean polysaccharide (SSPS) is the cell
wall material of the cotyledons of soybeans. Commercial
SSPS is extracted with dilute acid from by-products
produced from the manufacturing of soy proteins or tofu.
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The extract is filtered and/or centrifuged, and dried to give
a yield of ~45% (29). 

SSPS is a highly branched pectic polysaccharide. 
The backbone consists of a galacturonan (GN) and a 
rhamnogalacturonan (RG). The RG structure consists of a
diglycosyl repeating unit: (1→4)-α-D-galacturonic acid-
(1→2)-α-L-rhamnopyranose units with β-D-galactan side-
chains. The side-chains are substituted with L-fucosyl and
L-arabinosyl residues, which are linked to the C-4 of the
rhamnosyl residues. The degree of polymerization is esti-
mated to be 43–47 which is longer than those of fruit
pectins. SSPS is highly polydisperse in molecular weight.
Three to four fractions with molecular weights ranging from
4,700 to 542,000 daltons were identified (30).

b. Functional properties and applications
Similar to gum arabic, SSPS is a low viscosity gum. It is
soluble in cold water and exhibits Newtonian flow behav-
ior at a concentration as high as 10%. When the concen-
tration is increased to 20%, it exhibits shear thinning flow
behavior. Unlike pectins, the viscosity of SSPS solution is
not sensitive to salts, including NaCl, CaCl2 and KCl;
however, the viscosity increases with increase in sugar
concentration (e.g., sucrose). The viscosity is also sensi-
tive to pH and temperature, decreases with decrease in pH
and increase in temperature, and the effect is reversible. 

SSPS could be used in the food industry as a stabilizing
and thickening agent. Addition of 10% SSPS has less effect
than wheat bran on color and surface smoothness of Chinese
steamed bread but has a stronger detrimental effect on vol-
ume and texture (29). Recent applications of SSPS include
stabilizing milk proteins under acidic conditions (31).

5. Flaxseed Gum

a. Source and structure
Flaxseed gum is extracted from the seed or hull (seed
coat) of the flax plant (Linum usitatissimum). Flaxseed
gum is composed of a neutral arabinoxylan and acidic
pectic polysaccharide. The neutral arabinoxylan has a
(1→4)-β-D-xylosyl backbone to which arabinose side-
chains are attached to the 2 and/or 3 positions. The acidic
polysaccharide has a backbone of (1→2)-linked α-L-
rhamnopyranosyl and (1→4)-linked D-galactopyranosy-
luronic acid residues, with side-chains of L-fucose and
D-galactose, with the former at the non-reducing end. The
ratio of L-rhamnose, L-fucose, D-galactose, and D-galac-
turonic acid is 2.6:1:1.4:1.7 (5, 32).

b. Functional properties and applications 
Flaxseed gum exhibits Newtonian flow behavior at low
concentrations and shear thinning behavior at high con-
centrations. Flaxseed gum is a low to medium viscosity
gum and the viscosity is influenced by pH, with higher vis-
cosity at pH 6–8, and lower viscosity at pH 2–6. Viscosity
of flaxseed gum solutions decreases with increase in 

temperature. Flaxseed gum demonstrates surface activity
and the ability to stabilize oil/water emulsions.

In food applications, flaxseed gum has been used as an
egg white substitute in bakery products and ice creams. It
can be used in medicinal preparations, e.g., ointments and
pastes containing flaxseed gum are effective in the treat-
ment of furunculosis, carbunculosis, impetigo, and
ecthyma (33). Flaxseed gum is used as a bulk laxative, a
cough emollient agent, and a stabilizer in barium sulphate
suspensions for X-ray diagnostic preparations (34).
Flaxseed gum solution is also used as a saliva substitute
because it possesses lubricating and moisture-retaining
characteristics resembling those of natural saliva (35). The
stringy and fast drying properties of flaxseed gum make it
suitable for hairdressing preparations and hand cream for-
mulations. At 2.5% concentration, flaxseed gum is a good
base for eye ointments. Other applications of flaxseed gum
include printing, textile, and cigar papers. 

6. Yellow Mustard Gum

a. Source and structure
Yellow mustard gum is a mucilage deposit in the epidermal
layer of yellow mustard seed (Sinapis alba). It is water-sol-
uble and can be extracted from whole seed or seed coat
(bran). Yellow mustard gum is a mixture of two polysaccha-
rides, a linear 1,4-linked β-D-glucan with ethyl substitutes
and a branched acidic rhamnogalacturonan composed of,
disaccharide repeating unit: (1→2)-α-L-Rhamp-(1→4)-α-
D-GalpA as backbone chains. The side-chains are com-
posed of a terminal non-reducing end 4-O-Me-β-D-GlcpA,
and/or (1→6)-β-D-Galp which is attached at the 4 position
of the rhamnose residues in the backbone chain. The ratio of
the 4-substituted and unsubstituted rhamnose is 2:1 (5).

b. Functional properties and applications
Yellow mustard gum solution/dispersion is a non-
Newtonian system exhibiting shear thinning flow behav-
ior and weak gel structures resembling xanthan gum. It
also demonstrates surface activity and emulsifying capac-
ity. The gum solution has a high viscosity over a wide
range of pH. Similar to xanthan gum, yellow mustard gum
has synergistic interactions with galactomannans leading
to considerable increase in solution viscosity or formation
of thermo-reversible gels (e.g., with locust bean gum).

Yellow mustard gum is an ideal stabilizer for salad
dressings and fruit juice concentrates. It is also used in
cosmetics, e.g., a skin care moisturizing lotion prepared
using this gum gives a favorable hand feeling (36). 

7. Cereal ββ-Glucan

a. Source and structure
Mix linked (1→3)(1→4)-β-D-glucans are cell wall poly-
saccharides of cereal endosperm and aleurone cells. The
content of β-D-glucans in cereals follows the order of 
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barley (3–11%), oats (3.2–6.8%), rye (1–2%), and wheat
(<1%). It is a linear, unbranched polysaccharide contain-
ing a single type of monosaccharide, β-D-glucose. β-D-
Glucans from different cereals share a common structural
feature: with consecutive blocks of (1→4)-linked β-D-
glucose (mostly 2 or 3, and sometimes up to 14) inter-
rupted by a single (1→3)-linked β-D-glucose. The
β-(1→3)-linked cellotriosyl unit (trisaccharide) is the
major building block (58–72%), followed by β-(1→3)-
linked cellotetraosyl unit (tetrasaccharide, 20–34%). The
ratio of cellotriose/cellotetraose is about 2.0–2.4 in oats,
3.0 in barley, and 3.5 in wheat (37).

b. Functional properties and applications
β-D-Glucan solution exhibits a wide range of rheological
behavior, from viscoelastic fluid, weak gel to real gel,
depending on molecular weight and concentration.
Solutions of high-molecular-weight β-D-glucans are typi-
cally viscoelastic fluids of the “random coil” type. In con-
trast, low-molecular-weight β-glucans are able to form gels
at reduced temperature or favored solvent properties. The
gelling property depends on molecular weight and struc-
tural regularity (tri-/tetra ratio). The higher the tri-/tetra
ratio, the more regular is the structure, and the easier in gel
formation. Above the minimum molecular weight for gela-
tion, lower molecular weight favors gel formation (5, 38). 

Commercially, there are two β-D-glucan products:
Oatrim and Glucagel. Oatrim is made by treating oat bran
or flour with a thermo-stable α-amylase at high tempera-
ture. Its main component is dextrins, but its functionality
appeared to be attributed to β-glucans and dextrins.
Oatrim is used in bakery products, frozen desserts,
processed meats, sauces, and beverages. Because it mim-
ics the texture of fats, Oatrim is also used as a fat replacer
in low-fat or no-fat products (39).

Glucagel is produced by partial hydrolysis of barley
β-D-glucan and is a low-molecular-weight product
(15,000 to 150,000 daltons) which can form gels at 2%
concentration. Glucagel has gelling and fat mimetic prop-
erties and is used as a fat substitute in bakeries, dairy
products, dressings, and edible films (40, 41). 

Oat β-D-glucan is recognized as having important
health benefits. It may lower cholesterol levels and reduces
glycemic response, and is recommended as a good dietary
fiber supplement. Oat β-D-glucan is also used in cosmet-
ics as a moisturizer in lotions and hand creams.

8. Psyllium Gum

a. Source and structure
Psyllium gum is from the seed of Plantago, a plant com-
prising about 200 species of herbs or shrubs widely dis-
tributed in the temperate regions of the world. The gum is
deposited in the seed coat (husk, hull), and has a long his-
tory of medicinal use. 

Psyllium gum is a mixture of polysaccharides contain-
ing heteroxylans with a (1→3)- and (1→4)-linked 
β-D-xylopyranosyl backbone with short side-chains
attached to position 2 of some of the 1,4-linked β-D-xylopy-
ranosyl residues and to position 3 of other 1,4-linked β-D-
xylopyranosyl residues (42). The side-chains consist of
β-D-xylopyranosyl and α-L-arabinofuranosyl residues.
1→4-linked α-D-GalpA residues are also present in addi-
tion to small amounts of 1,2,4-linked Rhap and 1,3-, 1,6-,
and 1,3,6-linked Galp. The latter monosaccharides may
arise from a small portion of pectic polysaccharides.

b. Functional properties and applications
Psyllium gum does not dissolve completely in water but
swells to a mucilagenous dispersion with the general
appearance of wallpaper paste (33, 43). A 2.0% psyllium
gum dispersion exhibits gel-like structure, similar to that
of xanthan gum which generates a “weak-gel” network by
entanglement of rigid, ordered molecular structures (44).
Increasing the concentration of psyllium gum from 1% to
2% gives a significant increase in gel strength. However,
freshly prepared solutions/dispersions of psyllium gum
(1%) show flow properties similar to those of disordered
coils, with a Newtonian plateau at low shear rate. Upon
aging, psyllium gum solutions form cohesive gels and
show obvious syneresis. The gels continue to contract on
storage over long periods (to about 30% of their original
volume after three months). This contraction process can
be accelerated by freezing and thawing cycles. However,
psyllium gum is stable in high-salt solutions (e.g., 2.5 M
NaCl) which are formed by neutralization of the alkaline
extract over a prolonged storage, with no evidence of
gelation or precipitation. 

Psyllium gum is used with other gums in bakeries to
replace wheat gluten. Adding psyllium gum and hydrox-
ypropylmethylcellulose (HPMC) at 2% and 1%, respec-
tively, to rice flour gives a loaf volume close to that of
hard wheat control (43). The effectiveness of the psyl-
lium-HPMC system arises from the psyllium network sta-
bilizing gas cells formed during proving, and preventing
them from collapsing during initial stages of heating in
the baking oven. When temperature is further increased,
HPMC starts to gel and stabilizes the gas cells.

As a dietary fiber, psyllium gum lowered plasma LDL-
cholesterol levels by 6–20% in mildly hypercholesterolemic
individuals, although conflicting results were reported (45,
46). Psyllium gum has been used as a demulcent in dysen-
tery, erosion of intestines, dry coughs, burns, excoriations,
and inflammations of the eyes (33, 47). It is extensively used
as a bulk laxative. When ingested with the proper amount of
water, it swells and increases the size of the fecal mass, and
has a lubricant effect equal to that of oil but without oil’s dis-
advantages. The water-holding capacity and gelling property
of psyllium gum can be used to delay and reduce allergic
reactions by holding toxins and allergens in the gel structure. 
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9. Pentosans/Arabinoxylans

a. Source and structure
Arabinoxylans or pentosans are the primary construction
material of the cell wall in some cereals, such as wheat
and rye, and are also present in oats and barley. According
to solubility, cereal arabinoxylans are classified as water-
soluble and water-insoluble. The water-soluble wheat ara-
binoxylans are present mainly in the flour (endosperm cell
walls), while the water-insolubles can be found in both the
bran and flour fractions. Insoluble arabinoxylans are
cross-linked with proteins through phenolic ester bonds
which can be rendered water-soluble by treating with
alkali or specific enzymes. 

Arabinoxylans consist of a backbone of (1→4)-linked
β-D-xylopyranose residues to which α-L-arabinofuranose
units are attached through O-3 and/or O-2,3 positions of
the xylose residues. The distribution of the α-L-arabi-
nosyl branches along the backbone chain are random with
some regions heavily substituted and others unsubstituted
(smooth domain) (48). The pattern and degree of substitu-
tion vary with cereal sources and tissue locations in the
grain.

b. Functional properties and applications
Arabinoxylans are random coil polysaccharides in aque-
ous solutions, and exhibit Newtonian flow behavior at low
concentrations and shear thinning behavior at higher con-
centrations. Because of the presence of ferulic acid, wheat
flour arabinoxylans can form thermo-irreversible gels
upon oxidation (48). In comparison, arabinoxylans from
wheat bran can form thermo-reversible gels upon cooling
(5). Wheat and rye arabinoxylans are important functional
ingredients in baked products affecting water binding,
dough rheology, and starch retrogradation. They also pro-
tect gas retention in dough due to viscous influence on the
gluten-starch films (49). 

C. GUMS FROM SEAWEEDS

Seaweed or algae is an important natural source for hydro-
colloidal gums. Most seaweed extracts are gelling agents.
However, their chemical compositions and structures vary
significantly due to the sources of raw material and pro-
cessing conditions, so do their gelling mechanism. 

1. Agar

a. Source and structure
Agar, or agar agar, is extracted from red seaweeds
(Rhodophycae). It is commercially obtained from
Gelidium spp. and Gracilariae spp. The Japanese are pio-
neers in processing agar, called “Kanten” in Japanese,
meaning “cold days” or “cold weather,” reflecting the
weather conditions used to remove water from agar gels

through freeze-thaw cycles which are still being used in
modern agar processing plants. The alternative procedure
is a syneresis method, in which the absorbed water is
eliminated by applying a proper force.

Agar contains a major component, agarose, and a
minor component, agaropectin. Agarose is the gelling
component which has a molecular weight about 120,000
daltons. It is a linear polymer consisting of a (1→3)-β-D-
galactopyranosyl and (1→4)-3,6-anhydro-α-L-galac-
topyranosyl residues as building units. Agaropectin is a
heterogeneous mixture of polysaccharides of lower
molecular weights. Their structures are similar to agarose
but slightly branched and sulfated, and they may also
have methyl and pyruvic acid ketal substituents (6, 50). 

b. Functionality and applications
Agar is referred to as the queen of the gelling agents. The
gelling property is due to the three equatorial hydrogen
atoms on the 3,6 anhydro-L-galactose residues of agarose
to form hydrogen bonds. The gel network contains double
helices formed from left-handed threefold helices. These
double helices are stabilized by the presence of water
molecules bound inside the double helical cavity. Exterior
hydroxyl groups allow aggregation of these helices to
form suprafibers. The gelling temperature is around 38°C
and the melting temperature is about 85°C, which gives
very high gelling hysteresis. With this enormous gelling
power and hysteresis property, agar has found broad
applications in food and other industries. It is used in the
baking industry because of its heat-resistant gel proper-
ties, and is widely used as a stabilizer in pie fillings,
icings, toppings, and glazes. The heat-resistant gelling
properties help to prevent chipping, cracking or sweating
of icings, toppings, and glazes in baked goods. Agar is
particularly effective in forming a stiff gel at low concen-
trations and it is compatible with most other gums. At
around 40°C and upon setting, agar gel forms an impervi-
ous moisture barrier between icing and wrapping and it
has the unique property of not sticking to the wrapping.
Agar is also widely used in the confectionary industry as
a gelling agent, and in preparing canned meat, fish, and
poultry products. 

Addition of a small portion of locust bean gum to
Gelidium agar (1:9) may enhance gel strength and
improve gel texture; in particular, it increases the elastic-
ity of the gel (6). This is due to the synergistic interaction
between locust bean gum and agar which has practical
applications in the food industry where less brittle texture
is desired. However, this interaction is only limited to
agar from species of Gelidium and Pterocladia. Due to its
excellent gelling characteristics and high resistance to
metabolization by microorganisms, agar is used in
biotechnology applications such as in microbiological
culture media where it forms clear, stable, and firm gels.
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2. Algin (Alginates) 

a. Source and structure
Alginates or algin are the salts and derivatives of alginic
acid, an acidic polysaccharide extracted from the brown
seaweeds (Phaeophyceae). The main species of commer-
cial significance include Laminaria hyperborea, L. digi-
tata, L. japonica, Macrocystis pyrifera, Ascophyllum
nodosum, Eclonia maxima, Lessonia nigrescens, Durvillea
antarctica, and Sargassum spp. Natural alginate is insolu-
ble due to its salt derivatives obtained during growth in
seawater, including calcium, magnesium, and barium salts.
In order to extract the material, a pre-extraction treatment
is necessary to convert the insoluble cations into protons
by treating milled algae tissue with dilute mineral acids.
The next step is to neutralize with sodium carbonate or
sodium hydroxide, and alginic acid is converted into
water-soluble sodium salt. Following the removal of algal
particles by sifting, floatation, centrifugation, and filtra-
tion, sodium alginate is precipitated by alcohol, calcium
chloride, or mineral acids. A derivative of alginate, propy-
lene glycol alginate (PGA), is produced from alginate by
an esterification reaction with propylene oxide. 

Alginate is an unbranched polymer containing 
β-(1→4)-linked D-mannuronic acid (M) and α-(1→4)-
linked L-guluronic acid (G) residues (3, 51). It is a
copolymer composed of three types of blocks: two
homopolymeric blocks consisting of the same residues of
M or G, respectively, and a block with strictly alternating
residues (i.e., GMGMGMGM). The lengths and
sequences of the three blocks vary considerably with the
source of algae, place and season of collection, as well as
part of the algae from which the alginate is extracted. The
differences in chemical structures account for their differ-
ences in functionalities and applications.

b. Functional properties and applications
In commercial alginate products, the following factors are
important in determining functionality: type of cations,
M/G ratio, molecular weight and residual calcium.
Sodium salt is the most common form of alginates.
Potassium, ammonium, and calcium salts and free alginic
acid are also available (3).

The primary function of alginates is to form thermally
stable cold-setting gels in the presence of calcium ions.
Alginate gels can be heat treated without melting although
they may eventually degrade. Gelling properties and gel
strengths of alginate gels depend on the type and mode of
ion binding (Mg2+ << Ca2+ < Sr2+ < Ba2+) (52). Therefore,
the control of cation addition is critical for the production
of homogeneous gels. High G alginates produce strong brit-
tle gels with good heat stability (except if present in low-
molecular-weight molecules), but water weepage
(syneresis) occurs on freeze-thaw whereas high M alginates 

produce weaker but more elastic gels with good freeze-thaw
stability. Two basic methods have been used to control the
introduction of cross-linking ions: diffusion and internal
setting. The diffusion method lets the cross-linking ion (e.g.,
Ca2+) diffuse from an outer reservoir into an alginate solu-
tion which is used for the restructuring of foods such as arti-
ficial berries, pimiento strips, and onion rings. Internal
setting differs from the former in that the Ca2+ ions are
released in a controlled fashion from an inert calcium
source within the alginate solution. The controlled release
of Ca2+ is usually achieved by a change of pH and/or by lim-
ited solubility of calcium salt. The internal setting gels
found wide applications in food, pharmaceutical, and cos-
metic applications, such as cold water dessert gel, instant
imitation bakery jelly, and facial masque (52). 

The molecular weights of commercial alginates are
between 12,000 and 190,000 daltons. Higher-molecular-
weight favors gel strength and viscosity enhancement.
However, it is sometimes desirable to use a higher con-
centration of low-molecular-weight alginates to obtain
strong gels and to avoid excessively high viscosity prior to
gelation. 

Chemically modified alginates, e.g., propylene glycol
esters of alginic acid (PGAs), are very different from algi-
nates in functionality. They are much more tolerant to cal-
cium ions and acidic environments such as in milk-based
products and salad dressings (51). PGAs also exhibit sur-
face activities due to esterification, and can be used as an
emulsifier and foam stabilizer. 

3. Carrageenans

a. Source and structure
Carrageenans are popular seaweed gums extracted from
red seaweed (Rhodophycae). The main species used are
Eucheuma cottonii, E. spinosum. E. cottonii, and E. spin-
osum which are spiny bushy plants growing along the
coasts of the Philippines, Indonesia, and other islands in
the Far East. Other species of commercial significance
include Chrondrus crispus from around the coasts of the
North Atlantic and Gigartina sp. from the cold deep
coastal waters of South America. Based on the origins and
processing conditions, three types of carrageenan gums
are on the market, namely kappa (κ), iota (ι), and lambda
(λ) carrageenans. The process of producing carrageenan
gums is rather complex, involving washing and cleaning
of the seaweed, alkaline extraction, followed by coarse
and fine filtrations, solvent precipitations and/or freeze-
thaw cycles and finally, drying, grinding, and blending.

Carrageenan gums consist of alternating (1→3)-
linked-β-D-galactopyranose and (1→4)-linked-α-D-
galactopyranose sugar units. The three gums differ from
one another in their content of 3,6-anhydro-D-galactose
and number and position of ester sulfate groups (53).
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κ-Carrageenan is composed of alternating (1→3)-β-
D-galactopyranose-4-sulfate and (1→4)-3,6-anhydro-α-
D-galactopyranose units. It is produced by alkaline
elimination of µ-carrageenan isolated mostly from the
tropical seaweed Eucheuma cottonii (also known as
Kappaphycus alvarezii). Typical food grade κ-car-
rageenans contain 25% of ester sulfate and 35% of 
3,6-anhydro-D-galactose, which is close to the theoretical
maximum.

ι-Carrageenan is composed of alternating (1→3)-β-D-
galactopyranose-4-sulfate and (1→4)-3,6-anhydro-α-D-
galactopyranose-2-sulfate units. ι-Carrageenan is pro-
duced by alkaline elimination of µ-carrageenan isolated
from the Philippines seaweed Eucheuma denticulatum
(also called Spinosum). The major difference between κ-
and ι-carrageenan amount of 2-sulfate on the 1,4-linked
3,6-anhydro-D-galactose. As the degree of sulfation
increases from 25% in κ- to about 50% in ι-carrageenans,
there is a noticeable weakening of gelling properties aris-
ing from decreased potassium sensitivity. 

λ-Carrageenan is mainly composed of (1→3)-β-D-
galactopyranose-2-sulfate-(1→4)-α-D-galactopyranose-
2,6-disulfate repeating. It is isolated mainly from
Gigartina pistillata or Chondrus crispus and can be con-
verted into θ-carrageenan (theta-carrageenan) by alkaline
elimination.

b. Functional properties and applications
All carrageenan gums are highly flexible molecules which,
at higher concentrations, interact with each other to form
double-helical zones (3). Food-grade carrageenans have
molecular weights in the range of 2–4 � 105 daltons. Gel
formation of κ- and ι-carrageenans requires gel-inducing
and gel-strengthening cations, such as K+ and/or Ca2+ and
it involves helix formation upon cooling from a hot solu-
tion. Carrageenans are used mainly as gelling, thickening,
and suspending agents. κ-Carrageenan gels are firm, clear,
and brittle with poor freeze-thaw stability. These gels may
be softened (and are generally regarded to be synergisti-
cally strengthened) by mixing with locust bean gum. Ionic
binding of ι-carrageenan is less specific and increasing
ionic strength promotes formation of junction zones lead-
ing to soft elastic gels with good freeze-thaw stability. 
λ-Carrageenan is non-gelling as it lacks 3,6-anhydro
groups in the 1→4-linked α-D-galactopyranosyl residues
which are necessary for forming the initial double helix. 
λ-Carrageenan can act as a cryoprotectant, and a combina-
tion of λ-carrageenan with locust bean gum improves the
freeze-thaw behavior of frozen products (54).

κ-Carrageenan stabilizes dairy products due to its inter-
actions with casein micelles (~200 nm diameter), preventing
whey separation. It is used in ice creams as a second stabi-
lizer to prevent LBG and β-casein from phase separation
(55). Carrageenan is also used as a water binder in cooked
meats and as a thickener in toothpaste and puddings.

D. GUMS FROM MICROBIAL FERMENTATION

Some microorganisms produce slimy materials such as
extracellular polysaccharides, structural polysaccharides,
or intracellular storage polysaccharides. The extracellular
polysaccharides are water-soluble and exhibit unique
functional properties, and are hence an important source
of hydrocolloids. Since the fermentation process can be
controlled and processed in large quantity, gums from
microbial production are more consistent than naturally
occurring gums.

1. Xanthan Gum

a. Source and structure
Xanthan gum is an extracellular polysaccharide produced
commercially by aerobic submerged fermentation from
Xanthomonas campestris (56). The primary structure of
xanthan gum is a β-(1→4)-D-glucopyranosyl backbone
with tri-sugar unit side-chains consisting of a β-D-glu-
curonic acid residue between two D-mannopyranosyl
residues, which is attached to the backbone at the 3-posi-
tion of alternative β-D-glucosyl residues. In the side-
chains, the terminal β-D-mannosyl residue is
glycosidically linked to the 4-position of the β-D-glu-
curonic acid, which in turn is linked to the 2-position of
the α-D-mannose. About 40% of the terminal mannose
residues are 4,6-pyruvated while almost all the inner man-
nose is 6-acetylated (57). 

b. Functional properties and applications
Xanthan is considered a non-gelling gum and is best
known for its unique shear thinning flow behavior and
weak gel structures. It hydrates rapidly in cold water, but
proper hydration depends on particle size, solvent quality,
and rate of agitation. Since the viscosity of xanthan gum
solutions/dispersions is relatively temperature independ-
ent and the polymer is resistant to acids, alkali, and
enzymes, it is a popular thickener and stabilizer in the
food industry. The most striking property of xanthan gum
is the very high low-shear viscosity coupled with its
strongly shear-thinning characteristics. The relatively low
viscosity at high shear rate provides the advantages of
easy to mix, pour, and swallow, and the high viscosity at
low shear rate gives good suspension and coating proper-
ties to colloidal suspensions at rest. This makes xanthan
gum a perfect stabilizer for salad dressings, sauces,
gravies, syrups, and toppings. In dairy products, such as
ice creams, sour cream, and sterile whipping cream, xan-
than gum provides optimal viscosity, long-term stability,
improved transfer characteristics during processing, heat
shock protection, and ice crystal control. In baked goods,
xanthan gum contributes to smoothness, air incorporation
and retention, hence improved volume, texture, and mois-
ture retention of refrigerated dough. Blending of xanthan
gum with dry cake ingredients helps uniform hydration
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and batter mixing, which are important for the overall
quality of finished cakes, particularly after storage (58). 

Xanthan gum exhibits pronounced synergistic interac-
tions with galactomannans and glucomannans (59, 60).
These interactions result in increased viscosity, and in
some cases formation of thermo-reversible, soft elastic
gels. Experimentally, mixture of xanthan-locust bean gum
forms thermo-reversible gels at polymer concentrations as
low as 0.1%; in contrast, xanthan-guar gum mixtures only
exhibit increased viscosity regardless of the concentra-
tion. It is necessary to heat the mixtures to about 90 to
95°C to achieve maximum synergism as this not only
unfolds the xanthan structure but also helps to fully
hydrate the locust bean gum. The extent of interaction
between xanthan gum and galactomannans is reduced at
low pH and high salt concentrations. The optimum ratio
of interaction is 50:50 for xanthan–LBG mixture and
20:80 for xanthan–guar mixture (4).

2. Gellan Gum

a. Source and structure
Gellan gum is a bacterial exocellular polysaccharide,
commercially produced by inoculating a fermentation
medium with Sphingomonas elodea (ATCC 31461).
Gellan gum is composed of a linear tetrasaccharide
repeating unit: →3)-α-D-glcp- (1→4)-β−D-glcpA-
(1→4)-β-D-Glcp-(1→4)-α-L-rhap-(1→ (61, 62). There
are two acyl substitutions on the 3-linked glucose, a 
L-glyceryl at O(2) and an acetyl at O(6) positions. The
average degree of substitution is one glycerate per repeat
unit and one acetate every two repeats.

b. Functionality and applications
The functional property of gellan gum is dependent on the
degree of acylation and presence of counter ions. High
acyl (HA) gellan gum can form soft, elastic, transparent,
and flexible gels by cooling the hot solutions when con-
centration is above 0.2%. The gels set and melt at
70–80°C with no thermal hysteresis and the gelling prop-
erty is not affected by the presence of counter ions. In
contrast, low acyl (LA) gellan gum forms hard, non-elas-
tic brittle gels when binding with a wide variety of ions,
such as Ca2+, Mg2+, Na+, K+, and H+; the divalent ions are
more efficient than the monovalent ions in promoting
gelation. The gel strength of LA gellan gum increases
with increasing ion concentration until a maximum is
reached. Increase of ion concentration also results in
increased gel setting and melting temperatures. Sugar has
a negative influence on the gelation of LA gellan gum
which is often described to have a ‘snap set’ since 
gelation occurs rapidly once the setting temperature is
reached. In contrast to HA gellan gum, significant thermal
hysteresis is observed for LA gellan gels. However, under

most conditions, LA gellan gels are not thermo-reversible
below 100°C. The minimum gelling concentration of LA
gellan gum can be as low as 0.05% in the presence of
cations (63). 

Both LA and HA gellan gums are commonly used as
gelling agents and can be used to prepare dessert jellies
with a variety of textures. Gellan gum is used in dairy
products and sugar confectionery. LA gellan gum is used
to modify traditional gelatin dessert jellies. An interesting
application of gellan gum is to prepare structured liquids
by applying shear stress either during or after gelation.
These structured liquids are extremely efficient suspend-
ing agents (61). 

3. Curdlan Gum

a. Source and structure
Curdlan gum is an extracellular polysaccharide commer-
cially produced by microbial fermentation of a mutant
strain of Alcaligenes faecalis var. myxogenes. Curdlan is a
linear, homopolymer composed entirely of (1→3)-β-D-
glucosidic linkages. Native curdlan has a granular struc-
ture and is water-insoluble but can be dissolved in sodium
hydroxide solutions (64), cadoxen aqueous solution, and
dimethyl sufoxide (DMSO). 

b. Functional properties and applications
Curdlan gum can form gels by heating the suspensions or
reduce the pH of an alkali solution. Heat treatment of
curdlan suspensions may produce two types of gels,
depending on temperature. A thermo-reversible low-set
gel is obtained by heating gum suspensions at 55°C fol-
lowed by cooling. A thermo-irreversible high-set gel
requires heating up to 80°C or higher. The gel strength
increases with heating temperature (gelation starts at
55°C) but stays constant between 60–80°C. Further
increase in temperature results in steady increase of gel
strength (64, 65). At the same heating temperature, gel
strength increases with increased concentration. The addi-
tion of co-solute also has significant effects on gel
strength, e.g., adding borate to curdlan suspension signif-
icantly increases gel strength, and adding urea markedly
reduces gel strength (65).

Curdlan is a tasteless, odorless, and colorless product
with wide food applications. It is used in making tofu noo-
dles and other processed cooked foods as texture modifier,
binding, and moisture improvement agents. Curdlan is
used in noodle dough to reduce leaching of soluble ingre-
dients, giving a clear broth with improved texture and
mouthfeel. Addition of curdlan in processed meats modi-
fies texture and improves water-holding capacity. Other
food applications include processed rice cake, ice creams,
jellies, sausages, and hams. It is also a popular low-energy
ingredient in dietetic foods.
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4. Dextran

a. Source and structure
Dextran is a group of α-glucans produced by exocellular
bacteria Lactobacillaceae, particularly the genera
Lactobacillus, Leuconstoc, and Streptococcus.
Commercially important dextran is produced by
Leuconstoc mesenteroides B-512 (F) (66). Dextran is a
homo-polysaccharide composed primarily of 1→6-linked
α-D-glucopyranose units (~95%) with branches at C-3
and/or C-4, occasionally at C-2. About 80% of the
branches are single D-glucose. The molecular weight of
dextrans can be 40 to 600 million daltons, however, the
molecular weight of commercial food-grade dextrans is
below 100,000 daltons.

b. Functional properties and applications
Dextran is a fine, white powder, very soluble in both cold
and hot water giving clear solutions with low viscosity. A
solution can be made to contain up to 50% dextran. The
viscosity of dextran solution (2%) is independent of shear
rate and unaffected by co-solutes, salts, or changes in the
pH (3–10). Dextran has good water-holding capacity and
imparts good bodying attributes to liquid systems. It also
exhibits effective emulsifying and stabilizing properties. 

The most important use of dextran is as a blood
plasma extender with strict control of molecular weight
(75,000 ± 25,000 daltons). Other pharmaceutical applica-
tions include cryo-protective agent to protect cells from
freezing damage, suspending agent for X-ray opaque
compositions, binder for tablets, stabilizing agent for
water-insoluble vitamin preparations and a stomach-irri-
tant preventive, a pharmaceutical taste masking agent, and
a drug encapsulating agent in combination with methycel-
lulose. 

Dextrans with molecular weight below 100,000 dal-
tons are permitted by the U.S. Food and Drug
Administration as Generally Regarded as Safe (GRAS)
until their deletion in 1973 due to the lack of use (67). The
apparent lack of interest in dextran in foods is probably
due to its high solubility and low solution viscosity (66).
Bread prepared from yeast-raised dough containing 1–2%
dextran was soft with a greater volume and longer shelf-
life (68). The addition of dextran (up to 0.5%) to ice
cream conferred excellent stability and heat-shock resist-
ance. Dextran can be used as a stabilizer for confectionery
to prevent crystallization, improve moisture retention,
increase viscosity, and maintain flavor. It can also be used
in soft drinks, flavor extracts, milk beverages, and icing
compositions. Other food applications include fish prod-
ucts, meats, vegetables, and cheeses. 

E. CHEMICALLY MODIFIED GUMS

Cellulose is the most abundant polysaccharide in plants.
Natural cellulose is completely insoluble in aqueous

media due to extensive intra- and intermolecular hydrogen
bonding. However, certain treatments and chemical mod-
ification can render cellulose water-soluble and the
derived products exhibit unique functional properties,
making them useful as hydrocolloids in many industrial
applications. About a third of the purified cellulose is used
as base material for water-soluble derivatives and a wide
range of products with designed properties, depending on
the groups involved and degree of derivatization. 

1. Microcrystalline Cellulose (MCC)

a. Source and structure
Microcrystalline cellulose (MCC) is produced by treating
purified cellulose with a strong mineral acid, such as
hydrogen chloride (69). Acid hydrolysis removes the
amorphous regions of cellulose and gives a product con-
sisting primarily of crystallite aggregates. Powdered MCC
is produced by drying the acid hydrolysates. Dispersible
MCC can be prepared by further processing the
hydrolysates by wet mechanical disintegration, which
breaks up the aggregates to microcrystals, followed by 
co-processing with a hydrophilic barrier or other hydro-
colloids, such as guar gum, xanthan gum, or carboxyl-
methylcellulose. 

b. Functional properties and applications
Colloidal MCC exhibits thixotropic flow behavior in
which viscosity decreases with increase in shear stress, and
once the stress is removed, viscosity will recover gradually
over time (70). MCC dispersions have good thermo-stabil-
ity which is useful in the preparation of heat-stable prod-
ucts. MCC can also be used to modify textures, resulting
in a cleaner mouthfeel and good flavor release, and mak-
ing a useful fat replacer in emulsion products. In addition,
MCC is a good suspending agent for particles and solids.

MCC has many applications in pharmaceutical, food,
and paper industries. Examples include bar mixes to add
creaminess and pulpiness. In batters and breadings, MCC
improves cling and reduces drying time and fat absorption
during frying. MCC also adds creaminess in chocolate
drinks in addition to its ability to suspend solids and add
opacity to the product (69). 

2. Carboxymethylcellulose (CMC)

a. Source and structure
Carboxymethylcellulose (CMC) is produced by reacting
alkali cellulose with monochloroacetic acid. The substitu-
tion is mostly at 2-O and 6-O, occasionally at 3-O posi-
tions. The degree of substitution (DS) is generally 
0.6–0.95 per monomeric unit (maximum DS is 3) (62, 71).

b. Functional properties and applications
CMC is readily dissolved in cold water, with maximum
viscosity and best stability at pH 7–9. The rheological
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properties of CMC are determined by the uniformity of
substitution and degree of polymerization (DP). CMC
solutions with medium to high DP are pseudoplastic,
whereas solutions of low DP exhibit low viscosity and are
less pseudoplastic. Medium and high viscosity gum solu-
tions with 0.4–0.7 DS, especially those that are less uni-
formly substituted, are thixotropic. In contrast, evenly
substituted, high DS, medium and high DP gums show no
or less thixotropic behavior in solutions (71).

Gelation of CMC can be induced by adding trivalent
metal ions (e.g., aluminum) or subjecting the solution to
high shear. Gels ranging from soft to very firm can be pre-
pared by selecting different grades of CMC and types of
metal ions. The gel structure is also dependent on polymer
concentration, DP, pH, and metal cation to carboxylate
anion ratio.

Food grade CMC is widely used in the food industry
as a thickener, stabilizer, and suspending agent. CMC can
be used to improve the volume yield during baking by
encouraging gas bubble formation; it is also used in
frozen desserts and soft-serve ice creams to control ice
crystal growth, and to improve mouthfeel, body, and tex-
ture. CMC is used in pet food to bind water, thicken
gravy, aid extrusion, and bind fines. Because CMC is
insoluble in acidic stomach fluids but soluble in alkaline
intestinal fluids, it is a good coating for powders and
tablets in the pharmaceutical industry. In the cosmetic
industry, CMC is used as a stabilizer for hand lotions and
vitamin-oil emulsions. CMC also found applications in
textiles and detergents (62).

3. Methylcellulose

a. Source and structure
Methylcellulose (MC) is prepared by etherifying the
available hydroxyl groups of cellulose chain by conver-
sion of cellulose into alkali cellulose in sodium hydrox-
ide, followed by reaction with methyl chloride (62). Many
MC derivatives are available, but the most important one
is hydroxypropylmethylcellulose (HPMC). 

b. Functional properties and applications
MC solutions exhibit shear thinning flow behavior at
0.5% concentration and above. The pseudoplastic prop-
erty is enhanced with increases in concentration and
molecular weight. A unique functional property of MC
and HPMC is their inverse temperature solubility and
thermo-gelling property; they can form gels when the
temperature reaches above a critical level due to
hydrophobic interactions between high-substituted
regions, which consequently stabilizes intermolecular
hydrogen bonding. The gels break down upon cooling.
Another unique property of MC and HPMC is their sur-
face activity, making them useful emulsifiers for oil-in-
water emulsions. 

Due to the multifunctional properties, MC and HPMC
are used as emulsifiers and stabilizers in French dressings
and in low-oil or no-oil salad dressings (72). MC is often
used in fried foods to reduce oil absorption through film for-
mation and thermal gelation. In addition, batter adhesion
and matrix food cohesion are improved by adding MC
and/or HPMC. MC is used in baked goods including cakes,
doughnuts, breads, cookies, fruit pie fillings, icings, and
glazes. The thermal gelation property prevents boil-over of
pastry fillings and aids gas retention during baking. MC
retards water migration in frozen baked products during
freeze-thaw cycles. MC is also used in non-dairy whipped
toppings because of its surface active properties. In the phar-
maceutical industry, MC is used in tablet film coating, con-
trolled drug release and ointments. MC and its derivatives
are also used as adhesives for wallpapers, controlled release
agents for pesticides and fertilizers, and emulsifiers and sta-
bilizers in shampoo and hair conditioners.

4. Hydroxypropylcellulose and
Hydroxyethylcellulose

a. Source and structure
Hydroxypropylcellulose (HPC) and hydroxyethylcellulose
(HEC) are prepared by reactions of alkali cellulose with
propylene oxide and ethylene oxide, respectively, at ele-
vated temperature and pressure (62, 73). The substitution
patterns of HPC and HEC are random and lead to signifi-
cant number of hydroxyl groups unsubstituted along the
backbone chain. The molar substitution (MS) of commer-
cial HPC is between 3–4; in comparison, commercial
water-soluble grades HEC has a much wider MS value,
from 1.8 to 3.8. The molecular weight of HPC and HEC
ranges from 50k to 1,300k daltons.

b. Functional properties and applications
HPC is soluble in cold water, but becomes insoluble at
temperature above 45°C. It has good film forming and
surface active properties and can be used to stabilize top-
pings, especially at high ambient temperatures. HPC is
soluble in ethanol, and has potential applications in alco-
holic beverages. It is also used as a thickener in solvent-
based adhesives, alcohol-based hair dressings, grooming
aids, perfumes, inks, and paint removers. In the polymer
industry, HPC is used as a secondary stabilizer in the sus-
pension polymerization of vinyl chloride. 

HEC with a DS greater than 1.6 is soluble in hot or
cold water. The viscosity decreases with increase in tem-
perature. HEC solutions exhibit Newtonian flow behavior
at low shear rate and shear thinning behavior at high shear
rate. It is useful as a thickener, viscosity control additive,
protective colloid, binder, suspending agent, and film for-
mer in many industrial applications, including latex paints,
emulsion polymerization, petroleum, paper, and pharma-
ceutical products. The largest use of water-soluble HEC is
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for thickening latex paints because of its solubility, low
foaming characteristics, high thickening efficiency, and
good compatibility with universal coloring systems.

5. Chitin and Chitosan

a. Source and structure
Chitin is the second most abundant natural biopolymer on
Earth and is composed of α-(1→4)-linked 2-acetamido-2-
deoxy-β-D-glucose (N-acetylglucosamine). Chitin is
found in exoskeletons, peritrophic membranes, and
cocoons of insects. Chitin is water-insoluble, but can be
converted to water-soluble derivatives such as chitosan.
Commercial chitin is prepared from shells of lobster, crab,
or shrimp which are grounded and treated with 5%
hydrochloric acid to remove minerals. The demineralized
shell is further processed with pepsin or trypsin to remove
proteins. Alkali deproteinization is also used and pre-
ferred if the final product is deacetylated chitin, i.e., chi-
tosan. Chitosan is prepared by N-deacetylation of chitin
under strong alkali conditions. The degree of acetylation
of commercial chitosans is about 0.20 (74, 75).

b. Functional properties and applications
Chitosan is insoluble in organic solvents but soluble in
aqueous acidic media. Following protonation of the amino
groups, it forms a unique polycationic structure, while
other polysaccharides usually give a neutral or anionic
structure. Unlike most gelling polysaccharides, chitosan
forms gels through chemical and enzymatic reactions. A
thermo-irreversible gel can be prepared by treating chi-
tosan in acetate salt solution with carbodiimide to restore
acetamido groups. Gelation is probably attributed to
hydrophobic interactions which are thermally favored.
Chitosan gel can also be prepared by introducing large
organic counter ions, such as 1-naphthol-4-sulphonic acid
or 1-naphthylamine-4-sulphonic acid. 

Chitosan is also chemically modified for specific
applications, e.g., a stable and self-supporting gel can be
obtained by enzyme treatment of tyrosine glucan, which
is synthesized by reacting chitosan with 4-hydroxy-
phenylpyruvic acid. The enzyme tyrosinase oxidizes phe-
nol to quinine which forms cross-links with the free
amino groups. Chitosan can also be cross-linked with glu-
taraldehyde in lactic acid to produce a colorless, rigid, and
infusible gel up to 200°C (74).

Chitin, chitosan, and their derivatives have a wide
range of applications in pharmaceutics, biomaterials,
foods, water treatments, biotechnology, cosmetics, tex-
tiles, and membranes. Chitosan is a good film former and
is recommended for textile finishing, paper sheet forma-
tion, glass fiber coating, dye application, shrink proofing
of wool, photographic application, and cement setting
retardation. Chitosan is also used as a dietary fiber for
weight control. 

IV. FUTURE PROSPECTS AND NEW
DEVELOPMENT

There have been continuous efforts in the field of hydro-
colloids to reduce production costs, improve functionality,
explore novel applications of existing gums, and discover
new gums from natural resources. Although the use of new
hydrocolloid gums in foods is limited by extremely high
costs required to pass legislative approval, there are gums
that have long history of use in foods which could easily
get approval for food uses. Currently, we have a good
understanding of the basic structures and functional prop-
erties of most gums, but problems arise on a daily basis at
the production level due to inconsistency of the gum sup-
plies and lack of knowledge on how these gums interact
with other food ingredients, such as starch, proteins, oils,
etc. Therefore, the following areas are recommended for
future research: 1) improve manufacturing practice to pro-
duce consistent gum products; 2) further understand the
structure-function relationships of hydrocolloids and their
interactions with other food ingredients; 3) develop new
hydrocolloids from natural sources. Most hydrocolloids,
particularly non-starch polysaccharides, are conceived as
dietary fibers. Some natural polysaccharides or oligosac-
charides are biologically active, such as tissue repairing,
anti-carcinogenic, anti-inflammatory, and immuno-modu-
latory. These polysaccharides are potential ingredients for
functional foods or neutraceuticals in addition to their role
as thickeners and stabilizers. More research should be
directed to these bioactive polysaccharides. 
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I. INTRODUCTION 

A. DEFINITIONS AND PERSPECTIVES

Protein analysis is the development of methods, instru-
mentation, and strategies for obtaining information about
the quantity and composition of proteins within a sample;
analysis also extends to the study of the kinetic and ther-
modynamic behavior of proteins. A food protein is any
protein of interest, in food science and technology, in rela-
tion to enhancing the supply of food, which is wholesome,
nutritious, affordable, and safe. Two broad areas of food
protein analysis are readily recognizable: (i) quantitative
analysis – determination of the total amount of protein,
and (ii) qualitative analysis – fractionation, characteriza-
tion, and identification of proteins. Of course, so-called
qualitative methods also yield quantitative (i.e., numeri-
cal) data related to the concentrations of specific proteins
in a mixture, molecular mass, isoelectric point, etc.

The major areas of application for food protein analy-
sis are: (a) protein quantitation, (b) protein speciation –
including the detection of cultivars, varieties, genetic
polymorphism, and adulteration, (c) tests for physical
functionality – defined as protein physicochemical prop-
erties of interest in food processing, (d) tests for nutri-
tional quality, and (e) detection of bioactive agents
including allergens, inhibitors, microbial toxins, as well
as functional ingredients. Figure 5.1 summarizes some of
the major techniques for food protein analysis 

The aim of this chapter is to provide a brief outline of
selected techniques for food protein analysis. The principles
behind different techniques are well described in the general
literature. Less well discussed are the many practical and
scientific issues confronted by food protein analysts. In the
remainder of Section I, we consider the scope for food pro-
tein analysis. Section II covers protein quantitation meth-
ods, Section III deals with protein fractionation analysis by
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electrophoresis, chromatography and mass spectrometry.
Section IV provides a brief overview of proteomics, which
features high-throughput techniques for protein identifica-
tion. Food protein analysis is a vast discipline. Only selected
themes are introduced in this chapter. Some spectral meth-
ods, i.e., colorimetric (e.g., biuret, Lowry, Coomassie blue,
bicinchoninic acid, etc.) or spectrophotometric (e.g., ultra-
violet absorbance) methods of analysis, were reviewed
recently (1) and are not covered here. The following mono-
graphs and reviews provide further reading (1–5).

B. FOOD PROTEINS

The major food protein groups are listed in Table 5.1. They
are mostly industrial proteins produced from well-known
food commodities, including milk, wheat, maize, soybean,
peanut, canola, fish, egg, meat, some animal by-products.
The manufacturing processes involve standard unit opera-
tions, e.g., particle size reduction, solubilization, mem-
brane separation, ion exchange, and dehydration.
Processing can lead to changes in protein structure, not all
of which are “undesirable.” Denaturation is effectively har-
nessed to create interesting high-protein foods (5). 

A key requirement for food protein analysis is repro-
ducibility. Consistent protein readings are necessary for fair
decision-making about product quality, pricing, and compli-
ance with food legislation. Other desirable assay character-
istics include high speed, and low capital and running costs
for analysis. Assay sensitivity is not a premium because
food samples are readily available. On the contrary, large

sample sizes lead to concerns about representative sampling.
Accuracy, the closeness of a measurement to a real value, is
not of paramount concern because bias (deviation from the
true reading) is readily determined by calibration. 

Table 5.2 shows the movement of protein within the
food system from agricultural production through to 
the consumer. Protein analysis is important at all levels of
the food system. Farm gate prices for many commodities,
e.g., grain and milk, are partly determined by their protein
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Total protein quantitation Quality testing
Fractionation

selective determination

Physical functionality
• Gelation

• Emulsification
• Foaming
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• Kjeldahl
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• Quantitative amino
 acid analysis

Spectral methods
• Infrared analysis

• Colorimetric–Biuret,
Lowry, dye binding

FIGURE 5.1 Some of the major areas of food protein analysis.

TABLE 5.1
Schema for Food Protein Analysis-1

Some Major Protein Ingredients Specific Proteins

Animal protein ingredients Specific animal proteins
● Blood proteins ● Blood serum albumins
● Egg protein ● β-Lactoglobulin,
● Milk protein α-lactalbumin, casein
● Muscle – fish, poultry and meat ● Ovalbumin
● Skin & feather – gelatin ● Myosin
● Carcass and by-products, bone meal ● Collagen

Plant protein ingredients Specific plant proteins
● Cereals – vital gluten ● Albumins, globulins
● Legume – protein isolates ● Prolamins, glutelins 

(soy, peas, sesame) ● Residue proteins*

● Tuber – potato protein
● Leaf protein

Microbial proteins or single 
cell protein (SCP)

* Residue proteins refer to cereal storage proteins not extracted using
conventional Osborne solvents.



content. Pricing of farm inputs (e.g., animal feeds) is also
affected by levels of protein nitrogen. Recent legislation
requires that feed intended for ruminants is free from animal
protein. Protein ingredient manufacturers and users require
functionality testing, ingredient standardization, optimiza-
tion, and quality control (Figure 5.1). High protein foods
(cheese, milk, meat, fish) are potential targets for adulter-
ation and undeclared substitution – leading to a need for
methods to ensure product authenticity. Detection of protein
allergens and toxins assumes considerable importance at the
consumer end of the food system. Table 5.2 lists also the
main food science expertise areas recognized by the Institute
of Food Technologists (IFT). All the sub-disciplines in food
science offer some opportunity for protein analysis. The
schemes in Figure 5.1 and Tables 5.1 and 5.2 provide an
indication of the wide scope for food protein analysis.

C. FOOD PROTEIN ANALYSIS-GENERAL

CONSIDERATIONS

According to accepted guidelines (6), one should consider
the scope and purpose of food protein analysis – type of
method (empirical, definitive, screening) and their intended
use (research, quality control, surveillance, enforcement).
Assay selection should follow desktop research (literature
review) and discussions with people having relevant expe-
rience. One should obtain some notion of the strengths and
disadvantages of different assays (bias, equipment cost,
running cost, limit of detection, precision, specificity,
speed, etc.). The degree of training necessary is another
factor. Initial method development should be followed by
optimization. As a rule, most off-the-shelf protein assays
are not optimized for specific food samples with regard to
interferences (additives, contaminants, flavors) or food
matrix effects. Consider whether to use a commercially
available ready-made kit. Sample clean-up may be neces-
sary for complex foods, whether raw or processed. Particle
size reduction and adequate mixing are important before
sampling. Accuracy can be confirmed by comparing the
results of one assay with that of an established method.

Consider forms of sample storage and transport where pro-
tein tests are performed off-site. 

II. QUANTITATION OF FOOD PROTEINS 

A. KJELDAHL METHOD

Biological materials are transformed water, carbon dioxide,
sulfur dioxide and ammonia when heated at 370–400°C in
concentrated sulfuric acid. About 100–250 mg of food mate-
rial requires 3–10 ml of concentrated sulfuric acid along
with potassium sulfate, hydrogen peroxide, or metal oxide
catalyst for digestion. There is sample charring followed by
decomposition to form a clear-green liquid. Nitrogen (from
urea, amino acids, peptides, proteins, nucleic acid, etc.) is
converted to ammonium sulfate. Collection and quantitation
of ammonia involves (a) neutralization with sodium hydrox-
ide, (b) distillation and absorption by 4% standard boric acid,
and (c) titrimetric analysis in the presence of a suitable titra-
tion indicator. Sample nitrogen, SN (g-N per 100 g food-
stuff), can be calculated from Eq. 5.1:

SN � (5.1)

where VTITRANT is the volume of titrant corrected for blank
readings, N is the normality of titrant (0.1M) and Wt(g) is
the weight of food sample (grams) digested. Finally, val-
ues for SN are converted to crude protein (cP) by multi-
plying with KF (the nitrogen-to-protein conversion factor).
For animal proteins KF has a default value of 6.25 assum-
ing that such proteins contain 16% N. 

cP (%)�SN (g-N per 100 g foodstuff)*KF (g-protein per g-N)
(5.2)

The accuracy of Kjeldahl analysis is impaired when sam-
ples contain high levels of non-protein nitrogen (NPN).
For plant foods a default KF-value of 6.25 overestimates
protein content (7). Yeoh & Wee (8) determined KF for 90
plant species from first principles. Leaf protein content
was determined by amino acid analysis (next section).
Then SN was determined via the Kjeldahl method. From
Eq. 5.2, we see that KF � cP/SN. Three distinct KF param-
eters were identified: (i) KA – ratio of protein to amino
acid-N excluding amide-N from glutamine and asparagine
residues, (ii) K�A – ratio of protein to amino acid-N and
ammonia, or (iii) Kp – Kjeldahl factor; this is protein con-
tent (from amino acid analysis) divided by SN including
contributions from NPN. As a matter of interest, the value
for KA, K�A or Kp was 6.16 � 0.05, 5.72 � 0.12 or
4.43 � 0.4 (g-protein per g-N), respectively. 

Plant leaves contained 0.9–12% free amino acid and
�30% NPN. Ezeagu et al. (9) reported KF for 13 tropical
seeds with a mean protein content of 19.83 � 6.43% for

14.01 * VTITRANT * NTITRANT * 100
����

Wt(g) * 1000
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TABLE 5.2
Schema for Food Protein Analysis-2

The Food System IFTa Expert Areas in Food Science

Agricultural production Food chemistry & analysis
↓ Food safety & microbiology

Processing & packaging Food processing & engineering
↓ Nutrition

Transportation & distribution Other - legislation
↓

Wholesale & retail
↓

Consumption

a IFT refers to the Institute of Food Technologists.



10-leguminoseae. They found KA � 7.13 � 0.23, K�A �
5.94 � 0.34, and Kp � 4.97 � 1.07. Clearly the default Kp

value is not 6.25 for legumes. Multiplying the average
value for SN (4.14%) by Kp gave accurate estimates for cP
(20.5%).

Mushrooms and other fungi have high levels of NPN,
mostly ammonia, urea, free amino acids, and chitin.
Mattila et al. (10) found that Kp was 4.7 � 0.21 for several
mushroom species. Protein levels reported for brown or
white Agaricus bisporus (27% dry weight) were compara-
ble to values found by Weaver et al. (11), but significantly
lower than the value of 7% DW reported by others (12).

Kjeldahl analysis remains one of the most reliable
methods for protein quantitation. Further research is needed
to address the relation between Kjeldahl and other methods
of food protein analysis (13), accuracy issues for Kp (7–10),
rapid (colorimetric) methods for ammonia determination
(14), and collaborative testing for novel foods (15,16).

B. DUMAS METHOD — COMBUSTION NITROGEN

ANALYZERS

The sample is heated in a combustion nitrogen analyzer
(CNA) oven at 950–1000°C within a high (99�%) oxygen
atmosphere. Most of the gases produced by combustion
(carbon dioxide, sulfur dioxide, and water vapor) are
removed using adsorbents. The remaining nitrogen oxide
is reduced to elemental nitrogen and measured by a ther-
mal conductivity detector. Instrument output (SN) is con-
verted to cP after multiplying by KF (Eq. 5.2). Table 5.3
shows some examples of CNA applications for food analy-
sis. The Dumas method is approved by the CGC (Canadian
Grain Commission), AOAC (Association of Official
Analytical Chemist), AOCS (American Oil Chemists’
Society), ASBC (American Society of Brewing Chemists),
AFI (American Feed Industry), BRF-International
(Brewing Research Foundation-International), IOB
(Institute of Brewing), and EBC (European Brewing
Convention).

Williams (21) discussed sources of error during com-
bustion analysis. Equipment error is possible from infre-
quent or sporadic instrument use, poor maintenance, and
instrument malfunction. Common sources of sampling error
include incorrect weighing and the presence of trapped air
(nitrogen). EDTA (ethylenediaminetetraacetic acid) used
for calibration should be highly pure and low in moisture.

C. QUANTITATIVE AMINO ACID ANALYSIS

Amino acid concentration (CT; mole per g) is routinely
determined during the nutritional evaluation of many
foodstuffs. Multiplying CT by the formula weight for each
amino acid (Fi, g per-mole) gives the weight of that amino
acid (AAm) per gram of sample (Eq. 5.3a). Protein content
is the sum of all amino acids within the sample (Eq. 5.3b).

AAm � CT * Fi (5.3a)

cP � � (AAm) (5.3b)

Results from quantitative amino acid analysis (QAA) are
normally corrected for proline and tryptophan. Such cor-
rections are necessary because acid hydrolysis of proteins
destroys tryptophan, and many colorimetric reagents for
detection of amino acids fail to react with proline (1).
Nowadays, QAA is used mainly to assess values for KF,
which are needed for both the Kjeldahl and Dumas pro-
tein assays (7–10). Examples of QAA include the deter-
mination of proteins in peanuts (30), vegetables from
Japan (31), meat, seafoods, baked goods, and fruits (32).

D. NEAR INFRARED ANALYSIS

Protein determination by near infrared (NI) analysis began
in the 1970s (33,34). Protein, moisture, fat, starch, and fiber
levels can be determined simultaneously. Other advantages
of NI analysis include high sensitivity, high sample
throughput, and high precision. NI analysis is non-destruc-
tive and the instrumentation is rugged and well suited for
on-site operation. The AACC has approved NI analysis for
cereals and grains including barley, oats, rye, triticale, wheat
of all classes, and soybean (35). More recent developments
have led to NI analysis for on-line or real time monitoring.
Several monographs (36,37) and reviews (38–40) provide
further details about NI analysis. There are very few reviews
dealing solely with NI analysis of food proteins. 

During near infrared reflectance (NIR) measure-
ments, radiation reflected from the sample is sensed using
a lead sulfide detector and an integrating optical sphere
(41). Log (1/R) is linearly related to protein concentration.
In the NI transmission (NIT) mode, a double beam of
radiation passes through the sample and reference cells.
Protein concentration is directly proportional to log 
(1/transmittance). Commercial NIR instruments include
the Grain Quality Analyzer (Neotech Corporation, Silver

5-4 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 5.3
Analysis of Food Proteins Using the Dumas or
Combustion Method 

Sample Reference

Animal feeds Sweeney (17) 
Brewing grains Buckee (18), Johnson & Johansson (19)
Cereal grains Bicsak (20), Williams, Sobering & Antoniszyn (21)
Dairy products Wiles, Gray & Kissling (22), Simonne et al. (23)
Fruit Huang et al. (24)
Infant food Bellemonte, Costantini & Giammorioli (25)
Meat products King-Brink & Sebranek (26)
Oilseeds Duan & DeClercq (27), Berner & Brown (28)
Potatoes Young, Mackerron & Davies (29)

Source: Adapted from Ref. 1.



Spring, MD), Grain Analyzer Computer (Dickey-John,
Auburn, IL), Infratec 1225 (Tectator AB, Sweden),
Inframatic 8100 & 8144 (PerCon Instruments),
InfraAlyzer 300 & 400 (Technicon) and the NIRSystems
Model 6500 instrument (NIRSystems,1 Silver Spring,
MD). The following instruments were used in an NIT
mode: MilkoScan 104, 203B, 605, etc. (Foss Electric),
Multipec M (Shields Instruments, UK) and the
NIRSystems Model 6500 instrument (NIRSystems, Silver
Spring, MD). Recent developments in NI instrumentation
have been reviewed (36,37). Collaborative trials were
reported for NI analysis for milk (42), barley (43), wheat
(44–46), meat (47), and kernel wheat (48).

1. Near Infrared Analysis of Grain Proteins 

A recent example of grain analysis by NIR is described by
Corbellini & Canevara (49) using 100 bread wheat 
(T. aestivum L.) samples from Italy. Analysis was per-
formed for ground wheat as well as kernel wheat. Over
the range of 7.8–14.7% protein (SN � 5.7) content, the
correlation coefficient (r) for NIR and Kjeldahl results
was � 0.98. Other protein-related quality attributes are
measurable by NIR (Table 5.4). It is possible to correlate
NI instrument output with grain moisture content, kernel
hardness, sedimentation value, water absorption, and loaf
volume. In addition to multilinear regression analysis,
sophisticated multicomponent analysis, such as principal

component analysis or partial least squares calibration,
enable grain quality assessment by NIR (50, 51). 

2. Near Infrared Analysis of Meat and Milk
Proteins

NIR results for ground lamb and beef were affected by
sample homogeneity, particle size, and temperature (62).
Results from NIR and Kjeldahl analysis showed only
moderate correlation (r � 0.67–0.8). Higher correlation of
r ≈ 0.99 was reported in more recent studies for protein
determination in fresh chicken (63), mutton (64), trout
(65), and meat patties (66). The precision of NIR results
appears to match or surpass those from Kjeldahl results.
Furthermore, the NIR format leads to greater repro-
ducibility as compared to NIT. However, the coefficient of
variation for meat protein analysis (2.71–3.43%) was con-
sidered too high for NIR to be adopted for regulatory pur-
poses (67). Sources of error for NIR and NIT
measurements (21) include instrumental error, tempera-
ture variations, changes in relative humidity, and stray
light. Operator error is often the result of inadequate train-
ing. NIR was applied for protein determination in milk
powder and semi-solid dairy products including whey
protein (68), nonfat dried milk (69), cheese (70,71), and
fermented products (72,73).

III. FRACTIONATION ANALYSIS OF FOOD
PROTEINS

A. ELECTROPHORESIS AND CHROMATOGRAPHY

Electrophoresis and chromatography are the foremost
methods for food protein fractionation (74,75). High res-
olution polyacrylamide gel electrophoresis (PAGE) is
available in a range of formats. Chromatography also
offers a variety of separation chemistries (Table 5.5). The
principles of electrophoresis and chromatography are
described in References (76–78). During PAGE analysis,
protein molecules migrate under the influence of an
applied potential difference. The rate of migration is

Food Protein Analysis: Determination of Proteins in the Food and Agriculture System 5-5

TABLE 5.4
Characterization of Grain Quality Using Near Infrared
Analysisa

Sample-Type of Analysis References

Bread making quality — water Delwiche & Weaver (52),
absorption and protein content Delwiche et al. (53), Millar &

Bar L’Helgouac’h (54)
Essential amino acids Fontaine et al. (55)
Grain grading, hard red winter vs. Delwiche et al. (56)

spring wheat — protein content
Heat damage (wheat kernels) Wang et al. (57)
Insect infestation — insect protein, Ridgway & Chambers (58)

chitin & moisture
Kernel hardness — γ-zein content Eyherabide et al. (59)*
Vitreous vs. non-vitreous wheat Dowell (60), Wang et al. (61)

a NIR unless otherwise indicated with (*) for NIT analysis.

TABLE 5.5
Methods for Food Protein Fractionation*

Electrophoresis Chromatography

Gel electrophoresis HPLC or FPLC
Native PAGE, acid-PAGE, Size exclusion, ion 
urea-PAGE, SDS-PAGE, exchange, hydrophobic 
Isoelectric focusing (IEF)-PAGE, interaction, reverse phase,
two-dimensional PAGE hydroxyapatite, affinity

Capillary electrophoresis
CAE, CGE, CIEF, HICE

* See accompanying text for explanation of abbreviations.

1 A number of corporate takeovers have affected producers of NI instru-
ments. Neotec Corporation (1966–1981) introduced the first commercial
NI instrument in 1972 and microprocessor-controlled NI instruments in
1974. The company was bought by Pacific Scientific Corporation in
1981. In 1989, Perstorp Analytical (Sweden) purchased the NIR opera-
tions from Pacific Scientific and renamed it NIRSystems. Ownership
passed to Foss-Electric (Denmark) in 1997. Foss-NIRSystems is based
in Silver Spring, MD, the home of Neotech Corporation. Extract from
http://www.foss.dk/c/p/default.asp?width � 1024. 



dependent on protein charge-to-mass ratio. Protein bands
separated by PAGE are visualized by staining (for exam-
ple, with Coomassie blue dye or silver stain), destaining,
and scanning with a densitometer. Native-PAGE is widely
applied for identifying genetic polymorphism in milk and
cereal proteins. A single amino acid difference for beta-
lactoglobulin A and B leads to distinct protein bands dur-
ing native-PAGE. Acid (acid-PAGE) or urea (urea-PAGE)
can be added to gels in order to improve protein solubil-
ity. Acid-PAGE allows the identification or differentiation
of cereal cultivars based on the analysis of their storage
proteins (79,80). Fractionation of milk caseins frequently
involves urea-PAGE (81,82). 

Addition of ampholyte to native or urea-PAGE for-
mats yields isoelectric focusing-PAGE (IEF-PAGE),
which fractionates proteins on the basis of their isoelectric
point (pI). IEF-PAGE requires high voltages and conse-
quently the gels are thinner than those used for conven-
tional PAGE to allow increased heat dissipation. Another
PAGE format of interest involves sodium dodecylsulfate
(SDS). Addition of this detergent encourages protein sub-
unit dissociation, denaturation, and transformation into
negatively charged polymers. During SDS-PAGE, pro-
teins are separated on the basis of their molecular mass.
Examples of food proteins analyzed by PAGE are pro-
vided in References 74, 75, and 83.

Proteins can be transferred from polyacrylamide gels
by electroblotting and fixed to synthetic (nitrocellulose,
polypropylene, or polyvinylinefluoride) membranes
before staining. The membrane-bound protein can also be
analyzed using highly specific antibodies as probes.
Immunoblotting is an important screening method for food
allergens (84,85). Finally, protein zones from PAGE can be
excised for analysis using techniques such as mass spec-
trometry (see below).

Capillary electrophoresis is a relatively recent devel-
opment in food protein analysis (86,87). Proteins are sep-
arated within a small diameter capillary. Various
detectors are compatible with CE including fluorescence,
refractive index, UV absorbance, and mass spectrome-
ters. A range of protein separation methods is possible,
such as capillary affinity electrophoresis (CAE), capillary
gel electrophoresis (CGE), capillary isoelectric focusing
(CIEF), and hydrophobic interaction capillary elec-
trophoresis (HICE). The principles of CE are described in
several reviews (77,86,88,89). Applications to dairy and
cereal products are discussed in References 90 and 91,
respectively.

B. MASS SPECTROMETRY OF FOOD PROTEINS

The principles of mass spectrometry (MS) are well
known. Only a brief outline is provided here. A food sam-
ple is bombarded with high energy electrons in an evacu-
ated chamber. Molecular ions produced by bombardment

are accelerated via an electric field, past a set of electro-
magnets, towards a detector. The detection time for
molecular ions is proportional to their mass-to-charge
ratio (mi/zi)

½. Techniques for generating protein ions for
MS analysis were only developed in the mid-1980s. The
best known of these desorption techniques are fast atom
bombardment (FAB), matrix assisted laser desorption ion-
ization (MALDI), and electrospray ionization (ESI). The
theory, principles, and instrumentation for protein MS
analysis have been reviewed (92). Table 5.6 summarizes
each desorption method and types of information avail-
able from MS analysis of proteins. Process-induced
changes in food proteins appear to be readily detectable.
For example, ESI-MS analysis of beta-lactoglobulin from
109 cows showed it to be covalently modified by a 324 Da
species, probably lactose (93). The mechanism of heme
protein denaturation was also examined by ESI-MS (94).
Proteolysis of caseins during cheese manufacture and
ripening was readily followed by MALDI-MS (95).
Virtually all the major food protein groups have been ana-
lyzed by MS including milk, egg, meat and cereal proteins
as reviewed in References 96–98.

IV. PROTEOMICS

The term proteome was introduced by Wilkins et al. in
1995 to describe the “entire PROTEin complement
expressed by a genOME, or by a cell or tissue type” (99).
Proteomics is the wholesale identification of proteins
comprising a proteome using large-scale, high-throughput
technologies, primarily 2D gel electrophoresis and MS. In
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TABLE 5.6
Mass Spectrometric Analysis of Food Proteins

Technique Comments

FAB ● Protein + glycerol are bombarded by Xe or
Cs ions at 8–40 keV. Sample is introduced
into MS port. 

ESI ● Protein solution disintegrates from the tip 
of capillary polarized at �3000–5000 V. 
Electrospray is fed to MS port.

MALDI ● Protein + large excess of crystalline matrix
is irradiated by a laser. The matrix absorbs
energy, vaporizes, and ionizes protein.

Application areas*
Aggregation Molecular mass analysis
Cheese ripening Polymorphism

and maturation
Denaturation Post-translational modification
Glycation Process effects
Heat effects Proteolysis 
Irradiation Purity
Meat postmortem Sequence determination

Sulfur/disulfide exchange

* Compiled from References 92–98.



the so-called post-genomics era, interest has extended to
the subsidiary topics of transcriptomics, proteomics, and
metabolomics (Figure 5.2). The transcriptome and
metabolome refer to the total profile of RNA and metabo-
lites within a cell, respectively (100). Protein functions
other than metabolism – the entirety of enzymatic reac-
tions within a cell – are also of interest. Proteomics is con-
sidered a protein-based method for gene expression
analysis.

The rationale for proteomics can be seen from the
central dogma of molecular biology, postulated by Francis
Crick in 1958. The direction of information flow within
cells is DNA � RNA � protein � function (101).
Transcription of DNA leads to time-dependent expression
of cell function. However, the relation between genome
and cell function is complicated due to the presence of
regulatory mechanism, redundancy, or amplification
processes during information transfer. The study of pro-
teomics is clearly essential because (i) proteins are the
machinery that perform day-to-day functions within a
cell, (ii) there is a low correlation between the number of
genes and the number of proteins within a cell, (iii) dif-
ferential gene expression occurs at different times and in
different parts of the organism, and (iv) single genes can
encode for more than one protein due to post-translational
modification.

There are five essential steps for proteomics research:
(i) sample preparation – cells, tissues, or organelles are
homogenized to produce a protein extract. Care is needed
to avoid protein modification by endogenous proteases,
chemical modification or denaturation; (ii) protein separa-
tion by 2D electrophoresis. Typically, IEF (1D) and SDS-
PAGE (2D) analysis is followed by protein visualization
and densitometry leading to a 2D digital representation of
the separated proteins. With the new generation of densit-
ometers it is possible to perform a comparative image
analysis of hundreds of protein spots resolved by 2D elec-
trophoresis. The key is to discover differences between
specific protein (spots) for the control and treatment sam-
ple; (iii) protein identification – protein spots of interest

are excised from the 2D gel, digested with trypsin, then
subjected to HPLC or CE analysis; (iv) peptide sequenc-
ing – the products of proteolysis are analyzed by MALDI-
MS or ESI-MS as described in Section IIIB. Sophisticated
MS instrumentation can now provide protein molecular
mass as well as sequence information, (v) Bioinformatics
– the application of computerized informatics tools to bio-
logical data. Peptide sequences are compared with the
DNA- sequence database in order to identify the protein of
interest. Digitized 2D gel patterns can also be compared
directly with computerized library data for protein identi-
fication (99).

The impact of proteomics on food science and tech-
nology could be considerable (100,102). It may be possi-
ble to correlate changes in protein expression or
post-translational modification with specific treatments,
be they developmental, environmental, nutritional, or hor-
monal. Potential areas for proteomics research in food
related areas include the study of protein structure func-
tion relations, functional ingredients, food-borne
pathogens (103), allergens (104), food adulteration, novel
ingredients, starter cultures (105), muscle or meat science
(106), and the identification of protein markers for grain
quality (107).

V. CONCLUSION

Aspects of food protein analysis are reviewed in this
chapter. Food proteins were defined as those proteins
which are of interest in food science. Food protein analy-
sis is a vast topic but still emerging as an integrated dis-
cipline. Novel techniques for protein quantitation and
characterization are being developed. The food system
and food science expertise areas (Tables 5.1–5.2) were
suggested as schema for defining the perspective of this
rapidly evolving subject. The first part of the chapter
emphasized “approved” methods for protein quantitation
which are used within the food industry (Figure 5.1).
Further research on Kjeldahl and Dumas analysis is
needed to establish national and international protocols
for a wide range of foods. Further developments in NIR
analysis are needed in the areas of instrumentation and
pattern recognition software. On-line NIR analysis for
products on conveyor belts will probably increase (108).
An example of a commercially available NIR on-line
instrument is the MM170 analyzer from NDC Infrared
Engineering (109). The trend towards diode array NIR
instrumentation will lead to more rapid acquisition of
spectra, increased portability, and more affordable instru-
mentation. Section III dealt with selected methods for
protein fractionation, and the chapter culminated with a
discussion of proteomics (Section IV). Though less than
10-years old, high-throughput protein analysis within a
proteomics framework is now firmly on the food science
agenda.
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FIGURE 5.2 Information flow in cells is from DNA (genome)
to mRNA (transcriptome) to proteins (proteome) to a variety of
protein functions (phenome, physiome, and metabolome). 
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I. INTRODUCTION

Proteins perform various functions in processed foods.
The functional properties of proteins, such as foaming,
emulsifying, gelling, thickening, texturizing, dough form-
ing, whipping, curdling, water binding, flavor binding,
and fat binding properties, are important for imparting
desirable sensory attributes in a variety of food products.
These various functional properties of proteins emanate
from two molecular attributes of proteins, namely hydro-
dynamic properties and physicochemical attributes of the
protein’s surface (1). While the hydrodynamic properties
relate to the size and shape of the molecule, the properties
of a protein’s surface relate to its topology and to the pat-
tern of distribution of polar and non-polar patches.
Although these molecular attributes of proteins in their
native state can be determined fairly precisely from their
crystallographic structure, it has been difficult to predict
their functionality in a complex food milieu. This is prin-
cipally due to denaturation of proteins that inevitably
occurs during food processing, which might alter both
their hydrodynamic attributes (shape and size) and surface
characteristics. In the denatured state, the intensity of
intermolecular interactions between proteins, or between

proteins and other constituents in the food milieu, would
dramatically alter the proteins’ functionality. 

The extent of denaturation of proteins in a food milieu
depends on the susceptibility of intra-molecular interac-
tions that hold the compact native protein structure to tem-
perature, pressure (shear), pH, ionic strength, types of ions,
and specific and non-specific interactions with other food
components such as sugars, polysaccharides, lipids, and
other additives. It should be recognized, however, that from
a food application standpoint, protein denaturation during
processing is not always undesirable. In fact, in some cases
it is highly desirable. For instance, partial denaturation of
proteins at the air-water and oil-water interfaces improve
their foaming and emulsifying properties (2, 3), whereas
excessive thermal denaturation of soy proteins diminishes
their foaming and emulsifying properties (4). In protein
beverages, where high solubility and dispersibility of pro-
teins is a necessity, even partial denaturation of protein dur-
ing processing may cause flocculation and precipitation
during storage and thus may adversely affect the sensory
attributes of the product. Thus, to develop appropriate pro-
cessing strategies, a basic understanding of the environ-
mental and other factors that affect structural stability of
proteins in food systems is imperative.
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II. PROTEIN STRUCTURE

Protein structure is a highly complex architecture. A
polypeptide chain containing hundreds of main chain
covalent bonds can theoretically assume numerous con-
figurations in three-dimensional space. Yet, under physio-
logical pH, temperature, and ionic strength conditions,
proteins always assume a particular native folded confor-
mation. This native conformation represents a thermody-
namic equilibrium state in which the free energy of the
molecule is usually at the lowest possible level and it is
achieved through optimization of various intra-molecular
interactions within the polypeptide chain as well as inter-
actions of its constituent amino acid residues with the sur-
rounding aqueous medium.

At the molecular level, protein structure can be defined
in terms of four levels. The primary structure denotes the
linear sequence of amino acid residues in the polypeptide
chain. Intuitively, one would expect this linear structure to
possess chain flexibility similar to that of random coil poly-
mers. However, this is not the case. The amide linkage
between amino acid residues, which constitute one-third of
the covalent bonds in the backbone of a polypeptide chain,
possesses a partial double bond character and this substan-
tially restricts the flexibility of the chain. Furthermore,
depending on the amino acid sequence, the bulky side
chains of amino acid residues impose additional restrictions
on local flexibility of polypeptide chains. As a result of such
sequence-imposed local restrictions on flexibility, polypep-
tides do not behave like other natural polymers, such as
polysaccharides or nucleic acids, and synthetic polymers in
solution. These restrictions on local flexibility play the crit-
ical role of guiding the protein toward attaining a particular
folded native conformation. Thus, the primary structure of
a protein is believed to possess the coded information for its
final three-dimensional structure.

The secondary structure refers to regular conforma-
tions in polypeptide chains. This regularity of conforma-
tion occurs when the dihedral angles of each amino acid
residue in a segment of the polypeptide assume the same
set of values. The α-helix and β-sheet are the two regular
structures found in polypeptides. Segments of polypeptide
chain where consecutive amino acid residues assume dif-
ferent sets of dihedral angles tend to be in a disordered
state and those regions are termed a periodic structures.
The secondary structures in proteins arise as a result of
short-range non-covalent interactions that tend to mini-
mize local free energy of the protein chain. 

The tertiary structure refers to the overall three dimen-
sional arrangement of the folded polypeptide chain. For
most proteins, the folded tertiary structure is roughly spher-
ical in shape with irregular topography. The crevices on the
surface, which are inaccessible to solvent water, are non-
polar in nature. In food proteins, these crevices act as bind-
ing sites for hydrophobic ligands, such as fat and flavor

molecules. The tertiary structure of a protein is the net
result of optimization of various short and long-range inter-
actions within the polypeptide chain and represents a state
that has the lowest possible free energy under physiological
conditions. In a monomeric protein, i.e., a protein that con-
tains only one polypeptide chain, the surface of the protein
that contacts with surrounding solvent water is predomi-
nantly polar and hydrophilic. However, in some proteins,
depending on amino acid composition and sequence, some
surface regions of the tertiary fold may be non-polar. In
such instances, the protein molecules aggregate via
hydrophobic interaction; an aggregated structure of the pro-
tein, which contains more than one polypeptide chain, is
referred to as the quaternary structure. 

A. NON-COVALENT FORCES

Folding of a protein from a nascent unfolded state to 
a folded native conformation is driven by several non-
covalent interactions within the molecule. These include
van der Waals forces, steric strains, hydrogen bonding,
electrostatic, and hydrophobic interactions. The van der
Waals interactions are short range in nature and therefore
involve interactions between neighboring atoms. Although
most of the main chain and side-chain covalent bonds in
proteins are single bonds, their rotational freedom is hin-
dered because of steric constraints from side-chain groups.
Thus, steric strains indirectly limit the number of configu-
rations accessible to various segments of polypeptides. 

Proteins contain several groups that can form hydrogen
bonds. The greatest number of hydrogen bonds in proteins
occurs between the NH and CO groups of main chain
amide bonds. The maximum strength of hydrogen bonds
formed between N-H and C=O groups in proteins is about
4.5 Kcal mol�1. The majority of hydrogen bonds in proteins
occur in α-helix and β-sheet structures. The stability of
these secondary structures is partly attributable to these
hydrogen bonds. The vectorial orientation of hydrogen
bonds in α-helices renders it to behave like a macro dipole.
When two such α-helices come close and orient themselves
in anti-parallel directions and form a bundle, the macro
dipole-dipole interactions between these helices can stabi-
lize such conformations (5). However, because water itself
can hydrogen bond with amide groups in proteins, forma-
tion of hydrogen bonds between amide groups in proteins
is not thermodynamically stable in an aqueous environ-
ment. More importantly, they do not, and cannot, act as the
driving force for protein folding. Thus, their existence in 
α-helix and β-sheet structures might be the result of other
interactions that create a non-polar environment where the
hydrogen bonding and other macro dipole-dipole interac-
tions become stable. Based on these considerations, it is fair
to say that hydrogen bonds in proteins are only pseudo-
stable and their stability depends on maintenance of the
non-polar environment. 
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Electrostatic interactions in proteins at neutral pH arise
mainly between the positively charged ε-amino groups of
lysine, arginine, and histidine residues and the side-chain
carboxyl groups of glutamate and aspartate residues.
Depending on the relative numbers of these groups, a pro-
tein assumes either a net positive or a net negative charge
at neutral pH. The stability of electrostatic interactions is
dependent on the dielectric constant of the local environ-
ment. They are stronger in a non-polar environment than in
a polar environment. In aqueous solutions, because of the
high dielectric screening effect of water on charged
groups, attractive and repulsive electrostatic interactions
between charged groups in proteins are very insignificant.
Thus, charged groups located on the surface of the protein
do not greatly influence the stability of protein structure.
On the other hand, if a salt bridge occurs between two
buried opposite charges in the interior of a protein, where
the dielectric constant is about 2–4, it can contribute very
significantly to the structural stability of the protein. 

Hydrophobic interactions between non-polar side-
chain groups are considered to be the major driving force
for protein folding in aqueous solutions. These interac-
tions arise as a result of thermodynamically unfavorable
interaction between solvent water and non-polar groups in
proteins. The unfavorable free energy change occurs nei-
ther because of phobia between hydrocarbon and water
nor because of attraction between hydrocarbons. In fact,
the negative free energy change for dipole-induced dipole
interaction between water and hydrocarbons is greater
than the induced dipole-induced dipole interactions
between hydrocarbons. The origin of hydrophobic inter-
actions is rooted in the fact that the affinity between water
molecules is much greater than between water and hydro-
carbon; that is, the negative free energy change for water-
water interaction is greater than water-hydrocarbon
interaction. Because of this thermodynamically driven
preferential interaction, water tends to minimize the sur-
face area of direct contact with hydrocarbon chains and
maximize its interaction with other water molecules.
Water accomplishes this by forcing the hydrocarbon
chains to aggregate. In proteins, this hydrophobic aggre-
gation/association process is the main driving force for
the folding of the protein chain. As the non-polar residues
are removed from the aqueous environment, the non-polar
regions created within the molecule allow formation of
hydrogen bonds in such water-deficient regions as the
interior of α-helix and β-sheet structures. 

From the above discussions, it can be summarized that
the folding of a protein from a nascent unfolded state to a
folded native state is driven by a simple but fundamental
thermodynamic requirement that a majority of non-polar
groups be buried in the interior of the protein, away from
contact with the aqueous phase, and that a majority of
hydrophilic polar and charged groups be located on 
the surface of the protein in contact with the surrounding

aqueous phase in such a manner that the global free energy
of the molecule is at the lowest possible level (1). In par-
tial accordance with this dictum, almost all charged and
hydrophilic groups are found on the surface of the protein
and most, but not all, of the non-polar groups are buried in
the interior. The inability to bury all non-polar groups is
essentially related to steric constraints imposed by the
polypeptide chain. In most globular proteins, about 40% of
the protein’s surface is non-polar.

The structural stability of the folded state under a given
set of solution conditions depends on two opposing forces:
the sum of the energetics of hydrophobic interactions and
other non-covalent interactions, such as hydrogen bonds,
attractive and repulsive electrostatic interaction, and 
van der Waals interactions which favor folding of the
polypeptide chain, and the conformational entropy of the
polypeptide chain which opposes folding of the chain.
Thus, the net stability of a folded protein molecule is 

∆GU↔N � (∆GH-bond � ∆Gele � ∆GHφ � ∆GvdW ) � T ∆S
(6.1)

Here ∆GH-bond, ∆Gele, ∆GHφ, and ∆GvdW are free energy
changes for hydrogen bonding, electrostatic, hydropho-
bic, and van der Waals interactions, respectively and T∆S
is the free energy change arising from the decrease in con-
figurational entropy of the polypeptide chain as a result of
folding at temperature T. For most proteins the transfor-
mation from an unfolded state (U) to the folded state (N)
is spontaneous, implying that ∆GU↔N is negative. The net
stability, ∆GU↔N, is in the range of �5 to �20 kcal mol�1

(Table 6.1). This marginal stability suggests that the favor-
able free energy change emanating from numerous non-
covalent interactions is greatly offset by the unfavorable
free energy change arising from the loss of configura-
tional entropy of the chain.
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TABLE 6.1
Free Energy Change for Unfolding of Proteins at 25°C

Protein ∆∆GN↔↔U (kcal mol��1) Ref.

Actin 6.6 63
Bovine serum albumin 7.2
Carbonic anhydrase 10.5 64
α-Chymotrypsin (bovine) 12.9 65
Cytochrome c 8.3 65
Lysozyme (chicken) 13.5 65
α-Lactalbumin 5.3 66
β-Lactoglobulin 6.6 67
Ovalbumin 5.9 68
Papain 20.7 69
Pepsin 10.8 70
Ribonuclease A 6.0 65
Alkaline phosphatase 20.0 (30°C) 71
Troponin 4.7 (37°C) 72



The spontaneous transformation of a protein from an
unfolded state to a folded conformation in an aqueous
medium often resembles that of a hetero-polymer chain
collapsing on itself from an expanded state to a compact
state driven by the non-covalent interactions (6). This is
schematically shown in Figure 6.1. Note that because of
the partial double bond character of the amide linkage and
local steric restrictions caused by bulky side-chains, pro-
tein chains do not behave as a true random coil polymer
even in a fully unfolded, denatured state. 

III. DENATURATION

The low ∆G U↔N values indicate that the tertiary structure
of proteins is only marginally stable. Any change in the
thermodynamic environment of the protein, such as pH,
ionic strength, temperature, pressure, or presence of other
solutes, can readily cause a shift in the equilibrium in
favor of the denatured state. Two terminologies are often
used to define alterations in protein structure. Subtle
changes in the tertiary structure that do not greatly alter
the topographical features of the protein are usually iden-
tified as conformational adaptation. This kind of change
in structure occurs when a substrate, inhibitor, or a low-
molecular-weight ligand binds to a protein. Breakdown of
the tertiary fold along with unfolding of the secondary
structures is often termed “denaturation.”

While the native structure of a protein is a well-
defined entity with structural coordinates for each and
every atom in the molecule obtainable from its crystallo-
graphic structure, it is not the case for the denatured state.
Denaturation is a phenomenon wherein a well-defined ini-
tial state of a protein formed under physiological condi-
tions is transformed into an ill-defined final state under
non-physiological conditions by the application of a dena-
turing agent. It does not involve any chemical changes in
the protein. In the denatured state, because of a greater
degree of rotational motions of dihedral angles of the
polypeptide chain, the protein can assume several config-
uration states differing only marginally in free energy
(Figure 6.1). 

A. MEASUREMENT OF DENATURATION

Since conformation of a protein is not a quantifiable prop-
erty, and the “denatured state” is not a precisely definable
one, the thermodynamics of transformation of a protein
from the native state to a denatured state is often deter-
mined by measuring changes in physical and chemical
properties, such as viscosity, sedimentation coefficient,
extinction coefficient, fluorescence, optical rotation, cir-
cular dichroism, enzyme activity, and reactivity of
sulfhydryl groups of the protein. These intrinsic properties
of proteins are conformation-dependent and they are mod-
ified significantly as the protein is progressively unfolded
from the native state to a denatured state. 

The majority of globular proteins so far studied exhibit
a “two-state transition” denaturation model. The two-state
model stipulates that a protein molecule can only exist either
in the native or in the denatured state, but not in an interme-
diate state. The experimental evidence for this comes from
the fact that when changes in a physical property y of a pro-
tein are monitored as a function of the concentration of a
denaturant or temperature, the property y changes abruptly
within a narrow range of denaturant concentration (or tem-
perature), indicating that the transition from the native state
to the denatured state is a highly cooperative process. That
is, when certain critical intra-molecular interactions in the
native state are destabilized by the denaturant, other interac-
tions in the protein become highly unstable, and as a conse-
quence the whole structure unravels within a small  range of
increment of denaturant concentration. An example of this
phenomenon is shown in Figure 6.2 for urea and guanidine
hydrochloride-induced denaturation of cytochrome c (7).

For a two-state transition model, the equilibrium
between the native and the denatured state is given by

N
KD D

KD � (6.2)

Here KD is the equilibrium constant. If y(X) is the value of
the property y in the presence of a denaturant at concen-
tration X, and yN(X) and yD(X) are the values of the native
and denatured states, respectively, at denaturant concen-
tration X, then the equilibrium constant for denaturation
can be expressed as

KD(X) � � (6.3)

where fD(X) and fN(X) are the fraction of molecules in the
denatured and native states, respectively, at denaturant
concentration X. The free energy change ∆GD(X) is deter-
mined from the equation

∆GD(X) ��RT lnKD(X) (6.4)

y(X)�yN(X)
��
yD(X)�y(X)

fD(X)
�
fN(X)

[D]
�
[N]
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where R is the gas constant and T is the temperature. The
effect of the denaturant concentration on ∆GD(X) generally
follows the linear relation (7)

∆GD(X) � ∆GD(0) � md [X] (6.5)

where ∆GD(0) is the free energy change in the absence of the
denaturant, obtained from the intercept, and md is the slope. 

Although many proteins follow the two-state denatu-
ration model, recent evidence suggests that certain pro-
teins, such as α-lactalbumin, carbonic anhydrase B, and
bovine growth hormone, show deviations from the two-
state model (8–11). These proteins, under certain denatu-
ration conditions, follow a three-state transition model 

N � A � D (6.6)

where A is a stable intermediate state. The intermediate
state is described as the “molten globule” state. The con-
formation of protein in the molten globule state is neither
in the fully folded form nor in the fully unfolded form. The
characteristic features of the molten globule state, which is
sometimes referred to as the third thermodynamic state
(11), are 1) its secondary structure content in terms of 
α-helix, β-sheet, and aperiodic structures, is very similar to
that of the native conformation, 2) its overall shape and
dimension is very close to that of the native state such that
its intrinsic viscosity is almost the same as that of the

native state, 3) the environment of the side-chains, as
measured by tryptophan fluorescence, is very similar to
that of the native state, and 4) in spite of the presence of
secondary structures, the enthalpy of the molten globule is
almost the same as that of the denatured state (9). 

Acid- or alkali-induced transitions in proteins typi-
cally produce an unfolded state characterized as the
molten globule state. This phenomenon has been very
well studied in the cases of α-lactalbumin, carbonic anhy-
drase B, and bovine growth hormone. The stability of this
state depends on the ionic strength. At low ionic strength,
the molten globule, also known as the A state, becomes
fully unfolded because of electrostatic repulsion. In addi-
tion to acid and alkaline induced transitions, structural
states similar to that of molten globule are also produced
under other conditions. For instance, complete removal of
bound calcium from α-lactalbumin produces a partially
unfolded state that is identical to that produced in the acid
transition (12, 13). Stable but partially denatured state
produced by mild heating, which has a structure different
from that of the A state, is also categorized as a molten
globule (14, 15). The molten globule state is also formed
by reduction of intra-molecular disulfide bonds in pro-
teins (16). Thus, it appears that the molten globule can be
defined as any partially unfolded but stable and roughly
globular state of a protein formed under a variety of
experimental conditions, but having an enthalpy content
similar to that of the fully unfolded state. 

IV. MECHANISM OF DENATURATION

A. TEMPERATURE-INDUCED DENATURATION

Many unit operations in food processing and preservation
involve heating and cooling. These processes invariably
cause protein denaturation. Typically, most proteins undergo
thermal denaturation at elevated temperatures, but certain
proteins, e.g., myoglobin, exhibit “cold denaturation” at
sub-ambient temperatures as well. In such proteins, the
∆GN↔U versus temperature profile exhibits a bell-shaped
curve with an optimum temperature for maximum stability. 

Proteins exhibit vast differences in their thermal stabil-
ity. For instance, most enzymes are unstable even at 45°C,
which is only a few degrees above the physiological tem-
perature at which they function optimally, whereas other
enzymes, such as alkaline phosphatase, are stable at higher
temperatures. Non-enzyme proteins, especially food pro-
teins such as whey proteins and legume proteins, are usually
stable up to 70–80°C. In general, enzymes/proteins from
thermophilic and thermotropic organisms are more heat sta-
ble than those from psychrophilic and mesophilic species. 

The mechanism of temperature-induced denaturation
of proteins primarily involves the effect of temperature on
the stability of non-covalent interactions. In this respect,
the hydrogen bonding and electrostatic interactions, which
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are exothermic in nature, are destabilized, and hydropho-
bic interactions, which are endothermic, are stabilized as
the temperature is increased. In addition to non-covalent
interactions, temperature dependence of conformational
entropy, T∆Sconf, also plays a major role in the stability of
proteins. The net stability of a protein at a given tempera-
ture is then the sum total of these interactions.

In globular proteins, the majority of charged groups
exist on the surface of the protein molecule, fully exposed to
the high dielectric aqueous medium. Because of the dielec-
tric screening effect of water, attractive and repulsive elec-
trostatic interactions between charged residues are greatly
reduced. For instance, the strength of electrostatic interac-
tion between two charged residues at a distance of 5 Å in
water is only about �0.8 kcal mol�1, which is comparable
to thermal kinetic energy at 25°C. In contrast, in an envi-
ronment having a dielectric constant of 4, which is compa-
rable to that of protein interior, the strength of the same
ion-pair interaction would be about �16 kcal mol�1. In
addition, at physiological ionic strength, screening of
charged groups in proteins by counter ions further reduces
electrostatic interactions in proteins. Because of these facts,
the influence of temperature on electrostatic interactions in
proteins would be negligible. Similarly, hydrogen bonds are
unstable in an aqueous environment and therefore their sta-
bility in proteins is dependent on hydrophobic interactions
that create local low dielectric environment. This implies
that so long as a non-polar environment is maintained, the
hydrogen bonds in proteins would remain intact when the
temperature is increased. These facts suggest that although
polar interactions are affected by temperature, they gener-
ally do not play a significant role in heat-induced denatura-
tion of proteins. Based on these considerations, the stability
of the native state of a protein can be simply regarded as the
net free energy difference emanating from hydrophobic
interactions that tend to minimize the nonpolar surface area
of the protein molecule and the positive free energy change
arising from the loss of conformational entropy of the chain
(T∆S). That is,

∆Gfold � ∆GHφ � ∆Gconf (6.7)

The temperature dependence of the stability of the protein
at constant pressure is then given by (17)

� � (6.8)

Hydrophobic interactions are strengthened at higher tem-
peratures; therefore, ∂∆GHφ/∂Τ � 0. Conformational
entropy increases upon unfolding of the protein; 
therefore, ∂∆Gconf/∂Τ � 0. As the temperature is
increased, the interplay between these opposing forces
reaches a point at which ∂∆Gfold/∂Τ � 0. The temperature
at which this occurs signifies the denaturation temperature
of the protein.

In dilute solutions under certain heating conditions,
thermal denaturation of globular proteins is completely
reversible. At high concentration, e.g., �1%, protein-pro-
tein interaction between unfolded protein molecules hin-
ders refolding of the protein. Prolonged heating of protein
solutions at high temperatures, viz., �90°C, can cause
irreversible denaturation of proteins regardless of the pro-
tein concentration. This is mainly due to chemical
changes in proteins, such as destruction of cysteine and
cystine residues and deamidation of asparagine and gluta-
mine residues at high temperatures (18, 19). 

In addition to denaturation at above ambient tempera-
tures, several proteins have been shown to undergo denat-
uration at cold temperatures. For instance, myoglobin
exhibits maximum stability at about 30°C and is destabi-
lized at lower and higher temperatures (20). Several food
proteins also undergo reversible dissociation and denatu-
ration at cold temperatures. For example, glycinin under-
goes reversible aggregation and precipitation when stored
at 2°C (21). The cold temperature-induced denaturation
of proteins is mainly due to a decrease in the stability of
hydrophobic interactions at low temperatures. 

The fact that the hydrophobic (solvophobic) force and
the conformational entropy are the two important forces
manifestly controlling thermodynamic stability of proteins
tentatively suggests that the stability of proteins might be in
some way depend on the amino acid composition. However,
studies have shown that thermal denaturation temperature of
proteins is not correlated with the mean hydrophobicity of
amino acid residues in proteins (22). On the other hand, cor-
relations between certain groups of amino acid residues and
thermal stability have been found. For instance, statistical
analysis of 15 proteins of known amino acid composition
and thermal denaturation temperatures has revealed that the
denaturation temperature of these proteins increased linearly
with the number percentage of the sum of Asp, Cys, Glu,
Lys, Leu, Arg, Trp, and Tyr residues, whereas it decreased
linearly with the number percentage of the sum of Ala, Gly,
Ser, Thr, Val, and Tyr residues (23). No other combinations
of the 20 different amino acid residues in proteins showed a
statistically significant correlation with the denaturation
temperature. It is likely that attractive interactions between
positively and negatively charged groups and the hydropho-
bic Leu, Trp, and Tyr residues in the first group might be
responsible for imparting stability, whereas the highly flexi-
ble Gly, Ala, and Ser residues in the second group may tend
to increase conformational entropy of proteins and thereby
contribute to instability. 

Thermal stability of proteins from thermophilic and
hyperthermophilic organisms, which can withstand
extremely high temperatures, is attributed to their unique
amino acid composition (24). These proteins contain lower
levels of Asn and Gln residues than those from mesophilic
organisms. The implication here is that because Asn and
Gln are susceptible to deamidation at high temperatures,

∂∆Gconf
�∂T

∂∆GHφ
�∂T

∂∆Gfold
�∂T
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higher levels of these residues in mesophilic proteins may
partly contribute to instability. The Cys, Met, and Trp con-
tents, which can be oxidized easily at high temperatures,
are also very low in thermostable proteins. On the other
hand, thermostable proteins have high levels of Ile and Pro
(25, 26). It is believed that the high Ile content might help
in better packing of the interior core of the protein (27),
which reduces buried cavities or void spaces. Absence of
void spaces can reduce mobility of the polypeptide chain at
high temperatures and this will minimize the increase in its
configurational entropy of the polypeptide chain at high
temperatures. A high content of Pro, especially in the loop
regions of the protein chain, is believed to provide rigidity
to the structure (28, 29). However, comparison of packing
volumes of hydrophobic residues in the interior core of
homologous glutamate dehydrogenases from mesophilic
and hyper-thermophilic organisms has shown no significant
difference between them (30), implying that the Ile content
and the packing volume may not be really critical for ther-
mostability. On the other hand, examination of crystallo-
graphic structures of several proteins/enzymes from
thermophilic organisms shows that these thermostable pro-
teins contain a significantly higher number of ion-pairs in
crevices on the surface and a substantially higher amount of
buried water molecules engaged in hydrogen bonding
bridge between segments than in their mesophilic counter-
parts (30, 31). In other words, it appears that polar interac-
tions (both salt bridges and hydrogen bonding between
segments) in the protein interior are responsible for ther-
mostability of proteins from thermophilic and hyper-ther-
mophilic organisms. As discussed earlier, it is conceivable
that the presence of 3 to 4 salt bridges between oppositely
charged groups in the protein interior could increase the
stability of protein structure by about 64 kcal/mol. In spite
of these findings, a real understanding of the molecular fac-
tors contributing to hyper-thermostability of proteins is still
elusive. Apparently, a combination of salt bridges, a strong
hydrophobic core, and reduced conformational flexibility
seems to be involved in thermostability of proteins.

Water content of dry protein powders affects their ther-
mal denaturation. As the water content is increased from
zero to about 0.4 g/g, which incidentally corresponds to
monolayer coverage for most proteins, the denaturation
temperature of proteins decreases asymptotically and
reaches a value that is similar to the denaturation tempera-
ture of the protein in a dilute solution (32). This is due to
the plasticizing effect of water, which promotes segmental
mobility in proteins.

Small-molecular-weight solutes, such as salts and sug-
ars, affect the denaturation temperature of proteins. For
instance, addition of 0.5 M NaCl to α-lactalbumin
increases its denaturation temperature by about 5°C (33).
Sucrose and glucose at 50 wt% level also elevates the
denaturation temperature by about 5°C in α-lactalbumin
(33). On the other hand, the denaturation temperature of

soy glycinin is elevated by about 15°C and that of soy con-
glycinin by about 12°C in the presence of 0.5 M NaCl com-
pared to the control (34). Interaction of vanillin with
ovalbumin decreases both the temperature and the enthalpy
of denaturation of ovalbumin (35). Addition of up to 
40 wt% sucrose to whey protein isolate solution signifi-
cantly increased both the denaturation temperature and the
gelation temperature (36). The gels formed in the presence
of sucrose were more rigid than the control. Addition of cal-
cium at 1–10 mg/g of protein during isoelectric precipita-
tion of soy protein significantly increased the denaturation
temperature of soy proteins, especially the 11S fraction; the
enthalpy of denaturation, however, was not affected (37).
These observations suggest that the magnitude of impact of
small-molecular-weight solutes on thermal stability of pro-
teins is dependent on the intrinsic properties of proteins and
their response to changes in the external environment. 

B. PRESSURE-INDUCED DENATURATION

Proteins are inherently highly flexible. This high flexibil-
ity is the underlying reason for their marginal stability
under physiological conditions. This flexibility and mar-
ginal stability, which arise due to various competing and
balancing forces, are necessary requirements for function-
ing of enzymes under physiological conditions, because a
highly rigid protein cannot exhibit conformational adapt-
ability required for binding of substrates and other ligands.

The flexibility of proteins arises because of void
spaces or cavities in the interior of the protein. The void
spaces in the interior are created by imperfect packing of
the residues as the protein chain collapses on itself during
folding. In aqueous solutions, the partial specific volume,
v�0, of a protein consists of 

v�0
� Vc � Vcav � ∆Vsol (6.9)

Here Vc is the sum of constitutive volumes of atoms in the
protein, Vcav is the volume of cavities in the protein, and
∆Vsol is the volume change due to hydration (38). Among
these three parameters, Vc is constant for a given protein
molecules since atomic volumes are incompressible. Thus,
Vcav and ∆Vsol are the main parameters that affect partial
specific volumes of proteins.

The pressure-induced denaturation is caused by com-
pressibility of the cavities or void spaces in the interior of
a protein. Differentiation of Equation 6.9 with pressure
under iso-entropic (i.e., adiabatic) conditions results in

(�v�0/�P) � (�Vcav/�P) � (�∆Vsol/�P) (6.10)

The adiabatic compressibility is defined as 

—
βs �� (6.11)

∂v
�0

�∂P
1

�
v�0
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Thus, Equation 6.10 can be expressed in terms of adia-
batic compressibility as

—
βs �� � � � (6.12)

When hydrostatic pressure is applied, compression of the
cavities results in a reduction in volume, i.e., ∂Vcav/∂P � 0,
but disruption of the hydration shells of charged and polar
surfaces causes an increase in volume, i.e., ∂Vsol/∂P � 0
(38). Because of these two opposing effects, the net com-
pressibility or decrease in the volume is only marginal.
However, if the compressibility arising from ∂Vcav/∂P
alone is considered, the compressibility of proteins is an
order of magnitude greater than water (38). 

The adiabatic compressibility,
—
βs, of some proteins is

shown in Table 6.2. It should be noted that fibrous proteins,
such as gelatin, F-actin, myosin, and tropomyosin, have
negative compressibility, indicating that the increase in vol-
ume due to disruption of hydration shells, i.e., ∂Vsol/∂P � 0,
is more dominant than the volume decrease due to elimina-
tion of cavities. It is possible that these fibrous proteins
might be devoid of cavities altogether and therefore
∂Vcav/∂P might be almost close to zero. The positive com-
pressibility values of globular proteins suggest that the neg-
ative volume change due to compression of cavities is much
greater than the positive volume change from hydration
effects. It should be noted that although the partial specific
volume of β-casein (0.744 ml g�1) is greater than that of 
αs-casein (0.739 ml g�1) and κ-casein (0.739 ml g�1), its
adiabatic compressibility is significantly lower than those
of αs- and κ-caseins. This might be related to higher proline
content of β-casein (17%) than αs- and κ-caseins. Because

of lack of rotational freedom of the dihedral angle φ of the
N-Cα bond of proline residues, protein segments containing
proline residues often behave like a stiff rod (39). It is con-
ceivable that the uniform distribution of 35 proline residues
along the backbone chain in β-casein may render the pro-
tein to behave as a stiff rod with only limited flexibility.
Among the globular proteins listed in Table 6.2,
cytochrome c has the lowest adiabatic compressibility. 

Under very high hydrostatic pressure, the collapse of
the cavities formed as a result of imperfect packing of
amino acid residues causes unfolding of the protein. In the
unfolded state, elimination of the cavities decreases the vol-
ume, and hydration of the exposed hydrophobic residues
also leads to a reduction in the volume of the solvent. Thus,
pressure-induced denaturation usually results in a net
reduction in the volume of the system (protein+water).

The free energy change under pressure-induced
denaturation of protein is related to its volume change
according to the equation

∆V � d(∆G)/dP (6.13)

The pressure-induced denaturation of single-chain pro-
teins has been measured by monitoring changes in fluo-
rescence emission and UV absorption spectra of
tryptophan residues, and changes in turbidity (40–42). A
critical review of the data in the literature suggests the fol-
lowing. In single chain proteins, pressure-induced denatu-
ration occurs only at very high pressures. For most
proteins, the midpoint of pressure-induced structural tran-
sition is in the range of 4–8 kilobars (43). In oligomeric
proteins, dissociation of subunits occurs at 1–2 kilobars,
followed by unfolding of the subunits at higher pressures.
The volume change in proteins upon pressure-induced
unfolding is typically about 0.5% of the total volume of
the protein molecule, which is considerably smaller than
the theoretically predicted value of about 2%. This tenta-
tively suggests that proteins may retain some residual
folded structures even at pressures as high as 10 kilobars.
This may partly explain complete reversibility of pres-
sure-induced unfolding in most proteins, including
oligomeric proteins. For most single chain proteins, the
free energy change at the midpoint of transition at neutral
pH and ambient temperature is in the range of 10–20 kcal
mol�1. This value is comparable to that obtained from
heat-induced or urea and guanidine hydrochloride-
induced denaturation. Taken together, the smaller than
expected volume change in proteins might indicate that
proteins may assume a molten globule state, instead of the
completely unfolded state, under high pressure since the
enthalpy content of the molten globule state and the fully
unfolded state are almost the same.

In addition to causing protein denaturation, high
hydrostatic pressure disrupts the integrity of macromolec-
ular assemblies, such as biomembranes, ribosomes, and

∂Vsol
�∂P

∂Vcav
�∂P

1
�
v
�0
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TABLE 6.2
Adiabatic Compressibility, 

—
ββs, of Proteins1

Protein
—
ββs (cm2 dyn��1 1012)

Gelatin �2.5
F-actin �6.3
Myosin �18.0
Tropomyosin �41.0
α-Casein 7.74
αs-Casein 5.68
β-Casein 3.80
κ-Casein 7.49
Whole casein 6.67
α-Lactalbumin 8.27
β-Lactoglobulin 8.45
Lysozyme 4.67
Myoglobin 8.98
Peroxidase 2.36
Ovalbumin 9.18
Ovomucoid 3.38
Bovine serum albumin 10.50
Cytochrome c 0.066

1 Compiled from References 73 and 74.



bacterial cell walls. Disruption of cell membrane is often
irreversible, which results in inactivation of vegetative
cells. For this reason, high-pressure treatment of food
products is being examined for its effectiveness as a tool
for food preservation (44–46). At sufficiently high protein
concentration, pressure denaturation can cause non-ther-
mal gelation of proteins (47, 48). Exposure of myosin to
pressures up to 800 MPa for 20 min causes denaturation
and polymerization of myosin; the polymerized structure
contains both hydrogen bonds (as judged from differential
scanning calorimetry (DSC)) and disulfide cross-links
(49). Pressure-induced gels are softer in texture than the
heat-induced gels. However, pressure-induced gels retain
color, flavor, and vitamins and other nutrients that are
destroyed to some extent in thermally processed foods
and in heat-induced gels. 

C. DENATURATION BY SMALL-MOLECULAR-
WEIGHT ADDITIVES

Several small-molecular-weight solutes, such as urea,
guanidine hydrochloride, detergents, sugars, and neutral
salts, affect protein stability in aqueous solutions. While
urea, guanidine hydrochloride, and detergents destabilize
the native conformation of proteins, sugars tend to stabilize
the native structure. In the case of neutral salts, while cer-
tain salts, such as sulfate and fluoride salts of sodium,
termed as kosmotropes, stabilize protein structure, other
salts, such as bromide, iodide, perchlorate, and thiocyanate,
termed as chaotropes, destabilize protein structure.

The stabilizing or destabilizing effects of small-
molecular-weight additives on proteins is believed to fol-
low a general mechanism. This is related to their prefer-
ential interaction with the aqueous phase and the protein
surface. Additives that stabilize protein structure bind
very weakly to the protein surface but enhance preferen-
tial hydration of the protein surface (Figure 6.3). Such
additives are generally excluded from the region sur-
rounding the protein; that is, their concentration near the
protein is lower than in the bulk solution. This concentra-
tion gradient presumably creates an osmotic pressure gra-
dient surrounding the protein molecule, sufficient enough
to elevate the thermal denaturation temperature. For
instance, studies on protein stabilization by glycerol using
the electrospray ionization mass spectrometry (ESI-MS)
technique have shown that in glycerol solutions lysozyme
assumes a slightly compressed state compared with its
state in water (50). This might be due to creation of an
exclusion zone around the protein surface for glycerol and
development of an osmotic pressure gradient.

In the case of additives that destabilize protein struc-
ture, the opposite seems to be true. That is, those additives
that decrease the stability of proteins preferentially bind to
the protein surface and cause dehydration of the protein.
In such cases, water molecules are excluded from the

region surrounding the protein and the concentration of
the additive in this water-excluded region is higher than in
the bulk solvent. Favorable interaction of such additives
with protein surface, particularly the non-polar surface,
promotes unfolding of the protein so that the buried non-
polar surfaces are further exposed for favorable interac-
tion with the additive.

When a protein is exposed to a mixture of stabilizing
and destabilizing solutes, the net effect on protein stabil-
ity generally follows an additivity rule. For example,
sucrose and polyols are considered to be protein structure
stabilizers, whereas guanidine hydrochloride is a structure
destabilizer. When sucrose is mixed with guanidine
hydrochloride, the concentration of guanidine hydrochlo-
ride required for unfolding proteins increased with
increase of sucrose concentration (51). It was also
observed that the structure of water was altered in the
presence of guanidine hydrochloride and urea. However,
addition of polyhydric compounds such as sucrose coun-
tered this urea and guanidine hydrochloride-induced
change in water structure. Thus, the increase in guanidine
hydrochloride and urea concentrations required for unfold-
ing proteins in the presence of sucrose and other polyhy-
dric compounds might be due to mutually opposing effects
of these compounds on water structure (51). This also
underscores that changes in water structure in the presence
of additives are involved in some fundamental way in the
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FIGURE 6.3 Schematic representation of preferential binding
of solute and solvent molecules with proteins in the cases of 
kosmotropes (structure stabilizers) and chaotropes (structure
destabilizers).



transmission of the effects of additives on protein stability.
The exact mechanism is still elusive, partly because “water
structure” is not yet a well-defined concept.

Theoretical statistical thermodynamic analyses have
shown that the excluded volume of additives has three dis-
tinct types of effects on protein stability (52): 1) Small-size
solutes strongly denature proteins, 2) medium-size solutes
stabilize proteins at low solute concentrations and destabi-
lize them at high concentrations, and 3) large-size solutes
stabilize the native state of proteins across the whole liquid
region. In agreement with this theory, stabilizers tend to be
large-size molecules such as sugars, polymers, polynols,
nonionic, and anionic surfactants while denaturants tend to
be small-size molecules such as alcohols, glycols, amides,
formamides, ureas, and guanidium salts.

The mechanism of preferential binding to or exclusion
from protein surface of additives in aqueous solutions is a
complex one. Various molecular interactions between the
additive and protein (both with the protein surface and pro-
tein interior) are involved. These interactions include elec-
trostatic and van der Waals interactions (consisting of
Debye-Keesom and London dispersion interactions) with
proteins, as well as their interaction with solvent water. It
has been pointed out (53, 54) rather convincingly that pref-
erential binding or exclusion of ions from a protein surface
in aqueous electrolyte solutions can be fully explained
only by including, in addition to electrostatic interactions,
dispersion interactions between ions and the protein.

1. Urea and Guanidine Hydrochloride

Both urea and guanidine hydrochloride denature proteins
at very high concentrations. Guanidine hydrochloride is a
more potent denaturant than urea. For globular proteins the
midpoint of unfolding transition occurs at 4–6 M urea and
at 3–4 M guanidine hydrochloride concentrations.
Generally, globular proteins are completely denatured in 8
M urea and 6 M guanidine hydrochloride. The mechanism
of denaturation of proteins by urea and guanidine
hydrochloride is related to their solubilizing effect on both
polar and non-polar amino acid residues. Solubility studies
on non-polar amino acids have shown that the free energy
change for transfer of non-polar groups from water to urea
and guanidine hydrochloride solutions is favorable (55).
This transfer free energy is proportional to the accessible
surface area of the non-polar solute, which is about –7.1
cal mol�1 Å�2 for 8 M urea and –8.3 cal mol�1 Å�2 for 6
M guanidine hydrochloride (55). Because urea and guani-
dine hydrochloride interact more favorably with both polar
and non-polar groups (via ion-dipole and dispersion inter-
actions) on the protein surface than does water, they pref-
erentially bind to proteins. This preferential interaction
further leads to unfolding and solubilization of buried non-
polar residues. This shift in equilibrium from native state
to the unfolded state is driven by the thermodynamic

requirement to increase the area of contact between protein
non-polar surfaces and the denaturant. 

2. Neutral Salts

Neutral salts affect protein stability via two different mech-
anisms. At low concentrations (�0.5 M), non-specific elec-
trostatic interactions with charged groups on protein surface
results in neutralization of electrostatic (repulsive) interac-
tions within a protein and this often leads to stabilization of
protein structure. Salts also affect the pKa of ionizable
groups in proteins, especially the acidic residues, which
causes changes in thermal stability of proteins (56). At
higher concentrations, neutral salts exert ion-specific effects
on protein stability depending on their relative position in
the Hofmeister Series (56). The effects of anions on protein
stability are greater than the cations and follows the order
F��SO4

2��Cl��Br��I��ClO4
��SCN��Cl3CCOO�.

F� and SO4
2� actually increase the stability of protein struc-

ture (kosmotropes), whereas Br�, I�, ClO4
�, SCN�, and

Cl3CCOO� ions destabilize protein structure (chaotropes).
The stabilizing and destabilizing effects of these ions on
protein structure are manifested in the form of elevation and
depression of the denaturation temperature (Td) of proteins.
For instance, Figure 6.4 shows the effect of neutral salts on
Td of β-lactoglobulin (58). At high concentrations, Na2SO4

and NaCl significantly raise the denaturation temperature,
whereas NaSCN and NaClO4 lower the denaturation tem-
perature of β-lactoglobulin. 

Several theories have been proposed to explain the
effects of neutral salts on protein structure and stability 
(57, 59). Experimental evidence indicates that the effects of
salts on protein stability are related to their relative ability to
bind to proteins and affect its hydration. Salts that stabilize
protein structure weakly bind to the protein surface and
enhance hydration of the protein, whereas salts that destabi-
lize protein structure bind strongly to protein surface and
cause dehydration of the protein (60). However, the funda-
mental reasons for differential binding of salts, for example
monovalent salts, to proteins are not well understood. It
appears that ion binding to proteins cannot be simply
explained using classical electrostatic potential on the 
surface. It might also involve dispersion forces between the
ion and the apolar interior of the protein (54). The dispersion
potential, which relates to ion-dipole polarizability effects,
is dependent on ionic radius and concentration and the
dielectric susceptibility of the protein. On a more funda-
mental level, differences in interaction of salts with proteins
must be related to free energy differences between interac-
tion with solvent water and protein surface. In this case, ions
might affect the thermodynamic state of water and alter its
solvent properties. It has been shown that salts that stabilize
protein structure also enhance hydrogen-bonded structure of
water, and salts that destabilize protein structure also break
down the hydrogen-bonded structure of water (59).

6-10 Handbook of Food Science, Technology, and Engineering, Volume 1



3. Detergents

Detergents, especially anionic detergents such as sodium
dodecyl sulfate (SDS), are potent denaturing agents.
Unlike urea and guanidine hydrochloride, SDS can dena-
ture proteins at 3–8 mM concentration. The mechanism of
denaturation involves strong binding of SDS to hydropho-
bic groups in the crevices of the protein molecule, which
results in destabilization and solubilization of buried
hydrophobic regions. Proteins bind up to about 1.4 g of
SDS per gram of protein. Because of this high binding
capacity, proteins in SDS solution become highly nega-
tively charged and consequently electrostatic repulsion
between segments also play a role in protein unfolding.
Unlike in other denaturing environments, the denatured
state of proteins in SDS solution is generally not in a ran-
dom or aperiodic conformation; invariably they assume a
helical rod-type shape. Because of strong binding via
hydrophobic interactions, detergent-induced denaturation
of proteins is mostly irreversible, whereas denaturation by
urea and guanidine hydrochloride is generally reversible
under appropriate conditions. 

4. Organic Solvents

The mechanism of protein denaturation by organic solvents
such as ethanol, propanol, and acetone is complex. This is
because these water miscible organic solvents affect various

molecular forces, such as electrostatic, hydrogen bonding,
and hydrophobic interactions, in proteins differently.
However, the effects are mediated mainly via a decrease in
the dielectric constant of the solvent medium. First, when a
water-miscible organic solvent is added to a protein solu-
tion, the decrease in the permittivity of the medium
increases electrostatic repulsion between like charges and
enhances attraction between unlike charges. The repulsive
interactions tend to unfold the protein, whereas the attractive
electrostatic interactions tend to stabilize the structure. The
latter becomes crucial if the protein contains a salt bridge
between a carboxyl and an amino group in a partially
exposed crevice on the surface of the protein. Second,
because apolar residues in proteins are more soluble in an
organic solvent and in an aqueous-organic solvent mixture
than in water, the hydrophobic interactions within the pro-
tein are weakened and consequently the buried non-polar
groups tend to become exposed to the solvent, which results
in unfolding of the tertiary structure of the protein. Third,
although the tertiary (and quaternary) structure of the pro-
tein may unfold, the secondary structures, viz., α-helix and
β-sheet, which are stabilized by hydrogen bonds, may not
unfold. In the low dielectric environment of the aqueous-
organic solvent mixture, strengthening of these dipole-
dipole interactions may actually stabilize the secondary
structure. In fact, a recent study has shown that in the entire
range of aqueous-organic mixtures, that is, from pure water
to pure organic solvent, the secondary structure of lysozyme
and subtilsin remained essentially intact (61). It is notewor-
thy that several enzymes retain their activity in neat organic
solvents and that is the basis for non-aqueous enzymology
(61). Hexane extraction of oil from dry soybeans and other
oilseeds at low temperature causes very little denaturation of
soy proteins. However, when the moisture content of soy-
bean is high (�10%), hexane extraction often leads to par-
tial denaturation of soy proteins.

Exposure of proteins to polar organic solvents at ele-
vated temperature usually causes extensive denaturation. In
the case of food proteins, this results in poor aqueous solu-
bility of the protein. For example, hot aqueous ethanol treat-
ment (55% ethanol at 80°C) caused complete denaturation
of pea protein isolate and a large reduction in its protein dis-
persibility index (62). A significant reduction in the trypsin
inhibitory activity of pea protein isolate also was observed.
However, treatment with higher ethanol concentration
(65%) and lower treatment temperature (65°C) minimized
protein insolubility and caused only a marginal reduction in
trypsin inhibitory activity. 

5. pH-Induced Denaturation

Proteins are either negatively or positively charged at neu-
tral pH. Since this represents the physiological pH, the
native structure of the protein represents an equilibrium
structure with a global minimum free energy that has
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already taken into account the preexisting repulsive and
attractive electrostatic interactions. However, at pH values
away from the neutral pH, changes in the state of ionization
of various charged residues in proteins alter the electrostatic
free energy of the protein, resulting in conformational
changes. Most proteins are very stable at their isoelectric
pH, where the net charge of the protein is zero and electro-
static repulsive interactions are at a minimum. However,
many proteins unfold at pH values below 5 and above 10.
This unfolding is not simply because of changes in the ion-
ization state of the charged residues on the surface of the
protein, but is related to ionization of residues that are par-
tially or fully buried in the protein. Specifically, in many
proteins histidine (pKa � 6.0) and tyrosine residues (pKa �
9.6) are buried in the un-ionized form in proteins. When the
pH of the solution is decreased below 5.0, ionization of the
buried histidine residues can cause unfolding. Similarly
when the pH of the solution is increased above 10, ioniza-
tion of buried tyrosine residues can unravel the protein
structure. The pH-dependent ionization of charged residues
on the surface of the protein also may contribute to protein
denaturation. Protonation of carboxyl groups (pKa � 4.6)
at acidic pH eliminates negative charge and the protein
becomes highly positively charged. On the other hand,
deprotonation of lysine residues (pKa � 10.2) at pH above
10.5 decreases the positive charge and the protein becomes
highly negatively charged. In both situations, increased
electrostatic repulsion between surface charges may also
contribute to unfolding of the protein. If salt bridges
between positively and negatively charged residues in par-
tially buried surface crevices of proteins are involved in the
stability of native structure of proteins, then protonation (of
the carboxyl group) and/or deprotonation (of the amino
group) of one of the groups of the salt bridge can signifi-
cantly perturb protein structure. In many cases, the pH-
induced denaturation of proteins is reversible, but
prolonged exposure to extreme pH values can cause hydrol-
ysis of certain peptide bonds, deamidation of asparagine
and glutamine residues, and destruction of cysteine
residues via β-elimination reaction. Such chemical alter-
ations in proteins would result in irreversible denaturation.

V. SUMMARY

Despite the presence of numerous intra-molecular inter-
actions, proteins exist in a metastable state.
Thermodynamically, the net stability of the native struc-
ture of proteins is only about 5–20 kcal mol�1. Because of
this, destabilization of a few critical interactions in a pro-
tein by temperature, salts, pH, and other small-molecular-
weight denaturants can cause cooperative unraveling of
the native structure. In the case of food proteins, the
majority of which are oligomeric proteins, the denatura-
tion phenomenon is more complex than that 
in monomeric proteins. In oligomeric proteins, the 

denaturation process may follow a three-state model, the
first being the dissociation of the oligomer into monomers
and the second being unfolding of the monomers. In some
proteins these two processes may occur in a de-coupled
manner and in other proteins these may be coupled
together. Such complex structural transitions in proteins
may affect their functional properties as food protein
ingredients. They also affect the nutritional properties of
proteins, e.g., digestibility. Proteins that are resistant to
thermal denaturation also are less digestible, e.g., soy pro-
teins. Thus, a fundamental understanding of the structural
stability of food proteins and their denaturation behavior
under various environmental conditions as encountered in
a food milieu is essential for understanding their struc-
ture-function relationships in food systems.
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I. INTRODUCTION

Functionality has been described as the non-nutritive roles
that food constituents play in a food system. More for-
mally, functional properties are the physical and chemical
properties that affect the behavior of molecular con-
stituents in food systems. Functionality of ingredients is
important in the preparation, processing, storage, quality,
and sensory attributes of foods (1). Proteins in foods are
multifunctional and may be the principal structural com-
ponent in many food systems, including products from

meat and poultry, eggs, dairy, cereals, and legumes.
Proteins contribute significantly to the sensory attributes
and overall quality of products of which they are a com-
ponent. Knowledge of protein functionality is critical for
the development of new products and the improvement of
existing ones. An example is the use of less expensive pro-
tein sources as replacements in traditional food products.
Use of less expensive proteins not only allows for cost
reduction, but also can increase the utilization of food
materials that previously might have been considered
waste products. As our society increases in complexity,

7-1

7 Food Protein Functionality

Jeff D. Culbertson
Department of Food Science and Toxicology, University of Idaho

CONTENTS

I. Introduction..............................................................................................................................................................7-1
II. Functional Properties of Food Proteins ..................................................................................................................7-3

A. Protein Solubility ..............................................................................................................................................7-3
1. Effect of pH ................................................................................................................................................7-3
2. Effect of Salt Concentration ......................................................................................................................7-4
3. Protein Denaturation ..................................................................................................................................7-4
4. Measurements of Solubility........................................................................................................................7-4

B. Gelation ............................................................................................................................................................7-4
1. Properties of Thermoset (Irreversible) Gels ..............................................................................................7-5
2. Factors Affecting Thermoset Gel Properties ..............................................................................................7-5
3. Thermoplastic Gels (Thermoreversible) ....................................................................................................7-5
4. Measurements of Gel Properties ................................................................................................................7-5

C. Water Binding ..................................................................................................................................................7-5
1. Factors Influencing Water Binding............................................................................................................7-6
2. Methods of Measurement ..........................................................................................................................7-6

D. Emulsification ..................................................................................................................................................7-6
1. Principles of Emulsification ......................................................................................................................7-6
2. Factors Affecting Protein-Based Emulsions ..............................................................................................7-7
3. Methods of Measurement ..........................................................................................................................7-8

E. Foaming ............................................................................................................................................................7-8
1. Factors Affecting Foaming ........................................................................................................................7-9
2. Methods of Measurement ..........................................................................................................................7-9

III. Application of Functional Properties ......................................................................................................................7-9
A. Intentional Modification of Protein Functional Properties ..............................................................................7-9

1. Chemical Modification ............................................................................................................................7-10
2. Enzymatic Modification ..........................................................................................................................7-10
3. Physical Modification ..............................................................................................................................7-11

IV. Summary................................................................................................................................................................7-11
References ......................................................................................................................................................................7-12



the demand for new food products requires us to under-
stand protein functionality so that we can modify or con-
trol their behavior in new food systems. 

Functional properties commonly associated with pro-
teins include solubility, gelation, emulsification, foaming,
and water-holding capacity. Table 7.1 lists these func-
tional properties and gives examples of foods which com-
monly exhibit them. Smith (2) classified functional
properties into three broad categories: 1) hydration pro-
perties such as solubility or water retention, 2) protein-
protein interactions such as gelation, and 3) surface
properties such as emulsification and foaming. 

In many foods systems, proteins are multifunctional
in that they might play a number of different functional
roles in a given food. Additionally, a given food might
require several different proteins so that all of the func-
tional needs of the food are met. Excellent examples of
this are highly ground or comminuted muscle foods sys-
tems such as frankfurters or bologna. Those products
require proteins that exhibit good solubility, gelation,
water-holding capacity, and emulsification. Because the
naturally occurring proteins in muscle might not perform
all of these roles well, it is necessary to add functional
proteins to these formulations in the form of food protein
ingredients. Protein additives available for use in 

formulated foods come from many sources and are in high
demand by the food industry. As seen in Table 7.2, protein
ingredients are extracted and purified (or partially puri-
fied) from both plant and animal sources. Besides native
source, the major functional protein in each is also listed.
Typically, protein ingredients are called concentrates if
they contain between 50–80% protein and isolates if their
concentration is greater than 90% (2).

The major factors that influence the functional proper-
ties of a protein are its biochemical nature and how it was
affected by extraction and purification into a food ingredi-
ent. Perhaps of paramount importance is the primary struc-
ture, or amino acid sequence, of the protein. This sequence
dictates how the protein might fold in regular patterns (sec-
ondary structure) and how it might appear in three dimen-
sions (tertiary structure). Whether or not a protein is a
single unit or contains multiple subunits (quaternary struc-
ture) is also a function of primary structure. The tertiary and
quaternary structures of proteins are very important to the
overall functionality of the proteins. These structures dic-
tate the physicochemical properties of the protein including
surface charge, hydrophobicity, stability to heat and chem-
icals, molecular flexibility, and dissociation behavior. The
physicochemical properties of proteins are what determine
how it functions in a food system. Thus, if we can under-
stand the physical and chemical properties of a protein we
can begin to predict how it might behave in a food.
Understanding these principles also allows us to manipulate
the physical and chemical characteristics of a protein dur-
ing food preparation and subsequent processing. We can
also use this knowledge to perhaps alter the properties of a
protein ingredient to change how it functions in a food. 

Figure 7.1 illustrates how the physicochemical prop-
erties of a protein might be altered. Food proteins can be
altered by processing operations, environmental condi-
tions, or interactions with other ingredients in the food
system. Processing conditions that might alter functional
properties include heating, drying, freezing, mixing or
shearing, and pressurizing. Environmental conditions that
influence protein functionality are ionic strength, pH,
types of salts present, and oxidation-reduction potential.
Environmental conditions tend to overlap with ingredient
interactions, since many ingredients have a strong 
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TABLE 7.1
Important Functional Properties of Proteins in Several
Food Systems

Functional Property Food System(s)

Solubility Infant formulas, protein beverages, beer,
yogurt drinks

Water-holding ability Tumbled hams, deli meats, frankfurters,
(capacity) poultry products, yogurt

Gelation Frankfurters, custards, gelatin, comminuted 
meat and poultry products

Emulsification Ice cream, liquid coffee creamers, salad 
dressings, milk, mayonnaise, gravies

Foaming Angel and sponge cakes, meringues, soufflés,
marshmallows, whipped cream and
toppings

TABLE 7.2
Major Functional Proteins: Their Sources and Food Use Examples

Major Functional Protein Source Use

Gluten: glutenin, gliadin Wheat Bakery, pasta, bread
Legumin: 11S and 7S globulins Legumes Soy protein isolates, texturized vegetable protein, infant formulas
Casein Milk Whipped toppings
Alpha lactalbumin
Beta lactoglobulin

Whey Whey protein isolates, ice cream, infant formula

Myosin Muscle (beef, poultry) Frankfurters, deli meats, massaged and tumbled hams, lunchmeats, surimi
Gelatin Rendering of beef, fish (collagen) Gelatin desserts, yogurt
Ovalbumin, ovomucin Egg white Angel and sponge cakes, soufflés, meringues



influence on the environment in which a protein exists.
An example is the presence and type of ions and salts that
might be added in the form of an ingredient. The presence
and types of lipids or fats have a powerful influence on the
physicochemical properties of proteins. An example is the
inclusion of a small amount of egg yolk in a mixture of
egg white proteins that are meant to be foamed. The lipids
present in the egg yolk will interact with the egg white
proteins and markedly reduce their ability to foam in
terms of overall volume and foam stability. 

Small changes in formulation (and thus environment)
or processing can greatly alter the functionality of food
proteins. A classic example is the effect of salt on the
functional properties of muscle proteins in processed
meats such as frankfurters and lunchmeat (3). The addi-
tion of 1.5–2.5% salt solubilizes the meat proteins and
allows them to bind water and form an elastic, rubbery
gel. This results in the typical texture and sensory quality
that we expect in a hot dog or frankfurter. If the salt is not
present, the hot dog has poor water binding and gelation,
which results in a brittle, tough product. 

Storage of food ingredients or finished foods will also
influence the functionality of food proteins. Proteins may
partially unfold or denature during storage, leading to
aggregation and loss of solubility. If a food system con-
tains oxidizing lipid, proteins may react with lipid break-
down products to form unstable aggregates, brown
polymers, and otherwise dramatically change in terms of
function in the food. When frozen for extended periods,
proteins may lose their ability to bind and hold water, thus
creating excessive drip in the thawed product. 

Because food systems are so complex, protein func-
tionality has been traditionally studied in model systems
where many of the interactions with ingredients or pro-
cessing can be controlled or removed. These studies
involve the use of very controlled conditions which are
carefully defined so that reproducible results might be
obtained. A number of model systems have been devel-
oped for each functional property. Functional property
tests should be based on a fundamental physical property
of a protein. An error that some researchers have repeated
is the development of tests that are based solely on equip-
ment available in the researchers’ laboratory. In the next
section we will examine some of the individual functional
properties of proteins that determine their use and appli-
cation in various foods.

II. FUNCTIONAL PROPERTIES OF FOOD
PROTEINS

A. PROTEIN SOLUBILITY

The solubility of a protein many times determines its use
in foods. Solubility may be the most important aspect of
functionality for a protein. In beverages, foams, and emul-
sions, a protein must be soluble to have functionality.
Foaming, gelation, and water binding are also influenced
by solubility. In some cases, e.g., water binding, less sol-
uble proteins may function more efficiently. Using classi-
cal biochemical terminology, albumins are water-soluble
proteins; globulins are salt soluble; glutelins are soluble at
high pH values; and prolamines are most soluble in alco-
hols. The solubility of a protein is determined by its pri-
mary structure—the sequence of amino acids in the
protein chain. If a protein has a polar surface due to the
presence of polar amino acids, it will have good solubility
in a polar solvent such as water. Since the pH of a solution
will influence the overall charges on a protein, the use of
a protein in a given food is many times dictated by the pH
of the food system. Proteins with higher contents of
hydrophobic amino acids, fewer charges on their surface,
or those which contain many subunits tend to have limited
water solubility.

As we will see, heat-treated proteins unfold and tend
to form less soluble aggregates. Thus, solubility may be
used as an index of denaturation of the protein due to
exposure to heat, processing or storage. Solubility is
markedly affected by pH, polarity of the solvent, temper-
ature, and concentration of dissolved salts.

1. Effect of pH

Surfaces of proteins have net charges due to their amino
acid content and the pH of their environment. Amino acid
residues such as argenine or lysine can provide positive
charges for protein surfaces, while aspartic or glutamic
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acids can yield negative charges. The charges present
depend on the pH of the food system. When a protein has
equal numbers of positive and negative charges on its sur-
face it has minimal solubility. This is called the pI or iso-
electric point of the protein. At this point the protein has a
net charge of zero. There is minimal solubility because
intermolecular repulsion is at a minimum and proteins
will tend to aggregate. At pH values above the pI of a pro-
tein it has a net negative charge. At pH values below the
pI, it will have a net positive charge. In both cases the
presence of pronounced surface charges will result in
intermolecular repulsion and enhanced solubility. 

2. Effect of Salt Concentration

Solubility is also affected by the type and concentration of
salts in a food system. As salts increase in concentration
proteins become more soluble. This is called “salting in”
of a protein and is attributed to the ability of salt ions to
enhance the surface charges on proteins. In foods, sodium
chloride is commonly used for this purpose. Salt concen-
trations may be adjusted in a product to enhance the func-
tional properties of the food system. At high salt
concentrations, usually above 1 molar, protein solubility
decreases. This is thought to be due to salt competing with
the proteins for available water for solvation. This effect is
called “salting out” and is rarely seen in foods as the con-
centration of salt required is so high that the food would
be inedible. 

3. Protein Denaturation

In their natural state, proteins tend to have highly folded
structures. Many are “globular” or roughly spherical in
shape. This is called their “native” structure. These native
structures tend to be very sensitive to conditions which
would cause them to change their shape or conformation
in a food setting. If a protein unfolds or unravels due to
large changes in its surface charges and conformation, it
is said to be denatured. For most proteins, denaturation is
an irreversible process. Proteins can be denatured by very
low or high pH values, organic solvents, high salt concen-
trations, mechanical shear, and elevated temperatures.
Single strands of denatured protein are unstable, leading
them to form aggregates which can form gels, foams, or
precipitates. The temperature at which proteins denature
varies widely due to differences in amino acid sequence
and other environmental conditions, such as pH or salt
concentration. As denaturation proceeds, protein mole-
cules change in regard to surface charges, shape, size, and
hydrophobicity. Most thoroughly denatured proteins are
insoluble. When foods are cooked or otherwise thermally
processed, the majority of proteins in them become dena-
tured. Denatured protein functions differently from native
proteins. Since the solubility of a protein is many times
dependent on native structure, denaturation can be simply

measured by looking at how soluble a known protein is
under certain conditions. 

Since denaturation results in loss of solubility, it is
undesirable in many food systems where solubility is
important. An example is the preparation of protein prod-
ucts for use in foods that rely on protein functionality. Egg
whites are pasteurized to destroy pathogenic bacteria;
however, the process to do so must be sufficiently gentle
so that the finished product can be used in the baking
industry to make products such as angel food cake. If the
whites were harshly heated, the desired proteins would
denature and the ingredient would not function in the fin-
ished food. On the other hand, denaturation may cause
desirable changes in some food systems, such as in the
manufacture of gelatin from collagen or the gelling of egg
whites during the cooking of an egg. Some ingredients,
such as whey protein concentrates, are available in a vari-
ety of degrees of denaturation for application in different
products (4, 5). Whey products used for foaming applica-
tions have less denaturation than those sold for use as
water-binding agents. 

4. Measurements of Solubility

One must always remember that any test used to measure
a functional property is empirical and thus the results will
vary with the test conditions selected. Many solubility
tests are based on suspending and stirring a known
amount of protein in a buffered solution, followed by cen-
trifugation to remove insoluble components with subse-
quent protein analysis (colorimetric or Kjeldahl) of the
supernatant. The results depend greatly on the protein
concentration used, pH, buffer ionic strength, and cen-
trifugal force. Over 70 methods have been published to
measure the water-holding capacity and solubility of dairy
proteins (6). To obtain results that can be compared to
other data and laboratories, it is always best to use a stan-
dard method if available. Two commonly used standard
methods are published by the American Oil Chemists
Society (AOCS) (7) and the American Association of
Cereal Chemists (AACC) (8). 

B. GELATION

A protein gel is a three-dimensional cross-linked network
of protein molecules imbedded in an aqueous solvent (9).
Many processed foods are gels such as custards, yogurts,
cheeses, frankfurters, and gelatin-based desserts. Most
gels are very high in water content (up to 95–98%), yet still
have characteristics of solid or rigid food materials.
Gelation is based on the denaturation of proteins, followed
by their intermolecular association to form matrices which
trap water, fat, and other food ingredients. The formation
of gels is influenced by heat, pH, pressure or shearing, and
the presence of various solvents. The majority of edible
food gels based on protein are formed due to heating.
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Food gels fall into two categories: thermally reversible
and thermally irreversible. Thermally irreversible gels are
also called “thermoset” gels and represent the largest
group of edible gels. Included in the group are gels based
on the muscle protein myosin and ovalbumin, an egg pro-
tein. Thermoset gels form chemical bonds that will not
break during reheating of the gel and thus remain rigid if
reheated. An example would be reheating a cooked egg
white. Thermoplastic gels are thermoreversible and will
“melt” when reheated due to the reversible nature of the
bonds which hold the strands of the gel together. The col-
lagen breakdown product gelatin is the most common
example of a thermally reversible gel. Some types of pro-
tein, such as alpha-lactalbumin from whey, will form either
type of gel depending on the environmental conditions in
the food system during heating (5). 

1. Properties of Thermoset (Irreversible) Gels

Most thermoset gels are the result of protein unfolding
and denaturation followed by aggregation of the mole-
cules into a cross-linked network. During this process,
heated proteins partially unfold and form clumps or
aggregates. As the “gel-point” temperature is reached,
these aggregates unfold further and rapidly cross-link to
form a gel (4). This network is generally formed via non-
covalent bonds such as hydrophobic interactions and
hydrogen bonds. Occasionally, disulfide bonds may be
involved. In order for a stable gel to set, there must be a
balance between the charges on the denatured protein sur-
faces and the water molecules in the system. If the pro-
tein-protein attraction is too weak, the proteins will
remain in solution and a viscous fluid will result. If the
attractive forces are too strong, the proteins will aggregate
and precipitate. The proper amount of denaturation will
result in proteins that interact sufficiently to form a matrix
that will also hold a large amount of water. 

2. Factors Affecting Thermoset Gel Properties

As one might predict, environmental conditions such as
pH and salt concentration, as well as heating rate and final
temperature greatly affect the properties of a thermoset
gel. Thermoset gels can be opaque and turbid or transpar-
ent and clear. Turbid gels are formed when repulsive
forces between the protein molecules are low (such as pH
values close to the isoelectric point). When heated, the
proteins tend to form grape-like aggregate clusters which
then are cross-linked together upon further heating (10).
Transparent gels are more likely to form when protein
molecules are highly charged and repulse each other until
denaturation occurs. In transparent gels the protein mole-
cules tend to form structures which resemble “strings of
pearls” where individual molecules form chains which
occasionally cross-link with other strands. Various
researchers have examined the differing properties of gels

formed from a single type of protein when conditions of
pH, ionic strength, and heating are varied (11).
Manipulation of environmental factors can produce tur-
bid, transparent, or hybrid gels from the same protein.

3. Thermoplastic Gels (Thermoreversible)

The most extensively studied protein which forms ther-
moplastic gels is gelatin, a product of refined collagen.
Collagen is a triple-stranded helical protein used in a vari-
ety of structural roles in many species. When heated it dis-
sociates into single proteins strands called gelatin that
assume random coil configurations. When gelatin is dis-
solved in hot water, it attempts to reform its original triple
helix structure. If the mixture is cooled, gelatin strands
will randomly reform sections of the helical structure
resulting in the formation of a cross-linked matrix. The
sections where intermolecular bonding occurs are called
“junction zones.” The bonds used to form the matrix are
hydrogen bonds, which are thermally reversible. Heating
a gelatin gel will cause the hydrogen bonds in a junction
zone to dissociate and the matrix/gel will melt. Upon
cooling, the gel will reform.

4. Measurements of Gel Properties

As with solubility, a range of functional tests for protein
gels exists. Although it might seem appropriate to use a
model system where only the protein and water are stud-
ied, the impact of other food system components, such as
fat or ground particulate matter (such as spices), can be
very great and cannot always be ignored. In general, the
more simple a model system is, the less likely it will mimic
what occurs in a real food, such as a frankfurter (2).

Quality control operations in the food industry have
developed a number of empirical tests to relate the prop-
erties of gelled products to their acceptability by con-
sumers. An example would be measuring the amount of
force required to shear through a cross-section of a frank-
furter. Samples of finished product can be gathered off the
processing line and sheared as a means of ensuring proper
product formulation and processing. However, these types
of tests are only valuable for measuring specific products
which that particular company produces. 

A common test used to test gel strengths is the “tor-
sion test” (12). A gel of appropriate size and shape is
twisted in a rheometer until the gel breaks or ruptures. The
force required to rupture the cross-sectional area of the gel
can be calculated and compared to other properties, such
as sensory evaluation results. Several gel strength tests
have been widely accepted for use in this manner (13, 14). 

C. WATER BINDING

Water binding is an important functional property for sev-
eral reasons: 1) most foods contain high amounts of water
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and if their chemistry changes in a manner that would
cause the formation of free water or drip loss, consumers
would be displeased, 2) increasing the amount of water a
product can hold effectively can increase the profitability
of a given product, and 3) both product yield and sensory
quality are highly dependent on the proper moisture con-
tent of a finished food. Water-binding capacity is the
amount of water that is bound or retained by a protein
under highly defined conditions.

Water is usually be bound to the surface of a protein
by hydrogen bonding, which is sometimes called dipole
bonding. Hydrogen bonding results from water’s interac-
tion with the R group of amino acids which are dipoles,
such as serine and threonine, or ionic, such as lysine or
aspartic acid. Water bound to the surface of proteins in
this manner is called “monolayer” water and is very
tightly associated with the protein. Other water associated
with the protein or protein matrices can be trapped in cap-
illary structures and pores. In food systems, water can also
be held in cells and other structural networks. Water that
is not associated with the monolayer on the protein sur-
face is called free water and moves unhindered through-
out the food system. Depending on the food or model
system, water-binding capacity tests measure a mixture of
the free and bound water present. 

1. Factors Influencing Water Binding

For a given food system, the protein concentration, tem-
perature, salt type and concentration, and degree of denat-
uration impact on the water binding exhibited. In addition,
small polar molecules, such as sugars or sugar alcohols,
will enhance water binding by proteins in general. As the
protein concentration increases, so does the water binding
observed. Generally, water binding increases as tempera-
ture increases. In some cases the proteins will form gels,
which will enhance the binding of water by the system.
Many types of whey protein and soy protein isolates will
form gels when heated above 80°C. Enhanced binding in
gels is due to water being bound by both hydrogen bonds
and by being trapped in pores. 

Ions also influence water binding. Sodium chloride
binds to charged groups on protein surfaces and weakens
intermolecular bonds. This is a positive effect in systems
which utilize muscle fibers as part of the structural ele-
ments of the food. Salt allows the muscle proteins to dis-
tance themselves from others within the muscle fiber and
thus increase the number of sites for water to bind. In var-
ious muscle types, water binding may be increased 2–3
fold by the presence of salt (15). 

The pH of a system markedly influences its ability to
bind water. This is due to changes in the surface charges
on a protein as the pH is altered. Water binding is lowest
at the isoelectric point (pI) of a protein. As the pH is
adjusted away from the isoelectric point the ionic charges

on the protein increase dramatically and water binding is
enhanced. As the pH is lowered from the isoelectric point
the protein assumes a net positive charge. Conversely, as
the pH is increased, a net negative charge is seen. 

2. Methods of Measurement

Water-binding model systems must be carefully defined if
reproducible results are expected. Most of the methods are
empirical and are usually designed for a specific product
or application. At least 15 different methods have been
developed to measure the water binding of various mus-
cle/meat proteins (16). In general, two main types of tests
exist. One is based on sorption—the adsorptions of water
by a dry powder of protein. The other is sometimes called
“expressible moisture” where a product is subjected to a
force and the amount of moisture expelled is measured.
The force is usually pressure or centrifugation. These
types of tests must be carefully designed so that the actual
internal structure of the gel or food is not destroyed when
the pressure is applied. This would lead to an underesti-
mation of the water binding for the system since water
that normally would have been trapped in the matrix
would be expressed (17).

D. EMULSIFICATION

An emulsion is a mixture of two immiscible liquids in
which one is dispersed in the other in the form of droplets
(18). It is common practice to call the liquid in the
droplets the dispersed, internal, or discontinuous phase.
The surrounding phase is called the external or continuous
phase. Emulsions in which the dispersed phase is a lipid
are called “oil in water” emulsions (o/w). Water in oil
emulsions contain droplets of water dispersed in a lipid
continuous phase. Egg yolk and milk are examples of nat-
ural emulsions. Many manufactured foods are intentional
emulsions including ice cream, salad dressings, chocolate,
mayonnaise, cakes, frosting, butter, and spreads. Food
emulsions are far more complex than a droplet of one
phase suspended in another. Foods contain many other
materials such as air, particulates or other dispersed
solids, partially crystallized fat, and gels. 

1. Principles of Emulsification

When a liquid is exposed to air, the surface between them
is in a state of tension. This so-called “surface tension” is
due to the attractive forces between molecules in the liq-
uid that are enhanced by exposure to air. In lay terms, the
molecules “bunch” together to decrease their exposure to
the air surface. When two immiscible liquids, such as
water and oil are in contact, the region of contact is called
the interface, with the development of “interfacial ten-
sion.” As the interfacial area increases, the stability of the
mixture decreases. An example would be the creation of
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temporary emulsion of oil in water by forming millions of
small droplets of oil suspended in the water phase. One
can imagine creating this mixture by blending several mil-
liliters of oil into a cup of water in a high speed mixer.
This type of mixture is called a “temporary emulsion,” for
although there would initially be millions of oil droplets,
they would rapidly coalesce into a separate oil layer which
would form on top of the aqueous phase. Coalesced
droplets have less surface area exposed to the water, and
thus are more stable. Vinegar and oil salad dressing is a
classic example of temporary emulsions. 

To stabilize emulsions it is necessary to add molecules
which decrease the interfacial tension between mixtures of
lipids and water. Surfactants are molecules that contain
both hydrophobic (non-polar) and hydrophylic (polar)
regions in their structure. When added to a system that
contains both lipids and water, surfactants rapidly migrate
to the interfaces between the two phases. At the interface,
the surfactants orient their polar region towards the aque-
ous phase and their non-polar region towards the lipid
phase. Since proteins contain amino acid residues that can
be polar and non-polar they can be excellent surfactants in
food systems. Figure 7.2 illustrates the coating of an oil or
fat droplet with a protein molecule. Once the droplet or air
bubble is coated, the interfacial tension between the two

phases is markedly lowered and the tendency to coalesce is
greatly reduced. The simplistic illustration in Figure 7.2
shows a single molecule of protein unfolding on the oil
surface. In a real emulsion, there are thousands of mole-
cules involved on the surface of a single droplet. If a suffi-
cient reduction in interfacial tension is achieved, the
emulsion can be stable for long periods of time.

2. Factors Affecting Protein-Based Emulsions

Food emulsions are complex systems which are normally
created by using large amounts of energy to form very
small particles of one phase which become suspended in
another. Higher energy inputs normally result in smaller
droplets and enhanced activity of any surfactants that are
present. To work well as a surfactant, a protein must be
able to migrate to the interface, orient polar and non-polar
side chains into the proper phases, and form a stable film
around the droplet. In many cases proteins may partially
unfold or denature during these activities. After unfolding
and orientation towards the proper phase, proteins form
multiple layers on the droplet surface due to intermolecu-
lar ionic, hydrogen, and hydrophobic bonding between
unfolded protein strands. The formation of superior emul-
sions by proteins relates to their ability to form viscous
yet flexible films around the surface of droplets (19). 

Most food emulsions are oil in water. In forming o/w
emulsions, the initial water solubility of the protein is very
important. Therefore, factors such as protein concentra-
tion, pH, salts, ionic strength, and temperature strongly
affect the emulsification ability of proteins. Other factors
that influence their ability to emulsify are related to the
physicochemical properties of the protein, such as surface
charge, surface hydrophobicity, molecular flexibility, ease
of denaturation, and dissociation behavior of subunits.
Table 7.3 lists the factors which can be important to the
formation and stability of protein-based emulsions. 

Since proteins vary in physicochemical properties, it
is not unexpected that researchers have seen varying
results when studying the effects of pH, salts, and tem-
perature on the emulsification ability of proteins. Because
proteins have unique primary, secondary, and quaternary
structures, environmental effects such as pH must be
determined for each individual protein. In general, pro-
teins near their isoelectric point (pI) are poor emulsifiers,
presumably due to poor solubility. As the pH is adjusted
away from the pI, improvement in emulsification is gen-
erally seen and is probably due to enhanced solubility.
Very low or high pH may lead to poor emulsification even
though the proteins might be very soluble. In this case, the
proteins are so highly charged they do not interact to form
films on the surface of the dispersed phase. If proteins are
coated with an excess of charges they will not form cohe-
sive, flexible films (19). Proteins with multiple subunits,
such as the soybean storage protein legumin, may exhibit
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improved emulsification activity at pH values where the
subunits are encouraged to dissociate (20). 

Several researchers have shown that surface
hydrophobicity can be highly related to the ability of pro-
teins to act as emulsifiers (21). In general, proteins that are
water soluble but which have large numbers of hydropho-
bic groups on their surface tend to be superior emulsifiers.
With increased surface hydrophobicity, a larger portion of
the protein strand might be able to interact with the oil or
fat droplet and form stronger protein films (22). Results
have shown that proteins with high surface hydrophobici-
ties, such as casein or bovine serum albumin (BSA), are
superior emulsifiers compared to proteins with low sur-
face hydrophobicities, such as collagen or gelatin (21). 

3. Methods of Measurement

As with other model systems tests, the results of protein
emulsification evaluations are often highly empirical.
Comparison of results between laboratories is only possi-
ble when strict testing conditions are maintained.
Although the absolute numbers obtained in these tests
may vary from lab to lab, the ranking of different proteins
in terms of ability to emulsify or emulsion stability are
often similar. The results seen in rapid tests may not give
the same results seen in a true food system. Many food
companies, however, cannot wait a year for results when
they are evaluating proteins for use in products under
development and subject to an accelerated development
time table. 

Emulsions are commonly tested for two parameters:
stability and capacity. Emulsification capacity is normally
measured as the maximum amount of oil a protein may
emulsify. A classic test of emulsification capacity is that
of Wang and Kinsella (23), where the maximum amount
of oil that a protein can emulsify is determined by a titra-
tion method. Oil is added to a protein solution in a blender
or mixer until the emulsion fails, which is determined by
a rapid decrease in viscosity. Advantages are that the pro-
cedure is quick and simple. Disadvantages are that the
results are highly dependent on the equipment used to
generate the emulsions and the protein:lipid ratios
encountered in the test are not commonly encountered in
food systems (24). Another widely used technique is the
Emulsification Activity Index (EAI) developed by Pearse
and Kinsella (25). In this assay, the interfacial area created

in an emulsion is measured by a spectrophotometric assay.
As the ability of a protein to emulsify increases, smaller
and smaller emulsion droplets are formed, which can be
measured by light scattering principles. Advantages of
this method are that it is a rapid technique that does not
rely on the use of an external force to break the emulsion.
Disadvantages are: 1) emulsions must be prepared under
very standardized conditions (e.g., sample container vol-
ume, homogenizer or mixer manufacturer, speed or power
settings) and 2) several studies have found poor correla-
tions between EAI and emulsion stability (24). 

Emulsion stability can be measured by a variety of
methods. Choice of method depends on the type of insta-
bility or emulsion breakdown observed in the actual food
system where the protein may be used. Separation and
clustering of fat or oil droplets on the top of an emulsion
is called “creaming” and is a marked sign of emulsion
breakdown. A standard test for creaming (26) involves the
placement of an emulsion in a graduated cylinder which is
held in an environmental chamber. The height of the
boundary between the top of the creaming layer and the
residual emulsion is measured as it decreases with time.
Advantages of the test are that it can be set up rapidly and
it can be easily used to determine how pH, ionic strength,
and protein concentration impact emulsion stability.
Disadvantages are that lengthy storage times under highly
controlled conditions are required (24). A more rapid test
is the Emulsion Volume Index where centrifugation in
microhematocrit tubes is used to accelerate the forces
which cause emulsion breakdown (27). Advantages are
that analysis times are much shorter and other researchers
have found correlations between EVI and longer term 
stability testing of actual products (24). If time is not
essential, it is possible to use a long-term storage test to
evaluate emulsion stability by measuring droplet size 
distribution and concentration in a hermetically sealed
container (28). Although the test can duplicate actual stor-
age conditions of products, it may take over a year to 
complete (24). 

E. FOAMING

Emulsions and foams are similar types of food systems in
that they contain two distinct phases. In foams, the liquid
or solid continuous phase surrounds a dispersed gaseous
phase which is usually air. Many times a protein which
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TABLE 7.3
Factors Affecting Formation and Stability of Protein-Based Emulsions

Environmental factors Temperature, pH, salt concentration, salt type, ionic strength, other ions, other food components
Protein characteristics Solubility, ease of denaturation, surface hydrophobicity, surface charge, isoelectric point, flexibility, elasticity 

of protein film
Processing parameters Amount and rate of energy input (shear), oil or fat type, oxidative state of lipid, temperature
Aqueous phase Viscosity



emulsifies well will also foam well. The first step in the
formation of a foam is the migration of proteins to the
interface between air bubbles and the aqueous phase. At
the interface the protein will unfold and orient their non-
polar regions toward the air phase. As proteins adsorb on
the bubble surface, they begin to form layers of partially
denatured proteins which encapsulate the air bubble and
prevent the foam from collapsing (29). Foams may be pro-
duced by mechanical agitation (whipping) or sparging,
which is the injection of gas through very small orifices to
produce bubbles. Most food foams are produced by whip-
ping and include meringues, soufflés, whipped cream,
non-dairy whipped toppings, angel food or sponge cakes,
and ice cream. Yeast leavened breads are foams that are
produced by the trapping of carbon dioxide bubbles by the
gluten protein matrix.

1. Factors Affecting Foaming

As with other functional properties, solubility plays a crit-
ical role in foaming. Good foaming proteins also exhibit
one or more of the following molecular properties: 1) high
rates of diffusion and adsorption at the interface, 2) abil-
ity to unfold and denature at the interface, and 3) ability to
form intermolecular associations with other molecules
that result in the formation of cohesive films around the
air bubble (1). The surface hydrophobicity of proteins cor-
relates with its ability to form foams (21). Since it is
important for a protein to unfold on the interface, the
foaming ability of some proteins can be improved by a
mild heat treatment or chemical modification which
loosens the protein structure and allows it to unfold more
rapidly. Enhanced film formation through increased inter-
molecular bonding is also generally seen. Excessive
denaturation will decrease foam formation and stability
by decreasing initial protein solubility and causing protein
films to form at the interface that are inflexible and stiff.
This is a result of excessive intermolecular interaction
between protein strands. 

In regard to foaming ability, egg whites (albumen)
form some of the highest quality foams due to the proper-
ties of the constituent proteins, ovalbumin, globulins, and
ovomucoid. During the foaming of egg whites, acids such
as cream of tartar (potassium acid tartrate) are added after
an initial whipping period. The acid lowers the pH and
reduces the net charge on the protein which allows the
protein strands to interact more strongly. It also facilitates
the denaturation of proteins to increase the elasticity of
protein films around the air bubbles. Overall, a more sta-
ble film results. Addition of the tartrate before the initial
foaming causes the proteins to unfold prematurely and
interact before they reach the air bubble surface, which
results in decreased foam volumes and stabilities (1). 

In most cases, the foaming ability of proteins in inhib-
ited by the presence of lipids. Contamination of egg white

with as little as 0.03% egg yolk completely inhibits foam-
ing (30). It is theorized that lipid is absorbed at the
air/water interface within the foam and causes the protein
film to rupture. Conversely, high concentrations of satu-
rated fat can stabilize foams. An example is whipped dairy
cream in which cold coalesced fat droplets can sur-
round protein-encapsulated air bubbles, resulting in a very
stable foam.

The amount of energy used during foam formation
impacts on foam stability. Energy inputs must be sufficient
to create very small air bubbles and assist in the denatura-
tion of proteins due to shear forces. Over-whipping, how-
ever, may cause the foam to dehydrate and collapse,
leading to decreased foam volume and stability. Energy
input must not cause the proteins to denature prior to
encountering air bubbles. Denatured protein may fail to
reach the air bubble surface and precipitate by interacting
with other protein molecules in solution. The denatured
protein may also form more brittle films on the air bubble
surface. 

2. Methods of Measurement

As previously mentioned, the results of functional tests
many times are empirical and depend on the methods
used and the laboratory in which they are performed.
Several methods have been published for foaming pro-
teins, including shaking, sparging (gas injection), and
whipping (31). Most food foams are prepared by whip-
ping. Results from a model system test that is based on
whipping might be better correlated to actual foods since
the method of preparation more closely resembles actual
food preparation. Both foam volume and foam stability
are important in the manufacture of foods, so it would be
valuable to gather data in a model system on those two
parameters. Wilde and Clark (29) have published foama-
bility and stability methods that have been widely
accepted. The methods use inexpensive equipment but
care should be taken to use identical procedures between
different laboratories. Another widely used test deter-
mines the percent overrun of a foam and involves the
removal of samples at various times to determine foam
density (32). Stability tests for foams commonly use a
“half-life” determination where the time for half of the
foam to break down or half the original liquid volume to
return to the liquid state is measured.

III. APPLICATION OF FUNCTIONAL
PROPERTIES

A. INTENTIONAL MODIFICATION OF PROTEIN

FUNCTIONAL PROPERTIES

The manufacture of many modern food products relies on
the use of proteins for their functionality. The proteins
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may be a natural constituent of the food, such as in mus-
cle, or the proteins may be added as an ingredient due to
their ability to solubilize, bind water, gel, emulsify, or
foam. As we have discussed, the functional properties of
proteins are interrelated and associated with the structures
of the protein molecule. Although we can obtain protein
from a multitude of sources, not all proteins are highly
functional due to their primary, secondary, tertiary, or qua-
ternary structures. For example, several yeast proteins and
many plant proteins have limited functionality when used
in their native conformation. Solubility may be a problem
for some types of proteins and require the addition of salts
to enhance their functionality. An example is in the man-
ufacture of frankfurters where 0.5–1.5% salt is commonly
used to enhance the functionality of myosin in gel forma-
tion. Protein modification has the potential to enhance the
use of many less functional and less expensive proteins to
perhaps make foods more economical and perhaps more
desirable in a nutritional sense. 

Modification is the intentional alteration of the
physicochemical properties of a protein by chemical,
physical, or enzymatic means to improve functional prop-
erties (33). Many of the alterations simply increase solu-
bility, since it is paramount to most functional properties.
For proteins with substantial quaternary structures, such
as the legume storage proteins, improvement is related to
the disruption of the bonding between individual subunits.
In other cases it might be the alteration of amino acids on
the protein surface to make them more polar or the dis-
ruption of hydrophobic cores of proteins to decrease their
molecular density. 

As we have learned, a protein’s ability to emulsify or
foam is related to its ability to migrate to an interface and
denature or unfold. Some types of modification will
“loosen” up the native structure of a protein through
chemical, physical (e.g., heating), or enzymatic means to
allow the protein to migrate, unfold, and interact more
substantially on the interface in either emulsions or foams.
These types of treatments can also enhance the ability of
water to bind within a protein or the ability of protein
strands to interact to form gels; thus both water-binding
and gelation behavior of proteins can be enhanced by
modification. 

1. Chemical Modification

A variety of chemical modifications have been used to
enhance the functionality of proteins from plants, animals,
and microorganisms. These generally involve the use of a
chemical agent to modify the protein by reacting to cova-
lently alter the amino acid residues on its surface.
Acylation reactions that involve the direct addition of
chemical groups through the R groups (side chains) of
amino acids have the most potential to modify proteins.
Researchers have examined modification of surface

charge via the creation of esters with acetic, succinic,
phosphoric, and a number of fatty acids. Sugars and other
oligosaccharides have also been attached to the surfaces
of proteins (33).

The common sites for acylation are the epsilon and
alpha amino groups of proteins. Lysine is a particularly
reactive amino acid, followed by tyrosine and cysteine.
Alteration of surface charge and surface hydrophobicity
through these modifications is the likely mechanism for
functionality improvement.

For chemically altered proteins to be acceptable for
human foods they must be nontoxic and digestible (34).
Typically, modified proteins can be tested using protocols
outlined by the Food and Drug Administration (FDA). A
number of different tests can be used to determine the
impact on nutritive value (33). Because lysine is an essen-
tial amino acid for many species and is also a major site
for modification, decreases in nutritive value are seen in
chemically modified proteins. Protein Efficiency Ratios
(PER) for modified proteins typically range from
40–100% of the values for their unmodified counterparts
(33). Since physical and enzymatic methods do not alter
amino acid composition dramatically, they are preferred
methods for modifying proteins. 

2. Enzymatic Modification

Enzymatic modification of proteins includes partial
hydrolysis, covalent attachment of functional groups, and
the incorporation of cross-links between protein mole-
cules (35).

Protein hydrolysis is the most widely used of these
techniques. Proteolysis is easy to control, very rapid, and
occurs under ambient conditions. There is very low risk
for the formation of toxic residues. Proteolysis is consid-
ered by many to be the most cost-effective way to enhance
protein functionality (35). Because proteolysis produces
peptides that are smaller in size and which contain less
secondary structure than the original proteins, their solu-
bility is increased. Enhanced solubility is directly related
to the degree of hydrolysis and related to increases in
functional properties such as foaming and emulsification.
Partial hydrolysis has been used to improve the function-
ality of a wide variety of proteins from beef, chicken,
dairy, fish, yeast, corn, wheat, and peas. Proteolysis is
commercially used to prepare functional protein products
for use as food ingredients. Depending on the source of
protein, optimal peptide size for one functionality, such as
foaming, does not always equate to optimal functionality
for another, such as emulsification. Proteolysis is quite
interesting in that it is possible to fine tune the process to
obtain protein ingredients that are optimized for a given
functionality. 

Enhanced functionality due to cross-linking or cova-
lent attachment of a hydrophylic or hydrophobic residue
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is also an area of intense research. Several very functional
natural proteins, such as ovomucin, the superior foaming
protein from egg white, have surfaces that are highly polar
due the presence of glycosyl groups. Researchers have
been able to produce protein products with excellent
foaming abilities from soy and casein using enzymes
which attach very polar groups to their surface (36).
Another enzyme, peptidoglutaminase, has also been
examined as a means of improving functionality (37). The
enzyme increases the negative charges on a protein by
converting glutamine and aparagine to their negatively
charged counterparts, glutamic and aspartic acids. This
technology appears to have potential for widespread use
since many insoluble proteins from soy, peas, beans,
dairy, and wheat have substantial numbers of glutamine
and aparagine residues on their surface. 

3. Physical Modification

Heat is the major way in which physical modifications are
carried out with proteins. For example, the industry is
replete with many soy protein products that have been
modified by heating to improve foaming, emulsification,
water-binding, and gelation properties (38). Heat causes
proteins to partially denature through changes in second-
ary and primary structure. In theory, this should increase
the functionality of the protein by improving its ability to
unfold at interfaces and form films around air bubbles or
lipid droplets. In particular, the gelling ability of several
proteins, such as those from dairy whey, has been sub-
stantially improved through heat treatment (4). Many of
the procedures used to manufacture heated protein ingre-
dients for use in formulated foods are proprietary. It is
known, however, that the procedures used to maximize
the functionality of a protein source for one application
are usually not the same for another. In other words, heat-
ing techniques used to enhance foaming or gelling are not
the same as for emulsification (4).

A specific type of modification of plant proteins using
heat has widespread application. Texturized Vegetable
Protein (TVP) is commonly used in the processed food
and food service industry to bind water and fat. Most TVP
products are made from soy and are manufactured under
very specific environmental conditions of temperature,
pH, ionic strength, and pressure. TVP is produced using
extrusion techniques where the proteins are subjected to
heat, pressure, and shear forces simultaneously. The pro-
teins are extensively denatured and insolublized; however,
the resulting matrix is almost sponge-like in its ability to
bind other liquids, such as excess fat and moisture, in food
systems. 

One interesting application of physical alteration of
proteins is the manufacture of several fat substitutes
through the manipulation of their physical characteristics.
Using a process generically called “microparticulation,”

proteins from milk and/or eggs are denatured and refolded
into smaller, denser particles that can act as lubricants
during the chewing and swallowing of foods. These mate-
rials have the mouthfeel of lipids, but are actually a blend
of proteins and water. Simplesse (registered trade name by
the NutraSweet Company) is an example. Since these
ingredients are proteins, they cannot be used in products
that will see extremes of environment, such as heat or pH,
since they would most likely denature under such condi-
tions. Their use is probably limited to products that will
only see low temperature heating processes, such as pas-
teurization. 

IV. SUMMARY

The functional properties of proteins are defined as their
physical or chemical properties that affect foods during
their preparation, processing, storage, and consumption.
They contribute greatly to the quality and acceptability of
a wide range of natural and processed/prepared foods in
the food supply. Proteins are considered by many experts
to be the most multifunctional components of foods in
that they can play many different roles in foods. Natural
products made from meat, poultry, dairy, eggs, cereal
grains, and legumes, as well as the majority of formulated
foods developed and marketed through the food industry,
all rely on the functionality of proteins for their accept-
ability and quality. 

The functional properties include solubility, water-
holding ability or capacity, gelation, emulsification, and
foaming. Solubility is paramount for the successful use of
proteins in most food systems. To function in a food the
protein must be able to migrate throughout the aqueous
phase to seek interfaces (foaming and emulsification),
hold water, or form extensive three-dimensional networks
(gelation). The solubility of a protein is determined by its
amino acid sequence and is greatly influenced by envi-
ronmental factors such as solvent polarity, pH, tempera-
ture, and concentration of dissolved salts. 

Food gels are diverse structures primarily composed
of immobilized water held within a cross-linked protein
matrix. Both thermally reversible (gelatin) and thermally
irreversible (frankfurters) gels are important food prod-
ucts. The ability of a protein to gel is primarily evaluated
by measuring the texture or strength of the gel using a tor-
sion test.

Water binding by proteins is influenced by tempera-
ture, concentration of protein, concentration of salt,
degree of protein denaturation, and the presence of other
compounds, such as sugars or alcohols. Two main meth-
ods, water absorption and expressible moisture, are com-
monly used to measure the water binding of proteins.

Emulsification and foaming are cousins in the protein
functionality family. They both rely on similar properties
of the protein in the food system, such as solubility and
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ease of denaturation. Proteins must be able to migrate to
the interface formed with the second phase of oil in emul-
sions and air in foams. Proteins must be able to form
cohesive, multilayered, flexible films around droplets of
lipid or air. The main model tests involve measuring the
overall ability of a protein to emulsify or foam, as well as
the stability of the emulsion or foam created. 

The functional properties of proteins are often meas-
ured using model systems that can vary widely from
researcher to researcher. To make the results of our
research valuable, we must strive to use protocols that are
widely accepted and used by our colleagues. In many
cases, model systems do not mimic the conditions seen in
real food systems. We tend to measure, and correctly so,
the fundamental properties that are related to the desired
functional property seen in the food. 

The modification of proteins by chemical, physical,
and enzymatic methods has increased the utilization of
less conventional protein sources and decreased the costs
of manufacture for a number of food products. Most
methods attempt to increase the solubility of proteins.
Although chemical methods are effective, there are ques-
tions regarding safety and nutritional losses. Enzymatic
and physical methods have been adapted for use in the
protein ingredients industry. Heating remains the most
widely used modification technique and has been very
successful in increasing the functionality of a wide range
of proteins, particularly those from soybeans and whey.
Texturization produces very useful protein ingredients
which have the ability to adsorb excess moisture and fat in
foods. Lastly, the ability of proteins to be compressed
allows them to be used as fat substitutes in foods. 

REFERENCES

1. Smith, D.M. and Culbertson, J.D. 2000. Proteins:
Functional Properties, Ch. 9. In Food Chemistry:
Principles and Applications, G.L. Christen and J.S.
Smith (Eds.). pp. 131–148. STS. West Sacramento, CA.

2. Smith, D.M. 2003. Measurement of Functional
Properties: Overview of Protein Functionality Testing.
Unit B5.1.1–B5.1.9. In Current Protocols in Food
Analytical Chemistry, Vol. 1, E.W. Harkins (Ed.). pp.
Unit B5.1.1. John Wiley & Sons, Inc., New York.

3. Schwenke, K. D. 1997. Enzyme and chemical modifica-
tion of proteins. Ch 13. In Food Proteins and Their
Applications, S. Damodaran and A. Paraf (Eds.). pp.
393–423. Marcel Dekker, Inc., New York.

4. Beuschel, B.C., Culbertson, J.D., Partridge, J.A. and
Smith, D.M. 1992. Gelation and emulsification proper-
ties of partially insolubilized whey protein concentrates.
J. Food Sci. 57:605–609.

5. Hung, T.Y. and Smith, D.M. 1993. Dynamic rheological
properties and microstructure of partially insolubilized
whey protein concentrate and chicken breast salt soluble
protein gels. J. Agric. Food Chem. 41:1372–1378.

6. Kneifel, W. Paquin, P, Albert, T. and Richard, J.P. 1991.
Water-holding capacity of proteins with special regard
to milk proteins and methodological aspects—A review.
J. Dairy Sci. 74:2027–2041.

7. AOCS. 1999. Official Methods and Recommended
Practices, 5th ed. American Oil Chemists Society,
Champaign, Ill.

8. AACC. 2000. Approved Methods, 10th ed. American
Association of Cereal Chemists, St. Paul, MN.

9. Clark, A. H. 1992. Gels and Gelling. Ch. 5. In Protein
Functionality in Foods, H.G. Schwartzberg and R.W. Hartel
(Eds.). pp. 263–305. Marcel Dekker, Inc., New York.

10. Doi, E. 1993. Gels and gelling of globular proteins.
Trends Food Sci. Technol. 4:1–5.

11. Foegeding, E.A. and Hamann, D.D. 1992. Physico-
chemical aspects of muscle tissue behavior. Ch 8, in
Physical Chemistry of Foods. H.G. Schwartzberg and
R.W. Hartel (Eds.). pp. 423–441. Marcel Dekker, Inc.,
New York.

12. Gel Consultants, Inc. 1991. Torsion Gelometer Manual,
Gel Consultants, Inc., Raleigh, NC.

13. Vittayanont, M., Steffe, J.F., Flegler, S.L. and Smith,
D.M. 2003. Gelation of chicken pectoralis major
myosin and heat-denatured beta-lactoglobulin. J. Agric.
Food Chem. 51:760–765.

14. Lee, C.M., Filipi, I.Y., Xiong, Y., Smith, D.M.,
Regenstein, J., Damodaran, S., Ma, C.Y. and Haque,
Z.U. 1997. Standardized failure compression test of pro-
tein gels from a collaborative study. J. Food Sci.
62:1163–1166.

15. Richardson, R.I. and Jones, J.M. 1987. The effects of
salt concentration and pH upon water binding, water-
holding and protein extractability of turkey meat. Int. J.
Food Sci. Technol. 22:683–692.

16. Honikel, K.O. 1987. How to measure the water binding
capacity of meat: Recommendation of standardized
methods. In Evaluation and Control of Meat Quality in
Pigs, P.V. Tarrant, G. Eikelenboom and G. Monin
(Eds.). pp. 129–142. Martinus Nijhoff. Dordrecht, the
Netherlands. 

17. Krocher, P.N. and Foegeding, E.A. 1993.
Microcentifuge-based method for measuring water-
holding of protein gels. J. Food Sci. 58:1040–1046.

18. Cameron, D.R., Weber, M.E., Idziak, E.S., Neufeld, R.J.
and Cooper, D.G. 1991. Determination of interfacial
areas in emulsions using turbidimetric and droplet size
data; Correction of the formula for emulsifying activity
index. J. Agric. Food Chem. 39:655–659.

19. Dickinson, E. 1994. Protein stabilized emulsions. J.
Food Engineering 8:59–74.

20. Halling, P.J. 1981. Protein stabilized foams and emul-
sions. Crit. Rev. Food Sci. Nutr. 15:155–203.

21. Nakai, S., Li-Chan, E. and Arteaga, G.E. 1996.
Measurement of surface hydrophobicity. In Methods of
Testing Protein Functionality, G.M. Hall (Ed.). pp.
226–259. Blackie Academic and Professional. New York.

22. Damordaran, S. 1997. Protein-stabilized foams and
emulsions. Ch. 3. In Food Proteins and Their
Applications, S. Damordaran and A. Paraf (Eds.). pp.
57–110. Marcel Dekker Inc., New York.

7-12 Handbook of Food Science, Technology, and Engineering, Volume 1



23. Wang, J.C. and Kinsella, J.E. 1976. Functional proper-
ties of novel proteins: Alfalfa leaf protein. J. Food Sci.
41:286–292.

24. Smith, D.M. 2003. Measurement of Functional
Properties: Overview of Protein Functionality Testing.
Unit B5.1.1–B5.1.9. In Current Protocols in Food
Analytical Chemistry, Vol. 1, E.W. Harkins (Ed.). pp.
B5.1.6. John Wiley & Sons, Inc., New York.

25. Pearce, K.N. and Kinsella, J.E. 1978. Emulsifying prop-
erties of proteins: Evaluation of a turbidimetric tech-
nique. J. Agric. Food Chem. 26:716–723.

26. Weiss, Jochen. 2002. Emulsion Stability Determination.
Unit D3.4.1–D3.4.17. In Current Protocols in Food
Analytical Chemistry, Vol. 1, E.W. Harkins (Ed.). pp.
D3.4.4. John Wiley & Sons, Inc., New York.

27. Fligner, K.L., Fligner, M.A. and Mangino, M.E. 1991.
Accelerated tests for predicting long-term creaming sta-
bility of infant formula emulsion systems. Food
Hydrocolloids 5:269–280.

28. McClements, D.J. 1999. Food Emulsions: Principles,
Practice and Techniques. CRC Press, Boca Raton, FL.

29. Wilde, P.J. and Clark, D. C. 1996. Foam formation and
stability. Ch. 5. In Methods of Testing Protein
Functionality, G.M. Hall (Ed.). pp. 110–152. Blackie
Academic and Professional, New York.

30. Dickenson, E. 1994. Protein stabilized emulsions. J.
Food Engineering. pp. 59–74.

31. Phillips, L.G., German, J.G., O’Neil, T.E., Foegeding,
E.A., Harwalker, V.R., Kilara, A., Lewis, B.A.,

Mangino, M.E., Morr, C.V., Regenstein, J.M., Smith,
D.M. and Kinsella, J.E. 1990. Standardized procedure
for measuring foaming properties of three proteins: A
collaborative study. J. Food Sci. 55:1441–1444. 

32. Phillips, L.G., Haque, Z. and Kinsella, J.E. 1987. A
method for the measurement of foam formation and sta-
bility. J. Food Sci. 52:1074–1077.

33. Schwenke, K.D. 1997. Enzyme and chemical modifica-
tion of proteins. Ch. 13, In Food Proteins and Their
Applications, S. Damoraran and A. Paraf (Eds.). pp.
393–423. Marcel Dekker, Inc., New York.

34. Singh, H. 1991. Modification of food proteins by 
covalent cross-linking. Trends in Food Sci. Tech. 
2:196–200.

35. Vojdani, F. and Whitaker, J.R. 1994. Chemical and
enzymatic modification of proteins for improved func-
tionality. Ch. 9. In Protein Functionality in Food
Systems, N.V. Hettiarachchy and G.R. Ziegler (Eds.).
pp. 261–309. Marcel Dekker, Inc., New York.

36. Kato, A., Wada, T., Kobayashi, K., Seguro, K. and
Motoki, M. 1991. Ovomucin-food protein conjugates
prepared through the transglutaminase reaction. Agric.
Biol. Chem. 55:1027–1031.

37. Hamada, J.S. 1992. Effects of heat and proteolysis on
deamidation of food proteins using peptidoglutaminase.
J. Agric. Food Chem. 40:719–823.

38. Hill, S.E. 1996. Emulsions. Ch. 6. In Methods of Testing
Protein Functionality, G.M. Hall (Ed.). pp. 153–185.
Blackie Academic and Professional, New York.

Food Protein Functionality 7-13





I. INTRODUCTION

Although the intake of excess fat may result in significant
health problems, it is important to note that fats are a crit-
ical part of a proper diet. The human body can produce
most fatty acids but certain “essential” fatty acids (e.g.,

linoleic and linolenic acid) are typically derived from
lipid-containing foods since the body cannot produce
them. In addition, fats in foods are sources of vitamins A,
D, E, and K. There is considerable evidence that thera-
peutic components that can improve human health are
endogenous to food fats. Fats also contribute unique 
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flavors and physical properties to the foods that con-
sumers find desirable. 

The two major classes of fats in foods are phospho-
lipids (PL) and triacylglycerols (TAG). Phospholipids are
constituents of cell membranes while TAG are fatty glob-
ules that exist primarily as coalesced droplets in biologi-
cal tissues. Other types of fats include sterols, waxes, and
carotenoids. Lipid is a term used to encompass all types of
compounds that are soluble in organic solvents and there-
fore classified as fats. Olive oil contains only triacylglyc-
erols while muscle foods contain both PL and
triacylglycerols. Food emulsions can contain only TAG
(e.g., margarine) or TAG and PL (e.g., mayonnaise). The
egg portion of mayonnaise supplies PL, which cause the
water phase and the oil phase to be continuous. In other
words, yolk phospholipids act as emulsifiers.
Phospholipids and TAG are each susceptible to oxidation
during storage that results in the formation of off-odors
and off-flavors, which effectively end shelf life. Loss of
nutritional value can also occur due to oxidation of the
lipid and co-oxidation of proteins and vitamins (1).
Triacylglycerols and phospholipids can be modified so
that desirable functional properties are made available.
These functional properties include physical attributes,
flavor stability, caloric value, therapeutic effects, and
nutrient content. This chapter will primarily focus on 1)
factors that promote or inhibit lipid oxidation processes,
and 2) chemical modification of lipids that improve their
functional and nutraceutical properties. Further, the chem-
istry involved in food processes such as oil refining, fry-
ing, and food irradiation will be addressed.

II. NOMENCLATURE

The core portion of any lipid comprises repeating units of
the hydrocarbon group (-CH2)n. Saturated hydrocarbons
are typically named with a numerical prefix and the ter-
mination “ane” (e.g., octane is an 8-carbon saturated
hydrocarbon). The suffix “ene” indicates the presence of
double bonds also expressed as “unsaturation” in the
hydrocarbon. Fatty acids contain an acid group (-COOH)
bound to the hydrocarbon tail (Figure 8.1). At pH values
above the pKa for each fatty acid, the fatty acid will exist
mainly in its conjugated base form (COO−). The charge on
the fatty acid will control its reactivity.

The shorthand for c-9 octadecenoic acid (oleic acid) is
18:1ω9. This indicates there are 18 carbons and one double
bond. The ω9 indicates that the double bond is nine car-
bons in from the end of the hydrocarbon portion. c-11
octadecenoic acid (asclepic acid, 18:1ω7) also exists in
nature but is less prevalent than oleic acid. This molecule is
identical to oleic acid except that the double bond is seven
carbons in from the hydrocarbon tail. The omega symbol
(ω) is assigned because nutritional and health impact of
different fatty acids are related to the locations of the dou-

ble bonds. Omega-3, ω-3, and n-3 are often used inter-
changeably. Linolenic acid (18:3ω6 or 18:3 cis-6, cis-9,
cis-12) indicates that there are three double bonds. The 6,
9, 12 are the positions where the double bonds begin count-
ing the carboxylic acid group as the first carbon (Figure
8.1). The cis conformation is indicative that both alkyl
groups adjacent to the double bond are aligned in the same
direction. Trans fatty acids have the alkyl groups pointing
in opposite directions. Most polyunsaturated fatty acids
have 1,4-pentadiene structures as illustrated in Figure 8.1.
Conjugated fatty acids will have one of the double bonds
shifted one carbon closer to the adjoining double bond.
Desaturases and elongases cause smaller and more satu-
rated fatty acids (e.g., linoleic acid 18:2ω6) to be converted
to longer and less saturated fatty acids (e.g., arachidonic
acid 20:4 ω6). 

Each membrane phospholipid contains two fatty acids
and a single polar head group esterified to glycerol 
3-phosphate (Figure 8.2). Typical head groups bound to
the phosphate portion include ethanolamine, choline, and
serine. These head groups are polar and orient themselves
toward the aqueous phase while the fatty acids assemble
away from the water phase to form a lamellar membrane
bilayer (Figure 8.3). Sterols, proteins, and glycolipids
imbedded in the membrane are not illustrated. Other
molecular arrangements of phospholipids are possible
including inverted micelles (2). Triacylglycerols contain a
glycerol backbone on which three fatty acids are esteri-
fied. Locations of the fatty acids are designated as sn-1,
sn-2, and sn-3. A more extensive review of nomenclature
of lipids including different sphingolipids, waxes, sterols,
and carotenoids is available (3).

III. LIPID OXIDATION

Lipid oxidation needs to be controlled during storage in
order to prevent the formation of off-odors and off-flavors
in foods. Desired color and nutritional attributes are also
compromised when oxidation of lipids is unimpeded 
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FIGURE 8.1 (Top) Structure of cis-6, cis-9, cis-12 linolenic
acid (18:3ω6). (Bottom) The 1,4-pentadiene unit within most
polyunsaturated fatty acids.



during storage. The mechanism and rate of lipid oxidation
will vary depending on the system under investigation.
Interfacial properties, processing temperature, particle
size, fatty acid unsaturation, and non-lipid constituents
will differ among different systems (e.g., a bulk oil, salad
dressing emulsion, raw muscle, cooked meat). Therefore
the optimal strategies used to inhibit lipid oxidation
processes will change from system to system. This should
be kept in mind as general principles of lipid oxidation
reactions are discussed. Attention to lipid oxidation has
rapidly expanded in recent years due to the growing accu-
mulation of evidence that the onset of various disease
states may be related to intake of oxidized food lipids and
ingesting critical amounts of antioxidants may improve
human health (4, 5).

The classical description of lipid oxidation processes
begins with the initiation step where a hydrogen atom is
abstracted from a polyunsaturated fatty acid (Figure 8.4).

This causes the formation of a lipid alkyl radical (L•) that
reacts with oxygen to form a peroxyl radical (LOO•). The
peroxyl radical can then abstract a hydrogen atom from a
different polyunsaturated fatty acid to form a lipid
hydroperoxide (LOOH) and another alkyl radical (propa-
gation). It should be kept in mind that small amounts of
pre-formed lipid hydroperoxides exist in freshly processed
oils, muscle foods and even biological tissues in vivo
(6, 7). This may decrease the importance of controlling true
‘initiators’ of lipid oxidation and switch the emphasis to a
better understanding of food constituents that break down
lipid hydroperoxides. The breakdown of lipid hydroperox-
ides by metals, heme, heme proteins, and hydroperoxide
lyases causes the formation of key volatiles (e.g., aldehy-
des and ketones) that are responsible for the undesirable
odors and flavors associated with lipid oxidation.

Oleic acid (18:1) is generally more susceptible to lipid
oxidation than any saturated fatty acids. This is because the
lower bond energy of hydrogen atoms adjacent to a double
bond allows for more easy abstraction compared to hydro-
gen atoms in fatty acids lacking double bonds. Most fatty
acids with two or more double bonds possess the 1,4-pen-
tadiene structure (Figure 8.1). Hydrogen atoms in the cen-
ter of the 1,4-pentadiene are around 20 times more
abstractable than the abstractable hydrogen of oleic acid
(8). Increasing the number of double bonds increases the
number of 1,4-pentadiene units and thus increases suscep-
tibility to lipid oxidation. The relative rates of lipid oxida-
tion of oleate (1 double bond): linoleate (2 double bonds):
linolenate (3 double bonds) was reported to be 1:12:25 (9).
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FIGURE 8.4 Initiation, propagation and termination of lipid
peroxidation.



This was the case in pure lipid systems. In different lipo-
some preparations, oxidative stability decreased as the
degree of fatty acid unsaturation increased (10). However,
the order of oxidative stability was found to increase with
increasing degree of unsaturation when different fatty acids
were dispersed in 1% Tween 20 and exposed to iron salts
and ascorbate (11). Although atypical, this indicates that
under certain conditions highly unsaturated fatty acids are
more resistant to lipid oxidation than more saturated ones.
In oil-in-water emulsions, fatty acid composition, the phys-
ical states of the lipids, content of tocopherols, and activity
of transition metals were implicated as factors controlling
rates of lipid oxidation (12).

In muscle foods the situation is even more complex. A
multitude of components are present that can either acceler-
ate or slow down lipid oxidation processes. Water-washing
of muscle fibers from various animal species was used to
obtain a wide range of fatty acid unsaturation (13). Washing
the muscle removes aqueous antioxidants and pro-oxidants
while insoluble myofibrillar proteins and membrane phos-
pholipids remain after washing. Metmyoglobin or iron was
added to the washed fibers to stimulate lipid oxidation. The
general trend was that lipid oxidation occurred more rapidly
in washed muscle containing elevated levels of polyunsatu-
rated fatty acids (fish > chicken > beef). It has also been
shown that the ability of fish, poultry, and beef hemoglobins
to promote lipid oxidation in a washed muscle system
occurred in the following order (fish > chicken > beef) (14).
Therefore, the reactivity of different hemoglobins in various
muscle foods should be considered as a causative factor in
addition to fatty acid unsaturation and endogenous antioxi-
dant capacity. 

Compartmentation of cellular and extracellular reac-
tants should be critical in controlling rates of lipid oxida-
tion. Takama et al. (15) suggested that minced flesh of
trout was susceptible to rancidity due to the dispersed
blood pigments in the flesh caused by the mechanical
destruction of the tissue. Crushing plant tissue brings for-
merly segregated reactants together to stimulate various
reactions including oxidation of lipid (16). Critical cellu-
lar components and additional factors that control rates of
lipid oxidation are discussed below. In any discussion per-
taining to lipid oxidation, it is important to realize that any
component that accelerates lipid oxidation under one set
of conditions can be inhibitory under different conditions.

A. METALS

Low-molecular-weight metals are potent catalysts of lipid
oxidation. Copper and iron are two of the more potent
metal catalysts in biological systems. Only ferrous ions
and oxygen are needed to produce hydrogen peroxide
(H2O2) as seen in reactions 1 and 2:

Fe2+ � O2 → Fe3+ � �•O2 [reaction 1] 

�•O2 � 2H+ → H2O2 [reaction 2]

Ferrous iron (Fe2+) can then react with H2O2 or pre-
formed lipid hydroperoxides to produce hydroxyl or
alkoxyl and hydroxyl radicals, respectively (reactions 3
and 4). Hydroxyl and alkoxyl radicals are capable of
abstracting a hydrogen atom from a polyunsaturated fatty
acid and hence initiate/propagate lipid oxidation (17). 

Fe2+ � H2O2 → Fe3+ � −OH � �•OH [reaction 3] 

Fe2+ � LOOH → Fe3+ � �•OH � LO�• [reaction 4] 

Reaction 3 is termed the Fenton reaction. Hydroxyl radi-
cal can also be produced via the Haber-Weiss reaction
(reaction 5). A “ferryl ion” is produced from Fenton
reagents and relevant as an initiator of lipid oxidation
(reaction 6); even in the absence of H2O2, ferryl ion can be
produced from the reaction of Fe2+ and the “perferryl ion”
complex (Fe2+O2) (18). 

�•O2 � H2O2 → O2 � OH− � •OH [reaction 5] 

Fe2+ � H2O2 → Fe2+O � H2O [reaction 6] 

Ferryl ion

Chelators such as ethylenediaminetetraacetic acid (EDTA)
and adenosine diphospate (ADP) are widely used to
enhance the ability of iron to promote lipid peroxidation
(19). Ascorbate increased the ability of iron to stimulate
lipid oxidation by reducing ferric iron (Fe3+) to ferrous
iron (Fe2+) (20). Antioxidant properties of ascorbate and
metal chelators are discussed later (Section V.F and V.G).
Ferric iron can also be reduced enzymatically (e.g., mem-
brane bound reductase, ADP and NADH). Although Fe2+

did eventually stimulate lipid oxidation in sarcoplasmic
reticulum, increasing concentrations of Fe2+ increased the
lag phase prior to lipid oxidation; this suggested that Fe2+

initially was an antioxidant by reducing membrane antiox-
idant radicals to their active form (21). Fe2+ could then
stimulate lipid oxidation after the antioxidant capacity was
exhausted. Lipolysis, cooking temperatures, ascorbate,
peroxides and extended storage times have the ability to
increase iron concentrations in biological systems by stim-
ulating the release of iron from proteins including ferritin,
transferrin, hemoglobin, and myoglobin (22–26).

B. HEME PROTEINS

Hemoglobin and myoglobin are the predominant heme
proteins (HP) in muscle foods. The blood protein hemo-
globin is a tetrameric protein while myoglobin from the
interior of muscle cells is a monomer (single polypeptide
chain). Hemoglobin tetramers dissociate into monomers
and dimers upon dilution and with decreasing pH (27, 28).
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Certain aquatic and land animals possess multiple hemo-
globins with different chromatography characteristics 
(29, 30). These factors can cause erroneous determination
of hemoglobin and myoglobin content in tissue extracts.
Heme proteins consist of a globin chain(s) and a heme
ring(s), the latter containing an iron atom. The iron is pri-
marily in the ferrous state (HP-Fe2�) in vivo. Met heme
protein (HP-Fe3�) accumulates post mortem via a proton
or deoxygenated HP mechanism (reactions 7 and 8) (31).
A general term for the formation of metHP from
ferrousHP is heme protein autoxidation. 

oxy(+2)HP + H+ → met(+3)HP + •OOH [reaction 7]

deoxy(+2)HP + O2 → met(+3)HP + �•O2 [reaction 8]

Met heme protein formation is likely critical to the onset of
lipid oxidation since metHP reacts with either H2O2 or lipid
hydroperoxides to form the ferryl HP radical that is capable
of initiating lipid oxidation (reactions 9 and 10) (32).
MetHP is much more likely to unfold and release its heme
group compared to ferrous HP (33, 34). Released or dis-
placed heme can react with lipid peroxides to form various
lipid radical species that have the ability to propagate lipid
oxidation processes (reaction 11) (35–37). Bohr effects
occur in certain fish hemoglobins (38). This decreases oxy-
gen affinity of the heme protein at post mortem pH values
and hence increases met heme protein formation (reaction
8). It is still unclear if ferrous forms of heme proteins can
react with lipid hydroperoxides to stimulate lipid oxidation
processes although some potential pathways have been sug-
gested involving oxyHP and deoxyHP (39, 40).

met(�3)HP � H2O2 → HP+•ferryl(�4) � O + H2O
[reaction 9]

met(�3)HP � LOOH → HP+•ferryl(�4) � O + LOH
[reaction 10]

heme(�3) � LOOH → Heme(+3)-O• � LO• [reaction 11]

C. PEROXIDES

There are numerous sources of hydrogen peroxide in bio-
logical systems. Equations 1 and 2 describe an iron, oxy-
gen, and proton-mediated mechanism of formation.
NADPH-cytochrome P450 reductase produces �•O2 that
dismutates to H2O2 (19). Production of H2O2 in mito-
chondrial and peroxisomal fractions has been described
(41). H2O2 production in erythrocytes was mainly
attributed to hemoglobin autoxidation (42). H2O2 was pro-
duced at a rate of 14 nmol/g of fresh weight/30 min in
turkey muscle at 37°C (43). High concentrations of H2O2

will cause release of iron from the heme ring of heme
proteins (25). 

Like H2O2, lipid hydroperoxides (LHP) react with
metals or heme proteins to produce free radical species
that propagate lipid oxidation. Further, the collection of
volatiles that produce rancid odor result from LHP break-
down. Trace amounts of LHP are required for lipoxyge-
nase activity, converting iron in the active site from the
ferrous to ferric form (44). Reduction of lipid hydroper-
oxides to alcohols with compounds such as ebselen and
triphenylphosphine often abolishes any lipid oxidation
that was observed prior to reduction (45, 46). Tocopherol-
mediated lipid peroxidation was found to require Cu2+ and
low levels of lipid hydroperoxides (47).  Fe2+ reacts with
lipid hydroperoxides around 20 times faster than with
hydrogen peroxide (48). Protein hydroperoxides may also
exacerbate lipid oxidation processes (49). Non-lipid sur-
factant hydroperoxides increased rates of lipid oxidation
in oil-in-water emulsions (50).

D. ROLE OF OXYGEN

Oxygen not only peroxidizes alkyl radicals to propagate
lipid oxidation (Figure 8.4) but also is a source of acti-
vated oxygen species (Figure 8.5). Unlike �•O2,

•OOH
can cross membranes, which may increase its pro-oxida-
tive character (51). The oxygen concentration in marine
oils is fairly constant between 20°C and 60°C but
rapidly decreases between 60°C and 80°C (52). The O2

concentrations in these oils at 20°C (0.44 to 1.25 mM)
exceed the O2 concentration found in water at the same
temperature (around 0.30 mM). In 80% oxygen and 20%
carbon dioxide packaging, oxygen penetrated 1.7 to 11
mm into different muscle foods (beef � pork � lamb)
(53). At high ratios of [O2]/[H2O2], the ferryl ion initia-
tion (reaction 6) is believed to dominate while Fenton
reagents (reaction 3) are more prevalent at lower ratios
(18). In CCl4-induced lipid peroxidation of hepatocytes,
a distinct maximum was obtained at 7 mm Hg oxygen
while iron-mediated lipid oxidation in microsomes dif-
fered in oxygen dependence depending on whether initi-
ation or propagation phases were considered (54).
Metmyoglobin formation in beef occurred most rapidly
at around 11 mm Hg oxygen (55). Non-destructive oxy-
gen sensors are available to measure the oxygen content
in headspace of different packaging systems (56).
Carotenoids are believed to be more effective antioxi-
dants at low oxygen concentrations compared to higher
oxygen concentrations (57).
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E. LIPOXYGENASES AND MYELOPEROXIDASES

Lipoxygenases are responsible for flavor deterioration in
beans during frozen storage (58). Lipoxygenases “initiate”
lipid oxidation processes by hydrogen abstraction from a
polyunsaturated fatty acid. The off-flavor is due to the
volatiles that are produced from breakdown of the lipoxy-
genase-derived lipid hydroperoxides. Fresh fish aromas
are believed to result in part from lipoxygenases that
enzymically peroxidize fatty acid substrates (59). These
enzymes may also be responsible for formation of rancid
odors by providing critical amounts of lipid hydroperox-
ides that can be broken down by metals or heme proteins
to produce rancid odor. Some of the confusion surround-
ing the presence or absence of lipoxygenases in animal tis-
sues may be due to the quasi- lipoxygenase activities of
myoglobin and hemoglobin (60, 61). Esculetin has been
utilized as a specific lipoxygenase inhibitor; however,
esculetin is a phenolic compound that has general free rad-
ical scavenging ability and should not be considered a spe-
cific inhibitor of lipoxygenase.

Myeloperoxidases are found in white blood cell neu-
trophils. Myeloperoxidase catalyzes the reaction of chloride
and hydrogen peroxide that produces hypochlorous acid
which in turn reacts with •−O2 and yields hydroxyl radical
(62). This reaction was found to be six orders of magnitude
faster than the Haber-Weiss reaction (reaction 5) and does
not require iron. 

F. LIPOLYSIS

Lipolysis results in the formation of free fatty acids.
Lipolysis occurs due to enzyme action or heat and mois-
ture. Free fatty acids are responsible for both undesirable
and desirable flavors (e.g., milk rancidity or positive flavors
in cheese, bread, and yogurt). Cabbage phospholipase D
decreased the formation of lipid oxidation products in beef
homogenates and egg yolk phosphatidylcholine liposomes
(63). Adding free fatty acids to fresh salmon flesh, at levels
of free fatty acids that accumulated during 6 months at
–10°C storage, increased taste deterioration in fresh minced
salmon (64). The amount of taste deterioration from each
fatty acid was 22:6n-3 > 16:1n-7 > 18:2n-6 > 20:5n-3). This
suggested that hydrolysis of triacylglycerols negatively
impacted sensory quality. A review on lipolysis effects in
fish muscle indicated that triacylglycerol hydrolysis results
in increased lipid oxidation while phospholipid hydrolysis
was inhibitory (65). 

G. PHOTOACTIVATED SENSITIZERS (SINGLET

OXYGEN)

Oxygen can exist in the triplet (3O2) or singlet state (1O2).
Triplet oxygen is the normal state of oxygen while singlet
oxygen is generated via photosensitization by natural pig-
ments in food (e.g., riboflavin or chlorophyll). The two

electrons in the antibonding 2p orbitals of 3O2 have the
same spin and are in different orbitals. This creates a small
repulsive electronic state. In 1O2, the two electrons are in
a single antibonding orbital and have opposite spins;
therefore, electrostatic repulsion will be great. 1O2 is thus
at a higher energy state than 3O2, and 1O2 is more elec-
trophillic than 3O2. This causes 1O2 to react readily with
moieties of high electron density such as double bonds in
unsaturated fatty acids (8). This direct addition of 1O2 to
unsaturated fatty acids initiates lipid oxidation without the
need for hydrogen abstraction as is the case with free rad-
ical-mediated initiation. Nine or more conjugated double
bonds (e.g., carotenoids) are required for physical
quenching of singlet oxygen (66). Other compounds such
as tocopherols and amines can quench singlet oxygen by
a charge transfer mechanism (67). 

H. FAT CONTENT

Release of c-9 aldehydes into headspace decreased with
increasing oil content in oil-in-water emulsions (68). This
suggested that the impact of certain odor compounds is
decreased by elevated levels of fat via solubilization of the
component into the oil phase. A study was conducted that
examined the effect of added triacylglycerols on rates of
hemoglobin-catalyzed oxidation of washed cod muscle
lipids. No difference in rate or extent of lipid oxidation
catalyzed by hemoglobin was obtained when washed cod
muscle (around 0.7% phospholipids) was compared to the
washed cod muscle containing up to 15% added triacyl-
glycerols (69). This indicated that triacylglycerols did not
accelerate rates of lipid oxidation during storage. Similar
non-effects of added triacylglycerols were obtained in
cooked lipid-extracted muscle fibers (70). Increasing fat
contents did not increase oxidized oil odor in frozen
stored catfish (71).

I. EFFECT OF COOKING

Consumers are finding less time to prepare meals. The
food industry is responding to this by increasing the avail-
ability of pre-cooked meats. A major problem with pre-
cooked meats is the development of an objectionable
warmed-over flavor via lipid oxidation (72). This
warmed-over flavor occurs more rapidly during refriger-
ated compared to frozen storage temperatures. It has been
suggested that released iron from heme proteins promotes
warmed-over flavor in pre-cooked beef (23). The evidence
for this was that the low-molecular-weight fraction in an
aqueous extract of beef muscle stimulated lipid oxidation
of washed muscle fibers much better than the high-molec-
ular-weight fraction (73). On the other hand, in pre-
cooked fish, heme proteins were believed to be the active
catalysts due to higher pro-oxidative activity in the high-
molecular-weight fraction of the fish muscle (74).
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Polyphosphates inhibited lipid oxidation in pre-
cooked beef, which may be due to iron chelating proper-
ties of the phosphates (73). Inhibitors of warmed-over
flavor were produced in meat during retorting but could
not be extracted from raw beef. This suggests that the high
temperature processing caused formation of products that
inhibit lipid oxidation (75). Browning reactions that
involve carbohydrates and amino acids were believed to
impart this antioxidant effect.

Lipid oxidation is much less of a problem in pre-
cooked meats that are cured. Cured meats contain nitrite
in the formulation. The primary way that nitrite is
believed to exert its antioxidant effect is by conversion of
nitrite to nitric oxide (NO) that binds to the iron atom in
the heme ring of heme proteins. The NO-ligand may be
antioxidative by preventing release of heme or iron during
cooking and storage or by decreasing heme protein reac-
tivity. Nitrite can also act as an antioxidant by chelating
metals and scavenging free radicals. Nitrite may be toxic
at elevated levels and therefore it is critical to control the
residual nitrite content in the product.

IV. MEASURING RATES OF LIPID
OXIDATION IN FOOD SYSTEMS 

Lipid hydroperoxides are primary lipid oxidation products
that are precursors to rancidity. Lipid hydroperoxides need
to be broken down to form the low-molecular-weight
volatile compounds (secondary products) that impart ran-
cidity. It is imperative to measure primary and secondary
lipid oxidation products. To accentuate this point, toco-
pherol enriched lipoproteins had higher levels of conju-
gated dienes (primary product) than lipoproteins containing
little tocopherol (76). Standing alone, this errantly suggests
that tocopherol was a pro-oxidant. Fortunately, these
researchers also measured thiobarbituric reactive sub-
stances (TBARS) which indicated less formation of the sec-
ondary products in the tocopherol enriched samples.
Apparently, tocopherol stabilized the hydroperoxides.
Thus, a more complete picture is realized when measuring
both primary and secondary lipid oxidation products.

Sensory analysis should be done whenever possible
since human subjects can determine the point at which
the product becomes undesirable which ultimately deter-
mines shelf life. Degree of rancidity or quality perception
is harder to pinpoint using chemical indicators of lipid
oxidation. Single time point measurements are also dis-
couraged. Primary and secondary lipid oxidation prod-
ucts commonly increase, reach a maximum, and then
decrease substantially. This can create a situation where
one sample is perceived to be minimally oxidized but 
in fact had undergone extensive oxidation well before 
the measurement. Thus, measuring lipid oxidation prod-
ucts at multiple time points during storage is suggested so
that a kinetic curve can be obtained which demonstrates

a lag phase, exponential phase and plateau, or decrease
phase.

Common lipid oxidation indicators that are measured
during storage of lipid-containing foods include lipid per-
oxides, conjugated dienes, headspace volatiles, thiobarbi-
turic acid reactive substances (TBARS), anisidine value,
oxygen consumption, and carotene bleaching. A descrip-
tion of these and other methods including those used in
fried products is available (8). Very good correlations
between TBARS and headspace volatiles (e.g., hexanal,
pentenal) were determined in cooked turkey during 4°C
storage (77). TBARS are unlikely to provide useful results
if the starting material has already undergone consider-
able oxidation. Rancidity can develop before any
detectable change in fatty acid composition occurs. For
example, no difference in fatty acid composition was
found when fresh mackerel muscle was compared to
extensively rancid mackerel muscle (78). This should not
be a surprise considering that extremely small amounts of
fatty acid precursors are required to produce the amount
of volatiles needed for sensory impact (79).

Numerous pitfalls exist when measuring rates of lipid
oxidation. Thermogravimetric methods entail weighing
the sample until a rapid increase in weight occurs due to
oxygen adding to the lipid. This can be done under
isothermal conditions or programming from ambient to
elevated temperatures. The drawback is that by the time a
spike in weight occurs, detection of rancidity had previ-
ously occurred. Bulk oils are sometimes heated to 90°C to
shorten the storage period needed to produce quantifiable
levels of lipid oxidation. The amount of oxygen that is sol-
uble in oil decreases substantially at elevated tempera-
tures. This causes the mechanism of oxidation to be
different from that which would occur at lower tempera-
tures. Both the AOM and Rancimat method have been
considered unreliable due to the high temperatures that
are used (80). More reasonable methods to accelerate the
rate of lipid oxidation in oils and emulsions are to store
samples at 50°C and add metals or hemin to the system. It
is interesting to note that fish held at –10°C was more sus-
ceptible to lipid oxidation than muscle stored at around
0°C. The temperature deceleration effect was apparently
less substantial than the effect of freeze concentration of
reactants (81). The mechanism of lipid oxidation at –20°C
(commercial storage) may also be different than –10°C
considering that less tissue damage should occur at the
lower temperature due to faster freezing rate and smaller
sized ice crystals.

V. ANTIOXIDANTS

Food antioxidants are used to inhibit lipid oxidation reac-
tions that cause quality deterioration (e.g., flavor, color,
texture, nutrient content). It is important to note that any
compound that is antioxidative under one set of conditions
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can become pro-oxidative under different conditions. As
an example of this point, ascorbate has been found to both
inhibit and accelerate lipid oxidation depending on the
concentration of linoleate hydroperoxides in the system
(82). The main antioxidant mechanisms are free radical
scavenging, chelation of metals, removal of peroxides or
reactive oxygen species, and quenching of secondary lipid
oxidation products that produce rancid odors (83). 

A. FREE RADICAL SCAVENGERS

Some typical free radicals that can initiate/propagate lipid
oxidation and hence be scavenged by antioxidants include
hydroxyl (•OH), alkoxyl (LO•), peroxyl radicals (LOO•),
and ferryl heme protein radicals (HP+•ferryl(+4)=O) (84).
•OH is one of the strongest biological oxidants (Table 8.1)
and therefore will react with nearly any molecule that it
encounters. This might limit the amount of •OH that will
react with fatty acids. Peroxyl radicals are likely prevalent
since the reaction of oxygen with alkyl radicals that forms
after hydrogen abstraction from a fatty acid is highly
favored both thermodynamically and kinetically. Alkoxyl
radicals will form due to breakdown of lipid hydroperox-
ides by heme or reduced metal complexes. Alkoxyl radi-
cals can undergo β-scission reactions that produces a
short chain alkyl radical (RCH2

•) that reacts readily with
O2 to form peroxyl radicals (17).

There are numerous free radical scavengers (FRS)
that are either endogenous to the food or incorporated dur-
ing processing. The antioxidant effectiveness will depend
on hydrogen bond energies (85). The donation of hydro-
gen from a generic phenolic antioxidant to an alkoxyl rad-
ical is depicted in Figure 8.6. The ability of a particular
FRS to donate hydrogen to a free radical can be predicted
from standard one-electron reduction potentials (17). Any
compound that has a reduction potential lower than that of
a free radical is capable of donating hydrogen to that free
radical (Table 8.1). For example, catechol has a lesser
reduction potentials than alkoxyl radical. Thus, catechol
can donate hydrogen to the alkoxyl radical. This donating

ability of catechol competes with the undesirable reaction
of alkoxyl radicals with polyunsaturated fatty acids
(PUFA-H) (Table 8.1) and hence inhibits lipid oxidation
processes. It should be kept in mind that the reduction
potential of a compound changes as a function of pH,
temperature, and concentration of the compound(s) of
interest.

A potential drawback is that the FRS becomes a free
radical itself after donating hydrogen to the alkoxyl radi-
cal (Figure 8.6) (Table 8.1). The most efficient FRS exist
as low energy radicals after scavenging. The benefit of
existing as a low energy radical is that the radical is
unlikely to abstract hydrogen from polyunsaturated fatty
acids. Low energy radicals result from resonance delocal-
ization (Figure 8.6). The conjugated ring structure of the
phenolic allows the phenolic radical to reside at multiple
sites on the molecule. As the radical migrates from site to
site, a low energy radical results that possesses low reac-
tivity. Evidence of low reactivity can be gleaned from the
one-electron reduction potentials. Any radical with reduc-
tion potential less than a polyunsaturated fatty acid (e.g.,
catechol radical) cannot abstract hydrogen from the fatty
acid; hence the antioxidant radical cannot initiate/propa-
gate lipid oxidation processes (Table 8.1).

Efficient FRS in their radical form should also not
react with oxygen. If reaction with oxygen occurs, a free
radical peroxide forms (FR-OOH). The free radical per-
oxide cannot be regenerated by reducing equivalents as
can occur when the FRS is in a resonance delocalized
form (FR•). The net effect is depletion of the antioxidant
upon reaction with oxygen. Further free radical peroxides
can decompose to species capable of furthering oxidation.
Note that ascorbate has a one-electron reduction potential
that is less than tocopherol (Table 8.1) and thus ascorbate
can regenerate tocopherol from tocopheroxyl radicals.

Thus, phenolic compounds are efficient FRS due to
their hydrogen donating properties and resonance delocal-
ization of the phenoxyl radical. There is a multitude of phe-
nolic free radical scavengers available to food scientists.
The synthetic phenolics butylated hydroxy toluene (BHT),
butylated hydroxy anisole (BHA), tertiary butyl hydro-
quinone (TBHQ), and propyl gallate (PG) (Figure 8.7) are
commonly used in the food industry due to their low cost
of production although consumers prefer natural FRS such
as tocopherols and plant phenolics.

B. SYNTHETIC PHENOLICS

Propyl gallate (PG) is poorly soluble in oils and sensitive to
heat degradation (e.g., frying temperatures). Substitution of
the propyl group with octyl or dodecyl groups provides
more heat stability and lipid solubility. Gallates have been
used to stabilize meat products, baked goods, fried prod-
ucts, confectionaries, nuts, and milk products (86).
Butylated hydroxyanisole (BHA) volatilizes upon frying,

8-8 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 8.1
Standard One-Electron Reduction Potentials of
Components Involved in Free Radical Reactions

[Oxidized / Reduced] Couple E° ′′ (mV)

HO•, H+ / H2O 2310
LO•, H+/ LOH 1600
LOO•, H+ / LOOH 1000
PUFA•, H+ / PUFA-H 600
Catechol•, H+ / catechol 530
α-Tocopheroxyl•, H+ / α-tocopherol 500
Ascorbate• −, H+ / ascorbate− 282

Adapted from Ref. 17.



but residual BHA does protect fried foods. BHA is a mix-
ture of two isomers (Figure 8.7). The −C(CH3)3 group on
the conjugated ring increases oil solubility and enhances
resonance stabilization of the phenoxy radical. This alkyl
group on the conjugated ring also enhances hydrogen-
donating properties. Butylated hydroxytoluene is highly
soluble in oil due to its two −C(CH3)3 groups and single
methyl group (Figure 8.7). TBHQ has two hydroxy groups
and significant solubilities in a wide range of fats, oils, and
solvents. The order of antioxidant efficacy in fish oil stored
at 60°C was TBHQ> PG=BHA>BHT (87). 

C. TOCOPHEROLS AND TOCOTRIENOLS

Tocopherols are of plant origin and exist in four forms
(α, β, γ, δ). The structures of the isomers are illustrated
in Figure 8.8. Tocopherols are soluble in oils and
ethanol. When tocopherol reacts with a peroxyl radical,
at least five resonance structures of the tocopherol radi-
cal can form (83). BHA, BHT, and PG are considerably
more stable to heat treatment than α-tocopherol (86).
α-, β-, γ-, and δ-tocopherol inhibited formation of

cholesterol oxidation products to different degrees in
metal-induced oxidation of unilamellar phospholipid-
choleseterol liposomes (88). In beef muscle, toco-
pherolquinone and 2,3-epoxy-tocopherolquinone were
the dominant tocopherol oxidation products and lower
amounts of 5,6-epoxy-tocopherolquinone and toco-
pherolhydroquinone were detected (89). This was con-
sistent with mainly a peroxyl radical scavenging
function of tocopherol but also some scavenging of
other free radicals. Predominant amounts of the 2,3- and
5,6-epoxy-tocopherolquinone products would suggest a
nearly exclusive mechanism of peroxyl-radical scaveng-
ing. When examining Atlantic mackerel, a substantial
amount of tocopherol was present in stored muscle that
was highly rancid (90). This suggested that tocopherol
was not an effective antioxidant in the mackerel muscle.
Tocotrienols are similar in structure to tocopherols but
contain three unsaturated units in the isoprenoid chain.
γ- and δ-tocotrienols extended shelf life of coconut fat
better or in a manner similar to their corresponding
tocopherols during 60°C storage and exposure to frying
temperatures (91).
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D. PLANT PHENOLICS

Simple plant phenolics contain a single conjugated ring
with various substitutions. These compounds are usually
water soluble and examples are gallic acid and hydrox-
ycinnamic acid. Anthocyanidins are 3-ringed structures
that exist as protonated cations at acidic pH values, are
colorless open-ringed structures at intermediate pH val-
ues, and are anions at higher pH values. Glycosylated
anthocyaninidins are termed anthocyanins and are the
common red pigments in fruits. Flavan 3-ols are colorless
compounds that are common in tea. Epicatechin is an
example of a flavan-3-ol (Figure 8.9). Quercetin is a
flavonol and is one of the most abundant flavonoids
(Figure 8.9). Flavonoids is a general term that includes
anthocyanins, flavonols, flavones, isoflavones, and chal-
cones. A quercetin metabolite was found to have antioxi-
dant properties in a liposomal membrane (92). Linked
flavan-3-ol repeated molecules are high molecular weight,
generally poorly soluble in water, and referred to as
proanthocyanidins, procyanidins, tannins, or het-
eropolyflavans (93). Extensive structural diversity exists

in different plant phenolics. In rosemary leaf extract,
carnosol, carnosic acid, rosmarinic acid, and ros-
maridiphenol have antioxidant potency (86).

The rate of peroxyl radical scavenging by quercetin
and epicatechin was greater in non-polar solvents com-
pared to hydrogen bonding solvents (94). In a liposomal
model system that generate free radicals during metal-
induced peroxidation, 1) antioxidant activity increased
with increasing hydroxy substitutions present on the B
ring for anthocyanidins but the opposite was observed for
the flavan-3-ol, catechin, 2) substitution by methoxyl
groups decreased antioxidant activity of anthocyanidins,
and 3) substitution of a galloyl group at position 3 of the
flavonoid moiety decreased antioxidant activity of the cat-
echin (95). 

Many phenolic antioxidants have been characterized
in grapes, berries, teas and spices. Beet root pigments
were found to have free radical scavenging properties
(96). Betanidin 5-O-beta-glucoside in beet was found to
inhibit lipid oxidation at low concentrations (97). In
pineapple juice, phenolic compounds containing cysteine,
glutamyl, and glutathione linkages were identified (98).
Proteins (casein or albumin) decreased antioxidant effi-
cacy of tea flavanols (99). Freezing and storage had neg-
ligible effects on antioxidant capacity of raspberry
phenolics (100). Ferryl myoglobin, a possible pro-oxidant
in muscle tissue, was reduced by epigallocatechin gallate
from green tea (101). The antioxidant effects of tea cate-
chins in raw chicken muscle were attributed to free radi-
cal scavenging ability and iron chelating effects (102). 

E. CAROTENOIDS

Carotenoids are fat-soluble pigments. Canthaxanthin and
astaxanthin possess oxo groups at the 4 and 4�-positions in
the β-ionone ring (Figure 8.10). β-carotene and zeaxanthin
do not contain oxo groups and were found to be less
inhibitory to methyl linoleate peroxidation than canthaxan-
thin or astaxanthin (103). β-carotene, however, can scav-
enge free radicals. Peroxyl radicals either add directly to the
hydrocarbon portion of the molecule displacing an unsatu-
ration site or add to the β-ionine ring forming a β-carotene
cation radical; these oxidation products, however, are 
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susceptible to breakdown that results in formation of
alkoxyl radicals (83). There is evidence that carotenoids are
effective antioxidants at low oxygen concentrations but not
higher oxygen concentrations (57). Carotenoids including
lycopene can inactivate singlet oxygen by physical quench-
ing of the activated oxygen specie (104). 

F. OTHER FREE RADICAL SCAVENGERS AND

REDUCTANTS

Uric acid is present in plasma and can inhibit lipid oxida-
tion by scavenging free radicals or singlet oxygen (105).
Ascorbate is believed to scavenge tocopheroxyl free radi-
cals thereby regenerating tocophopherol (17). Ascorbate
can also scavenge various free radicals such as •−O2,
•OOH, and •OH (48). Like flavonoids, ascorbate reduces
hypervalent forms of heme proteins to potentially inhibit
lipid oxidation in muscle foods (106). Heme oxygenase
converts heme into bilirubin. Bilirubin is believed to scav-
enge free radicals, which results in formation of biliverdin
that is reduced back to bilirubin by NADH and biliverdin
reductase. This redox cycle was used to explain the high
antioxidant power of bilirubin in vivo (107). It is not
known how effective bilirubin inhibits lipid oxidation in
food systems. Ubiquinol is a phenolic compound that is
conjugated to an isoprenoid chain and is associated
with mitochondrial membranes. Oxidation of ubiquinol
results in formation of semiubiquinone radical. Dietary

ubiquinone increased ubiquinol levels in lipoproteins 
and decreased lipid oxidation rates (108). Ubiquinol is
considered a weak free radical scavenger due to internal
hydrogen bonding that interferes with abstraction of its
phenolic hydrogen by free radicals (109).

A potent natural antioxidant from shrimp was tenta-
tively identified as a water-soluble, polyhydroxylated
derivative of an aromatic amino acid (110).

G. METAL INACTIVATORS

Ethylenediamine tetraacetic acid (EDTA) can inhibit lipid
oxidation by forming an inactive complex with metals.
EDTA can either promote or inhibit lipid oxidation
depending on the iron/EDTA ratio, which modulates the
effective charge in the system (111). EDTA is approved for
use in foods at low concentrations. It is poorly soluble in
fats and oils but only small amounts are needed for maxi-
mum activity. EDTA protected lard better than a combina-
tion of BHT and citric acid (86). It should be noted that
EDTA indirectly acts as a free radical scavenger. Jimenez
and Speisky (112) showed that glutathione scavenged free
radicals less effectively in the presence of copper than
when EDTA was mixed with copper prior to addition of
gluathione. The ability of EDTA to tie up copper or form
a chelate with glutathione apparently increased the free
radical scavenging ability of glutathione. The carboxylic
acid groups of EDTA are protonated at low pH values 
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(i.e., when pH is below the pKa for the acid groups of
EDTA). This interferes with the ability of EDTA to com-
plex metals or other cellular components. 

Desferrioxamine is often used as a “metal chelator” in
research studies, but this can lead to errant results since
desferrioxamine can also act as a free radical scavenger
(113). EDTA, tartaric acid and citric acid are other com-
monly used metal chelators in the food industry. Citrate
esters improve oil solubility but at least two free carboxyl
groups are needed for effective metal inactivation.
Propylene glycol increases solubility of citric acid in oils
and fats (86). Sodium tripolyphosphate can act as an
antioxidant via metal chelation (114). A disadvantage of
using metal chelators in general is that iron bioavailability
during digestion may be compromised. 

Ceruloplasmin inhibits metal-catalyzed oxidation via
its ferroxidase activity. The ferroxidase converts Fe2+ to
Fe3+, a less catalytic form of iron (115). Transferrin (plasma
protein) and ferritin (muscle cell protein) can inactivate
metals by chelation of iron but also can release iron causing
a pro-oxidant effect; lipolysis and ascorbate, respectively
are capable of triggering the iron release (22, 116).
Carnosine is a B-alanylhistidine dipeptide found in skeletal
muscle at high concentrations. It is capable of chelating
copper, scavenging peroxyl radicals, and forming adducts
with aldehydes (117). Histidine was found to inhibit non-
enzymatic iron mediated lipid oxidation apparently due to
formation of an inactive chelate but histidine was also found
to activate enzymic pathways of lipid oxidation (118). 

H. ENZYMES THAT INACTIVATE OXIDATION

INTERMEDIATES

Superoxide anion (�•O2) can be produced by heme protein
autoxidation or by any process that causes addition of an
electron to oxygen (119). Superoxide can reduce Fe3� to
Fe2�, the more pro-oxidative form of iron. In addition, the
pKa of �•O2 is around 4.5. Thus at pH values below 4.5, the
conjugate acid •OOH is the predominant form which can
directly initiate lipid oxidation (84). Superoxide dismutase
is present in cells and extracellular fluids to remove �•O2

resulting in formation of oxygen and hydrogen peroxide.
Hydrogen peroxide (H2O2) can react with either low-

molecular-weight iron or heme proteins to form free radi-
cals that initiate/propagate lipid oxidation processes.
Biological systems are equipped with antioxidants to deal
with this stress. Catalase, a heme-containing enzyme
reacts with H2O2 to form water and oxygen (120). In
plants and algae, ascorbate peroxidase removes H2O2 and
forms monodehydroascorbate and water. Glutathione per-
oxidase removes H2O2 and forms water and oxidized glu-
tathione. The reaction of glutathione peroxidase with lipid
hydroperoxides results in formation of an alcohol, water,
and oxidized glutathione. Compounds such as methionine
and thiodipropionic acid can also decompose peroxides
but at much slower rates than the enzymes. 

I. SCAVENGING OF LIPID OXIDATION

BREAKDOWN PRODUCTS

Lipid oxidation breakdown products (e.g., aldehydes,
ketones, hydrocarbons) form a mixture of volatiles that
causes objectionable flavors and odors. Carnosine, anser-
ine, histidine, lysine, albumin, and sulfur or amine con-
taining compounds have the ability to bind aldehydes and
therefore decrease rancidity in foods (83). These “scav-
engers” should be examined in relation to browning of
beef considering that lipid oxidation derived aldehydes
accelerated the conversion of oxyMb to metMb and hence
have the capacity to accelerate browning in beef (121). 

J. OTHER MECHANISMS OF ANTIOXIDANT ACTION

Spermine was found to inhibit lipid oxidation in hepato-
cytes of CCL4-treated rats; a possible mechanism was for-
mation of polyamine-phospholipid complexes (122).
Conjugated linoleic acid (CLA) has been shown to
decrease rates of lipid oxidation in muscle tissue (123).
The mechanism may be related to the ability of dietary
CLA to decrease polyenoic fatty acid concentrations in
the muscle (124). Organosulfur compounds such as dial-
lyl sulfide and N-acetyl cysteine may exert their antioxi-
dant protection by modulating antioxidant enzymes such
as catalase and glutathione-s-transferase (125).

K. INTERFACIAL, CHARGE, AND LOCATION EFFECTS

Deciding which antioxidant(s) to utilize in a particular
food system is a formidable task. Having water and lipid
soluble antioxidants was found to maximize extension in
shelf life of mayonnaise prepared from fish oil (126).
However, cost limitation is a factor that limits amounts of
antioxidant addition. Most foods have a water phase, lipid
phase and water-lipid interface. Location of different
antioxidants should affect antioxidant potency. Membrane
phospholipids are believed to be more prone to lipid oxi-
dation than triacylglycerols in muscle foods so protecting
membrane lipids is desired (127). δ-Tocopherol could be
preferentially incorporated into isolated membranes com-
pared to triacylglycerols by proper selection of antioxi-
dant solvent (ethanol instead of corn oil) (128). In minced
chicken muscle containing added triacylglycerols, δ-toco-
pherol could be preferentially incorporated into the mem-
brane fraction if the antioxidant was added to the lean
muscle before addition of TAG lipids (129). Hydrophilic
antioxidants (trolox and ascorbic acid) were generally
more effective than more hydrophobic compounds (toco-
pherol and ascorbyl palmitate) in bulk oils while the
hydrophobic compounds were more effective in oil-in-
water emulsions (130, 131). However, when comparing
carnosic acid to the more hydrophobic methyl carnosate,
the latter was a more effective antioxidant in both bulk
oils and emulsions (132). Benzoic acid, a water-soluble
phenolic, partitioned into the oil phase of a whey-protein
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stabilized emulsion more than could be explained by
oil/water partitioning alone (133). This suggested that
benzoic acid bound to protein adsorbed at the interface. In
oil-in-water emulsions, excess surfactant solubilized phe-
nolic antioxidants into the aqueous phase but the removal
of antioxidants from the oil or oil interface phases did not
accelerate lipid oxidation (134). The ability of excess sur-
factant to cause lipid hydroperoxides and iron to partition
into the aqueous phase (away from oil droplets) may
explain the ability of excess surfactant to inhibit lipid oxi-
dation in oil-in-water emulsions (50, 135). Positively
charged protein emulsifiers inhibited lipid oxidation more
effectively than negatively charged emulsifiers in oil-in-
water emulsions (136). This was attributed to the ability of
the positive charge of the protein interface to repel iron
away from the oil phase. The ability of Trolox to inhibit
lipid oxidation in liposomes was least when the mem-
brane bilayer and trolox molecule were negatively
charged and removing the repulsive forces by altering
membrane type or pH increased antioxidant efficacy
(137). More studies are needed to evaluate the distribution
of antioxidants in different phases in conjunction with
lipid oxidation kinetics during storage.

VI. PRODUCTION OF FATS AND OILS

Production of fats and oils from plant, animal, fish, and
dairy lipids can be broken into four classifications: recov-
ery, refining, conversion, and stabilization. Pressing or
solvent extraction are common processes to liberate oil
from plant seeds. Care should be taken during transporta-
tion of seeds to prevent cell rupture prior to oil extraction.
Lipases and lipoxygenases in the cytosol that mix with
TAG prematurely due to decompartmentation will be
detrimental to oil quality (i.e., formation of free fatty acids
and peroxidized lipids prior to extraction will reduce TAG
purity and hence yields). Heating during or prior to the
pressing step (115°C for 60 min) inactivates lipases and
lipoxygenases. Other benefits of heating are rupturing of
cell wells, decrease in oil viscosity, and coagulation of
proteins. Elevated moisture levels are discouraged due to
the ability of excess water to facilitate hydrolysis of ester-
ified lipids. Recovery of animal fat and marine oil is also
a high temperature process called rendering. Trimmings,
cannery waste, bones, offal, tallow and lard can be sub-
jected to rendering to produce valued added oils and fats.

Refining is the removal of non-TAG components
including free fatty acids, phospholipids, pigments, pro-
tein, and wax. The degumming step is a water wash that
removes phosphatides (e.g., lecithin, phospholipids).
Hydration in the presence of heat makes phosphatides
insoluble in the oil allowing removal by centrifugation.
Heating of oil contaminated with phosphatides can result
in foaming and even fire due to the surfactant properties of
the phospholipids. The next step in refining is neutraliza-
tion. Free fatty acids and phosphatides react with sodium

hydroxide to form a soap (e.g., saponified material).
Subsequent bleaching removes undesirable pigments typ-
ically by use of neutral clays. Waxes are then removed by
cooling the oil to around 7°C for 4 hours and filtering at
18°C. The final step in refining is deodorizing, which
removes hexane, pesticides, and peroxide decomposition
products that can potentially impart off-odors and off-fla-
vors. Deodorization is accomplished by steam distillation
at high temperatures (180°C to 270°C) under vacuum.
Freshly deodorized oils should have a peroxide value of
zero and a free fatty acid content of less than 0.03% (138).
Ideally fat-soluble antioxidants such as tocopherols are
retained in the purified oil. Unfortunately, refining strips
antioxidants from the TAG which often requires post-pro-
cessing addition of antioxidants to pure oil.

The conversion processes winterization and fractional
crystallization are physical processes that alter the lipids
and thus are out side the scope of this chapter. Various
chemical processes of conversion (e.g., interesterification)
and stabilization (e.g., hydrogenation) are described later
in this chapter. Stabilization techniques for fats and oils are
also discussed in the preceding section on antioxidants. 

VII. MODIFICATION OF LIPIDS AND
PRODUCTION OF SPECIALTY FATS

This section describes the numerous chemical processes
that are available to modify the functional properties of
food lipids. Functional properties include 1) oxidative sta-
bility, 2) plastic range, 3) flavor properties, 4) nutrient
content, 5) health promoting effects, and 6) caloric value.
Increasing fatty acid saturation or redistributing fatty
acids on the glycerol backbone to improve functionality
can be accomplished in bulk oils by treatment with low-
molecular-weight catalysts. In other cases, more specific
alteration of lipids is accomplished through the use of
enzymes to improve functionality. Endogenous enzymes
in yeasts, molds, and bacteria utilize nonlipid or lipid con-
taining carbon sources to produce a wide array of differ-
ent specialty lipids (e.g., cocoa-butter substitutes,
triacylglycerols rich in omega-3 fatty acids, biosurfac-
tants, polyunsaturated fatty acids, wax esters, and hydroxy
fatty acids). A thorough description of the emerging fields
of “lipid biotechnology” and “structured lipids” is avail-
able (139, 140). Some specific examples that utilize
lipases to produce specialty lipids are cited in Section
VII.C of this chapter. The opportunity to modify lipids
“pre-harvest” is addressed in Section VII.D.

A. HYDROGENATION

Hydrogenation is done for two important reasons: 1) pro-
vides a semi-solid fat at room temperature from an oil
source and, 2) increase oxidative stability during storage.
Hydrogenation involves mixing oil with a catalyst such
as nickel at elevated temperatures (140°C to 225°C).
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Hydrogen gas is then introduced with agitation. Once the
desired saturation is obtained, the material is cooled and
the catalyst is removed by filtration. Typical products that
result include shortenings and margarine. A disadvantage
of this process is the formation of trans fatty acids that are
considered unhealthy.

B. NON-ENZYMATIC INTERESTERIFICATION

Factors that contribute to textural properties of fats
include not only degree of fatty acid unsaturation and the
chain length but also the location of fatty acids on the
glycerol backbone. Chemical interesterification “random-
izes” the location of the different fatty acids, thereby
improving the utility of the fat. Spreadability, melting
point, and solid-fat content temperature profile are modi-
fied by the randomization. This process typically involves
the use of sodium methoxide (0.1%) as a catalyst. The
catalyst should function at low temperatures (around
50°C) to avoid polymerization and decomposition of
lipids during interesterification. Moisture inactivates the
catalyst. Therefore, the water content must be below
0.01%. Free fatty acids and lipid peroxides must be below
0.1% and 1%, respectively. The catalyst must be soluble
in the lipid.

The mechanism of interesterification using alkaline
bases involves nucleophillic attack by the catalyst towards
the slightly positive carbonyl carbon. This attack liberates
a fatty acid methyl ester and a resulting glycerate anion
(Figure 8.11). The glycerate anion is the nucleophile for
subsequent carbonyl attacks. This process continues until
all the available fatty acids have exchanged positions.
Sodium methoxide also removes an acidic hydrogen from
the carbon alpha to the carbonyl carbon. The carbanion
produced is a powerful nucleophile.

On occasion randomness is not desirable. If the fat is
maintained below its melting point, interesterification
proceeds with the formation of more saturated triacyl-
glycerols. This “directed interesterification” produces a
product with a higher solids content at higher tempera-
tures, which extends its plastic range.

A practical application of interesterification involves
the modification of lard. In its native form, lard has nega-
tive attributes including grainy texture, poor appearance,
poor creaming capacity, and limited plastic range (141).
The graininess is due to a preponderance of palmitic acid
at the sn-2 position. Randomization decreases the amount
of palmitic acid and the sn-2 position and hence decreases
graininess. Directed interesterification resolves the plastic
range problem. Improvement in plasticity and stability is
due to alterations in the polymorphic behavior. The inter-
esterified lard crystallizes into a β�-2 form that promotes
the improved functionality (8).

Fish oils are liquid at room temperature due to their
high content of polyunsaturated fatty acids including

omega-3 fatty acids (e.g., 22:6 and 20:5). Ingestion of
omega-3 fatty acids are noted for their ability to decrease
incidences of various diseases but are also highly suscep-
tible to lipid oxidation in foods, which causes off-flavors
and off-odors. A possible route to increased consumption
of these fatty acids with less quality loss during storage is
chemical interesterification. Interesterification of a hydro-
genated vegetable oil and the fish oil will produce a mix-
ture of fatty acids on the glycerol backbone ranging from
highly saturated to highly unsaturated. The saturated
TAGs can be removed by low temperature fractional crys-
tallization and centrifugation. The fraction obtained with
intermediate unsaturation (moderately higher temperature
crystallization) comprises TAGs containing both saturated
fatty acids and the highly coveted omega-3 fatty acids.
Compared to the starting fish oil, this results in triacyl-
glycerols 1) with a greater plastic temperature range
increasing product applications, 2) more resistance to
lipid oxidation due to the incorporation of the saturated
fatty acids, and 3) a relatively more stable source of
omega-3 fatty acids for incorporation into foods. An area
of concern would be the stability of the omega-3 fatty
acids at the temperatures used during chemical interester-
ification. An alternative process that requires lower reac-
tion temperatures is enzymatic interesterification.

C. ENZYMATIC MODIFICATION OF LIPIDS

Enzymatic interestification is accomplished using lipases
from bacterial, yeast, and fungal sources. The regio- and
stereospecificity obtained through the use of lipases is a
marked advantage over chemical interesterification.
Enzymatic interesterification requires less severe reaction
conditions, products are more easily purified, and pro-
duces less waste than chemical interesterification.
Enzymatic interesterification is more expensive at the
present time although advances are expected to lower
costs. In any event, certain processes can be accomplished
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with lipases that are not achievable via chemical inter-
esterification. For example, it is optimal to incorporate
stearic acid (18:0) at the sn-1 or sn-3 position because
stearic acid is least absorbed at these positions compared
to the sn-2 position (142). This is advantageous since
caloric value is decreased while maintaining a long chain
saturated fatty acid that expands the plastic range. An 
sn-1,3 lipase facilitates the regioselectivity desired
whereas chemical interesterification cannot. Since fatty
acids at the sn-2 position are more efficiently absorbed
than those at the sn-1,3 positions, the ideal location for
essential fatty acids is at the sn-2 position.  Fatty acids at
sn-2 will be shuffled to other positions on the triacylglyc-
erol in chemical interesterification, which is undesirable.
The sn-1,3 lipases, however, allow those endogenous fatty
acids to remain at the sn-2 site.

The major triacylglycerols in cocoa butter all contain
oleic acid at the sn-2 position (1-palmitoyl-2-oleoyl-3-
stearoyl-glycerol, 1,3-dipalmitoyl-2-oleoyl-glycerol, and
1,3-distearoyl-2-oleoyl-glycerol). Palm oil is rich in
palmitic and oleic acid but lacks appreciable amounts of
steric acid. Thus, palm oil has been reacted with stearic
acid and an sn-1,3 specific lipase; replacement of palmitic
acid with stearic acid at the sn-1 or sn-3 position
produced an effective cocoa butter substitute. Chemical
interesterification will randomize the location of all
the fatty acids and produce a less effective substitute.
Cocoa butter is an expensive material due to its limited
quantities and unique melting properties (hard and brittle
at room temperature but melts as it is warmed in the
mouth).

The reaction of fatty acids with esters such as those
found in triacylglycerols is termed acidolysis. Another
acidolysis reaction involves incorporating capric acid
(10:0) and caproic acid (6:0) into an oil stock. This is ben-
eficial since these fatty acids are readily oxidized in the
liver and therefore are excellent sources of energy as
opposed to normal storage fat for individuals having defi-
ciencies in fat absorption.

Transesterification is the exchange of acyl groups
between two esters, specifically between two tricacyl-
glycerols. Mixtures of hydrogenated cotton oil (rich in
stearic and palmitic acid) and olive oil (rich in oleic) can
be reacted in the presence of the proper lipase and mini-
mal water to create a cocoa butter substitute. To separate
the desired TAG from the undesired TAG, trisaturated
TAG can be removed by crystallization in acetone or tem-
perature differentials that crystallize out the more satu-
rated triacylglycerols. This process can also be performed
using sodium methoxide catalyst instead of lipases but
again the randomization of oleic acid from the sn-2 posi-
tion in the chemical interesterification should produce a
less effective substitute than a sn-1,3 lipase-driven inter-
esterification that regiospecifically alters the starting oil
stocks, thereby maintaining oleic acid at the sn-2 position.

Alcoholysis is the esterification reaction between an
alcohol and an ester. The most common alcoholysis is the
production of mono- and diacylglycerol surfactants (e.g.,
emulsifiers) by reacting glycerol with triacylglycerols.
Specifically, this reaction is termed glycerolysis and is
usually performed using nonspecific lipases. The newly
formed mono- and diacylglycerols are isolated by temper-
ature-induced crystallization. In glycerolysis, Tc is
defined as the critical temperature below which mono-
acylglycerols crystallize out of the reaction mixture (143).
This pushes the equilibrium of the reaction to produce
more monoacylglycerols. Vegetable oils have low melting
points and hence low Tc due to the abundance of polyun-
saturated fatty acids compared to animal fats. By reducing
the temperature below the Tc for vegetable oils (Tc = 5°C
to 10°C), yields of monoacylglycerols can be increased.

D. MODIFICATION OF LIPIDS PRIOR TO HARVEST

Genetic manipulation of lipid biosynthesis is a possible
route to improve functionality of TAG and phospholipids
(144). For example, the overexpression of cis-9 desaturase
in transgenic tomato results in increases in 16:1(cis 9),
16:2(cis 9,12), and 18:2(cis 9,12) fatty acids, which
enhance positive flavor attributes in the fruit mediated by
a lipoxygenase/hydroperoxidelyase/isomerase/reductase
enzyme system (145, 146). Apparently the enhanced fatty
acids are precursors for the desirable flavor compounds in
tomato. In cell membranes, phosphatidyl glycerol contain-
ing two saturated fatty acids is correlated with decreased
chilling injury in plants. Incorporating plastidic sn-glyc-
erol-3-phosphate acyltransferase (GPAT) from a chilling-
insensitive species (spinach) into a moderately chilling
sensitive species (tobacco) increased disaturated phos-
phatidyl glycerol and was successful at decreasing chilling
injury in the tobacco (147). Oxidative stability of trans-
genic canola oil was improved by decreasing the activity
of a cis 15-endogenous desaturase using antisense tech-
nology (148). This lowered the 18:3 (cis 9,12,15) content
from 6.9% to 1.4% in the oil. Although lipid stability was
improved by this technique, 18:3 is an essential fatty acid
so functionality is improved at the expense of nutritional
quality. A thorough review of genetic engineering of crops
that produce modified vegetable oils is available (149). 

E. FAT REPLACERS

Fat replacers can be primarily carbohydrate, protein, or
lipid based. Protein or carbohydrates replacers are called
mimetics and tend to absorb water readily but cannot carry
lipid-soluble flavor compounds. The other category of fat
replacers, called substitutes, will typically contain fatty
acids esterified to a carbohydrate. The fatty acids provide
desirable physical properties of fats but are not readily
cleaved by lipases during digestion. In other words, the
lipids are not metabolized and therefore caloric intake is
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reduced per gram or fat ingested. An example of a fat sub-
stitute is raffinose polyester. Raffinose is made up of
galactose-glucose-fructose units. The eleven available
hydroxy groups can potentially be esterified with fatty
acids. As the degree of substitution increases the suscepti-
bility to hydrolysis and absorption will decrease (150).
Sucrose fatty acid esters act as emulsifiers, texturizers,
and protective coatings in various foods products. 

Benefat consists of short chain fatty acids (e.g., 2:0,
3:0, 4:0) and a long chain saturated fatty acid (stearic acid,
18:0). Short chain fatty acids have low caloric value
because they are easily hydrolyzed by digestive lipases
and readily converted to carbon dioxide (151). Stearic
acid is only partially absorbed, especially if located at the
sn-1 or sn-3 position. Benefat is around 5 kcal/g while
typical fats are 9 kcal/gram. Currently, Benefat is pro-
duced by base-catalyzed interesterification of hydro-
genated vegetable oils with TAGs of acetic, propionic,
and/or butyric acids (152). The ratios of the short chain
fatty acids and the long chain saturated fatty acid can be
varied not only providing a low caloric intake but also the
physical properties required for specific food applica-
tions. Benefat can be used in cookies, baked goods, dairy
products, dressings, dips, and sauces (150).

VIII. CHEMISTRY OF FRYING

Frying of oils results in distinctive fried flavors and unde-
sirable off-flavors if the oil is overly deteriorated. Off-fla-
vors are manifested via 1) hydrolysis, 2) oxidation, and 
3) polymerization reactions. The interaction of steam,
water, and oil will hydrolyze TAG into mono-acylglyc-
erols, di-acylglycerols, and free fatty acids. With
increased time even glycerol will be produced due to com-
plete hydrolysis of an individual triacylglycerol. Little
glycerol can be detected in frying oils since glycerol
volatilizes around 150°C and frying temperatures are typ-
ically higher. Factors that control hydrolysis are oil tem-
perature, interface area between oil and aqueous phases,
water level, and steam level (153). Metals that contami-
nate the oil interact with lipid hydroperoxides to form free
radical species that initiate and propagate oxidation reac-
tions in the presence of oxygen. Frying temperatures will
greatly increase the rate of these fundamental lipid oxida-
tion processes and stimulate reactions that may not occur
at lower temperatures resulting in an array of oxidation
products including aldehydes, ketones, alcohols, esters,
hydrocarbons, and lactones. These low-molecular-weight
compounds that form due to degradation of the frying oil
are considered “volatile,” contributing desirable and
undesirable flavors. Polymerization is common in frying
where molecules cross-link often as a free radical-free
radical reaction. As polymerization increases so too does
viscosity of the oil. Most polymerized products are non-
volatile (e.g., dimeric fatty acids, TAG-trimers) and hence

do not produce flavor. However, with further heating these
non-volatile compounds can be degraded to off-flavor and
toxic products. Degradation products negatively affect not
only flavor and safety but also color and texture of the
fried products. 

Antioxidants and antifoam are added to frying oil to
extend frying life. Other measures of delaying degrada-
tion of oil quality include utilizing fresh oil, using an oil
low in polyunsaturated fatty acids and contaminating met-
als, filtration of oil with adsorbents, turnover of oil, and
decreasing exposure of oil to oxygen. Antifoam will aid in
reducing exposure of oil to oxygen. Continuous heating is
better than discontinuous heating in extending frying life
of the oil (153). Not all oxidation that occurs with frying
is negative. For instance, 2-4-decadienal is considered a
positive flavor compound. Often a preliminary batch of
fried foods is prepared and discarded so that the subse-
quent batches have a desired flavor profile. More unsatu-
rated oils oxidize faster than less saturated oils which
decreases the amount of time needed to obtain a proper
frying flavor in the food. 

Free fatty acid content is an unreliable measure of fry-
ing oil quality. There still is not a fully appropriate single
test to assess frying oil quality. The FoodOil sensor (FOS)
(Northern Instruments Corp., Lino Lakes, MN) measures
dielectric constant of frying oil compared to fresh oil and
has had some success. The dielectric constant increases
with increasing polarity so that once a certain value is
reached the oil needs change.

IX. FOOD IRRADIATION

The purpose of food irradiation is to destroy microorgan-
isms and hence extend shelf life. Lipids can be adversely
affected. Typical dosages range from 1 to 10 kGy.
Sterilization is achieved at doses of 10–50 kGy. When
ionization radiation is absorbed by matter, ions, and
excited molecules are produced. These ions, and excited
molecules can dissociate to form free radicals. Reactions
induced by irradiation prefer to react near the oxygen por-
tion of TAG (154). Reaction occurs preferentially near the
oxygen due to the high localization of electron deficiency
on the oxygen atom. This explains the preponderance of
aldehydes with the same chain length as the most abun-
dant parent fatty acid (cleavage at location b) (Figure
8.12). Cleavage at locations c and d results in hydrocar-
bons that have one and two carbons less, respectively, than
the parent fatty acid, which also is more common than a
random assortment of hydrocarbons. Alternatively, free
radicals can combine. For instance, two alkyl radicals
react to form a dimeric hydrocarbon; acyl and alkyl radi-
cals result in a ketone; acyloxy and alkyl radicals produce
an ester; alkyl radicals can react with various glyceryl
residue radicals to form alkyl glyceryl diesters and
glyceryl ether diesters.
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Irradiation was found to accelerate lipid oxidation in
raw pork patties and raw turkey breast that was aerobi-
cally packed (155, 156). Lipid oxidation was accelerated
by irradiation (3 kGy) in aerobically packed, pre-cooked
chicken (157). Irradiation caused formation of a brown
pigment in raw beef and pork, but not turkey (158).
Carbon monoxide was implicated as the cause of pinking
in irradiated raw turkey breast muscle (159). 
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I. INTRODUCTION

The physical properties of fats and oils are of great practi-
cal importance so it is necessary to understand the makeup
of these materials and how they should be used (1–9).
Thus, many technical applications of fatty materials,
including their uses in edible products, depend on the oili-
ness, surface activity, solubility, melting behavior, or other
physical properties peculiar to long-chain compounds
(10). Because fats and oils are mainly composed of mix-
tures of triacylglycerols, the physical properties of these
molecules are going to determine the physical characteris-
tics of the oil or fat. Thus, these characteristics are depend-
ent on such factors as seed or plant source, degree of
unsaturation, length of carbon chains, isomeric forms of
the constituent fatty acids, molecular structure of the tria-
cylglycerols, and processing. This chapter will review the
most important physical properties of triacylglycerol mol-
ecules as well as of the most common edible fats and oils.

II. CRYSTALLIZATION AND
POLYMORPHISM

Crystallization from solution is usually a slow process
that first requires supercooling and then leads to nucle-
ation and crystal growth. A high degree of supercooling
will be conductive to nucleation, and very small crystals
will be formed. At temperatures closer to the crystalliza-
tion point, crystal growth will be favored and large crys-
tals will be formed (2). Once formed, crystals, which may
be stable or metastable, are able either to modify their
habit or undergo phase transitions, respectively. Both
processes result in polymorphic behavior, a behavior com-
mon to fats and other lipids (11–22).

A. CRYSTALLINE STRUCTURE OF TRIACYLGLYCEROLS

In the solid state, molecules adopt the ideal conformation
and arrangement in relation to their neighbors in order to
optimize intra- as well as intermolecular interactions and
achieve close-packing. The smallest building unit of a crys-
tal, the repeating unit of the whole structure, is called the
unit cell (Figure 9.1). The crystal structure is obtained by
repetition of this unit in the three axial directions (5). Only
seven different cells are necessary to include all possible
point lattices. These correspond to the seven crystal sys-
tems into which all crystals can be classified (Table 9.1).

Of these seven crystal systems, it is now accepted that
three predominate in crystalline triacylglycerols (23).
Usually, the most stable form of triacylglycerols has a tri-
clinic subcell with parallel hydrocarbon–chain planes (T||).
A second common subcell is orthorhombic with perpendi-
cular chain phases (O⊥). The third common subcell type is
hexagonal (H) with no specific chain plane conformation
(24). This hexagonal form exhibits the lowest stability.

Interpretation of X-ray crystallography data from tri-
laurin and tricaprin resulted in representation of triacyl-
glycerols in a tuning fork conformation when crystalline
(Figure 9.2). The fatty acids esterified at the sn-1 and sn-2
positions of glycerol are extended and almost straight. The
sn-3 ester projects 90º from sn-1 and sn-2, folds over at the
carboxyl carbon, and aligns parallel to the sn-1 acyl ester.
Molecules are packed in pairs, in a single layer arrange-
ment, with the methyl groups and glycerol backbones in
separate regions. The main cell is triclinic centered and
contains two molecules; the subcell is also triclinic.

In addition to these bilayer structures, triacylglycerols
may also be arranged in trilayers (Figure 9.2) (25–27).

TABLE 9.1
The Seven Crystal Systems

System Angles and Axial Lengths

Cubic All axes equal and all at right angles
a = b = c and α = β = γ and = 90º

Tetragonal Two of three axes equal and all at right angles
a = b ≠ c and α = β = γ and = 90º

Rhombohedral All axes equal and none at right angles
a = b = c and α = β = γ and ≠ 90º

Hexagonal Two axes = 120º and the third at 90º relative to them
a = b ≠ c and α = β = 90º and γ = 120º

Orthorhombic All axes unequal and all at right angles
a ≠ b ≠ c and α = β = γ and = 90º

Monoclinic Three unequal axes having one pair not equal to 90º
a ≠ b ≠ c and α = γ = 90º ≠ β

Triclinic All axes unequal and none at right angles
a ≠ b ≠ c and α ≠ β ≠ γ and ≠ 90º

Source: Ref. 11.

Angle of tilt

Short
spacings

Long
spacing

FIGURE 9.1 The triclinic unit cell for long-chain compounds.



Thus, a trilayer structure occurs when the sn-2 position of
the triacylglycerol contains a fatty acid that is either cis-
unsaturated or of a chain length different by four or more
carbons from those on the sn-1 and sn-2 positions (28).
Also, a trilayer structure has been predicted to arise if the
sn-2 position contained a saturated acyl ester with unsatu-
rated moieties occupying the sn-1 and sn-3 positions (29).
When unsaturation results in a trans configuration around
the carbon–carbon double bond, the crystal structure
exhibits the normal bilayer appearance (12).

B. POLYMORPHISM AND PHASE BEHAVIOR OF

NATURAL FATS

Polymorphism is the ability of fat crystals to exist in more
than one crystal form or modification. In the case of nat-
ural fats, these crystal forms are α, β�, and β, in order of
increasing stability (Table 9.2). The changes among these
phases are monotropic, and, therefore, proceeds in the
solid phase from lower to higher stability. The forms dif-
fer in crystalline structure and in melting points, and cor-
respond to the crystal structures described for natural fats
in Section II.A. Thus, the most stable and with highest
melting point T|| is the β polyform. Another polyform,
with variable stability and a melting point lower than β, is
β�, which has orthorhombic subcell packing (O⊥). Finally,
phases with the hexagonal subcell have the lowest melting
point and represent the α polymorph.

In addition to these three basic polymorphs, other
polymorphs showing subtle differences may be observed.
Within groups having the same subcell, lower melting
polymorphs are designated with a progressively higher
subscript. In addition, the bilayer or trilayer structure of
the triacylglycerol is designated with 2 or 3 following the

polymorph description. Thus, β�2-2 designates a bilayer of
a β� polymorph with the second highest melting point.

The fatty acid makeup and position in the glycerides
of the fat solids and temperature history are the two main
factors in determining polymorphic behavior (1). Other
factors include kind and quantity of impurities, nature of
possible solvent, and degree of supercooling. A high level
of fatty acids of identical chain length results in a slow
conversion rate of β� to β and a coarsening of crystal
structure. The more heterogeneous of fatty acid makeup,
the more likely it will be β� and fine-grained or needlelike
crystals. Thus, mixed fatty acid triacylglycerols, such as
those in lauric fats, tend to be β�-stable.

If a fat is cooled rapidly, the tendency is to form the
small, α-crystals. These generally do not last long and
convert rapidly to the β� needlelike crystals. These β�
crystals are considered highly stiffening and, hence, are
the form of choice for plastic shortenings (1). Depending
on the glyceride composition and the temperature history,
the β�-form may convert to the most stable β-form. This
form has large, coarse, platelike crystals. These are not
stiffening; hence, those hydrogenated fats exhibiting this
behavior are the choice for the solids in fluid shortenings
(1). Generally speaking, β�-forms melt about 5–10°C
higher than the α-forms, and the β-forms also melt about
5–10°C higher than the β�-forms. Fats that tend to crys-
tallize in β-forms include soybean, corn, olive, sunflower,
and safflower oils, as well as cocoa butter and lard. On the
other hand, cottonseed, palm, and rapeseed oils, milk fat,
tallow, and modified lard tend to produce β� crystals that
tend to persist for long periods.

1. Milk Fat

As with many natural fats, the temperature at which crys-
tallization occurs influences milk fat firmness, crystalline
conformation, and percentage of solid fat. Hardness vari-
ability in milk results from different thermal treatments
and may be better understood considering the presence of
three milk fat fractions, which are observed by using dif-
ferential scanning calorimetry. These fractions are defined
as high-, middle-, and low-melting fractions (HMF, MMF,
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Bilayer Trilayer

1

2
3

FIGURE 9.2 Double and triple chair arrangements of β form.

TABLE 9.2
Characteristics of the Polymorphic Forms of
Monoacid Triacylglycerols

Characteristic αα Form ββ’ Form ββ Form

Chain packing H O� T||

Short spacing (Å) 4.15 4.2, 3.8 4.6, 3.9, 3.7
IR bands (cm-1) 720 727, 719 717
Density Least dense Intermediate Most dense
Melting point Lowest Medium Highest
Morphology Amorphous-like Rectangular Needle shaped

Source: Refs. 10, 12, 15.



and LMF, respectively). LMF is liquid at ambient temper-
ature. Stable polymorphs of MMF and HMF were found to
be a mixture of β�-2 + β�-3, and β-2, respectively (30,31).

2. Palm Oil

Palm oil is expressed from the pulp of the oil palm (Elaeis
guineensis) fruit and is unique among vegetable oils
because of the large percentage (10–15%) of saturated
acyl esters at the sn-2 position of the triacylglycerols. In
addition, it has almost 5 % of free fatty acids that play a
role in the hardness. At room temperature, the oil appears
as a slurry of crystals in oil. Three polymorphs have been
determined: β�2, α-2, and the stable β�1 form (32). The β�
stability has resulted in the addition of palm oil to oils
destined for shortening or margarine, since β-tending fats
can result in gritty textures.

3. Lauric Fats

Lauric fats are those fats rich in laury acyl esters in the tri-
acylglycerol molecule, mainly coconut oil and palm ker-
nel oil. Two polymorphs have been identified in these fats:
α and β�-2. The α form is fleeting and can be recognized
only after rapid cooling, as it quickly transforms into the
β�-2 polymorph (33–35). The melting point of these fats
is sharp at 22°C for coconut and 25°C for palm kernel 
oil (36).

4. Liquid Oils

Evaluations of polymorphism in fats that are liquid at
room temperature are limited. Cottonseed and peanut oils
crystallize in a β�2 form that is transformed into a stable
β�1-2 form. Four other oils (corn, safflower, sunflower,
and soybean) show polymorphism similar to that of
peanut and cottonseed, but these four fats developed a sta-
ble β-2 form (12).

5. Hydrogenated Fats

Complete hydrogenation eliminates the asymmetry, often
leading to β stable polymorphs. Thus, soybean, peanut,
sunflower, corn, and sesame oils, are converted to hydro-
genated fats having stearoyl esters and consequently show
the stable β-2 form. For oils rich in palmitic, hydrogena-
tion leads to fats containing a high proportion of 1,3-
dipalmitoyl-2-stearoyl-sn-glycerol (PStP). Because the
rearrangement of PStP into a stable β form is hindered by
misalignment of the methyl end plane of the β� unit cell
(23), a fat rich in this triacylglycerol will stay in the β�
form. On the other hand, a hydrogenated fat rich in StPSt
can transform into a stable β form. The high PStSt 
fats have equally stable β� and β forms, and any transfor-
mation to the β form occurs over a long period of 
time (12).

6. Cocoa Butter

Cocoa butter occupies a special place among natural fats
because of its unusual and highly value physical proper-
ties. Products containing cocoa butter, such as chocolate,
are solid at room temperature; have a desirable “snap”;
and melt smoothly and rapidly in the mouth, giving a
cooling effect with no greasy impression on the palate.
The main characteristic of cocoa butter is the presence of
a high content of symmetrical monounsaturated triacyl-
glycerols (1-palmitoyl-2-oleyl-3-stearoyl-sn-glycerol
(POSt), 1,3-distearoyl-2-oleyl-sn-glycerol (StOSt), and
1,3-dipalmitoyl-2-oleyl-sn-glycerol (POP) account for
about 80% of the total). The polymorphic behavior of
cocoa butter is more complex than that of its component
glycerides, and a specific system for cocoa butter is often
used. This was introduced by Wille and Lutton (37) and
recognizes six different polymorphs –I, for the lowest
melting form, through VI, for the highest melting form
(Table 9.3). Another system in use recognizes only five
polymorphs, designated γ, α, β�, β2, and β1, in order of
increasing stability and melting point (42–45).

The desirable physical properties of cocoa butter and
chocolate – snap, gloss, melting in the mouth, and flavor
release – depend on the formation of polymorph V or β2,
which has to be obtained under controlled temperature
conditions (41,46). After a long storage or unfavorable
storage conditions such as extreme temperatures, choco-
late may show “bloom.” This is a grayish covering of the
surface caused by crystals of the most stable β phase
(phase VI) (41). Eventually the change progresses to the
interior of the chocolate and the resulting change in crys-
tal structure and melting point makes the product unsuit-
able for consumption.

7. Confectionery Fats

Cocoa butter is the primary fat used in chocolate. Its
expense has led to the development of other fats, used
alone or in combination, to replace some or all cocoa but-
ter in cocoa-containing confections. These confectionery

9-4 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 9.3
Nomenclature and Melting Point (°C) of Cocoa
Butter Polymorphs

Form Melting Pointa Form Melting Pointa

I 17.3–17.9 γ 16–18
II 23.3–24.4 α 21–24
III 25.5–27.7
IV 27.3–28.4 β� 27–29
V 33.0–33.8 β2 34–35
VI 34.6–36.3 β1 36–37

a Values correspond to the range of the different values described in the
literature.
Source: Refs. 12, 37–45.



or specialty fats can be classified into cocoa butter equiv-
alents (CBE) and cocoa butter substitutes (CBS) (47).
Essentially, a CBE is a mixed fat that provides a fatty acid
and triacylglycerol composition similar to those of cocoa
butter. A CBS is a fat that provides some of the desired
physical characteristics to a confection independent of its
dissimilar chemical composition to that of cocoa butter.

Miscibility is an important characteristic of confec-
tionery fats. When fats of different composition are
mixed, the melting point or the solid fat content of the
blend may be lower than that of the individual compo-
nents (eutectic effects). This happens when cocoa butter is
mixed with a CBS that may lead to unacceptable soften-
ing. Mixing of cocoa butter and CBE gives no eutectic
effect, and this type of fat can be used in any proportion
with cocoa butter, analogously to milk fat (33). However,
it has been reported that minor components of milk fats
exert a significant influence on the crystallization behav-
ior when milk fat is mixed with cocoa butter and other
confectionery fats, having, for instance, a softening effect
and antibloom properties (8,48,49). CBEs are generally
based on three raw materials – shea oil, illipe butter, and
palm – oil and processed by fractionation. CBEs also
require the same tempering procedures as cocoa butter,
since they will exhibit polymorphism similar to that of
cocoa butter. It is also possible to tailor make CBEs to
higher solid content and melting point than some of the
softer types of cocoa butter. These fats are described as
cocoa butter improvers (CBIs).

CBSs are available in two types, lauric and nonlauric.
Lauric CBSs are based on palm kernel oil or coconut oil
and are not compatible with cocoa butter. They do not need
tempering, and the crystals formed are stable. Nonlauric
CBSs are produced by hydrogenation of liquid oils, fre-
quently followed by fractionation and/or blending. These
products, especially those made from palm olein, are very
stable in the β� form. Nonfractionated CBSs are used in
compound-coating fats for cookies. The fractionated,
hydrogenated CBSs have better eating quality and can tol-
erate up to 25% cocoa butter when used in coatings.

C. TECHNIQUES TO DETERMINE CRYSTALLIZATION

AND POLYMORPHISM

The techniques used to elucidate crystal structures are
either spectroscopic or microscopic. Spectroscopic tech-
niques include X-ray diffraction and Raman and infrared
spectroscopy. Microscopic techniques include polarized
light and electron microscopy (50).

1. Infrared and Raman Spectroscopy

The region of major interest in an IR spectrum for the
study of fat polymorphism is the methylene rocking vibra-
tion mode which appears between 670 and 770 cm�1. The

spectra vary according to the polymorphic form. The
nomenclature for polymorphs is as follows: a doublet at
728 and 718 cm�1 indicates the presence of the β� form, a
singlet at 720 cm�1 the α form, and a singlet a 717 cm�1

the β modification (51). In addition, vibrational (infrared
and Raman) spectra have given fruitful information on
molecular conformations of aliphatic chains and olefinic
groups, and methyl end packings (52–54).

Raman spectroscopy is also used to identify the
different states of order of lipids (55). Two regions are
of interest: the C-C stretching vibration region at about
1100 cm�1, and the C-H stretching vibration region at
about 2850 cm�1. Lipids with crystalline chains show two
sharp peaks near 1065 and 1130 cm�1, whereas these
peaks are shifted towards a broad band near 1090 cm�1

when the chain melts. The ratio 1080/1130 can be taken
as a measure of the degree of a liquid-type order (56). In
addition, a peak at 2850 cm�1 corresponds to symmetric
vibrations of methylene groups characteristic for the liq-
uid state, whereas a peak at 2890 cm�1 is caused by anti-
symmetric vibrations of methylene groups and dominates
when hydrocarbon chains are crystalline (57).

2. X-Ray Diffraction

The principle of X-ray diffraction is to excite an anticath-
ode which will emit X-rays being diffracted by the crystal
structure at a specific angle. The angle depends on the dis-
tance between two crystal planes, d, and d is different for
each crystal structure. The chain packing of the triacyl-
glycerol molecules determines the spacing between
adjoining molecules. The cross-sectional structures deter-
mine the short spacings (Figure 9.1). Each of the chain-
packing subcells is characterized by an unique set of
X-ray diffraction lines in the wide-angle region between
3.5 and 5.5 Å. The nomenclature used to identify lipid
crystal forms was proposed by Larsson (40) and is based
on the following criteria: a form that gives only one strong
short-spacing line near 4.15 Å is termed α; a form that
gives two strong short-spacing lines near 3.80 and 4.20 Å
and also shows a doublet in the 720 cm�1 region of the
infrared absorption spectra is termed β�; a form that does
not satisfy criterion two is termed β (Table 9.2).

X-ray diffraction is a powerful analytical technique to
identify polymorphic phases unambiguously in both pure
triacylglycerol systems and edible fats (43,58–60). In addi-
tion, recent developments in high-energy accelerators and
X-ray detectors have reduced the exposure times of the sam-
ple to the order of milliseconds. Thus, with synchrotron
radiation X-ray diffraction, the kinetics of rapid triacylglyc-
erol polymorphic transformations has been elucidated under
both isothermal and nonisothermal conditions in pure and
mixed triacylglycerol systems (18,61–63).

The complex structure of the crystal network is deter-
mined by the fractal dimension, D, which describes the
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relation between the number of crystals in a crystal aggre-
gate and its radius, R (64,65). In general, the higher the D
value, the more compact the crystal dispersion and, in the
case of triacylglycerols, its value changes with ageing of
the system after crystallization. In turn, the magnitude of
D affects the value of the elastic modulus and, therefore,
the texture of the crystal dispersion at a given temperature
(e.g., mouthfeel, spreadability). Although the rheology of
fat crystal dispersions determines important properties in
vegetable oil system (i.e., texture, sedimentation), still
more research is needed to understand the structure-prop-
erty relationship (65).

3. Microscopic Techniques

Polarized light spectroscopy allows under certain circum-
stances to differentiate the α (platelets), β� (small nee-
dles), and β (larger and growing in clump) forms. This
technique makes it  possible to view crystals in the range
of 0.5–100 µm (66).

In contrast to polarized light microscopy, electron
microscopy resolves details in areas of 0.1 µm. However,
since fine structures of fats are temperature sensitive, spe-
cial techniques such as freeze-fracture or freeze-etching
are required (66). Structures of liquid and crystallized fat
in systems such as butter and margarine can be character-
ized in micrographs due to the amorphous appearance of
the originally liquid fat (67).

III. THERMAL AND RHEOLOGICAL
PROPERTIES, AND OTHER PHYSICAL
CONSTANTS

A. MELTING

1. Melting Points

The melting point is the temperature at which a solid fat
becomes a liquid oil. Thus, an individual fatty acid or tria-
cylglycerol has a specific complete melting point for each
polymorphic form (Table 9.4 collects the melting points of
common triacylglycerols in their three polymorphic
forms). Complications arise in fats and oils because they
are essentially mixtures of mixed triacylglycerols which
crystallize in several crystal forms (Table 9.5 collects tria-
cylglycerol composition of some common fats and oils).
These molecules, although of the same chemical structure,
differ in chain length, unsaturation, and isomerism. Each
component in these products has its own melting point.
Fats, therefore, do not have sharp melting points, but a
melting range. What is commonly known as the melting
point of a fat is in reality the end of the melting range.
Table 9.6 collects melting and solidification points of some
common fats and oils. In addition, softening points (74)
and congeal points (75) are sometimes reported. 

The more complex and diversified the mixture of tri-
acylglycerols in the fat, the greater the melting range. If
the melting range is less than 5°C, the fat is considered to
be non-plastic (cocoa butter, for example). If the melting
range is significant (in certain cases it may exceed 40°C)
the fat is called plastic. This happens for the majority of
natural and processed fats.

The temperature at which a fat or oil is completely
melted depends on various factors (12), including the
average chain length of the fatty acids (in general, the
longer the average chain length, the higher the melting
point); the positioning of the fatty acids on the glycerol
molecule (as an example, safflower oil, which has a long
average chain length, will melt like a medium chain
length triacylglycerol); the relative proportion of saturated
to unsaturated fatty acids (the higher the proportion of
unsaturated fatty acids, the lower the melting point); and
the processing techniques employed, for example the
degree and selectivity of hydrogenation and winterization.
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TABLE 9.4
Melting Points (°C) of Common Triacylglycerols

Form

TAGa αα ββ’ ββ

LaLaLa 15.0 34.5 46.5
MMM 33.0 46.0 58.0
PPP 45.0 56.6 66.1
StStSt 54.9 64.1 73.4
AAA 62.0 69.0 78.0
PStP 47.0 68.9 65.5
PPSt 47.4 59.9 62.9
PStSt 50.6 60.8 65.0
StPSt 51.8 64.0 68.5
POP 18.1 30.5 35.3
PPO 18.5 35.4 40.4
POSt 18.2 33.2 38.2
StPO 25.3 38.7 40.5
PStO 25.5 37.4 –
StOSt 23.5 36.6 41.2
StStO 30.4 42.2 42.1
StESt 46.0 58.0 61.0
StRSt 25.8 48.0 –
PLP – 18.6 –
OPO – – 18.7
POO �4.0 2.5 19.2
StOO �1.5 8.6 23.0
OOO �32.0 �11.8 5.1
EEE 15.5 37.0 42.0
LLL �33.7 �21.0 �10.0
LnLnLn �44.6 – �24.2

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: A, arachidic;
E, elaidic; L, linoleic; La, lauric; Ln, linolenic; M, miristic; P, palmitic;
R, ricinoleic; and St, stearic.
Source: Refs. 7, 8, 41, 68.
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2. Specific Heat and Heat of Fusion

Specific heat, cp, is defined as the amount of heat required
to increase the temperature of 1 g of material by 1°C. It is
believed to be largely independent of the molecular
weight for oils, but it does increase with unsaturation (10).
In addition, the specific heats of the solid and liquid states
of fatty compounds are different. Fats at temperatures just
above their melting points have specific heats of
~0.5 cal/g. Their solid forms have lower values. The spe-
cific heat of oils has often been observed to increase lin-
early with temperature (76). Other workers, however,
have observed nonlinear increases at higher temperatures
(77,78), although these increases may be due to autoxida-
tion reactions (79). Specific heat data for some simple tri-
acylglycerols are given in Table 9.7. Specific heat data of
common fats and oils are given in Table 9.8.

The transformation of solid to liquid releases the
latent heat of crystallization. Transformation of a lower to
a higher polymorphic form also is an exothermic reaction.
The heat of fusion (Hf) of a fatty material includes the
amount of energy required to melt a gram of material and
the heat of crystal transition. Heat (with negative sign) is
released when a fat crystal is transformed from a less sta-
ble form to a more stable form. Heat of fusion data for
several monoacid triacylglycerols are given in Table 9.9
and they increase with chain length. The corresponding
values for common fats and oils are collected in 
Table 9.10.

B. PLASTICITY

Plasticity is defined as the capability of fats of being
molded by largely maintaining the deformation due to a
stress after removal of the stress. This is a consequence of
the semisolid state of fats at room temperature. Their
solid character is the result of the presence of a certain
proportion of crystallized triacylglycerols. As the tem-
perature drops, more of the triacylglycerols solidify and
the fat becomes progressively firmer. On the other hand,
as the temperature rises, most solid triacylglycerols melt
and the fat becomes progressively softer until it has prac-
tically no “body” or plasticity at all, and eventually it
becomes completely melted (82). 
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TABLE 9.7
Specific Heat (cp) of Triacylglycerols

cp (cal/g · °C) b

TAGa Liquid Solid

LaLaLa 0.510 (66) –
0.530 (97.1)

MMM 0.518 (65.3) –
0.534 (91.9)

PPP 0.519 (65.7) –
0.539 (96.0)

StStSt 0.530 (79.0) 0.259 (�77.1, β)
0.542 (98.5) 0.310 (�30.3, β)

0.273 (�81.0, α)
0.346 (�36.5, α)

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: La, lauric; 
M, miristic; P, palmitic; and St, stearic.
b Numbers in parentheses indicate the temperature in °C.
Source: Ref. 80.

TABLE 9.8
Specific Heat (cp) of Common Fats and Oils

Fat or Oil Temperature (°C) cp (cal/g · °C)

Castor 20 0.435
Coconut 20–30 0.511
Corn 20–30 0.415
Cottonseed 19.3 0.475
Grapeseed 20–30 0.395
Lard 20–30 0.483
Linseed 40 0.48
Olive 20–30 0.475
Palm 20–30 0.5
Peanut 20–30 0.490
Rapeseed 20–30 0.469
Sesame 20–30 0.478
Soybean 19.7 0.458
Sunflower 20–30 0.430
Tallow 30–38 0.55

Source: Refs. 70, 73, 76–78, 81.

TABLE 9.6
Melting Points (°C) of Common Fats and Oils

Fat or Oil Melting Point (°C) Solidification Point (°C)

Butter 36
Castor �12 to �18
Cocoa butter 31–35 28–29
Coconut 24–26 14–23
Corn �10 to �20 �10 to �18
Cottonseed 10–15.5 �6 to 4
Grapeseed �11 to �17
Hazelnut �18 to �20
Lard 32–38 27–32
Linseed �18 to �27
Olive �9 to 0 �9 to �2
Palm 30–37 20–40
Palm kernel 23–30 20–24
Peanut 8–13 0–3
Rapeseed �8 to �18
Safflower �15

(high linoleic)
Sesame �3 to �6
Soybean �15 �10 to �16
Sunflower �15 �16 to �18
Tallow 40–50 27–38

Source: Refs. 68–73.



If a fat or a shortening that is workable over a wide
temperature range is desired, then it should be made up of
a combination of triacylglycerols ranging widely in melt-
ing points. By the same reason, when a fat or shortening
with a narrow temperature range of workability is needed,
it is made up of a greater amount of triacylglycerols of
similar melting points.

One of the most important properties of fats is the solid
fat content (41). It is dependent on temperature and tem-
perature history, and it is related to different physical prop-
erties of the fats, including hardness, heat resistance,
waxiness, coolness, and flavor release (83). Fats may
retain their solid character with solid fat contents as low as
12 to 15%. Below this level, fats become pourable and lose
their plastic character. The relationship between hardness
and solid fat content indicates that there is only a range of
solids that results in a product being neither too hard nor

too soft. This is called the plastic range of fats. Shortening
is an example of a product that requires an extended plas-
tic range. The solid fat content (SFC) as a function of tem-
perature of some natural fats is collected in Table 9.11.

Plastic fats combine the physical properties of both
solids and liquids. This is caused by the presence of a
three-dimensional network of crystals in which a consid-
erable amount of liquid oil is immobilized. A plastic fat is
usually workable at room temperature when the solid fat
content lies between 20 and 40%. Under the influence of
weak attractive forces between crystals, mostly due to van
der Waals forces, a three-dimensional structure is formed
that lends the product a good deal of resistance to defor-
mation. As a result of the presence of this fat crystal net-
work, plastic fats exhibit a yield value. Thus, the product
behaves like a rigid solid until the deforming stress
exceeds the yield value and the fat start flowing like a vis-
cous liquid. The application of a shear stress to such prod-
uct is accompanied by structural breakdown and a
decrease in strength. This is also known as work soften-
ing. The consistency of plastic fats is determined by a
number of factors, including solid fat content, crystal size
and shape, and polymorphic form.

The earliest developed technique for solid fat content
determination was dilatometry. It remains a recommended
method of the American Oil Chemists’ Society (84) but it
has been largely replaced by various nuclear magnetic res-
onance methods (85,86). Lipid crystallization and, there-
fore, changes in solid fat content, can also be measured by
differential scanning calorimetry (87) or by using ultra-
sounds (88). 
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TABLE 9.9
Heat of Fusion (∆∆Hf) and Transition of Triacylglycerols

TAG a Transition Temperature (°C) ∆∆Hf (cal/g)

LaLaLa β→Liq 46.3 46.2
MMM β→Liq 57.0 50.3

α→Liq 32.3 34.6
α→β 32.2 �12.6

PPP β→Liq 65.7 53.1
α→Liq 44.7 37.4
α→β 44.7 �13.3

StStSt β→Liq 72.5 54.5
α→Liq 54.0 38.9
α→β 54.0 �13.7

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: La, lauric; 
M, miristic; P, palmitic; and St, stearic.
Source: Ref. 80.

TABLE 9.10
Heat of Fusion (∆∆Hf) of Common Fats and Oils

Fat or Oil ∆∆Hf (cal/g)

Butter 24.5
Cocoa butter 35.0
Coconut 30.6
Cottonseed 16.8
Lard 29.2
Linseed 18.2
Olive 20.3
Palm 22.6
Palm kernel 32.0
Peanut 21.7
Rapeseed 19.8
Sesame 16.3
Soybean 17.9
Sunflower, crude 19.0
Tallow 27.3

Source: Refs. 69, 70, 76.

TABLE 9.11
Solid Fat Content (SFC) of Common Fats and Oils

SFCa

Fat or Oil 10 30 50 70 90

Butter 28.0°C 16.0°C 10.5°C 2.0°C �12.0°C
Cocoa butter 32.5°C 30.5°C 29.0°C 25.5°C 8.0°C
Coconut 23.0°C 20.5°C 16.0°C 10.0°C �1.0°C
Cottonseed 3.5°C �6.0°C �11.0°C �23.0°C �28.5°C
Lard 40.0°C 29.5°C 17.5°C 2.5°C �7.5°C
Linseed, crude �8.5°C �13.5°C �15.5°C �17.0°C �23.0°C
Olive 6.0°C �2.0°C �5.5°C �8.0°C �11.0°C
Palm, crude 31.5°C 16.5°C 12.0°C 7.5°C �6.0°C
Palm kernel 26.0°C 23.0°C 18.5°C 8.5°C �6.5°C
Peanut, crude �3.0°C �7.5°C �12.5°C �15.5°C �19.5°C
Rapeseed 3.0°C 2.0°C 1.0°C �1.0°C �4.5°C
Sesame �4.0°C �10.0°C �15.5°C �19.5°C �22.5°C
Soybean �5.5°C �11.5°C �13.0°C �14.0°C �20.0°C
Sunflower, crude �10.0°C �13.0°C �14.5°C �15.5°C �18.0°C
Tallow 46.5°C 41.0°C 31.0°C 15.5°C 5.0°C

a Data indicate the temperature at which the SFC shown at the top of the
column is achieved.
Source: Ref. 70.



C. VISCOSITY

Viscosity is a measure of internal friction of a liquid to
resist flow. It is usually denoted by η, and defined as the
ratio between the shear stress (in force per unit area) and
the shear rate (the velocity gradient between the moving
and stationary phases). The viscosity, η, carries a dimen-
sion of poise (P) or dyne/(cm2 · s). Water has a value of 1
centipoise (cP) at 20°C. The viscosities of triacylglycerols
or oils (Tables 9.12 and 9.13, respectively) are much
higher than that of water, which can be attributed prima-
rily to the intermolecular attractions of the long-chain
fatty acids of their triacylglycerols. This is one of the rea-
sons why the oils exhibit their unique oily characteristics

and have the ability to form oily or lubricating films. This
lubricating action is very important in the preparation of
some foods, such as grilled foods (1).

Vegetable oils follow Newtonian flow behavior, i.e., at
a given temperature a constant value of viscosity is
obtained independent of the force applied to the oil. As a
result, oil viscosity (η) is defined as the slope of the shear
stress-shear rate curve, also known as the flow curve (65).

In general, the viscosity of oils decreases slightly with
an increase in unsaturation, and, therefore, hydrogenated
oils are slightly more viscous than original oils (94). In
addition, for an equivalent degree of unsaturation, oils and
fats containing a greater proportion of fatty acids of rela-
tively low molecular weight are slightly less viscous than
those containing a higher proportion of high-molecular-
weight acids. Most common oils range in viscosity from
20 to 50 cP at ambient temperature. An exception is cas-
tor oil, which has a viscosity exceptionally high because
of its high content of ricinoleic acid.

The viscosity of highly polymerized oils is much
greater than that of normal oils. For this reason, viscosity is
occasionally referred to in determining the conditions of
fats used in deep frying. During use in the frying kettle, the
viscosity of a frying fat or oil will tend to increase as oxi-
dation and polymerization increase (95). This can be related
to polymer development and tendency toward foaming.

Viscosity is also an important parameter in the
process of melt crystallization. The dry fractionation of
oils to produce a solid and a liquid fraction is greatly
influenced by the viscosity of the oil at the fractionation
temperature. Toro-Vazquez and Gallegos-Infante (96)
have described the relationship between viscosity and
crystallization in a system containing saturated triacyl-
glycerols and liquid oil. 

D. VAPOR PRESSURE

The vapor pressure, defined as the pressure associated with
the vapor in equilibrium with a condensed phase, is very
low in triacylglycerols of long-chain fatty acids. Therefore,
they can only be satisfactorily distilled by molecular or
short-path distillation. These values decrease as chain
length increases (Table 9.14). Analogous values and
behavior are also observed in fats and oils (Table 9.15).

E. SMOKE, FLASH, AND FIRE POINTS

The smoke, flash, and fire points are important properties
when oils or fats are heated in contact with air, as in fry-
ing operations. These indices are often used as a quick
quality control means for a critical process step such as
deodorization. In this case, lower than normal smoke,
flash, or fire points indicate the presence of an excess of
residual nontriacylglycerol impurities, such as free fatty
acids, monoacylglycerols, and other volatiles, which
should be largely removed during steam deodorization.

9-10 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 9.13
Viscosities of Common Fats and Oils

Viscosity (cP)

Fat or Oil 20°C 30°C 40°C 50°C 60°C

Castor 950–1100 453 232 128
Cocoa butter 42
Coconut 34 24 17–20 13
Corn 56–66 31 18
Cottonseed 65–69 33
Grapeseed 53–58
Hazelnut 66–76
Lard 35 25 17–20
Linseed 42–47 33 24 18
Olive 75–79 42
Palm 40 25–31
Palm kernel 36 25 17–20
Peanut 68–82 49 33 24
Rapeseed 86–97 56 38 27
Safflowera 52–54
Safflowerb 70–75
Sesame 64–67 42 29 21
Soybean 53–58 43 32 23
Sunflower 51–57 40 28 20
Tallow 42 30 19–20

a High linoleic.
b High oleic.
Source: Refs. 10, 69, 70, 76, 91–93.

TABLE 9.12
Viscosities of Triacylglycerols

Viscosities (cP)

TAGa 60°C 70°C 75°C 80°C 85°C

LaLaLa 13.59 10.30 9.11 8.09 7.22
MMM 17.71 13.42 11.70 10.35 9.20
PPP 16.79 14.67 12.92 11.44
StStSt 18.50 16.21 14.31

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: La, lauric; 
M, miristic; P, palmitic; and St, stearic.
Source: Refs. 89, 90.



The smoke point is the temperature at which smoking
is first detected in a laboratory apparatus protected from
drafts and provided with special illumination (98). The
flash point is the temperature at which volatile products
are evolved at such rate that they are capable of being
ignited but do not support combustion. The fire point is
the temperature at which the volatile products will support
continuous combustion. Smoke, flash, and fire points of
common fats and oils are shown in Table 9.16.

The smoke and flash points of fats and oils are greatly
dependent on content of free fatty acids and to a lesser
degree on partial glycerols. The influence of degree of
unsaturation is minimal, but chain length has an important
effect. Oils containing short-chain fatty acids (e.g., the lau-
ric acids) have lower smoke and flash points than oils with
predominantly longer fatty acids. According to Formo
(10), the smoke points of corn, cottonseed, and peanut oils
vary from about 232°C at a free fatty acid content of 0.01%
to about 94°C at 100% free fatty acid content. The flash
points correspondingly decrease from about 329 to 193°C
and the fire points from 362 to 221°C.

F. HEAT OF COMBUSTION

The heat of combustion is defined as the amount of heat
released when a definite quantity of a substance is 

completely oxidized at constant pressure or constant vol-
ume. All fats and oils have very similar heat of combus-
tion values and they are about 9.4 kcal/g. These values are
collected in Table 9.17.

G. THERMAL CONDUCTIVITY

Thermal conductivity describes the ease with which heat
passes through a material. Specifically, it quantifies the
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TABLE 9.14
Vapor Pressure of Triacylglycerols

Temperature (°C)

TAGa 0.05 mm Hg 0.001 mm Hg

LaLaLa 244 188
MMM 275 216
PPP 298 239
StStSt 313 253
StOSt 315 254
MPSt 297 237
PLaSt 290 232
MLaSt 282 223

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: La, lauric; 
M, miristic; P, palmitic; and St, stearic.
Source: Ref. 97.

TABLE 9.15
Vapor Pressure of Fats and Oils

Temperature (°C)

Oil 0.05 mm Hg 0.001 mm Hg

Cottonseed 250a

Olive 308 253
Peanut 250a

Soybean 308 254

a Values at 0.04 mm Hg.
Source: Refs. 68, 91.

TABLE 9.16
Smoke, Flash, and Fire Points of Common Fats and Oils

Free Fatty Smoke Point Flash Point Fire Point
Fat or Oil Acids (%)a (°C) (°C) (°C)

Castor n. s. 200 298 335
Coconut 0.2 194 288 329
Corn n. s. 227 326 359
Cottonseed 0.04 223 322 342

0.18 185 318 357
Lard 2.30 282 352
Linseed n. s. 160 309 360
Olive (virgin) n. s. 199 321 361
Palm 0.06 223 314 341
Peanut n. s. 229

0.09 207 315 342
0.11 198 333 363

Rapeseed 0.08 218 317 344
Safflower, crude 1.7 159 317 362
Sesame n. s. 165 319
Soybean n. s. 234 328 363

0.04 213 317 342
Sunflower n. s. 253

0.1 209 316 341
Tallow 2.5 263 332

0.5 324 357

a Abbreviation: n. s., not specified.
Source: Refs. 70–73, 99.

TABLE 9.17
Heat of Combustion of Common Fats and Oils

Fat or Oil Heat of Combustion (Kcal/g)

Castor 8.880
Coconut 9.020
Corn 9.413
Cottonseed 9.447
Lard 9.449
Linseed 9.364
Olive 9.456
Peanut 9.410
Rapeseed 9.680
Sesame 9.394
Soybean 9.478
Sunflower 9.499
Tallow 9.485

Source: Refs. 10, 69, 70, 73.



rate of flow of thermal energy through a material in the
presence of a temperature gradient, given by the amount
of heat transfer across a unit area in a unit amount of time,
divided by the negative of the space rate of change in tem-
perature in the direction perpendicular to the unit area.
Fats are relatively poor conductors of heat (10) and the
thermal conductivity decreases with the temperature
(100). Thermal conductivity data for common fats and
oils are given in Table 9.18.

H. THERMAL DIFFUSIVITY

Thermal diffusivity is the thermal conductivity divided by
the product of specific heat capacity and density. It is
more generally applicable than thermal conductivity in
most heat transfer problems. Thermal diffusivity values
for some fats and oils are given in Table 9.19.

I. THERMAL EXPANSION

The thermal expansion is defined as the increase in the
size of a substance when the temperature of the substance
is increased. The thermal expansion coefficients are the
proportionally constants that related these increases. Fat
and oils have thermal expansion coefficient values in the
range 6.6 · 10�4 –7.8 · 10�4 mL/g · °C (Table 9.20). These
values increase approximately linearly with temperature
for liquid oils (79). 

J. DIELECTRIC CONSTANT

The dielectric constant is the property of a material that
determines how much electrostatic energy can be stored
per unit volume of the material when unit voltage is
applied. It is quantified as the ratio of electric flux density
produced in a material to the value in free space produced
by the same electric field strength. In fats and oils, most
values are in the range of about 3.0–3.2, and, therefore,
dielectric constants are not a particularly distinguishing
characteristic. Castor and oiticica oils, however, which
contain oxygenated fatty acids (ricinoleic and licanic
acids, respectively), have higher dielectric constants
(around 4.0). Oxidation increases the dielectric constant of
oils by the introduction of polar groups (104). On the other
hand, thermal polymerization without considerable oxida-
tion has relatively little effect (10). Dielectric constants for
some common fats and oils are given in Table 9.21.

K. DENSITY

The density of a material is a measure of the mass per unit
volume. Liquid oils have a density between 0.91 and 
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TABLE 9.19
Thermal Diffusivity (m2/h) of Common Fats and Oils

Temperature

Fat or Oil 20°C 40°C 60°C 80°C 100°C

Corn 0.391 0.385 0.366 0.351 0.338
Cottonseed 0.403 0.388 0.372 0.359 0.345
Grapeseed 0.401 0.382 0.367 0.356 0.342
Sesame 0.364 0.349 0.334 0.319 0.304
Soybean 0.380 0.363 0.350 0.334 0.320
Sunflower 0.340 0.322 0.310 0.295 0.281

Source: Ref. 70.

TABLE 9.20
Thermal Expansion of Common Fats and Oils

Fat or Oil Thermal Expansion Coefficient (mL/g · °C)

Butter 6.64·10�4

Castor 6.90·10�4

Cocoa butter 7.72·10�4

Coconut 6.77·10�4

Corn 7.22·10�4

Cottonseed 6.75–7.30·10�4

Linseed 6.90·10�4

Olive 7.19–7.27·10�4

Palm 7.24·10�4

Palm kernel 7.02·10�4

Peanut 6.52–6.75·10�4

Rapeseed 6.71·10�4

Sesame 6.87·10�4

Soybean 6.70–7.24·10�4

Sunflower 6.61–7.46·10�4

Tallow 7.26·10�4

Source: Refs. 70, 79, 102, 103.

TABLE 9.18
Thermal Conductivity (cal/cm · s) of Common Fats
and Oils

Temperature

Fat or Oil 20°C 40°C 60°C 80°C 100°C

Butter 4.02·10�4 a

Castor 4.00·10�4 3.85·10�4 c

Corn 4.14·10�4 4.06·10�4 4.00·10�4 3.83·10�4 3.72·10�4

Cottonseed 4.00·10�4 3.92·10�4 3.89·10�4 3.81·10�4 3.72·10�4

Grapeseed 4.03·10�4 3.89·10�4 3.81·10�4 3.69·10�4 3.57·10�4

Lard 5.55·10�4

Olive 4.00·10�4 3.85·10�4 c

Peanut 4.02·10�4 b

Rapeseed 3.79·10�4

Sesame 4.31·10�4 4.19.10�4 4.08·10�4 3.97·10�4 3.83·10�4

Soybean 4.21·10�4 4.11.10�4 3.97·10�4 3.88·10�4 3.76·10�4

Sunflower 4.00·10�4 3.92·10�4 3.89·10�4 3.81·10�4 3.72·10�4

Tallow 8.33·10�4 4.17·10�4

a Data at 10°C.
b Data at 4°C.
c Data at 71°C.
Source: Refs. 70, 100, 101.



0.92 g/mL at 25°C, and this value decreases as the tem-
perature increases (Table 9.22). Oil density generally
increases with lower molecular weight fatty acids and by
hydrogenation (76,94,107). The densities of solid fats are
generally higher than those of their liquid states. In addi-
tion, the various types of crystal forms, α, β�, and β, melt-
ing at progressively higher temperatures, also show
increasing densities (Table 9.23).

L. SOLUBILITY

Fats and oils are almost completely insoluble in water.
When they are held together in systems such as cake batters
or butterfat in milk, these systems require the use of food
emulsifiers and/or mechanical means such as homogenizers.
These same fats, oils, and fatty acids are completely misci-
ble with most organic solvents, such as hydrocarbons,
ethers, esters, and so on, at temperatures above their melting
points. The solubility of fats in organic solvents increases
with temperature, decreases with increasing mean molecu-
lar weight, and increases with increasing unsaturation. This
last is the basis for fractional crystallization of fats into a
number of fractions based on molecular weight and unsatu-
ration. Alcohols from methanol to octanol have the property
of being miscible with the liquid portion of plastic fats but
not the solid. This has been used as a method for the sepa-
ration of solid fat (109). The Crismer value is sometimes
used to measure the solubility of an oil in a standard solvent
mixture, composed of t-amyl alcohol, ethyl alcohol, and
water in volume proportion 5:5:0.27. This value is charac-
teristic within a narrow limit for each kind of oil (110).
Examples of such values are 68.5–71.5 for olive oil, 67–70
for canola (low erucic rapeseed oil) and 76–82 for high eru-
cic rapeseed oil (111,112). The miscibility of an oil is related
to the solubility of glycerides and is affected mainly by the
unsaturation and chain length of the constituent fatty acids.

Water is slightly soluble in oil at 0°C, with solubility
amounting to about 0.07 and 0.14% at 32°C (2). 

Some selected solubility data of nitrogen, oxygen,
hydrogen, and carbon dioxide are shown in Table 9.24.
With the exception of carbon dioxide, the solubilities of
these gases in oil usually increase with temperature.

M. SURFACE TENSION, INTERFACIAL TENSION, AND

EMULSIFICATION

Surface tension is the force acting on molecules at the sur-
face of the oil that tends to pull them into the bulk of the
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TABLE 9.21
Dielectric Constants (λλ) of Common Fats and Oils

Fat or Oil Temperature (°C)a λλ

Castor 11 4.62
Cocoa butter 40 2.99
Coconut n. s. 3.44
Cottonseed 20 3.15
Linseed 20 3.19
Olive 21 3.11
Peanut 11 3.03

20 3.05
Sesame 13 3.02
Sunflower 20 3.11

a Abbreviation: n. s., not specified.
Source: Ref. 70.

TABLE 9-22
Density of Common Fats and Oils

Density (g/mL)

Fat or Oil 20°C 40°C 60°C

Canola 0.914–0.917
Castor 0.955–0.968 0.942–0.952
Cocoa butter 0.906–0.909
Coconut 0.926 0.908–0.920
Corn 0.917–0.925 0.905–0.911
Cottonseed 0.917–0.925 0.905–0.908
Grapeseed 0.923–0.926 0.896–0.920
Hazelnut 0.912–0.915 0.899–0.904
Lard 0.916 0.896–0.906
Linseed 0.928–0.933 0.914–0.922
Olive 0.910–0.916 0.899–0.905
Palm 0.922 0.895–0.900
Palm kernel 0.930 0.899–0.913
Peanut 0.914–0.920 0.906–0.912
Rapeseed 0.910–0.916 0.897
Safflowera 0.922–0.927
Safflowerb 0.910–0.916
Sesame 0.915–0.923 0.910–0.913
Soybean 0.921–0.924 0.906–0.912
Sunflower 0.920–0.925 0.906–0.910
Tallow 0.936–0.952c 0.893–0.904 0.885–0.887

a High linoleic.
b High oleic.
c Data at 15°C. 
Source: Refs. 10, 69, 70, 72, 73, 102, 105, 106.

TABLE 9.23
Density of Solid Triacylglycerols

Polymorphic Temperature Density
TAG or Fata Form (°C) (g/mL)

LaLaLa β �38.6 1.057
MMM β �38.4 1.050
PPP β �38.2 1.047
StStSt β �38.6 1.043

β� �38.0 1.017
α �38.0 1.014

OOO Highest m. p. �38.7 1.012
Lard Highest m. p. �38.6 1.005

a Abbreviations: m. p., melting point; TAG, triacylglycerol. Fatty acids in
TAG: La, lauric; M, miristic; P, palmitic; and St, stearic.
Source: Ref. 108.



liquid. The interfacial tension is the surface tension at the
surface separating two non-miscible liquids. Surface and
interfacial tensions against water for different oils are
given in Tables 9.25 and 9.26, respectively, and are simi-
lar among them (114).

Interfacial tensions may be decreased by the use of
emulsifiers (115). Thus, the presence of monoacylglyc-
erols and lecithin decreases the interfacial tension
between oil and water from 30 to <10 dyne/cm. This
reduction of interfacial tension lowers the energy required
to homogenize the oil/water mixture, thus making possi-
ble the fine oil-in-water or water-in-oil dispersions.

Acylglycerols with three fatty acids attached to a glyc-
erol molecule have minimal emulsification properties.
However, fats and oils are important constituents of emul-
sions (116–124). An emulsion consists of a three-phase
system composed of a continuous phase (the phase or
medium in which the disperse phase is suspended), a dis-
perse phase (the phase which is disrupted or finely divided
within the emulsion), and an emulsifier (16). The emulsi-
fier is present at the interface between the dispersed phase
and the continuous phase, and keeps them apart; it reduces
the interfacial tension between the two liquids, enabling
one liquid to spread more easily around the other; and it
forms a stable, coherent, viscoelastic film that prevents or
delays coalescence of the dispersed emulsion droplets. 
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TABLE 9.24
Solubility of Gases in Oils

Solubility (mL gas/100 mL Oil)

Fat or Oil I. V.a Temperature (°C) Nitrogen Hydrogen Oxygen Carbon Dioxide

Butter n. s. 40 10.1b 5.4 14.2 109.5
n. s. 60 9.6b 6.8 12.7 91.0

Cottonseed n. s. 40 8.7b 4.7 12.7 87.6
104.3 30.5 7.1 4.6
104.3 49.6 7.8 5.4
104.3 147.8 11.8 10.2

Lard n. s. 40 8.8b 5.0 11.5 100.3
70.1 41.5 7.7 5.2
70.1 147.3 12.1 10.4
1c 64.3 6.1 92.0
1c 67.0 8.4 14.5
1c 84.7 15.4
1c 88.0 79.1
1c 139.4 11.7 9.8 61.9

Soybean n. s.d 22.5 3.2
n. s.e 22.5 1.3

Sunflower n. s.d 22.5 2.9
n. s.e 22.5 1.9

a Abbreviations: I. V., iodine value; n. s., not specified.
b Data correspond to the solubility of air.
c Hydrogenated lard.
d Data correspond to the crude oil.
e Data correspond to the refined oil.
Source: Refs. 10, 68, 70, 113. 

TABLE 9.25
Surface Tension of Oils 

Surface Tension (dyne/cm)

Fat or Oil 17°C 20°C 50°C 80°C 130°C

Castor 34.9 34.0 32.2 30.0
Coconut 21.4a,b 28.4 24.0

33.6b

Corn 34.8b

Cottonseed 33.2a 31.4 27.5
35.5

Linseed 34.6a

36.4
Olive 36.0–36.8 32.6 30.5 29.1
Palm kernel 32.4a

33.5
Peanut 44.4 31.6a

34.6
Sesame 36.3
Soybean 34.1a

35.8
Rapeseed 35.3 34.5a 29.6 28.1

32–34

a Data correspond to crude oil.
b Data at 25°C.
Source: Refs. 2, 68, 70, 71, 93.



These properties of the emulsifiers are a consequence
of their structure: the molecules contain two distinct sec-
tions, one having polar or hydrophilic character, the other
having nonpolar or hydrophobic properties. The relative
sizes of the hydrophilic and hydrophobic sections of an
emulsifier mostly determines its behavior in emulsification.
To make the selection of the proper emulsifier for a given
application and to predict the type of emulsion that will be
formed, the so-called hydrophile-lipophile balance (HLB)
system has been developed. It is a numerical expression for
the relative simultaneous attraction of an emulsifier for
water and for oil. Emulsifiers with HLB in the range 2–6
tend to form water-in-oil (W/O) emulsions, those with HLB
in the range 7–9 are good wetting agents, and those with
HLB in the range 10–18 tend to form oil-in-water (O/W)
emulsions (115). HLB values of some commercial non-
ionic emulsifiers are given in Table 9.27. These values can
be estimated from experimental measurements of its cloud
point or can be calculated from a knowledge of the number
and type of hydrophilic and lipophilic groups that it con-
tains, according to the equation:

HLB � 7 � � (hydrophilic group numbers) � �
(lipophilic group numbers)

Hydrophilic and lipophilic group numbers have been tab-
ulated (115,116,125).

Foods contain many natural emulsifiers, of which
phospholipids and proteins are the most common
(126,127). Mono- and diacylglycerols are examples of
emulsifiers that are added to products in order to provide
ease of mixing. They absorb at the interface, reducing
interfacial tension, and increasing the spreadability of the
continuous phase, or the wettability of the dispersed phase.

Many natural and processed foods exist either partly
or wholly as emulsions, or have been in an emulsified
state at some time during their existence (117,128–132).
Milk is the most common example of a naturally occur-
ring food emulsion (133). Mayonnaise, salad dressing,
cream, ice cream, butter, and margarine are all examples
of manufactured food emulsions. Powdered coffee
whiteners, sauces, and many desserts are examples of
foods that were emulsions at one stage during their pro-
duction but subsequently were converted into another
form (116). 

N. ULTRASONIC PROPERTIES

Ultrasonic velocity in triacylglycerols or oils is a measure
of the speed of sound in these food components. It is
related to its fatty acid composition and the supramolecu-
lar lipid structure. This is one of the most important vari-
ables in predicting the velocity of sound in an emulsion.
The speed of sound in oils decreases monotically with
temperature (134), is similar for oils and water at 20°C
(79), and is lower in solid fats than oils. Ultrasonic veloc-
ities for some triacylglycerols as well as for some com-
mon oils are given in Tables 9.28 and 9.29, respectively.

The ultrasonic attenuation coefficient is a measure of
how much ultrasound is dissipated in an oil per unit dis-
tance. This coefficient has little direct value beyond predict-
ing the ultrasonic properties of an emulsion. However, in
this application, a precise value is essential. The attenuation
coefficient increases with frequency at a single temperature
(79). Attenuation and its frequency dependence tend to
decrease with increased temperature. Ultrasonic attenuation
coefficients for some common oils are given in Table 9.29.

IV. OPTICAL AND SPECTROSCOPIC
PROPERTIES

A. COLOR

Fatty acids and triacylglycerols, are colorless and essen-
tially transparent to visible light. Natural fats and oils,
however, often contain pigments that partially absorb
transmitted light. Most of these pigments are removed
from fats and oils by the refining and bleaching process,
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TABLE 9.27
HLB Values of some Commercial Nonionic Emulsifiers

Emulsifier HLB

Sorbitan trioleate 1.8
Sorbitan tristearate 2.1
Mono- and di-acilglycerols 3.2–3.5
Glycerol monostearate 3.8
Sorbitan monooleate 4.3
Sorbitan monostearate 4.7
Sorbitan monopalmitate 6.7
Sorbitan monolaurate 8.6
Polyoxyethylene sorbitan monostearate 9.6
Polyoxyethylene sorbitan monooleate 10.0
Polyoxyethylene sorbitan trioleate 11.0
Glycerol monostearate 11.0
Polyoxyethylene monostearate 11.1–16.0
Polyoxyethylene monolaurate 12.8
Sodium oleate 18
Sucrose monoester 20
Potassium oleate 20
Sodium stearoyl lactylate 22
Sodium lauryl sulfate 40

Source: Refs. 41, 115.

TABLE 9.26
Interfacial Tension of Oils 

Oil Interfacial Tension (dyne/cm) at 70°C

Cottonseed 29.8
Peanut 29.9
Soybean 30.6

Source: Ref. 68.



but some of them remain and most oils have their specific
color, which is a consequence of the type and amount of
natural pigments present. Therefore, some oils are natu-
rally darker than others (68).

Carotene is the predominant red/yellow color pigment
in soybean, safflower, and sunflower oils, among others.
Carotene becomes colorless when subjected to the tempera-
tures encountered in the edible oil processing steps. The oxi-
dation products and other pigments found in these refined
oils can be removed by adsorption on diatomaceous earth in
the edible oil processing step referred to as bleaching. Most

of the red color found in cottonseed oil, on the other hand,
comes from a minimal residual level of gossypol and gossy-
pol derivatives, especially a complex gossypurpurin. While
some of the pigments that contribute to oil colors can be
removed by adsorption on bleaching earths and any carotene
is rendered colorless by heating, the gossypol can only be
removed by alkali refining. The level of color removal that
can be achieved is, to a great extent, dependent on the hand-
ling and storage of the seed and crude oil prior to refining.

In addition, poor grade of crude oil or improper pro-
cessing and handling may produce oils and fats which are
darker than usual. Thus, insufficient refining may leave
residual phospholipids that will darken the oil during
deodorization. Vegetable oils and shortening will also
darken after being stored for a long time or at elevated
temperatures due to the oxidation of tocopherol to toco-
quinones. During frying, oil darkening is further compli-
cated by the polymerization of oil and interaction between
the oil and other components of the food being fried (95). 

Color may be determined by a number of procedures.
The Lovibond method determines color by matching the
color of the light transmitted through a specific depth of
liquid fat or oil to the color of the light originating from
the same source, transmitted through glass color standards
(140). Results are given in red and yellow units describing
the combination that matches the sample color. By using
this methodology, the maximum accepted values for edi-
ble oils are collected in Table 9.30. Other methods that
also determine color by comparison with permanent color
standards or glasses of known color characteristics have
also been described (142,143).

Color can also be determined spectrophotometrically.
In this case the oil or fat is dissolved in the required sol-
vent and the transmittance or the extinction of the solution
is then determined at the specified wavelengths with ref-
erence to pure solvent (144). These absorptions may be
expressed as specific extinctions (the extinction of 1%
solution of the oil in the specified solvent, in a thickness
of 1 cm), conventionally indicated by K (145). K values
are usually employed to define olive oil quality (146). 
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TABLE 9.30
Lovibond Colors of Edible Oilsa

Fat or Oil Red Yellow

Coconut 1.0 10
Cottonseed 2.5
Palm 3.0
Palm kernel 1.5
Peanut 2.0 25
Safflower 1.5 15
Soybean 1.0
Sunflower 2.0 20

a Maximum accepted values are indicated.
Source: Refs. 71, 73, 99, 105, 106, 141. 

TABLE 9.29
Ultrasonic Properties of Fats and Oils

Ultrasonic Attenuation 
Ultrasonic Velocity (m/s) Coefficient (at 20°C)

Fat or Oil 20°C 40°C 70°C 2 MHz 5 MHz

Butter 1359
Castor 1494 1457 11.0
Coconut 1362
Corn 1470 1403 1308
Cottonseed 1405
Grapeseed 1309
Linseed 1414
Olive 1466 1401 1302 6.5 1.94
Palm 1459 1399 1298
Palm kernel 1368
Peanut 1466 1405 1308 3.6 1.0
Rapeseed 1468 1411 1308 3.6 1.0
Safflower 1472 1408 1310 4.0 1.18
Sesame 1403
Soybean 1470 1405 1309 4.9
Sunflower 1472 1407 1311

Source: Refs. 79, 135–139.

TABLE 9.28
Ultrasonic Properties of Triacylglycerols

Ultrasonic Velocity (m/s)

TAG a 20°C 40°C 70°C

LaLaLa 1357
PPP 1290
PSP 1292
SSS 1301
POP 1389 1293
PPO 1390 1295
POS 1392 1297
PSO 1393
SPO 1394
SOS 1302
OOO 1463 1397 1304
LLL 1474 1407

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: La, lauric;
M, miristic; P, palmitic; and St, stearic.
Source: Refs. 108, 135, 136.



B. REFRACTIVE INDEX

The refractive index of a fat is a measure of the relative
velocities of light in air and in the material to be tested. It
is defined as the ratio of the sine of the incident angle of
light from air and the sine of the refractive angle in the
medium. This index, which can be easily measured, is
influenced by wavelength, temperature, density, and con-
stitution, and it is employed to examine the purity and
concentration of a liquid sample, and to control the
progress of some reactions such as hydrogenation and iso-
merization. For lipids, the refractive index normally
increases with the hydrocarbon chain length and with the
number of double bonds and conjugation, and decreases
with an increase in the temperature (the refractive index
for an oil drops by 0.00035 per °C). The refractive indices
of some triacylglycerols and common fats and oils are
given in Tables 9.31 and 9.32, respectively.

C. ULTRAVIOLET SPECTROSCOPY

Monoene and methylene-interrupted polyene acids and their
triacylglycerols absorb ultraviolet light at wavelengths too
low for convenient study. Therefore, the use of ultraviolet
spectroscopy in the study of fats and oils is confined to sys-
tems containing or generating conjugated unsaturation.
Thus, ultraviolet spectroscopy is a valuable tool and it is
broadly employed for detecting fatty acids and their corre-
sponding triacylglycerols with conjugated double bonds.
Conjugated dienes show a single absorption peak at
230–235 nm, whereas conjugated trienes show three peaks
at ~260, 270, and 280 nm. Methylene-interrupted polyenes
undergo double bond migration to produce compounds with
conjugated unsaturation in reactions such as oxidation or
hydrogenation and the appearance of absorption at appro-
priate wavelength has been employed in the study of such
processes. Thus, the edible oil industry estimates spec-
trophotometrically at 233 nm the amounts of conjugated
dienes in the finished fats and oils (148), and the K234 and
K270 are indexes of olive oil quality (146,149). 

D. INFRARED (IR) SPECTROSCOPY

The infrared spectra has been applied to solid lipids to
provide useful information about polymorphism, crystal
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TABLE 9.31
Refractive Indices of Triacylglycerols

TAGa Temperature 60°C

LaLaLa 1.440
MMM 1.443
PPP 1.445
StStSt 1.447
StLaLa 1.444
LaStLa 1.444
StPP 1.447
PStSt 1.447
LaStSt 1.445
StLaSt 1.446
PStSt 1.446
StPSt 1.448
StMP 1.444
StLaP 1.443
StPM 1.444
StPLa 1.443
StMLa 1.442
LaLaO 1.446
LaOLa 1.446
PPO 1.448
POP 1.448
StStO 1.449
StOSt 1.449
LaOO 1.450
MOO 1.451
POO 1.451
StOO 1.452
OOO 1.455
LLL 1.465
LnLnLn 1.474

a Abbreviations: TAG, triacylglycerol. Fatty acids in TAG: La, lauric; M,
miristic; P, palmitic; St, stearic; O, oleic; L, linoleic; and Ln, linolenic.
Source: Refs. 89, 147.

TABLE 9.32
Refractive Indices of Common Fats and Oils

Temperature

Fat or Oil 20°C 40°C 60°C

Butter 1.455 1.447
Canola 1.465–1.467
Castor 1.476–1.481 1.466–1.473
Cocoa butter 1.456–1.458
Coconut 1.454 c 1.448–1.450 1.441
Corn 1.474–1.477 1.465–1.466 > 1.447
Cottonseed 1.470–1.473 1.464–1.468
Grapeseed 1.473–1.476 1.464–1.471
Hazelnut 1.470–1.471 1.462–1.463
Lard 1.457–1.461 1.451–1.453
Linseed 1.479–1.484 1.472–1.475
Olive 1.468–1.471 1.461–1.462
Palm 1.453–1.458
Palm kernel 1.457 c 1.450–1.452 1.443
Peanut 1.470–1.474 1.461–1.463
Rapeseed 1.472–1.473 1.464–1.466
Safflower a 1.474–1.478
Safflower b 1.470–1.474
Sesame 1.474–1.477 1.465–1.468
Soybean 1.473–1.477 1.465–1.469 > 1.447
Sunflower 1.474–1.476 1.466–1.468
Tallow 1.448–1.460 1.450–1.454

a High linoleic.
b High oleic.
c Data at 25°C.
Source: Refs. 69–73, 93, 99, 105, 106.



structure, conformation and chain length of fats and oils,
and it is also frequently employed for identification and
quantitative analysis of fats and oils. Most oils containing
the usual mixture of saturated and unsaturated acids have
similar infrared spectra. Superimposed on this there may

be additional absorption bands associated with less com-
mon functional groups. A selection of the bands of inter-
est in the study of fats and oils is collected in Table 9.33. 

The most frequent use of infrared spectroscopy is in
the recognition of trans isomers. The trans-double bond

9-18 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 9.33
Infrared Absorption Bands of Interest in the Study of Fats and Oils

Functional Group Absorption (cm��1) Functional Group Absorption (cm��1)

O–H stretching C=C stretching
Free O–H 3640–3600 –CH=CH2 1645
Bonded O–H (single-bridged 3600–3500 –CH=CH– (cis) 1660

dimer) –CH=CH– (trans) 1675 weak
Bonded O–H (double-bridged 3400–3200 –CH=CH–CH=CH– 1650, 1600

polymer)
Hydroperoxide (O–O–H) 3560–3530 C–H bending
Acid (O–H) 3000–2500 –CH3 1460 (δas)

1380 (δs)
C–H stretching –COOCH3 1440–1435
=CH2 3080 (νas) 1365–1356

2975 (νs) –CH2– 1470
=CH– 3020 –CH=C2 1420
–CH3 2960 (νas) –CH=CH– 1415

2870 (νs)
–CH2– 2925 (νas) C–O stretching and C–O bending

2850 (νs) Ester
–CHO 2820, 2720 –CO–O– two bands at 1300–1050 

R–CO–O–R 1190
C=O stretching R–CO–O–CH3 1165
Ester –C=C–CO–O– 1300–1250
–CO–O– 1735 1200–1050
–C=C–CO–O– 1720
–CO–O–C=C– 1760 Acid

νC=C 1690–1650 –COOH 1420
1300–1200

Acid
Saturated Carboxylate

monomer 1760 –COO– 1400
dimer 1710

α,β-unsaturated Alcohol
monomer 1720 Free OH 1250 (δ)
dimer 1690 Associated OH 1500–1300 (δ)

Primary OH 1050
Carboxylate Secondary OH 1100

νasCO 1610–1550 Tertiary OH 1150
νsCO 1400

C–H bending (out of plane)
Aldehyde –CH=CH– (cis) 730–675
–CHO 1725 –CH=CH– (trans) 968
α,β-unsaturated 1685
α,β-γ,δ-unsaturated 1675 Skeletal and “breathing”

Epoxide
Ketone trans 916–880
–CO– 1715 cis 838–829
α,β-unsaturated 1675

νC=C 1650–1600
α,β-γ,δ-unsaturated 1665



produces a characteristic absorption at 968 cm�1 that does
not change for additional double bonds unless these are
conjugated, when there are small changes from this value.
Therefore, this absorption can be employed to estimate
the percentage of trans of the total amount of double
bonds (146,150,151). There is not a similar diagnostic
infrared absorption band for cis unsaturation, but Raman
spectra show strong absorption bands at 1665 ± 1 cm�1

(cis-olefin) and 1670 ± 1 cm�1 (trans-olefin).
Carbonyl compounds have a strong absorption band

in the region 1650–1750 cm�1. The wavelength varies
slightly with the nature of the carbonyl compounds (Table
9.33) and this may be of diagnostic value. Thus, this band
has been suggested for free acidity determination in oils
(152) and it is usually employed for measurement of fat
content in automatic analyzers (153). Other applications
of infrared spectra are the determination of iodine value,
saponification value, free acid, oxidative stability, and
carotene content, among others (3,154–156). By using
Fourier transform infrared spectrometers (FTIR), these
parameters can be measured by simple menu-driven pro-
cedures in a few minutes. The results are not only
obtained more quickly, but without recourse to solvents or
laborious titrimetric methods.

Near infrared spectroscopy, covering the region
800–2500 nm, is also being employed in fat and oil analy-
sis. Thus, methods to determine fatty acid composition,
peroxide value, oil content of individual seeds, recogni-
tion of individual vegetable oils, oil oxidation and in-line
measurement of tempered cocoa butter and chocolate,
among others, have been developed (3,157–160).

E. RAMAN SPECTROSCOPY

As commented above, Raman spectroscopy may be
appropriate to use for the simultaneous analysis of the cis
and trans content of oils, since cis and trans carbon-car-
bon double bond stretching bands can be observed simul-
taneously. By using this technique, the cis/trans isomer
ratios were determined with a precision of 1% (161). The
carbon-carbon double bond stretch and the methylene
scissor intensity ratios have also been used to determine
iodine values. In addition, the total unsaturation in oils
and margarines can also be determined (162).

F. NUCLEAR MAGNETIC RESONANCE (NMR)
SPECTROSCOPY

NMR spectroscopy is used in two ways in the study of fats
and oils. With low-resolution instruments, it is possible to
determine the proportion of solid and liquid in a fat and
the content of oil in a seed. High-resolution spectrome-
ters, on the other hand, are used to mainly examine solu-
tions and give information about the solute.

1. Low-Resolution NMR

Differently to high-resolution NMR, broad band NMR
does not distinguish among hydrogen nuclei in different
atomic environments. Two techniques can be employed,
namely wide-line NMR or pulsed NMR, and both distin-
guish between hydrogen atoms in liquid and solid environ-
ments. Nowadays, the most widely used technique is pulsed
NMR. By using this technique, a measurement related to
the total number of hydrogen nuclei is followed by a sec-
ond measurement after 70 µs to determine only those
hydrogen nuclei in a liquid environment. This determina-
tion depends on the fact that the signal for hydrogen nuclei
in solid triacylglycerols decays much more quickly (less
than 1% remains after 70 µs) than that of hydrogen nuclei
in a liquid environment (which requires about 10000 s).

These measurements require only about 6 seconds and
are used routinely for the study of margarine and other con-
fectionery fats and of cocoa butter and similar substances.
However, though the measurement is so quick, it may have
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TABLE 9.34
Chemical Shift Assignments of Main 1H NMR Signals
of Fats and Oilsa

Chemical 
Shift (ppm) Assignment

Glycerol and Unsaturated Protons
5.40–5.26 O9/O10/L9/L10/L12/L13/Ln9/Ln10/Ln12/Ln13/Ln15/Ln16
5.26–5.20 β-Glycerol
4.32–4.10 α-Glycerol

Saturated Protons
2.75 Ln11/Ln14
2.72 L11
2.34 L2/Ln2
2.23 O2
2.22 S2
2.03 Ln17
2.00 L8/L14
1.99 Ln8
1.95 O8/O11
1.57 L3/Ln3
1.56 O3
1.55 S3
1.28 L chain/Ln chain
1.23 O chain
1.19 S chain
0.93 Ln18
0.84 L18
0.82 O18/P16/St18

a Assignments are abbreviated by fatty acid and carbon number. 1(3)-
and 2-Positions of glycerol are designated by the Greek symbols α and
β, respectively. Labeling of acyl chains: S, saturated; P, palmityl; St,
stearyl; O, oleyl; L, linoleyl; Ln, linolenyl chain. Depending on the oil
composition and experimental conditions, a lower number of signals is
usually observed.



to be preceded by a lengthy tempering routine. Without
controlling tempering the results would not be reproduced
from day to day or between laboratories. The tempering
regime varies with the kind of fat but a typical procedure for
cocoa butter involves melting at 100°C then holding at
60°C (1 h), 0°C (1.5 h), 26°C (40 h), 0°C (1.5 h), and
finally at the measuring temperature for 1 h. For many fats
the long tempering at 26°C can be omitted (3).

For oilseed breeders, the NMR method is often used
to estimate the oil content of oilseeds in a nondestructive
manner. This information is of commercial value and can
assist seed breeders and agronomists in their studies to
develop improved varieties. Pulsed NMR is also
employed in lipid crystallization studies (163).

2. High-Resolution 1H NMR

The use of 1H NMR in the study of oils, fats and food
lipids has increased particularly because of the great
amount of information that high field instruments can pro-
vide in a very short period of time (164). The NMR spec-
trum consists of a series of sharp signals whose
frequencies and multiplicities can be related to the chem-
ical nature of the different hydrogen atoms (methyl, meth-
ylene, olefin, etc.) and whose intensities are directly
related to the number of hydrogens producing the signal
(165,166). In this spectrum, all hydrogen atoms having
the same chemical surroundings produce signals at the
same frequency. The position of a resonance signal in the
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TABLE 9.35
Chemical Shift Assignments of Main 13C NMR Signals of Fats and Oilsa

Chemical Shift (ppm) Assignment Chemical Shift (ppm) Assignment Chemical Shift (ppm) Assignment

Carbonyl Carbons Aliphatic Carbons 29.22 L5β
176–174 Fatty acids 34.25 P2β/St2β 29.21 O5α/Ln5β
173.29 P1α 34.23 O2β 29.19 L5α/Ln5α
173.26 O1α 34.20 L2β/Ln2β 29.17 O6β/St4α
173.25 St1α 34.09 P2α/St2α 29.16 P4α
173.22 L1α/Ln1α 34.06 O2α 29.15 O6α/L6β
172.88 P1β 34.04 L2α/Ln2α 29.14 L6α/Ln6β
172.85 O1β/St1β 31.98 St16αβ 29.13 O4α/St4β/Ln6α
172.82 Ln1β 31.96 P14αβ 29.12 P4β
172.81 L1β 31.94 O16αβ 29.11 L4α

Olefinic Carbons 31.55 L16αβ 29.10 Ln4α
131.96 Ln16αβ 29.80 O12αβ 29.09 O4β
130.23 Ln9α 29.76 O7β/St11αβ/St12αβ/St13αβ/St14αβ 29.07 L4β
130.22 L13β 29.74 O7α/P11αβ/P12αβ/St10αβ 29.06 Ln4β
130.21 L13α/Ln9β 29.73 P10αβ 27.26 O11αβ
130.06 O10β 29.72 St9αβ/St8αβ 27.23 L14αβ/Ln8αβ
130.04 O10α 29.70 P8αβ/P9αβ/St7β 27.21 O8αβ/L8αβ
130.01 L9α 29.68 P7β/St7α 25.66 L11αβ
129.98 L9β 29.66 P7α 25.65 Ln11αβ
129.74 O9α 29.65 L7β 25.56 Ln14αβ
129.71 O9β 29.63 L7α 24.95 P3β/St3β
128.32 Ln12β 29.62 Ln7β 24.92 O3β
128.31 Ln12α 29.61 Ln7α 24.91 St3α
128.26 Ln13α 29.56 O14αβ/St5β 24.90 L3β/P3α/Ln3β
128.25 Ln13β 29.54 P5β 24.88 O3α
128.12 L10β 29.53 St5α 24.86 L3α/Ln3α
128.10 L10α 29.52 P5α 22.73 St17αβ
127.93 L12α 29.42 St15αβ 22.72 P15αβ
127.92 L12β 29.40 P13αβ 22.71 O17αβ
127.80 Ln10β 29.37 L15αβ 22.59 L17αβ
127.79 Ln10α 29.36 O13αβ/O15αβ 22.57 Ln17αβ
127.15 Ln15α 29.35 St6β 14.29 Ln18αβ
127.14 Ln15β 29.33 P6β 14.13 P16αβ/St18αβ

Glycerol Carbons 29.32 St6α 14.12 O18αβ
68.93 β-Glycerol 29.31 P6α 14.08 L18αβ
62.13 α-Glycerol 29.24 O5β

a Assignments are abbreviated by fatty acid and carbon number. 1(3)- and 2-Positions of glycerol are designated by the Greek symbols α and β, respec-
tively. Labeling of acyl chains: S, saturated; P, palmityl; St, stearyl; O, oleyl; L, linoleyl; Ln, linolenyl chain. Depending on the oil composition and
experimental conditions, a lower number of signals is usually observed.



spectrum is called the chemical shift (δ). In the 1H NMR
spectra of fats and oils the resonances appear between 
δ 4.10 and 5.40 ppm for glycerol and unsaturated protons,
and saturated protons signals appear between δ 0.80 and
2.80 ppm. Table 9.34 collects the assignation of most
common signals.

By using the information contained in the spectra, 1H
NMR has been employed, among others, to determine the
iodine value, number of double bonds, average molecular
weight, proportion of acyl groups in the triacylglycerol
molecule, n-3 polyunsaturated fatty acid proportion, and
docoxahexahenoic acid content (167–176). Some attempts
to apply 1H NMR spectroscopy to oil authenticity have
also been carried out (177).

1H NMR spectroscopy may also be employed to
determine minor oil components, but the signals of these
components should not overlap with those of the main
components, their concentration be high enough to be
detected, and high field equipment be employed. Thus,
the determination of saturated and unsaturated aldehydes
in virgin olive oils as well as diacylglycerols have been
described (170,177,178).

3. High-Resolution 13C NMR

High-resolution 13C NMR spectra are more complex than
1H spectra and they do not provide quantitative information
so easily. Nevertheless, they contain much more structural
information (chemical shifts and intensities) if this can be
teased out of the data provided with each spectrum. 13C
NMR resonances of fats and oils can be grouped into four
well-defined spectral regions: carbonyl carbons ranging
from 173.3 to 172.8 ppm; unsaturated carbons ranging
from 132.0 to 127.1 ppm; glycerol carbons ranging from
69.1 to 61.6 ppm; and aliphatic carbons ranging from 34.3
to 14.0 ppm. The assignation of the different signals has
been the objective of many studies and it is nowadays
clearly resolved (179–181). The main resonances
observed in the 13C NMR spectra of fats and oils are col-
lected in Table 9.35.

Information contained in these spectra has been
employed for edible oil authenticity determination and
quality controls, including the analysis of fatty acid com-
position and distribution of fatty acids in the triacylglyc-
erol molecule, the free fatty acid, iodine value, and
diacylglycerol determination, the analysis of minor com-
ponents, the oil stability prediction, the determination of
polar components and oil colors, etc. (182–198). All these
data suggest that with only one analysis, NMR allows the
determination of a large number of components with very
little or without any manipulation of the oil samples that
nowadays need many different analyses. In addition, the
application of multivariate statistics to NMR spectral data
increases considerably the potential of the technique.
However, and because minor components of the oils are

playing an essential role in defining oil authenticity and
quality, concentration of these compounds (either by
using a chromatographic procedure or by the use of
unsaponifiables) or their observation during routine
analysis by using special probes seem to be a necessary
requisite to achieve a routine application of NMR to most
aspects of oil analysis. 
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I. INTRODUCTION

The water-soluble vitamins consist of a mixed group of
chemical compounds. Their classification into specific
chemical groups depends on both chemical characteristics
and functions. The letter designations (vitamins B1, B2,
B3, etc., C) represent in part remnants from the past as the
discovery of given dietary growth or curative factors were
given letter designations. 

Vitamins are novel in their roles as “external” or
dietary regulatory agents. They have largely evolved to
serve: 1) specific cofactor and/or co-substrate functions,
2) as regulatory agents, or 3) as antioxidants. All of the
vitamins undergo specific and metabolically controlled
modifications before activation or conversion into their
functional forms. The most limiting events that control
function are often a specific step(s) in cofactor formation,
e.g., a phosphorylation reaction or ATP addition. 

The use of broad functional categories as headings to
organize this chapter was chosen. For example, niacin,
riboflavin, and ascorbic acid serve primarily as redox
cofactors. The roles of thiamin, pyridoxine (vitamin B-6)
and pantothenic acid (as a component of coenzyme A) are
distinguished because of their importance to carbohy-
drate, protein and amino acid, and acyl and acetyl trans-
port, respectively. Folic acid, vitamin B-12 (cobalamin),
and biotin will be discussed in relationship to their roles
in single-carbon or CO2 transfer reactions. 

II. VITAMINS IMPORTANT IN REDOX
REACTIONS

A. ASCORBIC ACID (VITAMIN C)

Ascorbic acid functions primarily as a cofactor for micro-
somal mono-and dioxygenases (hydroxylases) and oxi-
dases. In most animals, ascorbic acid is synthesized from
glucose in the liver. In birds and reptiles, ascorbic acid
synthesis takes place primarily in the kidney. In animals
that require ascorbic acid, e.g., humans, it is a deficiency
of gulonolactone oxidase, the last step in ascorbic acid
synthesis, which results in the need for a dietary source
(Figure 10.1; 12). 

1. Chemistry

Ascorbic acid (2,3-enedial-glulonic acid) is a powerful
cellular reducing agent and is of general importance as an
antioxidant because of its high reducing potential. Both of
the hydrogens of the enediol group dissociate, which

result in the acidity of ascorbic acid (pK1 = 4.2). When
ascorbic acid plays a role in reductions, the reaction usu-
ally occurs in a stepwise fashion with monodehydroascor-
bic acid, as a semiquinone intermediate. This intermediate
then disproportionates to ascorbic acid, and dehy-
droascorbic acid (Figure 10.1).

2. Absorption, Tissue Distribution, and
Metabolic Functions

Dietary ascorbic acid is absorbed from the duodenum and
proximal jejunum. Measurable, albeit small, amounts of
ascorbic acid also cross the membranes of the mouth and
gastric mucosa. Although some controversy exists regard-
ing the relationship between dietary intake and the intes-
tinal absorption of ascorbic acid, studies indicate that
within the physiological ranges of intake (40–200 mil-
ligrams per day for humans or ~5–25 mg/kJ of diet);
80–90% of the vitamin is absorbed. Uptake at apical mem-
branes involves a specialized Na�-dependent, carrier-
mediated system. Exit of ascorbic acid from enterocytes
utilizes a Na�-dependent carrier system. To date, two Na+-
dependent L-ascorbic acid transporters have been cloned
and partially characterized. The preference for these trans-
porters is for L-ascorbic acid. Dehydroascorbic acid
uptake is facilitated by hexose transporters (3, 12).

In tissues, the highest concentration of ascorbic acid is
found in the adrenal and pituitary glands followed by the
liver, thymus, brain, and pancreas. In diabetic animals, the
ascorbic acid content of tissue is often depressed, which
may be due to competition for uptake between dehydro
forms of ascorbic acid and glucose (3).

Ascorbic acid is maintained in cells by several mech-
anisms. Ascorbic acid reductases maintain L-ascorbic
acid in the reduced form, which is less susceptible to easy
diffusion. Within most cells, measurable amounts of
ascorbic acid are also maintained as the 2-sulfate deriva-
tive. The ability to maintain ascorbic acid in the reduced
state and as ascorbic acid-2-sulfate appear important in
maintaining cellular ascorbic acid levels (12).

In the neonate, glutathione is also very important to
ascorbic acid recycling. In this regard, an argument can be
made for a dietary need for ascorbic acid in the neonates
of some animal species in which the adult does not have a
dietary requirement. For example, the levels of glu-
tathione are relatively low in neonate rat and mouse tis-
sues. As ascorbic acid is oxidized to dehydroascorbic
acid, there is the need for conservation, because dehy-
droascorbic acid is easily degraded. Glutathione in its
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reduced form serves as the reducing substrate for glutare-
doxin, an enzyme that can maintain ascorbic acid in a
reduced state (3, 12).

As a cellular reducing agent, ascorbic acid plays a
number of very important roles. It serves as a cofactor for
mixed-function oxidations that result in the incorporation
of molecular oxygen into various substrates. Examples
include the hydroxylation of proline in collagen, elastin,
C1q complement, and acetylcholine esterase. Some of the
P-450-dependent hydroxylases that carry out the hydrox-
ylation of steroids, drugs, and other xenobiotics also have
a need for ascorbic acid (12). 

Ascorbic acid-dependent hydroxylation steps also
occur in the biosynthesis of carnitine and the hydroxyla-
tion of tyrosine in the formation of catecholamines. Most
of the enzymes involved in these processes are metal-
requiring enzymes, in which the role of ascorbic acid is to
maintain the metal (usually Cu or Fe) in a reduced state.

3. Requirement, Deficiency, and Toxicity

Most animals with the exception of primates, guinea pigs,
some snakes, fruit-eating bats, birds such as passerines,
and salmonid fish synthesize ascorbate (Figure 10.1).
Impaired collagen synthesis is a principle feature of ascor-
bic acid deficiency, which is evidenced in capillary
fragility, bleeding gums, delayed wound healing, and
impaired bone formation. Connective tissue lesions are
primarily a result of under-hydroxylated collagen 

(at specific prolyl and lysyl residues). This can result in
abnormal collagen degradation and, as a consequence,
decreased collagen production. In addition, the inability to
deal with metabolic stress requiring normal adrenal gland
function and abnormal fatty acid metabolism (carnitine
synthesis) can be signs of scurvy. 

The current requirement for humans is 75 mg per day
(U.S. RDA for the healthy adults) or 30–60 mg per 1000
kcal or 4 MJ of diet (4; Table 10.1). Because of the mech-
anisms in place to homeostatically regulate ascorbic acid,
evidence of toxicity, other than gastric upset, is seldom
reported (e.g., diarrhea, gastric irritation). Evidence of
toxicity, however, may be manifest, when ascorbic acid is
consumed in gram quantities per day. Of interest, ascorbic
acid intake in this range can result in decreased histamine
production and facilitate reduction of nitrosamines and
other putative cancer promoting agents with similar
chemical characteristics. The interaction with
nitrosamines occurs primarily in the stomach, and is
chemical in nature owing to ascorbic acid’s potential to
function as an excellent reducing agent. The anti-hista-
mine effects from pharmacologic exposure of ascorbic
acid are in part the basis for its use as an analgesic in the
treatment of “common colds.”

When fed in excess of metabolic need, tissue levels of
ascorbic acid are homeostatically maintained. Homeostasis
occurs by the induction of ascorbic acid decarboxylases,
which initiates enhanced degradation of ascorbate to CO2

and C-4 or C-5 fragments (12).
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FIGURE 10.1 Ascorbic acid. In most animals ascorbic acid is derived from glucose. Gulonolactone is produced from glucose and
its oxidation to ascorbic acid is catalyzed by gulonolactone oxidase (dashed line). The Kas for the two dissociable protons in ascor-
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TABLE 10.1
The Daily Reference Intakes for the Water-Soluble Vitamins (Part 1)a

Age Age
Vitamin Condition EARb RDAc AId ULe Vitamin Condition EAR RDA AI UL

Ascorbic Years mg/day mg/day mg/day mg/day Niacin Years mg/day mg/day mg/day mg/day
Acid 0–0.5 – – 40 – 0–0.5 – – 2. –

0.5–1 – – 50 – 0.5–1 – – 4. –
1–3 13 15 – 400 1–3 5 6 – 10
4–8 22 25 – 650 4–8 6 8 – 15
9–13 39 45 – 1200 9–13 9 12 – 20

14–18 63 75 – 1800 14–18 12 14 (M), 16 (F) – 30
19–>70 75 90 – 2000 19–>70 11 14 (M), 16 (F) – 35
19–30 70 85 – 2000 19–30 13 17 – 35

Pregnancy Pregnancy
19–30 100 120 – 2000 19–30 13 17 – 35

Lactation Lactation

Ribofla- Years mg/day mg/day mg/day mg/day Thiamin Years mg/day mg/day mg/day mg/day
vin 0–0.5 – – 0.3 – 0–0.5 – – 0.2

0.5–1 – – 0.4 – 0.5–1 – – 0.3
1–3 0.4 0.5 – – 1–3 0.4 0.5 –
4–8 0.5 0.6 – – 4–8 0.5 0.6 –
9–13 0.8 0.9 – – 9–13 0.7 0.9 –

14–>70 0.9 (M), 1.1 (M), – – 14–>70 0.9 (M), 1.1 (M), –
1.1 (F) 1.3 (F) 1.0 (F) 1.2 (F)

19–30 1.2 1.4 – – 19–30 1.2 1.4 –
Pregnancy Pregnancy

19–30 1.3 1.6 – – 19–30 1.2 1.5 –
Lactation Lactation

Pantothenic Years mg/day mg/day mg/day mg/day Vitamin Years mg/day mg/day mg/day mg/day 
Acid 0–0.5 – – 1.7 – B-6 0–0.5 0–0.5 – – 0.1

0.5–1 – – 1.8 – 0.5–1 0.5–1 – – 0.3
1–3 – – 2 – 1–3 0.4 0.5 – 30
4–8 – – 3 – 4–8 0.5 0.6 – 40
9–13 – – 4 – 9–13 0.8 1.0 – 60

14–>70 – – 5 – 14–>70 1.1 1.3 – 80
19–30 – – 6 – 19–30 1.1 1.3 – 100

Pregnancy Pregnancy
19–30 – – 7 – 19–30 1.1 1.3 – 100

Lactation Lactation

The Daily Reference Intakes for the Water-Soluble Vitamins (Part 2)a

Biotin Years µg/day µg/day µg/day µg/day Folic Years µg/day µg/day µg/day µg/day
0–0.5 – – 5.0 – Acid 0–0.5 – – 65 –

0.5–1 – – 6.0 – 0.5–1 – – 80 –
1–3 – – 8.0 – 1–3 120 150 – 300
4–8 – – 12 – 4–8 160 200 – 400
9–13 – – 20 – 9–13 320 400 – 1000

14–>70 – – 25 – 14–>70 320 400 – 1000
19–30 – – 30 – 19–30 520 600 – 1000

Pregnancy Pregnancy
19–30 – – 30 – 19–30 520 600 – 1000
Lactation Lactation

(Continued)



4. Food Sources and Stability

Ascorbic acid is widely distributed in fruits and vegeta-
bles, with foods such as citrus fruits, berries, kiwi, pep-
pers, Brussels sprouts, and broccoli being particularly
high in this vitamin. Ascorbic acid is relatively unstable
and easily destroyed during processing and storage of
foods. It is labile to neutral and alkaline conditions, heat,
light, and exposure to oxygen. The rate of decomposition
is accelerated by the presence of metals, especially iron
and copper, and by enzymes such as peroxidases. Food
preservation techniques that act to limit losses of ascorbic
acid are blanching of vegetables, pasteurization, and
deaereation of juices to limit oxygen and inactivate the
enzymes. Additionally, packaging in containers that limit
exposure to light and oxygen will maintain ascorbate con-
centrations. Erythorbic acid, a biologically inactive ana-
log of ascorbic acid, is often added to foods as an
antioxidant to preserve freshness. A summary of chemical
characteristics for ascorbic acid and other B-vitamins is
given in Table 10.2 (4, 13).

III. THE B VITAMINS

A. NIACIN

Throughout the 18th and 19th centuries, the disease pella-
gra was prevalent in Western Europe and the southern
region of the United States. This disease would eventually

became associated with the vitamin, niacin, and the con-
sumption of corn (maize), as a principle source of dietary
energy. The nutritional availability of niacin in corn is rel-
atively low bioavailability. Corn also has a low content of
tryptophan. As shown in Figure 10.2, niacin can be gener-
ated upon tryptophan degradation.

Normally, niacin is derived from foods, such as corn,
by hydrolysis of NAD (nicotinamide adenosyl dinu-
cleotide) and NADP (nicotinamide adenosyl phosphodi-
nucleotide) by the action of pancreatic or intestinal nucle-
osides and phosphatases. As most human diets now con-
tain adequate tryptophan, and available NAD and NADP,
niacin deficiency is seldom observed (6).

1. Chemistry

NAD and its phosphorylated form, NADP, are two coen-
zymes derived from niacin. Both contain an unsubstituted
pyridine 3-carboxamide that is essential to function in
redox reactions with a chemical potential near –0.32 V.
Virtually all cells are capable of converting niacin to
NAD. Most enzymes that require NAD are oxidoreduc-
tases (dehydrogenases). 

NAD catalyzes a diverse array of reactions, such as
the conversion of alcohols and polyols to aldehydes or
ketones. The most common mechanisms involve the
sterospecific abstraction of a hydride ion [H: (-)] from the
substrate with its subsequent transfer. It is of interest that
cells generally delegate NAD to enzymes in catabolic
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TABLE 10.1 (Continued )
Age

Vitamin Condition EARb RDAc AId ULe

Vitamin Years µg/day µg/day µg/day µg/day
B-12 0–0.5 – – 0.4 –

0.5–1 – – 0.5 –
1–3 0.7 0.9 –
4–8 1 1.2 – –
9–13 1.5 1.8 – –

14–>70 2 2.4 – –
19–30 2.2 2.6 –

Pregnancy
19–30 2.2 2.6 - –
Lactation

a Dietary Reference Intakes (DRI) — Reference values that are quantitative estimates of nutrient intakes to be used for planning and assessing diets
for apparently healthy people. There are 4 reference values: the EARs, RDAs, AIs, and UIs. 

b Estimated Average Requirement (EAR) — The nutrient intake value that is estimated to meet the requirement of half of the healthy individuals in a
group. The EAR is used to assess the adequacy of dietary intakes within a population and it is used to develop the RDAs.

c Recommended Dietary Allowances (RDA) — The average daily dietary intake level that is sufficient to meet the nutrient requirements of nearly all
(97–98%) healthy individuals in a designated group.

d Adequate Intake (AI) — AI is used when the RDA for a nutrient is not available. It is a recommended daily intake that is based on observed or exper-
imentally determined approximations of nutrient intake by a group of healthy people. An AI is developed when there is no EAR or research to help
develop the RDA for a nutrient.

e Tolerable Upper Intake Level (UL) — Highest level of daily nutrient intake that is likely to pose no risks of adverse health effects to almost all indi-
viduals in the general population.
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TABLE 10.2
Stability of Water-Soluble Vitamins

Effect of pH

Vitamin Acid Neutral Alkaline Oxygen UV Light Heat

Ascorbic Acid S U U U U U
Biotin S S U S S S
Cobalamin (B-12) S S S U U S
Folic acid S U U U U U
Niacin S S S S S S
Pantothenic acid U S U S S U
Pyridoxine (B-6) S S S S U U
Riboflavin (B-2) S S U S U S
Thiamin (B-1) S S U U S U

S=Stable, U=Unstable.
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FIGURE 10.2 NAD and NADP. The structures for NAD and NADP (via ATP-derived phosphate addition to NAD, cf. dashed arrow)
and their site of hydrogen transfer (solid arrow) are indicated along with a mechanism of hydrogen transfer. The HR and HS desig-
nations are shown to indicate that the transfer occurs with stereospecificity. NAD and NADP are products of tryptophan degradation
through the quinolate portion of the tryptophan degradation pathway. In addition to acting as a reductant, NAD is precursor to ribo-
sylations and cyclic ribosylated products that are important to cellular regulation.



pathways, whereas NADP is utilized in synthetic path-
ways. An additional and equally important function of
NAD is its role as a substrate in poly- and monoribosyla-
tion reactions. Mono and polyribosylation post-transla-
tional chemical modifications are important in many
cellular regulatory functions (see next section). 

2. Absorption, Tissue Distribution, and 
Metabolism

Transporters for niacin uptake have been identified, but are
not as well characterized as some of the other vitamin
transporters. As noted, NAD may be derived from trypto-
phan through the so-called quinolinate pathway (Figure
10.1). About half the niacin as NAD or NADP is associated
with enzymes; the remainder is available as a substrate for
mono- and polyribosylation reactions that are important in
the regulation of a broad range of enzymes. In the nuclei of
cells, polyribosylation of specific histones precedes the
normal process of DNA repair. When niacin is in excess,
most mammals convert it to N-methylnicotinamide, which
has a low renal threshold and is excreted (6).

3. Requirements, Toxicity, and Pharmacology

Niacin is needed in amounts corresponding to 14 to 16 mg
per day or 4–6 mg per 1000 kcal or 4 MJ of diet (4; Table
10.1). Niacin requirements are often expressed as equiva-
lents, where one equivalent corresponds to 1 mg of niacin.
The conversion of tryptophan to niacin produces about 
1 mg or equivalent of niacin for every 60 mg of trypto-
phan degraded (Figure 10.2). 

There are a number of therapeutic uses for pharmaco-
logic doses of niacin-derived compounds, when increased
blood flow is desirable. Nicotinic acid can cause vasodi-
latation when consumed in amounts of 100 mg or more.
Niacin in gram quantities is an effective lipid-lowering
agent (increases HDL). However, in some individuals,
flushing, gastric irritation, and other similar side effects
caused by pharmacologic doses of nicotinic acid or niacin
may preclude use (6).

4. Food Sources and Stability

Niacin is found in high levels in animal tissues (chicken,
fish, beef – especially liver), and peanuts, and in moderate
amounts in whole grains such as wheat and barley,
enriched cereal products, mushrooms, and some vegeta-
bles such as corn and peas. Niacin is very stable in a vari-
ety of conditions. Indeed some treatments such as
moderate heat and alkali treatment of corn can result in
greater niacin availability (Table 10.2). An excess of water
used in cooking and processing of foods can result in
leaching of the vitamin, as is similar for all water-soluble
vitamins (4).

B. RIBOFLAVIN

Riboflavin was one of the first of the B vitamins identified
(10). Originally, it was thought to be the heat stable factor
responsible for the prevention of pellagra. Riboflavin is
present in tissue and cells as FAD (flavin adenine dinu-
cleotide) and FMN (flavin adenine mononucleotide). FAD
and FMN are cofactors in aerobic processes, usually as
cofactors for oxidases, although FAD can also function in
anaerobic environments as a dehydrogenase cofactor.

1. Chemistry

Flavins, such as riboflavin derivatives (Figure 10.3), are
ideally suited to catalyze one electron, one-proton transfer
reactions. Oxygen is often utilized as a co-substrate in the
redox reactions catalyzed by FAD- and FMN-containing
enzymes. Carbon-carbon double bond formation and
redox of sulfur-containing compounds, e.g., lipoic acid,
are catalyzed also by flavoproteins. NADP(H) � H� com-
monly serves as a reductant in processes to regenerate
FAD and FMN. Riboflavin has a number of designations,
some of which are still in use (vitamin B-2, vitamin G,
ovoflavin, uroflavin, lactoflavin, heptoflavin). 

Riboflavin was separated and identified from other B
vitamins, because it is heat stable, but light instable and
fluorescent. The chemical name for riboflavin is 6,7-
dimethyl-9-(d-1�-ribityl) isoalloxazine. Deviations in
structure can markedly affect activity (10). For example,
the polyol side-chain must be in the D-form and substitu-
tion in other positions causes loss of activity or gives rise
to compounds that have inhibitory activity, e.g.,
5,6-dimethyl (isoriboflavin). 

2. Absorption, Tissue Distribution, and
Metabolism

Like most water-soluble vitamins, riboflavin is absorbed
in the proximal part of the small intestine by a carrier-
mediated process. Riboflavin is not particularly soluble.
There are upper limits to riboflavin’s availability, which
are dictated in part by solubility. In this regard, an impor-
tant chemical characteristic that is attributed to the ribose
moiety is improved water solubility. Isoalloxazines are
not particularly water-soluble. 

Intestinal riboflavin uptake is adaptively regulated by
dietary levels, and by specific intracellular protein kinase-
mediated regulatory pathways. Over-supplementation
with pharmacological amounts of riboflavin can lead to a
significant and specific down-regulation in riboflavin
uptake; riboflavin deficiency causes a significant and spe-
cific up-regulation in intestinal riboflavin uptake. Factors
that have been shown to interfere with the normal intes-
tinal riboflavin uptake process include alcohol and certain
tricyclic drugs (e.g., chlorpromazine). 
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Transport to tissues can be perturbed by boric acid
and certain drugs, e.g., theophylline and penicillin, which
displace riboflavin (or FMN) from known binding pro-
teins (e.g., albumin > globulins > fibrinogen).

Once in cells, riboflavin is phosphorylated to FMN. In
most cells about 20% of the riboflavin is present as FMN
and of the remainder, over 70% is present as FAD with 1
or 2% as free riboflavin. Urine is the major route of excre-
tion for riboflavin, although some FMN is excreted in bile
(10 and refs. cited therein).

3. Metabolism and Requirements

The requirements for riboflavin, 1.1 to 1.3 mg/day, are
lower than those for niacin or ascorbic acid because
riboflavin is tightly associated with the enzymes that
serve as a cofactor, and accordingly turns over much
slower than niacin or ascorbic acid (Table 10.1; 4). In
some cases, FMN is covalently bound (e.g., as in succinic
dehydrogenase). Riboflavin is not toxic, primarily
because of its regulated uptake at the intestinal level, and
its relatively low solubility compared to other B-vitamins.

In humans, signs of riboflavin deficiency include
lesions of the oral cavity, the lips, and the angle of the
mouth (cheilosis), inflammation of the tongue (glossitis)
and accompanying seborrhic dermatitis. Like other
severe B-vitamin deficiencies, the filiform papillae of the
tongue may also be lost with changes in color from pink
to magenta. Anemia and increased vascularization of the
eye are present in some animals with riboflavin defi-
ciency.

4. Food Sources and Stability

The best sources of riboflavin are milk and dairy prod-
ucts. Other good sources are meats, especially liver, eggs,
dark green leafy vegetables, and fortified breakfast cere-
als (4). Today, milk and breakfast cereals make the great-
est contributions to riboflavin intake in the U.S. and the
U.K. Riboflavin is stable to acid pH, heat, and oxygen,
but is very susceptible to destruction by light, resulting in
the inactive compounds lumiflavin and lumichrome
(Table 10.2; 13). These compounds and other oxidative
products can contribute to off-flavors due to oxidative
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damage to milk lipids. Milk exposed to visible spectrum
light will lose 50% of its riboflavin content after two
hours, thus the importance of packaging milk in opaque
containers. 

IV. B-VITAMINS IMPORTANT TO SPECIFIC
FEATURES OF CARBOHYDRATE,
PROTEIN, OR LIPID METABOLISM

A. THIAMIN

Studies on thiamin played an important role in the devel-
opment of early concepts on the function and importance
of vitamins. For example, the demonstration by the Dutch
medical officer, Christian Eijkman, that polyneuritis could
be produced in an experiment animal by dietary manipu-
lation was conceptually very important. Eijkman and his
colleagues fed a diet of polished rice, presumably low in
thiamin, to chickens (one of the first uses of an animal
model to study disease) and observed characteristic fea-
tures of beriberi, such as head retraction, a common neu-
rological sign in animals. The focus on rice and the
observation that there appeared to be a curative principle
in rice bran led to the eventual isolation of thiamin. This
sequence of events and experimental protocols provided
the underpinnings that led to the discovery of vitamins as
precursors to cofactors (19).

1. Chemistry

The five-member (thiazole) ring of thiamin contains an
arrangement of atoms (-N=CH-S-) called an ylid. The
central carbon has carbanion character that acts as an elec-
tron-rich center for reactions that are commonly charac-
terized as decarboxylations and transketolations (Figure
10.4). Thiamin is not stable to heat or alkali.

2. Absorption, Tissue Distribution, and 
Metabolism

Thiamin occurs in the human body as free thiamin and its
mono-, di-, and triphosphorylated forms: thiamin
monophosphate, thiamin pyrophosphate (TPP), which is
designated as thiamin diphosphate, and thiamin triphos-
phate (TTP), which is found mostly in neural tissue. TPP
and TTP are the cofactor forms of thiamine. 

Thiamin is essential to the utilization of carbohydrates
as energy sources, because of roles in TCA cycle regulation,
and perturbations in the pentose phosphate – related carbo-
hydrates pathways. In the TCA cycle, the principle enzymes
are pyruvate dehydrogenase and α-ketoglutarate dehydroge-
nase. These enzymes catalyze the decarboxylations of pyru-
vate and α-ketoglutarate. TPP is also a cofactor for
transketolase reactions. Transketolation is a central activity
in the metabolic sequence known as the pentose phosphate
pathway. One of the most important intermediates of this

pathway is ribose-5-phosphate, a phosphorylated 5-carbon
sugar, required for the synthesis of the high-energy ribonu-
cleotides, ATP, GTP, the nucleic acids, DNA and RNA, and
the niacin-containing coenzyme NADPH, which is essential
for a number of biosynthetic reactions. A deficiency of thi-
amin can lead to decreased production of NADPH, which
impacts synthetic processes, such as fatty acid biosynthesis.
In addition, it is evident from the neurological disorders
caused by thiamine deficiency that thiamin plays a vital role
in nerve function. In the brain, TTP is proposed to function
in ion transport. The concentration of thiamin in the brain is
resistant to changes in dietary concentration. Stimulation of
nerves results in the release of thiamine monophosphate and
free thiamine with accompanying decrease of cellular thi-
amine pyrophosphate and thiamine triphosphate and
changes in Na+ and K+ gradients (19). 

Human thiamin deficiency, beriberi, is termed dry,
wet, or cerebral, depending on the systems that involved.
The main feature of dry (paralytic or nervous) beriberi is
peripheral neuropathy, including abnormal (exaggerated)
reflexes, diminished sensation, and weakness in the legs
and arms. Muscle pain and tenderness are also features.
When cardiovascular manifestations occur, the term wet
beriberi is used. Signs include a rapid heart rate, cardiac
enlargement, and edema. Ultimately, congestive heart
failure may be the cause of death. Cerebral beriberi can
lead to Wernicke’s encephalopathy and Korsakoff’s psy-
chosis. Signs include abnormal eye movements, stance
and gait abnormalities, and abnormalities in mental func-
tion, e.g., confusion (19).

3. Requirements, Pharmacology, and Toxicity

The requirement for thiamin is 1.1 to 1.2 mg per day or 0.5
mg per 1000 kcal or 4 MJ of diet (4; Table 10.1). Factors
that influence requirements are inadequate intake, strenu-
ous physical exertion, fever, pregnancy, breastfeeding, and
adolescent growth, or exposure to antagonists, such as tan-
nins, alcohol (sufficient to cause inflammatory bowel con-
ditions), and thiaminases, enzymes in many foods,
particular mollusks, and the muscle of fish. Individuals
who habitually eat raw freshwater fish, raw shellfish, and
ferns are at higher risk of thiamin deficiency because these
foods contain a thiaminase. For example, an acute neuro-
logical syndrome (seasonal ataxia) in Nigeria has even
been associated with thiamin deficiency precipitated by a
thiaminase in African silkworms, a traditional high-protein
food for some Nigerians. 

Antagonists include pyrithiamine and oxythiamine,
which act to inhibit the phosphorylation of thiamin.
Amprolium (coccidiostat) inhibits thiamin absorption.

4. Food Sources and Stability

Thiamin is present in most animal and plant foods, but is
especially prominent in whole grains, organ meats, pork,
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eggs, nuts, and legumes. Many food cooking and processing
conditions will negatively affect thiamin content, as it is
unstable in neutral and alkaline conditions, and with heat,
oxygen, and sulfur exposure (Table 10.2). Milling of whole
grains will remove the bran where thiamin and other B vita-
mins are in greatest concentrations; however, the current
practice of fortification has restored thiamin levels in flours
and grain-based products (13).

B. PANTOTHENIC ACID

Roger William discovered pantothenic acid in 1933, and
observed that it was an essential growth factor for yeast
and lactic acid bacteria. Over the next 15 years, pan-
tothenic acid was shown to be essential in animals.
Pantothenic acid serves as a component of coenzyme A
(Figure 10.5) and as a part of phosphopantotheine, e.g., at
the acyl carrier site in acyl carrier protein (ACP) (18).
Recently, pantothenic acid has been shown to be present

in a number of other enzymes where thioesters facilitated
transfer reactions are essential (5). 

1. Absorption, Tissue Distribution, and
Metabolism

Both Coenzyme A (CoASH) and ACP are present in
foods. Consequently, absorbed pantothenic acid must first
be released from CoASH and ACP, steps that involve the
actions of peptidases and nucleosidases. The mechanism
of absorption of pantothenic acid in the small intestine
involves the same carrier-mediated Na�-dependent sys-
tem that transports biotin (15). Similarly, colonic absorp-
tion of pantothenic acid was found to involve the
biotin-Na�-dependent, carrier-mediated system. The
interaction between biotin and pantothenic acid transport
has also been described in other tissues such as the blood
brain barrier, the heart, and the placenta, but the impor-
tance of this interaction is not understood.
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2. Metabolic Functions and Requirements

CoASH is the principle moiety for the vectoral transport
of acyl and acetyl groups in synthetic and catabolic reac-
tions. A deficiency is characterized by impaired acetyl and
acyl metabolism. The ability to utilize fatty acids as fuels
is clearly compromised in experimental pantothenic acid
deficiency. There is also an increased production of short
chain fatty acids and ketone bodies, which can lead to
severe metabolic acidosis. Dermal lesions occur because
of impaired fatty acid metabolism. Selected aspects of
pantothenic acid utilization and CoASH regulation are
given in Figure 10.5.

The requirement for pantothenic acid is about 5 mg
per day or 2 mg per 1000 kcal (~4 MJ) of diet. Even at
gram intakes, pantothenic acid does not appear to be
toxic (4).

3. Food Sources and Stability

Good dietary sources of pantothenic acid are meats, organ
meats, eggs, nuts and legumes, cereals and some vegeta-
bles such as broccoli. The vitamin is stable in neutral pH,
but unstable outside of this range, and also susceptible to
degradation by heat treatment. 

C. PYRIDOXINE

Pyridoxine or vitamin B-6 is a collective term for pyri-
doxine, pyridoxal, and pyridoxyl amine. Pyridoxine is
most abundant in plants; pyridoxal and pyridoxyl amine
are most abundant in animal tissues. The active form of
vitamin B-6 is phosphorylated at the 5 position, e.g., pyri-
doxal-5-phosphate (7).

1. Chemistry

The most common of the reactions catalyzed by vitamin
B-6 containing enzymes is the transaminase reaction.
Transaminations are essential to the interconverson of
amino acids to corresponding α-keto acids. The mecha-
nism is also useful for reactions important to producing
racemic amino acid mixtures (e.g., the conversion of 
L-alanine to D-alanine) and α, β−addition or elimination
reactions. An example of an α, β−elimination reaction is
the conversion of serine to pyruvic acid or the conversion
of homocysteine plus serine to cystathionine. The basic
feature of the transamination mechanism is electron with-
drawal from the α-carbon resulting in a proton liberation,
which sets the stage for subsequent substitution and addi-
tional reactions (Figure 10.6; 7). 

The Water-Soluble Vitamins 10-11

Pantothenic acid
kinase

4 -phosphopantothenoylcysteine
synthetase

4  -phosphopantothenoylcysteine
decarboxylase

4 -phosphopantothenoylcysteine

4 -phosphopantothenic acid

4 -phosphopantetheine

Dephopho-CoA
pyrophosphorylase

4 -dephospho-coenzyme A

Coenzyme A

Dephospho-CoA
kinase

ATP

CTP + Cysteine

ATP

ATP

ADP

CDP + Pi

AMP + PPi

CO2

ADP

Pantothenic acid

3 ,5 -ADP

CoA hydrolase

CoA inhibition is reversed by
carnitine

Inhibited by CoA and CoA derivatives

FIGURE 10.5 Synthesis of Coenzyme A (CoASH) from pantothenic acid. The synthesis of CoASH from pantothenic acid is regu-
lated in part by feedback inhibition, e.g., by CoA derivatives at the step catalyzed by pantothenic acid kinase. Carnitine also plays a
role in regulation.



The second most common reaction involves electron
withdrawal from the α-carbon and carboxylic acid group
carbon, which results in decarboxylation (Figure 10.6).
Decarboxylation reactions include the conversions of tyro-
sine to tyramine, 5-hydroxytryptophan to serotonin, histi-
dine to histamine, and glutamate to γ−aminobutyric acid
(GABA). Signs of convulsions associated with vitamin 
B-6 deficiency are attributed to insufficient activity of 
pyridoxal-5�-phosphate-dependent, L-glutamate decar-
boxylase.

A third type of reaction involves electron withdrawal
from the β,γ-carbons of amino acids (Figure 10.6). This sets
the stage for hydride condensations or aldol reactions. A
good example of an aldol reaction is the conversion of ser-
ine to glycine with the transfer of the β-carbon (as formalde-
hyde) to another vitamin cofactor, tetrahydrofolic acid in
single carbon reactions (see the next section). Another
example of a hydride condensation is the formation of 
α-aminolevulinic acid, the first step in heme biosynthesis.

Another important function of vitamin B-6 (as pyri-
doxal-5�-phosphate), independent of amino acid metabo-
lism, is its role in glycogen phosphorylase. Glycogen
phosphorylase catalyzes the hydrolysis of ether (α-1 to 4
C-O-C) bonds in glycogen to form glucose-6-phosphate.
Ether bonds are best catalyzed through acid-mediated
mechanisms. The acid proton in this instance is derived
from the phosphate group of pyridoxal-5�-phosphate. This
important mechanism was only elucidated recently.
Previously, it was speculated that the association of vita-
min B-6 with glycogen phosphorylase was primarily
some type of storage mechanism for B-6.

2. Absorption, Tissue Distribution, and
Metabolism

Vitamin B-6 is absorbed in the upper gut by energy-
dependent pathways. Muscle, kidney, and liver are rich in
pyridoxal enzymes, e.g., glycogen phosphorylase (in 
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muscle) and amino acid catabolizing enzymes and
transaminases (in liver and kidney). 

The major form of vitamin B-6 in cells is pyridoxal
–5�-phosphate. The conversion of the pyridoxal form of
the vitamin to pyridoxic acid signals elimination from the
body (7 and refs. cited).

3. Requirements, Pharmacology, and Toxicity

Vitamin B-6 deficiency is rarely seen as most diets provide
adequate amounts. Normally, the vitamin B-6 is met at 1.3
or more mg per day or about 0.3 mg per 1000 kcal (4MJ)
of diet (Table 10.1; 4). Drug-induced vitamin B-6 defi-
ciency can occur following administration of the tubercu-
lostatic drug, isoniazid (isonicotinic acid hydrazide). This
drug forms hydrazone derivatives with pyridoxal or pyri-
doxal phosphate, which can then act to inhibit pyridoxal-
containing enzymes. Patients receiving long-term isoniazid
therapy respond to the administration of supplemental vita-
min B-6. Penicillamine (β-dimethylcysteine) used in the
treatment of Wilson’s disease also can interfere with nor-
mal B-6 metabolism due to the formation of thiazole deriv-
atives. A naturally occurring antagonist to vitamin B-6,
linatine (1-amino-D-proline) is present in flax seed, which
forms a stable product with pyridoxal phosphate (7). 

The most important signs of B-6 deficiency relate to
defects in amino acid metabolism. Neurologic signs occur
because of reduced synthesis of important biogenic amines
from amino acid precursors (7), and anemia is a conse-
quence of decreased heme synthesis. Adverse effects have
only been documented from vitamin B-6 supplements and
never from food sources. Chronically high doses of pyri-
doxine can result in painful neurological symptoms known
as sensory neuropathy. Symptoms include pain and numb-
ness of the extremities, and in severe cases difficulty walk-
ing. Sensory neuropathy typically develops at doses of
pyridoxine in excess of 1,000 mg per day. At intakes below
200 mg/day, sensory neuropathy is not observed.

4. Food Sources and Stability

The richest sources of vitamin B-6 are meats and whole
grains. Heat and light are the two primary treatments that
negatively affect the stability of the vitamin (Table 10.2).
Similar to other B vitamins, milling of whole grains and
removal of the bran will result in significant losses of
pyridoxine. Fortification of cereal products will restore B
vitamin levels (4). 

V. B-VITAMINS INVOLVED IN SINGLE
CARBON AND CO2 TRANSFER
REACTIONS

A. BIOTIN

Biotin was discovered following a long search for factors
important to the understanding of the condition, egg white

poisoning, which was associated with poor growth, alope-
cia, and dermatitis in animals exposed to raw eggs and egg
whites as a primary source of dietary protein. It was even-
tually found that biotin-binding factors in eggs could
reduce biotin availability (see below). 

1. Chemistry

Biotin functions in enzymatic carboxylation reactions as a
cofactor for CO2 – fixing enzymes. Examples include:
acetyl CoA carboxylase, which is essential for fatty acid
synthesis; propionyl CoA carboxylase, which participates
in odd chain fatty acid metabolism; pyruvate carboxylase,
which is involved in the formation of oxaloacetate, an
important obligatory step in reverse glycolysis and gluco-
neogenesis; and β-methylcrotonyl CoA, important in
leucine metabolism (9). 

Biotin is covalently bound in carboxylases and trans-
carboxylases by peptidyl linkage between the carboxylic
acid moiety of biotin and the ε-amine function of peptidyl
lysine (extends from the side chain associated with the
sulfur-containing ring of biotin, which is only partially
depicted in Figure 10.7). The biotin-lysine adduct is
called biocytin. Biocytin can be cleaved by the enzyme
biocytinase to generate free biotin. 

2. Metabolism and Requirements

Biotin is found in highest concentrations in the liver. In
plant foods, biotin is present in relative high concentrations
in most cereals. Dietary biotin exists in free and protein
bound forms. The latter form is digested first by gastroin-
testinal proteases and peptidases to generate biocytin 
(N-biotinyl-L-lysine) and eventually free biotin plus lysine.
Like the other water-soluble vitamins, biotin is taken up by
specialized Na�-dependent carrier-mediated mechanisms.
At the basolateral membrane, biotin exits cells via a Na�-
dependent carrier system. In adult humans, biotin uptake is
significantly higher in the duodenum and jejunum com-
pared to ileum. As noted previously, biotin shares the trans-
porter with pantothenic acid (15, 18).

When biotin-containing carboxylases are degraded in
cells, biotin is also released as biocytin. Cellular biocyti-
nases catalyze its cleavage to release free biotin for reuti-
lization. In the absence of this enzyme, biotin reutilization
is compromised. Re-biotinylation requires ATP to catalyze
the formation of a peptide bond between biotin and a lysyl
group at the active center of targeted carboxylases (9).

The nutrition need for biotin is expressed as an
“Adequate Intake” and amounts to ~25 micrograms per
day (Table 10.1; 4). Reasons for the relatively lower
requirements are: biotin is covalently attached to a limited
number of enzymes that it serves as a cofactor; biotin is
extensively reutilized; significant amounts of biotin are
produced by the gut microflora. 
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Nevertheless, nutritional problems associated with
biotin status can occur. Biotin and biocytin have a high
affinity for certain proteins, particularly avidin in egg
white. The consumption of raw egg albumin can induce
biotin deficiency, due to the strong association of biotin
with avidin rendering dietary biotin unavailable. Ingestion
of significant quantities of raw egg white by fur-bearing
animals and pigs has led to the condition initially
described as “egg white injury.”

Biotin deficiency leads to impairment of gluconeoge-
nesis and fat metabolism. Biotin deficiencies can also
induce severe metabolic acidosis. The inability to carry
out fat metabolism, also markedly affects the dermis.
Alopecia and dermatitis are characteristics of biotin defi-
ciency in most animals (9).

3. Food Sources and Stability

Biotin in animal foods is found in highest concentrations
in the liver, but also in meats, milk, and egg yolk. In plant
food, biotin is present in relative high concentrations in
most cereal grains, as well as nuts, mushrooms, and some
green vegetables. It is relatively stable to most treatments,
with the exception of heat and alkaline conditions, which
result in minor losses. 

B. FOLIC ACID AND VITAMIN B-12

Vitamin B-12 and folic acid will be discussed together,
because their functions and metabolism are uniquely
linked (Figure 10.8). Knowledge regarding folic acid and
B-12 evolved from efforts to better understand macrocytic
anemias and certain degenerative neurologic disorders
(8). The Scottish physician, Combe, recognized in the
early 1800s that certain forms of macrocytic anemia
appeared related to a disorder of the digestive organs. In
classic studies by Minot, Murphy, Castle, and others, it
became clearer that the disorder was associated with gas-
tric secretions and in some cases could be reversed by
consuming raw or lightly cooked liver.

In parallel studies, folic acid was also associated with
macrocytic anemia. Large-scale efforts throughout the

1940s and 1950s and careful clinical and basic studies even-
tually led to the isolation of folic acid and vitamin B-12.

1. Chemistry Folic Acid

The folates are a group of heterocyclic compounds com-
posed of 4-(pteridin-6-ylmethyl)-aminobenzoic acid con-
jugated with one or more L-glutamate units. Folate and
folic acid are the preferred synonyms for pteroylglutamate
and pteroylglutamic acid, respectively, and designate any
members of the family of pteroylglutamates having vari-
ous levels of reduction of the pteridine ring, one-carbon
substitutions, and differing numbers of glutamate residues
(Figure 10.8; 2). 

The reactions that involve folic acid include the gen-
eration and utilization of formaldehyde, formimino, and
methyl groups. For these conversions to occur, folic acid
must be reduced in the form of tetrahydrofolic acid
(THFA). Reduction brings the nitrogen at positions 5 and
10 closer together and changes their electrochemical
properties, which facilitates the formation of the various
THFA single carbon derivatives.

The formyl, methanyl, and methylene forms of THFA
are utilized for purine synthesis and in thymidylate (i.e.,
DNA-related) synthesis. These reactions are essential to
cell division and proliferation. Folate also participates in
reactions involved in the interconversion and catabolism
of amino acids. Much of the folate in the body is also in
the form of methyl-THFA for eventual methyl transfer
reactions. Removal of the methyl group from methyl-
THFA and its eventual irreversible transfer to methionine
by the vitamin B-12 requiring enzyme, methionine syn-
thetase, represents an important interaction between folic
acid and vitamin B-12 (1, 2).

2. Chemistry: Vitamin B-12

Vitamin B-12 consists of a porphyrin-like structure of
tetrapyrrole rings with a monovalent cobalt metal at the
center (Figure 10.9; 1). A 5�,6�-dimethylbenzimidazolyl
nucleotide is also linked to the tetrapyrrole rings via a
phosphate sugar linkage. Vitamin B-12 catalyzes the 
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conversion of homocysteine to methionine via transfer of
a methyl moiety derived from methyl-THFA. Vitamin B-
12 in the form of the adenosyl derivative can also catalyze
the conversion of methylmalonyl CoA to succinyl CoA.
Deficiency of vitamin B-12 leads to intracellular accumu-
lation of metabolites of these two reactions, homocysteine
and methylmalonic acid (1, 2, 8, 13, 16).

3. Digestion, Metabolism, and Tissue Distribution

Folate absorption requires processing of food-derived
folates from poly- to monoglutamyl forms. The proximal
part of the small intestine is the main site of absorption of

dietary folate. A specialized carrier-mediated system is
involved in folate uptake across the apical membrane of
the absorptive cells, as well as other cells. The factors that
negatively affect intestinal folate absorption are alcohol
consumption and the use of certain pharmacological
agents like sulfasalazine and phenytoin (Dilantin). An
important step in the digestive process is the conversion of
polyglutamyl folate to monoglutamyl folate by intestinal
polyglutamyl hydrolase. 

There are a number of substances in unprocessed
foods (e.g., uncooked beans) that act as folate hydrolase
inhibitors. In plasma, there are specific carrier proteins,
which take folic acid to targeted cells. In this regard,
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ethanol can also markedly decrease folate biliary secretion,
thereby reducing availability to body tissues from liver. In
tissues, the distribution of folates is largely dependent on
the concentration of folate dependent enzymes. Methyl-
THFA mono glutamate is rapidly transported (bound to
carrier proteins) to liver. Uptake proceeds through a 
receptor-mediated endocytotic process and is then quickly
converted to folate in various polyglutamyl forms (2).

Steps important to processing of vitamin B-12 involve
first release from foods under acidic conditions. Vitamin
B-12 then binds to proteins produced by cells of the gas-
tric fundus, pancreas, and salivary gland. Two proteins
have been identified, which are designated as R protein
and intrinsic factor. Vitamin B-12 first binds to R protein
and is released in the intestinal lumen by the action of
pancreatic and intestinal proteinases and peptidases, to
allow vitamin B-12 to bind to intrinsic factor. Intrinsic
factor is a small-molecular-weight glycoprotein, which is
made in stomach parietal cells (1). The vitamin B-12 –
intrinsic factor complex then interacts with receptors on
the intestinal brush border localized in the midgut (i.e.,
ileum). Interference with R protein or intrinsic factor pro-
duction, or inflammatory disease affecting the ileum, or
overproduction of intestinal microflora can adversely
affect the availability of vitamin B-12 (1).

After vitamin B-12 is taken up by luminal cells, it is
transported into the lysosomes where the vitamin B-12 –
intrinsic factor complex is degraded and the vitamin 
B-12 is released and vectorally directed for release into
plasma. Vitamin B-12 is transported in plasma by one of
three specific transport proteins, transcobalmin I, II, or III.
Transcobalmin I carries vitamin B-12 to the liver.
Transcobalmin II carries vitamin B-12 from the liver to
peripheral tissues. Note that the processing of folate and
vitamin B-12 in and out of tissues differs from that for
other water-soluble vitamins. The process is receptor
mediated and endocytotic, in contrast to involvement of
an active sodium-dependent transporter (1).

4. Requirements, Pharmacology, and Toxicity

Decreased production of methanyl and methylene forms
of folate can result in decreased purine synthesis and
thymidylate formation from uridylate. The latter can cause
replicating cells to arrest in the S-phase of the cell cycle.
Epithelial cells are often most affected by folate deficiency
(2, 8). The consequences range from megaloblastic ane-
mia to growth retardation. Accordingly, aggressive supple-
mentation of folic acid has been associated with a decrease
in the appearance of certain developmental defects, e.g.,
abnormal neutral tube closure (2, 11, 13, 16).

As noted, the most important link between folate and
vitamin B-12 occurs at the methionine synthetase step,
where 5-methyl THFA serves as a substrate with homo-
cysteine to form methionine. In this regard, recent studies
have suggested that low folate levels may play a role in

the etiology of coronary artery disease because of the
association of elevated homocysteine as a risk factor in
vascular disease (8).

The movement of single carbon units from folate
through methionine synthetase in the formation of
methionine is also important for S-adenosylmethionine
(SAM) formation. SAM is essential to methylation of
phospholipids, and production of methylated forms of
various amino acids and carbohydrates. SAM also serves
as the methyl source in DNA methylation. 

Deficiencies of both vitamin B-12 and folic acid pro-
duce clinical signs of macrocytic anemia and disyn-
chronies in growth and development owing to the
importance of folic acid to purine and DNA synthesis.
Chronic deficiencies of either folic acid or B-12 can also
promote fatty liver disease and indirectly influence extra-
cellular matrix maturation stability by causing abnormal
elevations in homocysteine (1, 2, 8, 11, 13, 16). Such
signs and symptoms are attributable to both THFA and 
B-12 deficiencies, because of the integral relationship of
vitamin B-12 to THFA regeneration. Dietary intakes of
folic acid, sufficient to maintain functional THFA levels,
can mask the initial signs of vitamin B-12 deficiency (e.g.,
macrocytic and megaloblastic anemia). Prolonged vitamin
B-12 deficiency in humans results in serious neurologic
disorders due to degeneration of the myelin sheath (1).

The requirement for folic acid is 400 µg per day
(Table 10.1; 4). However, there are some conditions in
which the folic acid requirements are conditionally high,
e.g., when either natural or pharmacological folic acid
agonists are present in the diet. A range of genetic poly-
morphisms in proteins important to folate metabolism can
also influence the folic acid requirement. Alterations in
folate hydrolase, folate reductase, or methionine syn-
thetase that cause changes in the affinity for folate bind-
ing are all known to impact folate requirements (2).

The requirement for vitamin B-12 is 2.4 µg per day or
1 µg per 1000 kcal (~4 MJ) of diet (Table 10.1; 4).
Although vitamin B-12 deficiency is rare, disease of the
stomach, proximal duodenum, or ileum and pancreatic
insufficiency can affect folic acid and vitamin B-12
absorption, respectively.

5. Food Sources and Stability

Folic acid: Foods that are particularly high in folate are
oranges, green leafy vegetables, and whole grains.
Fortification with folic acid to all enriched cereal grain
foods was begun in the U.S. in 1998 by mandate of the
Food and Drug Administration (11). The primary objec-
tive of this program was to provide increased folic acid to
women of childbearing age in order to decrease the occur-
rence of neural tube defects (NTD). The fortification pro-
gram has successfully decreased NTDs by 19%, but any
longer term health benefits on other diseases is unknown
at this time. Folic acid is stable in acid pH, but is rapidly
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destroyed in neutral or alkaline conditions and is unstable
to prolonged heat, oxygen, and light exposure.

Dietary sources of B-12 are meats with liver being the
highest followed by dairy products and some seafoods 
(1, 2, 4). B-12 is also present in yeast and fortified cere-
als. The reliance on primarily animal products for vitamin
B-12 means that strict vegetarians are potentially at risk
for B-12 deficiency. B-12 is relatively stable and
destroyed only by extended heat treatments and exposure
to light and oxygen (Table 10.2). 

VI. CONCLUDING COMMENTS

Additional compounds, mostly derived from carbohydrate
and amino acid metabolites, are listed with the vitamins,
because of conditional dietary needs or functions in meta-
bolic regulation. Many of these compounds typically per-
form specialized transport function, particularly in relation
to fatty acids. Examples include choline (a major source of
methyl groups in the diet), inositol (important in signal
transduction), and carnitine (required for the transportation
of fatty acids from the cytosol into the mitochondria).
Taurine, queuine, the ubiquinones (coenzyme Q), the
tetrahydrobiopterins, pyrroloquinoline quinone (17), and
lipoic acid could also be added to the list, because of their
novel roles in metabolism.

Regarding the need for vitamins, acute deficiencies for
most water-soluble vitamins can be induced under experi-
mental conditions. Frank deficiency diseases are rarely seen
in most populations unless specific food sources are severely
limited due to food distribution problems, environmental
problems such as drought, or severe economic constraints
that limit access to food. However, marginal deficiencies can
be observed when individuals consume a monotonous diet
in which relatively few foods constitute a source of calories.
Genetic polymorphisms in proteins involved in vitamin
metabolism may also affect vitamin nutriture and result in
increased needs. When a defect is associated with a vitamin
deficiency, what often defines why the defect occurs is the
Km for the association or binding of the vitamin with pro-
teins associated with the defect (e.g., a specific enzyme). In
such cases, the Km or related constants is usually high. In
addition, disturbances of absorption (e.g., pancreatic insuffi-
ciency, biliary obstructions, alcohol, enteropathies), antago-
nists (e.g., antibiotics, tannins, caffeic acid, alcohol), or
metabolic conditions (e.g., pregnancy, diabetes) may con-
tribute to the increased need for given vitamins (14). 
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I. INTRODUCTION

The fat-soluble vitamins include vitamin A, vitamin D,
vitamin E, and vitamin K. Knowledge of their roles in
metabolism and maintenance of health has greatly
expanded over the recent past decades. Consumer interest
has been energized by many diet-health relationships that,
in some cases, have been well documented. Such interest
and the expanding knowledge base has led to rapid growth
of the use of fat-soluble vitamins in supplements and
functional food products, increased fortification of food,
the need to improve global food composition data banks,
technology improvements in synthesis and food techno-
logical aspects, and increased need for accurate analytical
methods both for scientific and regulatory use. Recent
publication of the Dietary Reference Intakes (1–3) has
added new perspectives on human requirements and diet
planning. This chapter provides an overview of chemistry
and nutrition of the fat-soluble vitamins.

II. VITAMIN A AND CAROTENOIDS

Night blindness resulting from vitamin A deficiency repre-
sents one of the earliest recognized dietary deficiency dis-
eases (4). Scientific studies began in the early 20th century,
and McCollum and Davis reported (1913) the presence of
a lipid-like substance in butter and egg yolk required for
the growth of young rats. The factor was named fat-solu-
ble A in 1916, and the name vitamin A was first used in
1920 to emphasize the discovery of the first fat-soluble
vitamin, differentiating it from the water-soluble vitamins.
The structure of vitamin A was determined in 1931. The
vitamin A activity of β-carotene was identified in 1929,
and the term “provitamin A” was then used to differentiate
carotenoid precursors of vitamin A from carotenoids with-
out potential to form vitamin A. Plant carotenoids are,
therefore, the precursors of all vitamin A found in the ani-
mal kingdom. Dietary vitamin A, by convention, is called
preformed vitamin A when all-trans-retinol or its esters are
consumed as a dietary constituent of animal products or
through use of supplements (5). Identification of roles for
vitamin A in gene expression, embryonic development,
and immunological function (1) has greatly expanded
interest in the nutritional significance of vitamin A to
human well-being. Likewise, identification of functions
other than as a precursor for vitamin A for both provitamin
A carotenoids and other carotenoids such as lutein and
lycopene have confirmed their significance as health-
promoting components of a well-balanced diet (6).

A. CHEMISTRY

1. Vitamin A

Vitamin A refers to all isoprenoid compounds from animal
products with the biological activity of all-trans-retinol

(Figure 11.1). All-trans-retinol is the parent structure to
most retinoids and contains a substituted β-ionone ring 
(4-{2,6,6-trimethyl-2-cyclo-hexen-1-yl}-3-buten-2-one)
(5) with a side chain of three isoprenoid units linked at the
6-position of the β-ionone ring. The conjugated double-
bond system includes the 5,6-β-ionone ring carbons and the
isoprenoid side chain. Retinoids include all substances with
vitamin A activity and many structurally similar synthetic
compounds without vitamin A activity (7). Various
retinoids are identified as significant for cell differentiation,
immunity, and embryonic development. All-trans-retinoic
acid, retinol esters, and various cis-isomers are significant
metabolites (Figure 11.1). 13-cis-Retinol is frequently
found in food extracts as a result of isomerization of all-
trans-retinol during the extraction process (8). Acetate and
palmitate esters of all-trans-retinol are the primary com-
mercial forms of vitamin A used by the pharmaceutical and
food industry in supplements and fortified foods.
Esterification stabilizes the vitamin toward oxidation.
Availability of the esters in beadlet or encapsulated prod-
ucts adds further stability during processing and marketing
of supplements and fortified foods. The USP standard is
retinyl acetate. Physical properties of all-trans-retinol,
retinyl esters, and closely related retinoids are provided in
Table 11.1.

2. Carotenoids

Carotenoids comprise an extensive family of plant pig-
ments, and as many as 1000 occur naturally in the plant
kingdom (6, 9). In the plant, carotenoids function in photo-
synthesis as light harvesting pigments that supplement the
ability of chlorophyll to capture light energy (10, 11). They
protect the photosynthetic apparatus by quenching reactive
oxygen species (1O2,

3O2, O2
2�) and acting as free radical

interceptors, thus preventing oxidative events which can
irreversibly damage cell membranes and DNA (11).

Carotenoids are formed by the head-to-tail linkages of
eight isoprene units to provide a C40 skeleton. Nomenclature
for the carotenoids specified by the International Union of
Pure and Applied Chemistry (IUPAC) and the International
Union of Biochemistry (IUB) was reviewed by Weedon
and Moss (12). Structures of common provitamin A
carotenoids and other significant carotenoids to the human
are given in Figure 11.2. Lycopene, which shows the
acyclic hydrocarbon backbone chain, is considered the par-
ent compound (12). Modifications of lycopene produce the
diverse family of the carotenoids found throughout the
plant kingdom. β-carotene (Figure 11.2) is characterized by
the presence of β-ionone rings on both ends of the hydro-
carbon chain. Oxygenation produces the xanthophylls.
Oxygen functions include hydroxylation at the 3- or 4-posi-
tion to produce lutein and β-cryptoxanthin, respectively,
and ketolation to yield canthaxanthin. Other structural
variants include aldehydes, epoxy, carboxy, methoxy, and
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various other oxygenated forms. Some of the most fre-
quently occurring carotenoids include the hydrocarbons
lycopene, phytoene, and phytofluene, carotenal esters, and
carotenol fatty acid esters (5).

The most commonly occurring provitamin A caroten-
oids in plant foods are β-carotene, α-carotene, γ-carotene,

and β-cryptoxanthin. cis-Isomers are biologically not as
active compared to the all-trans naturally occurring
carotenoids. Vitamin A activity depends on the presence of
one, non-hydroxylated β-ionone ring in the provitamin A
structure. Presence of the β-ionone ring allows conversion
to all-trans-retinol (6). Acyclic hydrocarbons (lycopene,

Fat-Soluble Vitamins 11-3
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phytoene, phytofluene), therefore, are not provitamin A
carotenoids. Carotenoids with one hydroxylated ring or
other oxygen function on one ring usually possess less than
50% of the biological activity of β-carotene (β-cryptoxan-
thin). Hydroxylation of both β-ionone rings (lutein) leads to
a complete absence of vitamin A activity. Conversion of the
provitamin A carotenoids to all-trans-retinol can occur by
central oxidative cleavage at the 15,15� double bond to
yield two moles of vitamin A per mole of β-carotene or by

random oxidative cleavage that yields only one or two
moles of vitamin A per mole of β-carotene, depending on
the point of cleavage (13–15). Central cleavage is accom-
plished by β-carotene-15,15�-dioxygenase within the intes-
tinal absorptive cells (1).

Physical properties of various carotenoids are pro-
vided in Table 11.1. β-Carotene and β-apo-8�-carotenal
are added to margarines, salad dressings, and other foods
to enhance color as well as to fortify the products. In the
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poultry industry, xanthophyll concentrates derived from
the marigold are added to rations to enhance yellow to red
pigmentation in the skin and in egg yolks. The xantho-
phylls deposited in the skin and yolks do not add to the
vitamin A activity of the products, since xanthophylls lack
vitamin A activity.

3. Spectral Properties

The conjugated double bond system of the retinoids gives
the compounds strong UV absorption properties. UV
absorption maxima (Table 11.1) vary with structural mod-
ification of the all-trans-retinol. Effects on UV absorption
by structural variations of the retinoids indicate that max-
imal absorption ranges from 318 to above 360 nm.
Absorption maxima vary with solvent and the presence of
cis-isomers (Z-). Isomerization to the cis-form decreases
the absorption maxima and E1%

1cm values relative to all-
trans-retinol (Table 11.1) (17, 20).

All-trans-retinol and retinyl esters fluoresce strongly
at λex from 325 to 490 nm. Fluorescence intensity is
greater in non-polar solvents; therefore, fluorescence is an
ideal detection mode for normal-phase liquid chromatog-
raphy-based analytical systems compared to UV detection
(5, 21). Most other retinoids other than retinol and its
esters do not fluoresce and oxidation of the alcohol results
in lower fluorescence (20).

Carotenoids contain eleven π electron conjugated
double bonds and, thus, possess strong primary absorption
in the visible region due to the long conjugated double
bond system. The bright and varied pigmentation of the
carotenoids characterize the strong, visible region absorp-
tion. Published absorbance maxima are given in Table
11.1. Spectra commonly show two to three absorption
maxima between 400 and 500 nm. A characteristic UV
absorption peak occurs in cis-isomers approximately 142
nm below the longest-wavelength absorption maxima of
the all-trans carotenoid (22). cis-Isomers show UV max-
ima between 330 to 340 nm and a downward shift of the
entire spectrum (20, 22). Absorption intensity is affected
by solvent or mobile phase composition (23, 24).
Detection at 450 nm is commonly used as a detection
mode for β-carotene after LC resolution.

4. Stability

Eitenmiller and Landen (5) summarized studies that exist
in the literature on the stability of all-trans-retinol and 
β-carotene in foods during processing and storage. Little
information exists on the stability of other retinoids or
carotenoids such as lycopene and lutein. However, due to
similarities in chemical properties, stability characteristics
would be somewhat similar. Ball (25) provided an excel-
lent review of the stability of all-trans-retinol and 
β-carotene with many specific literature citations.

Significant facts regarding the stability of all-trans-retinol
and carotenoids presented by Eitenmiller and Landen (5)
include the following:

1. Conversion of all-trans to cis-isomers is easily
induced by light, acids, metals, lipoxygenase
action, and heat processing, acting independ-
ently or synergistically.

2. All-trans-retinol and the carotenoids are oxida-
tively unstable. Autoxidation of lipids can induce
rapid loss of vitamin A activity. Some carote-
noids are active singlet oxygen quenchers. This
ability is directly related to the number of double
bonds in the conjugated double bond system. 
β-Carotene, lutein, and other carotenoids prefer-
entially react with singlet oxygen, converting it to
the triplet state (26). The excited triplet state
carotenoids can thermally disperse excess
excited state energy through chemical reactions
that destroy the carotenoids (27). Degradation
products include various cleavage products.

3. Carotenoids scavenge free radicals at low oxy-
gen pressures (<155 mm Hg) and act as primary
chain-breaking antioxidants. Carotenoids, like 
β-carotene, trap peroxyl radicals through the
addition of the radical at the 5,6-double bond of
the carotenoid with conversion to peroxides (27).

4. All-trans-retinol and the carotenoids become
more unstable as the food matrix is disrupted or
the compounds are removed from the matrix by
extraction prior to analysis. Destruction of the
food matrix can liberate lipoxygenases that cat-
alyze isomerization.

5. Blanching of plant products prior to freezing
inactivates lipoxygenase and removes oxygen
from the tissue. Thus, carotenoids are protected
from lipoxygenase-initiated oxidative degrada-
tion during freezer storage.

6. Air drying or freeze drying can produce large
losses in all-trans-retinol or the carotenoids.
Storage of freeze-dried foods, because of the
open, porous nature of the product, requires
removal of oxygen with inert gas or vacuum to
stabilize the vitamin A activity. Losses can be
considerable during the drying process.

7. All-trans-retinol and the carotenoids are rela-
tively stable at alkaline pH. Therefore, saponi-
fication can be used for sample extraction if the
reaction vessel is evacuated and protected from
light. Saponification at ambient temperature
can be used to slow isomerization reactions that
are more predominant at elevated temperatures.

8. All-trans-retinyl palmitate and all-trans-retinyl
acetate are the commonly available commercial
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forms of vitamin A used for food fortifica-
tion and by the pharmaceutical industry. The
ester forms are more stable to oxidation.
However, conversion of all-trans to cis-isomers
can readily occur. Most LC procedures will
resolve the all-trans from the cis-isomers,
which is essential to accurately assess biologi-
cal activity. Encapsulation of concentrates in a
matrix of gelatin, microcrystalline cellulose, or
modified starch inhibits oxidation and isomer-
ization. Antioxidants including tocopherols
and other free radical interceptors are usually
added to vitamin A preparations to inhibit oxi-
dation.

Due to the lability of all-trans retinol and the carote-
noids to oxidation and isomerization, precautions must be
taken during analysis of foods and other biological samples
to avoid conditions adverse to the analytes. Precautions to
minimize destruction during extraction and determinative
chromatography include the following (5, 28):

1. During all phases of sample handling, exclude
oxygen. Air should be replaced by vacuum or
inert gas.

2. Addition of antioxidants such as butylated
hydroxytoluene (BHT), pyrogallol, ascorbic
acid, or combinations is necessary prior to
saponification. Low levels of antioxidants in
extracting solutions and mobile phases are often
added to protect the retinoids and carotenoids
from oxidation.

3. Trans- to cis-isomerization (E → Z) is pro-
moted at elevated temperatures. Therefore, use
of the lowest practical temperature is recom-
mended. Use of solvents with low boiling
points is preferred. For rotary evaporation,
40°C should not be exceeded. Solutions should
be stored at �20°C, preferably lower.

4. All sunlight should be avoided. Analytical steps
and extractions should be completed in dim
light, diffused sunlight, or under gold fluores-
cent light. Solutions of sample analytes and
standards should be stored in low actinic glass-
ware whenever possible. Isomerization rapidly
occurs through light activation and is a com-
mon source of cis-isomer formation in biologi-
cal sample extracts.

5. Acid must be avoided. All solvents must be
acid free. Addition of Triethylamine (TEA) at
0.001% is useful to neutralize low acid levels in
some solvents.

6. Alkaline conditions can lead to base-catalyzed
isomerization, especially if exposure to light
occurs.

B. NUTRITION AND BIOCHEMISTRY OF VITAMIN A

1. Functions of Vitamin A

Functional roles of vitamin A continue to be identified as
the scientific basis of its relationship to cell growth and
differentiation and immunological function becomes bet-
ter understood. Specifically, vitamin A is required for nor-
mal vision, gene expression, reproduction, embryonic
development, growth and immunological function.

The role of vitamin A in maintenance of eye health and
the visual cycle is quite well understood. Retinoic acid is
required for normal differentiation of the cornea, conjunc-
tival membranes, and photoreceptor rod and cone cells of
the retina (1, 7). In the visual cycle, all-trans-retinol is iso-
merized to 11-cis-retinol which is oxidized to 11-cis-retinal
(29). In the rod cells, 11-cis-retinal is bound to opsin to
form the visual pigment, rhodopsin. Absorption of light by
rhodopsin isomerizes 11-cis-retinal to all-trans-retinal
which triggers signaling to neuronal cells in the visual cor-
tex of the brain (1). All-trans-retinal is released from the
protein, converted back to all-trans-retinol, and stored as
all-trans-retinyl esters, completing the cycle (1, 7, 29).

Identification of two families of nuclear receptors,
retinoic acid receptors (RAR) and retinoid receptors
(RAX), has helped explain the role of vitamin A in cell
differentiation. In the nucleus, all-trans- and 9-cis-retinoic
bind with RAR and 9-cis retinoic acid binds with RAX.
The activated receptors regulate gene expression signifi-
cant to embryonic development and integrity of epithelial
cells (1, 7, 29).

The relationship of vitamin A deficiency to decreased
disease resistance and increased child mortality in areas of
the world lacking proper food supplies has been recog-
nized for decades. Vitamin A influences immune response
through maintenance of circulating natural killer cells
with anti-viral and anti-tumor activity, by increasing
phagocytic activity, and by increasing production of
cytokines which regulate production of T and B lympho-
cytes (1). Fortunately, in vitamin A deficient individuals,
immune function can be improved through supplementa-
tion of the diet with vitamin A.

2. Vitamin A Deficiency

Vitamin A deficiency is characterized by changes in the
eye that can cause irreversible blindness. Clinical symp-
toms are referred to as xerophthalmia. The initial stage of
development of xerophthamia is night blindness or the
inability to adapt to dim light due to decreased ability to
regenerate rhodopsin. At this stage, addition of supple-
mentary vitamin A will reverse the disease. Progression of
the disease leads to corneal and conjunctival xerosis (dry-
ness) due to a decreased amount of globlet cells and to the
appearance of Bitot’s spots on the conjunctiva. Final
stages are referred to as keratomalacia or ulceration and
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scarring of the cornea that leads to loss of vision. Other
symptoms include skin lesions, loss of appetite, epithelial
keratinization of epithelial tissue, impaired embryonic
development, lack of growth and increased susceptibility
to infections (1, 30–32).

While vitamin A deficiency in developed countries is
not prevalent and is limited to individuals with fat absorp-
tion abnormalities, chronic liver disease, and alcoholics
(32), it continues to be the leading cause of blindness
world-wide and greatly contributes to infant and child
mortality. Recent estimates indicate that 250,000 to
500,000 children go blind annually due to lack of vitamin
A (1, 33, 34). Although fortification programs can be suc-
cessful in improving vitamin A status at low cost, large
segments of the world’s population can still benefit from
fortification of staple foods or through provision of sup-
plements. The role of the food industry and public health
organizations in this regard can still dramatically improve
human well-being.

3. Hypervitaminosis A

Vitamin A toxicity can occur from high intake of foods high
in vitamin A or high potency supplements. Toxicity to
retinoids has been classified as acute, chronic, and terato-
genic (1, 29). Acute toxicity results from a single dose or a
limited number of large doses over a short time period. A
single dose greater than 200 mg (>200,000 RAE (retinol
activity equivalent), >660,000 IU or 0.7 mmol) or all-trans-
retinol can result in acute toxicity in adults. For children,
50% of the adult dose can cause acute toxicity (29).
Symptoms include nausea, vomiting, headache, increased
cerebrospinal fluid pressure, vertigo, blurred vision, muscle
incoordination, and bulging fonanel in infants (1). Chronic
toxicity results from ingestion of large doses at or above 30
mg (30,000 RAE) per day for months or years (1).
Symptoms of chronic toxicity include alopecia, ataxia, liver
abnormalities, membrane dryness, bone and skin changes,
visual impairment, and nervous system effects (1, 29). Most
symptoms are reversible when vitamin A intake is
decreased (29). Teratogenic effects can result from single,
large doses (30–90 mg) or long-term intakes that result in
chronic toxicity (29). Common teratogenic defects include
physical malformations, heart, kidney, and thymic disor-
ders, and central nervous system disorders (29).

4. Dietary Reference Intakes

Based on newer information on absorption of dietary
carotenoids, the Institute of Medicine (1) established the
retinol activity equivalent (RAE) to replace the retinol
equivalent (RE) as a measure of the vitamin A activity of
dietary provitamin A carotenoids. One RAE is defined as
1 µg of all-trans-retinol, 12 µg of all-trans-β-carotene and
24 µg of other provitamin A carotenoids (usually limited to
α-carotene and β-cryptoxanthin). International units (IU)

are used for labeling pharmaceuticals, supplements, and
foods. One microgram of all-trans-retinol equals 3.33 IU
of vitamin A activity. The Reference Daily Intake (RDI)
set by the Nutritional Labeling and Education Act of 1990
(NLEA) is 5000 IU.

Establishment of the RAE was based on the accepted
carotene: retinol equivalency ratio (µg) of a low dose of puri-
fied β-carotene in oil of 2:1, indicating that 2 µg of 
β-carotene in oil yields 1 µg of retinol (1). Differences
between RE conversion factors and RAE factors stem from
absorption studies that show that 6 µg of dietary 
β-carotene is equivalent to 1 µg of purified β-carotene in oil
(1). Since previous data indicated 3 µg of dietary 
β-carotene was equal to 1 µg of β-carotene in oil (6 � 2:1 �
12:1), the RAE calculation doubles the amounts of dietary
provitamin A carotenoids required to provide 1 µg of retinol
or 1 RAE as compared to calculation of RE values. The
Institute of Medicine report (1) emphasizes that vitamin A
intake from provitamin A carotenoids has been overesti-
mated by previous assumptions made on carotenoid absorp-
tion from mixed meals including fruits and vegetables.
Implications to the presentation of food composition data-
bank information are significant in that reliable data on
carotenoid composition of fruit and vegetables are still
somewhat limited.

The ability of the scientific community to reliably
quantify carotenoids from fruits and vegetables has greatly
improved with the introduction of a C30 stationary phase
designed to provide high absolute retention, enhanced
shape recognition of carotenoid isomers, and to moderate
silanol activity of the support (35). This LC support has
gained wide acceptance, with utilization for multi-analyte
analyses including the tocopherols (36, 37). With a LC
reversed-phase method based on the C30 support, Darnoko
et al. (37) quantified tocopherols and 13 carotenoids in red
palm oil. The C30 support adds a new dimension to LC
assay of fat-soluble vitamins from foods and supplements
and expands the capability to use reversed-phase systems,
in general, for fat-soluble vitamin assay.

Dietary Reference Intake (DRI) values for vitamin A
range from an Adequate Intake (AI) of 400 µg RAE/day
(RAE, retinol activity equivalents) for the 0- to 6-month
infant to Recommended Dietary Allowance (RDA) values of
700 µg RAE/day for adult women and 900 µg RAE/day for
adult men. The RDA increases to 1300 µg RAE/day for lac-
tating women (19–50 years) (1). The Tolerable Upper Intake
Level (UL) is 3000 µg RAE/day for adults (Table 11.2).

5. Food Sources and Dietary Intake

Significant dietary sources of preformed vitamin A include
organ meats (liver), fish oils, butter, eggs, whole milk, and
fortified reduced fat and skim milk, other dairy products,
and high fat species of fish including tuna and sardines (8).
Fortification of foods with retinyl palmitate and/or 
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TABLE 11.2
Dietary Reference Intake Values for the Fat-Soluble Vitamins

EARa RDAb AIc

Life Stage Group Male Female Male Female Male Female ULd

Preformed
Vitamin A (µµg RAE/d) Vitamin A (µµg/d)

0 through 6 mo 400 400 600
7 through 12 mo 500 500 600
1 through 3 y 210 210 300 300 600
4 through 8 y 275 275 400 400 900
9 through 13 y 445 420 600 600 1,700
14 through 18 y 630 485 900 700 2,800
>19 y 625 500 900 700 3,000
Pregnancy

14 through 18 y 530 750 2,800
19 through 50 y 550 770 3,000

Lactation
14 through 18 y 885 1,200 2,800
19 through 50 y 900 1,300 3,000

Vitamin D (µµg/d) (µµg/d)

0 through 12 mo 5 5 25
1 through 50 y 5 5 50
51 through 70 y 10 10 50
>70 y 15 15 50

Pregnancy
14 through 50 y 5 50

Lactation
14 through 50 y 5 50

Any Form of 
Supplementary 

Vitamin E (mg αα-T/d) αα-T (mg/d)

0 through 6 mo 4 4
7 through 12 mo 5 5
1 through 3 y 5 5 6 6 200
4 through 8 y 6 6 7 7 300
9 through 13 y 9 9 11 11 600
14 through 18 y 12 12 15 15 800
19 through 70 y 12 12 15 15
> 70 y 12 12 15 15
Pregnancy

14 through 18 y 12 15 800
19 through 50 y 12 15 1,000

Lactation 800
14 through 18 y 16 19 1,000
19 through 50 y 16 19

Vitamin K (µµg/d)

0 through 6 mo 2 2
7 through 12 mo 2.5 2.5
1 through 3 y 30 30
4 through 8 y 55 55
9 through 13 y 60 60
14 through 18 y 75 75
19 through 70 y 120 90
>70 y 120 90

(continued)



β-carotene helps to prevent vitamin A deficiency in coun-
tries that require fortification. Commonly used food vehi-
cles for delivery of vitamin A include fluid milk, dry milk,
margarine, and some edible oils. Choice of the proper food
for delivery of vitamin A depends on which foods are con-
sumed by the target population. In the United States, milk
is fortified with not less than 2,000 IU of vitamin A (retinyl
palmitate), and margarine is fortified with no less than
15,000 IU per pound (by a combination of retinyl palmi-
tate and β-carotene) (38).

Provitamin A carotenoids are widely distributed
throughout the plant kingdom. However, reliable quantita-
tive data only exist for β-carotene, α-carotene, and β-cryp-
toxanthin in some fruit and vegetables. Minor carotenoids
with provitamin A activity provide only small amounts to
the total vitamin A in human diets because of lower natural
levels compared to the primary provitamin A carotenoids.
Color or color intensity cannot be used to predict the vita-
min A activity of a food due to the complexity of carotenoid
profiles and the fact that most carotenoids such as lycopene
have zero vitamin A activity. The red color of ripe tomatoes
is primarily due to lycopene and most tomato cultivars are
quite low in vitamin A activity (5). An excellent database
exists that was formulated through efforts of the United
States Department of Agriculture and the National Cancer
Institute. The database contains compositional information
on 2400 fruits and vegetables for β-carotene, α-carotene,
β-cryptoxanthin, lutein plus zeaxanthin, and lycopene
(39–41). The database provides the most easily applied tool
to estimate dietary intake (42). Estimation of dietary intake
of non-provitamin A carotenoids has become more signifi-
cant to public health as new, functional roles are identified 
for carotenoids such as lutein and lycopene. Although 

β-carotene and several other carotenoids are clinically asso-
ciated with lower risk of several chronic diseases, the DRI
Panel on Antioxidants and Related Compounds (3) sup-
ported increased consumption of fruits and vegetables but
did not set DRIs for β-carotene or other carotenoids. The
Panel did not recommend use of supplemental β-carotene
other than as a source of provitamin A for the control of
vitamin A deficiency.

The Institute of Medicine report on DRIs for vitamin A
(1) gives quite good, documentable data on vitamin A
intake in the U.S. based upon the Third National Health and
Nutrition Examination Survey (NHANES) (43). The fol-
lowing facts pertaining to vitamin A intake were delineated:

1. The median dietary intake of vitamin A is 744
to 811 µg RAE for men and 530 to 716 µg RAE
for women.

2. For adults, 25 to 50% had vitamin A intakes
less than the estimated average requirement
(EAR) of 500 µg RAE/day for women and 625
µg RAE/day for men.

3. The data suggest that many adults in the U.S.
have lower liver stores of vitamin A than is con-
sidered optimal. However, intake is sufficient to
avoid clinically measurable deficiency.

4. Conversion factors based upon the RAE factors
give dietary intake levels that are lower compared
to older estimates calculated using retinol equiv-
alent (RE) factors. Therefore, greater amounts of
provitamin A carotenoids are needed to meet
vitamin A requirements.

5. Carrots provide 25% of the β-carotene in the
U.S. diet.
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TABLE 11.2 (Continued )
EARa RDAb AIc

Life Stage Group Male Female Male Female Male Female ULd

Vitamin K (µµg/d)

Pregnancy
14 through 18 75
19 through 50 90

Lactation
14 through 18 75
19 through 50 90

aEAR�Estimated Average Requirement. The intake that meets the estimated nutrient needs of half of the 
individual in a group.

bRDA�Recommended Dietary Allowance. The intake that meets the nutrient need of almost all (97–98%) of
individuals in a group.

cAI�Adequate Intake. The observed average or experimentally determined intake by a defined population or sub-
group that appears to sustain a defined nutritional status, such a growth rate, normal circulating nutrient values,
or other functional indicators of health. The AI is needed if sufficient scientific evidence is not available to derive
an EAR. The AI is not equivalent to an RDA.

dUL�Tolerable Upper Intake Level.
Source: Refs. 1–3.



6. Cantaloupe, broccoli, squash, peas, and spinach
are major contributors of β-carotene.

7. Carrots contribute 51% of the α-carotene in the
U.S. diet.

8. Fruits are the only sources of β-cryptoxanthin.
9. All provitamin A carotenoids contribute 26 and

34% of vitamin A consumed by men and women,
respectively. Previous estimates indicated that
approximately 75% of the vitamin A in the U.S.
diet originated as preformed vitamin A from ani-
mal products.

III. VITAMIN D

Rickets was initially identified in 1919 as a deficiency of a
fat-soluble factor in dogs fed fat-free diets and kept indoors
in the absence of sunlight (44). The deficiency state was
cured by feeding cod liver oil. The fat-soluble, antirachitic
factor was named vitamin D in 1925 by McCollum’s
research group and proven to be produced in the skin by
ultraviolet irradiation. Vitamin D was isolated as ergocalcif-
erol or vitamin D2 from irradiated ergosterol from yeast in
1931. The structure was identified in 1932. Cholecalciferol
or vitamin D3 was later characterized and shown to be the
antirachitic factor in cod liver oil. Better understanding of
the intermediary metabolism of vitamin D occurred in the
1970s with the identification of the hydroxylated metabo-
lites, 25-hydroxyvitamin D3 (25(OH)D3) and 1 α, 25 dihy-
droxy D3 (1 α, 25(OH)2D3). Biologically, 1 α, 25(OH)2D3 is
the primary metabolically active form known as calcitriol.
Vitamin D, as a general term, is referred to as calciferol (2).

A. CHEMISTRY

Vitamin D refers to steroids that are antirachitic.
Structures of vitamin D3 (cholecalciferol) and the steroid
nucleus are given in Figure 11.3. The International Union
of Pure and Applied Chemists – International Union of
Biochemistry (IUPAC-IUB) nomenclature rules for
steroid structure are used to characterize the ring system
(45, 46). The rings (A, B, C, D) are derived from the
cyclopentanoperhydrophenanthrene steroid structure.
Cholesterol serves as the parent compound (Figure 11.3)
(46). In nature, 7-dehydrocholesterol and ergosterol are
the provitamin forms for cholecaliferol (D3) or ergocalif-
erol (D2). Previtamin D2 requires opening of the D ring at
the 9,10 bond. The open-ring vitamin D forms are secos-
teroids. Accepted IUPAC-IUB systematic names are 9,10-
seco(5Z,7E)-5,7,10(19) cholestatriene-3β-ol for vitamin
D3 and 9,10-seco(5Z,7E)-5,7,10(19),22 ergostatetraene-
3β-ol for vitamin D2. Conversions of the provitamins to
previtamins D2 and D3 by irradiation to vitamin D2 and
vitamin D3 are shown in Figure 11.4 along with the struc-
tures of the hydroxylated vitamin forms (25(OH)D3 and 1
α, 25(OH)2D3). Vitamin D2 and vitamin D3 structurally
vary by a double bond at C-22 and a methyl group at C-24

in vitamin D2. Since the structures are quite similar, chem-
ical and physical properties are similar (Table 11.3).

1. Spectral Properties

Vitamin D has a characteristic broad UV spectrum with
maximum absorption near 264 nm and a minimum near
228 nm (47). The vitamin does not fluoresce. Because
vitamin D is present, even in fortified foods, at quite low
concentrations, most methods of quantification by LC rely
on extract clean-up and concentration prior to determina-
tive chromatography (5). With proper sample treatment,
UV detection at 264–265 nm is sensitive and specific
enough to provide reliable data. UV detection is generally
not sensitive enough to quantify hydroxylated metabolites
in serum or biological tissues.

2. Stability

Stability of vitamin D is excellent in the absence of 
water, light, acidity, and at low temperatures (47). The 
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5,6-trans-isomer and isotachysterol can form when exposed
to acid or light (48). For food samples, saponification pro-
vides a convenient first step in extraction of vitamin D, since
the stability under alkaline conditions is quite good.
Precautions discussed in the vitamin A-carotenoid section of
this chapter must be adhered to for extraction of vitamin D
even though vitamin D is considered to be much more 

stable to oxidation compared to vitamin A. Oxidation can be
a predominate route for decomposition at the conjugated
double bond system at the 5,6 and 7,8 positions of the sec-
osteroid structure. However, vitamin D is less susceptible to
oxidative losses than vitamin A, carotenoids or vitamin E
(47). Since various environmental conditions can lead to iso-
merization of vitamin D2 and vitamin D3 to the previtamin
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TABLE 11.3
Physical Properties of Vitamin D, Hydroxylated Forms, Vitamin E and Vitamin K

Spectral Propertiesb

Molar Melting Crystal λλ max Fluorescencec

Substancea Mass Formula Solubility Point EC Form nm E1%
1cm εε��10−−33 λλEx λλEm

Vitamin D3 384.64 C27H44O Soluble in most 84–85 Fine 264 485 18.3
CAS No. 67-97-0 organic solvents; needles
10079 insoluble 

in water
Vitamin D2 396.65 C28H44O Soluble in most 115–118 Prisms 264 462 19.4
CAS No. 50-14-6 organic solvents;  yellow
10078 insoluble in water to white
25(OH) vitamin D3 400.64 C27H44O2 Soluble in most  82–83 265 [454] 18.2
CAS No. 19356-17-3 organic solvents;  
1638 insoluble in water
1α,25(OH)2 416.63 C27H44O33 Slightly soluble in 111–115 White 264 [418] 19

vitamin D3 methanol, ethanol, crystalline
CAS No. 32222-06-3 and ethyl acetates; powder
1643 insoluble in water
α−Τ 430.7 C29H50O2 Freely soluble in oils, 2.5 ~ 3.3 292 75.8 [3265] 295 320
CAS No. 59-02-9 fats, acetone, alcohol,
9571 chloroform, ether
β−Τ 416.68 C28H48O2 Freely soluble in oils, 296 296 89.4 [3725] 297 322
CAS No. 16698-35-4 fats, acetone, alcohol,
9572 chloroform, ether
γ−Τ 416.68 C28H48O2 Freely soluble in oils, �2 ~ �3 298 91.4 [3808] 297 322
CAS No. 54-28-4 fats, acetone, alcohol,
9573 chloroform, ether
δ−Τ 402.65 C27H46O2 298 87.3 [3515] 297 322
CAS No. 119-13-1
9574
α−Τ3 424.66 C29H44O2 292 91.0 [3864] 290 323
CAS No. 58864-81-6
9576
β−Τ3 410.63 C28H42O2 294 87.3 [3585] 290 323
CAS No. 490-23-3
9577
γ−Τ3 410.64 C28H42O2 296 90.5 [3716] 290 324
CAS No. 59-02-9
δ−Τ3 396.61 C27H40O2 297 88.1 [3494] 292 324
CAS No. 59-02-9
α-tocoperyl acetate 472.74 C31H52O3 Freely soluble in 26.5~ 286 40-44 [1891– 285 310
CAS No. 58-95-7 (l) acetone, chloroform, 27.5 2080]
52225-20-4 (dl) ether �27.5
9571
α-tocopheryl succinate 530.79 C33H54O5 Practically insoluble 76 ~ 77 286 38.5 [2044] – –
CAS No. 4345-03-3 in water
9571
Phylloquinone 450.69 C31H46O2 Sparingly soluble in – None 242 396 [17.8]
Vitamin K1 methanol; soluble in yellow 248 419 [18.9]
CAS No. 84-80-0 ethanol, acetone, viscous 260 383 [17.3]
7465 benzene, petr  oil 269 387 [17.4]

ether, hexane, 325 68 [3.1]
dioxin, chloroform,
ether

(continued )



forms, analytical methods must be capable of measuring all
biologically active forms, including the previtamins, to
accurately assess vitamin D activity. Thermal interconver-
sion is difficult to completely avoid during sample prepara-
tion prior to quantification.

Vitamin D is quite stable to food processes used for
fluid milk or in the production of nonfat dry milk.
Research has shown that light and air exposure of fluid
milk in the marketing channel results in only small losses
of vitamin D (48). Documentation of degradation during
the production of spray-dried, fortified whole milk
showed that vitamin D was stable to the preheating by
direct steam injection to 95°C, five-stage evaporation and
spray-drying. No significant losses were noted (49).

B. NUTRITION AND BIOCHEMISTRY OF VITAMIN D

1. Functions of Vitamin D

Vitamin D functions as a steroid hormone. In this respect,
vitamin D2 and D3 undergo conversion through hydroxy-
lation to the biologically active 1 α, 25(OH)2D form.

25(OH)D is initially formed in the liver by the action of
vitamin D 25-hydroxylase. The 25(OH)D constitutes the
primary circulating form of vitamin D, and circulating
levels can be used as an indication of overall vitamin D
status. In the kidney, 25(OH)D is hydroxylated by 25-
hydroxyvitamin D-1 α-hydroxylase to 1 α, 25(OH)2D
(50, 51). The dihydroxy form is then transported to target
tissues where receptor binding occurs. Hydroxylation in
the kidney also forms 24R, 25(OH)2D, although actions
for this dihydroxy form of vitamin D are not clearly estab-
lished (51). Overall, the actions of 1 α, 25(OH)2D include
maintenance of serum calcium and phosphorous concen-
trations and mobilization of monocytic stem cells in the
bone marrow to become mature osteoclasts (2). In this
regard, 1 α, 25(OH)2D regulates mineral homeostasis by
stimulation of the intestinal lumen-to-plasma flux of
calcium and phosphorous, stimulation of renal resorption
of calcium and phosphorous, and stimulation of bone
resorption to increase calcium and phosphorous levels in
the serum (51). Osteoblast formation is controlled at the
bone cell differentiation level. In the kidney, regulation of
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TABLE 11.3 (Continued )

Spectral Propertiesb

Molar Melting Crystal λλ max Fluorescence

Substancea Mass Formula Solubility Point EC Form nm E1%
1cm εε��10−−33 λλEx λλEm

Menaquinone-4 444.65 C31H40O2 35 Yellow 248 439 [19.5]
Vitamin K2(20) crystals
CAS No. 863-61-6
MK-4
5855
Menaquinone-6 580.88 C41H56O2 50 Yellow 243 304 [17.7]

crystals
Vitamin K2(30) 248 320 [18.6]
CAS No. 84-81-1 261 290 [16.8]
MK-6 270 292 [16.9]
5855 325–328 53 [3.1]
Menaquinone-7 649 C46H64O2 54 Light 243 278 [18.0]
Vitamin K2(35) yellow 248 195 [19.1]
CAS No. 2124-57-4 micro- 261 266 [17.3]
MK-7 crystalline 270 267 [17.3]
5855 plates 325-328 48 [3.1]
Menadione 172.18 C11H8O2 Insoluble in water; 105–107 Bright 
Vitamin K3 moderately soluble yellow
CAS No. 58-27-5 in  chloroform, crystals
5853 carbon 

tetrachloride

aCommon or generic name; CAS No. – Chemical Abstract Service number, bold print designates the Merck Index monograph number, l�Natural form,
dl�Synthetic form.

bIn ethanol (in petroleum ether for vitamin K), values in brackets are calculated from corresponding E1%
1cm or ε value.

cIn hexane.
Source: Refs. 16, 25, 86–88, 131–133.



the overall vitamin D endocrine system occurs through
control of activity of the 25(OH)2D-1 α-hydroxylase.
Other accepted roles for 1 α, 25(OH)2D include general
effects on cell regulation and differentiation, regulation of
protein synthesis, essentiality for insulin secretion, neural
function and brain metabolism, immunological function,
estrogen synthesis (52), and antiproliferative effects on
various cancers (53–60). Detailed discussion on the com-
plex vitamin D endocrine system has been presented by
Norman and colleagues (44, 51).

2. Vitamin D Deficiency

Inadequate intake of vitamin D, lack of exposure to sun-
light or metabolic failure to convert vitamin D to 1 α,
25(OH)2D, or a combination of the factors leads to defi-
ciency (2). Deficiency states are characterized by inade-
quate mineralization or demineralization of the skeleton.
These states are referred to as rickets in children and osteo-
malacia in adults. Deficiency due to inadequate intake or
exposure to sunlight responds to supplementation of the
diet but vitamin D-resistant rickets does not. Vitamin 
D-resistant rickets arises through genetic disorders and
includes loss of the renal resorption system for phosphate,
absence of the 25-hydroxy-vitamin D-1 α-hydroxylase in
the kidney and through disruption of the vitamin D recep-
tor gene (61). Rickets in children produces widening at 
the end of long bones, rachitic rosary, deformations in the
skeleton (bowed legs, knocked knees, curvature of 
the spine, and others) (2). Osteomalacia in adults results in
loss of calcium from the bone with bone pain, muscular
weakness, and development of a porous bone structure 
(2, 44). Absence of sufficient 1 α, 25(OH)2D leads to
decreased circulating calcium levels and an increased pro-
duction of parathyroid hormone (PTH). PTH stimulates
calcium mobilization from the bone, conserves calcium
excretion and increased excretion of phosphorous with the
effect of bone demineralization and osteoporosis (62–64).

3. Hypervitaminosis D

Hypervitaminosis D can occur through improper use of
supplements, excessive intake of foods fortified with vita-
min D or rarely through manufacturing errors of supple-
ments or food resulting in improperly labeled products
with excessively high vitamin D levels. Current Upper
Tolerable Intake Levels (UL) range from 25 to 50 µg/day
(Table 11.2); however, severe effects have been noted at
intakes of 250–1,250 µg/day or higher (2). Symptoms
include increased intestinal absorption of calcium and
increased resorption of calcium from bone resulting in
hypercalcemia. Hypercalcemia can lead to loss of renal
function. Other symptoms include anorexia, nausea, vom-
iting, thirst, polyuria, muscular weakness, joint pain, and
general disorientation with eventual death (44).

4. Dietary Reference Intakes

Dietary Reference Intakes (DRIs) for vitamin D are lim-
ited to Adequate Intakes (AI) and Tolerable Upper Intake
Levels (UL) (2). AIs range from 5 µg/day for infants
through 50 year adults and 15 µg/day (600 IU/day) for
older adults (>70 year). The AI recommendations assume
that no vitamin D is available from synthesis in the skin by
exposure to sunlight (2). UL values range from 25 µg/day
for infants (0–6 months) to 50 µg/day for all other age
groups (Table 11.2). Regarding development of hypervita-
minosis D, only a small degree of safety exists between the
AIs and the levels that can produce symptoms of hypervi-
taminosis D. For infants (AI-5 µg/day) 45 µg of vitamin D
per day has been established as the NOAEL (highest level
at which no adverse effects have been observed) (2). This
level represents an intake only 9 times higher than the AI.
The UL for infants is set at 25 µg/day (5 times the AI). For
adults, the UL is 50 µg/day or 10 times the AI.

5. Vitamin D Sources for the Human

a. Synthesis in the Skin
The availability of vitamin D from unfortified foods is
limited, and the major source to the human is synthesis in
the skin upon exposure to sunlight. Synthesis is com-
pletely dependent upon exposure to the sun and varies
with season, climate, and environmental conditions that
can limit exposure to the sun (65). 7-Dehydrocholesterol
from cholesterol is photoconverted to previtamin D3 by
exposure to UV irradiation between 290 and 315 nm
(Figure 11.4). The previtamin D3 is then isomerized to
vitamin D3. Likewise, ergosterol can be converted to pre-
vitamin D2 by photoconversion. However, plant foods are
generally devoid of vitamin D activity. Variability of sun-
light exposure, particularly during winter months, makes
dietary supply of vitamin D essential to avoid deficiency.

b. Food Sources and Dietary Intake
Vitamin D content of food and supplements is reported on
an international unit (IU) or microgram basis (2). One IU
of vitamin D is defined as the activity of 0.025 µg of
cholecalciferol (vitamin D3) measured by the rat or chick
bioassay. The United States Pharmacoepial (USP) stan-
dard is either vitamin D2 or vitamin D3 since biological
activity for the human is equal. Applications are develop-
ing for the use of 25(OH)D in supplements and for food
fortification (66). The activity of 25(OH)D is 5 times that
of vitamin D3 (1 IU�0.005 µg) (2).

Fortified foods represent the only concentrated
dietary sources of vitamin D other than some fatty fish
(salmon), liver of some aquatic mammals, some fish oils
and eggs from hens that have been fed rations containing
high levels of vitamin D (2). The lack of many naturally
occurring significant vitamin D sources, and the fact that
consumption of higher vitamin D-containing foods
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requires large intake levels to meet the vitamin D require-
ment places a significant emphasis on the role of food for-
tification in ensuring an adequate dietary supply of
vitamin D. In the United States, the primary vehicle for
food fortification is fluid milk. Although fortification of
fluid milk is optional (38), most fluid dairy products are
fortified with 400 IU/quart (10 µg/quart or 9.6 µg/L).
Margarine fortification in the United States is optional,
and most commercial margarines are only fortified with
retinyl palmitate and β-carotene (8). Vitamin D2 and vita-
min D3 can be used interchangeably for food fortification;
however, for fluid milk products, most are fortified with
vitamin D3. Synthetic vitamin D2 or D3 is readily available
to the food and supplement industries.

Since food fortification with vitamin D requires the
addition of µg levels to the food on a per serving basis,
problems have occurred with both over- and underfortifi-
cation of fluid milk and infant formulas which must con-
tain 40 IU/100 kcal. Surveys have noted wide variability
in vitamin D content of milk and infant formula products
arising from processing errors (67–69).

Dietary intake in the United States was estimated at a
median level of 2.9 µg/day for young women from the sec-
ond National Health and Nutrition Examination Survey
(NHANES II) (2). However, it is recognized that reliable
intake data do not exist (2). Lack of reliable data results
from analytical difficulties, variable composition of forti-
fied foods, and because food intake surveys have not
emphasized vitamin D (2). Recommendations pertaining
to the dietary reference intakes (DRI) were limited to aver-
age intake values (AI) due to the lack of reliable data
required to set estimated average requirements (EARs) and
recommended dietary allowances (RDAs). Average intake
values range from 5 µg/day for infants to 15 µg/day for
adults 70 years or older with the assumption that no vita-
min D is available from sunlight exposure. Further, it is
recognized that older individuals are more susceptible to
conditions leading to vitamin D deficiency (2).

IV. VITAMIN E – TOCOPHEROLS AND
TOCOTRIENOLS

Evans and Bishop discovered and characterized a fat-solu-
ble nutritional factor necessary for reproduction and fetal
death in rats (70). Published in 1922, the factor was desig-
nated “Factor X” and the antisterility factor. The name,
vitamin E, was given since its discovery closely followed
the discovery of vitamin D. A vitamin E active compound
was isolated from wheat germ oil by the Evans’ research
group and named α-tocopherol (α-T) from the Greek words
tocos (birth) and ferein (bringing) to denote the essentiality
of the vitamin to reproduction in rats (71). The “ol” ending
denoted that the compound was an alcohol (72). Other sig-
nificant early historical events of vitamin E research include

the isolation of β- and γ-tocopherol (β-, γ-T) from vegetable
oil in 1934 (73), determination of the structure of α-T in
1937 (74, 75), synthesis of α-T in 1938 (76), recognition of
the antioxidant activity of the tocopherols (77), recognition
that α-T was the most effective tocopherol in prevention of
vitamin E deficiency (73), isolation of δ-tocopherol (δ-T)
from soybean oil in 1947 (78), and identification of the four
naturally occurring tocotrienols (α-T3, β-T3, γ-T3, δ-T3)
(79, 80). Quantification of the vitamin E content of the diet
was initiated in the late 1940s. Publication of the paper
“Vitamin E Content of Foods” in 1950 (81) represents one
of the earliest documentations of dietary levels.

A. CHEMISTRY OF VITAMIN E

Vitamin E is the collective term for fat-soluble 6-hydroxy-
chroman compounds that exhibit the biological activity of
α-T measured by the rat resorption-gestation assay. Tocol
(Figure 11.5) (2-methyl-2-(4�,8�,12�-trimethyltridecyl)-
chroman-6-ol) is generally considered the parent com-
pound of the tocopherols. Accepted nomenclature has been
set by the IUPAC-IUB Joint Commission on Nomenclature
(82–84). Naturally occurring vitamin E consists of α-, β-,
γ-, and δ-T and the corresponding α-, β-, γ-, and δ-T3
(tocotrienol), (Figure 11.5). The tocopherols are character-
ized by the 6-chromanol ring structure methylated to vary-
ing degrees at the 5-, 7-, and 8-positions. At position 2,
there is a C16 saturated side chain. The tocotrienols are
unsaturated at the 3�, 7�, and 11� positions of the side chain.
The specific tocopherols and tocotrienols, therefore, differ
by the number and positions of the methyl groups on the 
6-chromanol ring. α-Tocopherol and α-T3 are trimethy-
lated; β-T, β-T3, γ-T, and γ-T3 are dimethylated; and δ-T
and δ-T3 are monomethylated (Figure 11.5). Trivial and
chemical names are given in Figure 11.5.

The tocopherols possess three asymmetric carbons
(chiral centers) at position 2 of the chromanol ring and at
positions 4� and 8� of the phytyl side chain. Synthetic α-
T (all-rac-α-T) is a racemic mixture of equal parts of each
stereoisomer. Therefore, each tocopherol has eight (3)
possible optical isomers. Only RRR-tocopherols are
found in nature. The eight isomers of all-rac-α-T (RRR-,
RSR-, RRS-, RSS-, SRR-, SSR-, SRS-, and SSS-) are
depicted in Figure 11.6. Only the 2R-stereoisomeric
forms (RRR-, RSR-, RRS-, and RSS) of α-T are consid-
ered active forms of vitamin E for the human (3). The
tocotrienols arising from 2-methyl-2-(4�,8�,12�-trimethyl-
trideca-3�,7�,11�-trienyl) chroman-6-ol (non-methylated
ring structure) have only one chiral center at position 2.
Consequently, only 2R and 2S stereoisomers are possible.
Unsaturation at position 3� and 7� of the phytyl side chain
permits four cis/trans geometric isomers. The eight poten-
tial tocotrienol isomers are given in Table 11.4. Only the
2R, 3� trans, 7� trans isomer exists in nature. Isolation and
elucidation of the structural properties of the tocotrienols
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was accomplished in the 1960s (80, 85). Physical proper-
ties of various vitamin E forms are given in Table 11.3.

1. Spectral Properties

UV and fluorescence properties of vitamin E compounds
are given in Table 11.3. Maximal UV absorption for toco-
pherols, tocotrienols and their esters occurs between 292
and 298 nm. Minimum absorption is between 250 and 260
nm (25, 89–92). Esterification at the C-6 hydroxyl shifts
the absorption to shorter wavelengths. For example, all-
rac-α-tocopheryl acetate has maximal absorption at 286
nm (88, 91, 92). Intensity of absorption decreases with
esterification. Reported E1%

1cm values for all-rac-α-toco-
pheryl acetate range from 40 to 44 compared to 75.8 to
91.8 for the tocopherols and tocotrienols (88).

Vitamin E alcohols possess strong native fluorescence
that provides an ideal and very specific mode of detection
for LC-based methods. Excitation of the chroman ring near
or at maximal absorption produces maximal emission at
320 nm or slightly higher wavelengths. Many quantitative
methods are based on excitation at 292 nm and emission at
320 nm (88). Vitamin E esters show only weak fluores-
cence compared to the alcohols. Older literature (prior to
1985) often states that α-tocopheryl acetate does not fluo-
resce. However, the ester shows weak fluorescence suffi-
cient to quantify the ester that is easily detected by currently
available fluorescent detectors. By measuring the α-toco-
pheryl acetate as the ester and avoiding saponification of
the sample, accurate measure of the biological activity is
possible. Biological activity of all-rac-α-tocopheryl acetate
is lower than that of RRR-α-T.
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2. Stability

Vitamin E is a natural antioxidant, acting as a chain-
breaking, primary antioxidant to intercept peroxyl free
radicals in biological systems. As an antioxidant, α-T, or
other vitamin E alcohols, is, thus, converted into the 
α-tocopheryl radical and to termination products consist-
ing of dimers and trimers and various oxygenated forms.

Since it is active in any fat system undergoing oxidation,
oxidative losses can become substantial quite rapidly.
Losses are accelerated by light, heat, irradiation, alkali
pH, lipoxidase activity, metals, and by the presence of
other proxidants in the fat system, including pre-formed
free radicals (88). Tocopherols and tocotrienols are stable
to heat and alkaline conditions necessary for saponifica-
tion of lipids. Therefore, saponification is routinely used
for extraction of vitamin E prior to analysis by LC.

Frying of foods normally results in loss of the native
vitamin E components in the edible oil. Heat combined
with incorporation of air with the food, the polyunsatu-
rated nature of the oil and introduction of proxidants into
the oil provides an ideal environment for oxidation.
Vitamin E through its antioxidant action, combined with
some loss through volatilization, leads to rapid loss of
vitamin E from the frying oil. Refining of edible oil pro-
duces some loss of native vitamin E, primarily at the
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TABLE 11.4
The Eight Possible RS, Cis/Trans Isomers of the
Tocotrienols

R Configuration Position 2 S Configuration Position 2

2R, 3�cis, 7�cis 2S, 3�cis, 7�cis
2R, 3�cis, 7�trans 2S, 3�cis, 7�trans
2R, 3�trans, 7�cis 2S, 3�trans, 7�cis
2R, 3�trans, 7�trans 2S, 3�trans, 7�trans



deodorization stage. However, loss is not enough to desta-
bilize the oil to oxidation. Deodorizer sludge, once a 
by-product of edible oil refining with little value, now rep-
resents the raw material source for isolation of natural
vitamin E. Natural vitamin E is in demand world-wide for
use in supplements, feeds, and cosmetics (72).

B. NUTRITION AND BIOCHEMISTRY OF VITAMIN E

1. Functions of Vitamin E

Vitamin E is the primary, lipid-soluble, chain-breaking
antioxidant that combines actions with other lipid and
water-soluble antioxidants to provide cells an efficient
defense against free radical damage. Free radicals are
chemical species capable of independent existence that
contain one or more unpaired electron (93). Free radical
generation occurs when organic molecules undergo
homolytic cleavage of covalent bonds and each fragment
retains one electron of the original bonding electron pair.
Two free radicals are produced from the parent molecule
with net negative charges. The free radicals have the abil-
ity to react with an electron of opposite spin from another
molecule. Free radical generation also occurs when a non-
radical molecule captures an electron from an electron
donor. During normal metabolism, many reactive oxygen
species (ROS) and reactive nitrogen species (RNS) are
produced (94). ROS and RNS include both radicals and
oxidants capable of generation of free radicals (95, 96).
Common ROS and RNS are given in Table 11.5.

Oxidants and oxygen radicals formed from triplet
oxygen by reaction with other radicals or by photoexcita-
tion, metabolism, irradiation, metal catalysis, or heat are
the major inducers of oxidative stress in living systems.
They also initiate antioxidative events in raw and
processed foods. RNS, particularly nitric oxide (NO��)

contributes to oxidative stress along with ROS. Nitric
oxide acts as a biological messenger with regulatory func-
tions in the central nervous, cardiovascular, and immune
systems (97). It is synthesized through the oxidation of
arginine to NO�� by nitric oxide synthetase (NOS:EL
1.14.13.39). Nitric oxide synthetase is highly active in
macrophages and neutrophilis where NO�� and superoxide
anion (O2

����) are produced during the oxidative burst trig-
gered by inflammation (98).

α-Tocopherol is located in the cell membranes and
protects lipoproteins. It scavenges peroxy free radicals,
protecting unsaturated fatty acids. Lipid-generated free
radicals have greater affinity for reaction with α-T than
with unsaturated fatty acids located within the cell mem-
brane. It is an efficient chain-breaking antioxidant since it
can rapidly transfer the phenolic H� at C-6 to lipid peroxy
radicals. The α-T becomes the α-tocopheroxyl radical,
which is stabilized by resonance.

Potency of α-T as an antioxidant depends upon its
molecular properties and orientation within the cell mem-
brane. In the membrane, the phytyl side chain is embed-
ded within the bilayer (Figure 11.7) with the chromanol
ring and the 6-hydroxyl positioned toward the surface of
the membrane. Hydrogen bonding and hydrophobic inter-
actions between the chromanol ring, the phytyl tail, and
fatty acids stabilize the membrane and position the chro-
manol ring to facilitate hydrogen atom donation to lipid
peroxy radicals. The α-tocopheroxyl radical migrates
from the lipid bilayer to the surface of the membrane,
facilitating regeneration of α-T by ascorbic acid and other
water-soluble reducing agents that act as hydrogen donors
to the α-tocopheroxyl radical.

Non-autoxidative roles for α-T have been recently
delineated which cannot be fulfilled by other tocopherols or
tocotrienols. These functions at the molecular level appear
to be highly significant to understanding the onset of many
chronic diseases. Several critical reviews exist that indicate
that the molecular control aspects of vitamin E are just
beginning to be understood (98–103). α-Tocopherol acts as
a cell signaling molecule at the posttranscriptional level or
at the gene expression level. Many of these cell signaling
functions of α-T are operative through inhibition of protein
kinase C (PKC). PKC enzymes are phospholipid-
dependent serine/threonine kinases that participate in regu-
lation of cell growth, death, and stress responsiveness
(104). α-Tocopherol acts at the posttranscriptional level by
activating protein phosphatase PP2A which dephophory-
lates PKC (105, 106). Some specific physiological
responses regulated by PKC include cell proliferation,
platelet adhesion and aggregation, immune response, free
radical production and gene expression. Now regulation of
gene expression at the transcriptional stage is accepted as a
primary regulatory function of α-T.

Specific non-antioxidant functions for α-T3 have been
identified that are not fulfilled by α-T. Hendrich et al. (107)
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TABLE 11.5
Reactive Oxygen and Nitrogen Species

Radicals Nonradicals

ROS
Superoxide, O2

�� Γ Fe-oxygen complex
Hydroxy, OH�� Hydrogen peroxide, H2O2

Alkoxy, LO�� Singlet oxygen, 1O2

Hydropheroxyl, HO2
�� Ozone, O3

Peroxy, LO2
�� Hypochlorous acid, HOCl

RNS
Nitric oxide, NO� Nitrous acid, HNO2

Nitrogen dioxide, NO2
�� Dinitrogen tetroxide, N2O4

Dinitrogen trioxide, N2O3

Peroxynitrate, ONOOΓ
Peroxynitrous acid, ONOOH
Nitronium cation, NO2

�

Alkyl peroxynitrates, ROONO



suggested that tocotrienols should be considered as a spe-
cific group of food components independent of the toco-
pherols due to specific differences in action that differ from
actions of α-T. Such specific actions include posttranscrip-
tional suppression of 3-hydroxy-3-methylglutaryl Co A
reductase (HMG-Co A reductase) through a cell signaling
event (108, 109). The ability of tocotrienol supplements to

lower human total serum cholesterol levels is currently con-
troversial (110).

2. Vitamin E Deficiency

Vitamin E deficiency in humans is almost always due to fac-
tors other than dietary insufficiency. Deficiency results from
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genetic abnormalities in production of the α-tocopherol
transfer protein (α-TTP), fat malabsorption syndromes, and
protein-energy malnutrition (3). Fat-malabsorption can be
related to pancreatic and liver abnormalities that lower fat
absorption, abnormalities of the intestinal cells, length of the
intestine and defects in the synthesis or assembly of the chy-
lomicrons (61). Genetic abnormalities in lipoprotein metab-
olism can produce low levels of cylomicrons, very low
density lipoproteins (VLDL) and low density lipoprotein
(LDL) that affects absorption and transport of vitamin E
(111). Abetalipoproteinemia is an autosome recessive
genetic disorder leading to mutations in the microsomal
triglyceride transfer protein (112). The disease is associated
with ataxia and impaired intestinal absorption of lipids and
vitamin E, since the triglyceride transfer protein participates
in the transport of lipids and other fat-soluble substances.
Defects in the gene that codes for α-TTP leads to an inher-
ited autosomal recessive disease referred to as familial iso-
lated vitamin E deficiency or ataxia with vitamin E
deficiency (AVED) (112–114). Changes in α-TTP result in
inefficient transfer of RRR-α-T from the liver and recycling
of plasma RRR-α-T.

Clinical symptoms include many neurological prob-
lems stemming from peripheral neuropathy with degener-
ation of the large-caliber axons in the sensory neurons (3).
Common symptoms are ataxia, muscle weakness and
hypertrophy, neurological abnormalities, reproductive
disorders, abnormalities of the liver, bone marrow, and

brain (61). At the cellular level, increased oxidation can
occur due to increased oxidative stress.

3. Dietary Reference Intakes

When establishing the dietary reference intakes (DRIs) for
vitamin E, the Institute of Medicine, Panel on Dietary
Antioxidants and Related Compounds decided that human
requirements should only be based on the 2-R isomers of
α-T (RRR-, RSR-, RRS-, RSS-) (3). This decision stems
from the accumulated evidence of the strong selectivity of
α-TTP for the 2-R isomers in the liver which leads to pref-
erential secretion of the 2-R isomers into nascent VLDL.
Other forms of vitamin E (2-S isomers of α-T, β-T, γ-T,
δ-T, tocotrienols) are primarily secreted into the bile and
excreted. The selection process is not 100% effective;
however, only small amounts of other dietary and supple-
mental vitamin E forms are delivered to the cells.

For adults, EAR and RDA are 12 and 15 mg of α-T
per day, respectively (Table 11.2). The UL value includes
all forms of α-T from supplemental intake of all-rac-α-T.
The UL is 1000 mg/day.

Since the DRI values refer only to 2R-α-T forms, dis-
cussion is necessary on the units used to report vitamin E
concentrations in foods and pharmaceuticals. Currently
used units include the following:

1. International Units (IU) and USP Units
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USP Conversion Factor (mg/IU) � 1000 (µmol/mol)
Molar Conversion Factor (µmol/IU) ���������������������������

Molecular Weight (mg/mol) 

Calculation for RRR-α-tocopheryl acetate:

USP Conversion Factor (mg/IU) � 1000 (µmol/mol)
Molar Conversion Factor (µmol/IU) ���������������������������

Molecular Weight (mg/mol)

0.735 (mg/IU) � 1000 (µmol/mol)
���������������������������� 1.56 (µmol / IU)

472 (mg/mol)

Molar Conversion Factor (µmol/IU) � 430 (mg/mol) 
α-T Conversion Factor (mg/IU) � ��������������������������

1000 (µmol/mol) � R

Where R�2 for synthetic vitamin E and esters, R�1 for natural vitamin E and esters. 
So, the α-T conversion factor for RRR-α-tocopheryl acetate is determined as follows:

Molar Conversion Factor (µmol/IU) � 430 (mg/mol) 
α-T Conversion Factor (mg/IU) � ��������������������������

1000 (µmol/mol) � R
1.56 (µmol/IU) � 430 (mg/mol)

� �������������������������� � 0.067 (mg/IU)
1000 (µmol/mol) � 1



The United States Pharmacopeia (USP) (115) defined
the IU of vitamin E as 1 mg of all-rac-α-tocopheryl
acetate based on biological activity measured by the rat
fetal absorption test. Biological activities of various vita-
min E forms in relation to the activity of all-rac-α-toco-
pheryl acetate are given in Table 11.6. After 1980, the
USP discontinued use of the IU and replaced it with USP
units based on the same basis of biological activity as the
IU (3). One USP unit is defined as the activity of 1 mg of
all-rac-α-tocopheryl acetate. Therefore, USP units and
IUs are equivalent (116).

The Institute of Medicine, Panel on Dietary
Antioxidants and Related Compounds (3) recommended
that USP units be redefined by USP to take into account
the fact that all-rac-α-T has only 50% of the activity of
RRR-α-T present in nature or with other 2R stereoiso-
mers found in all-rac-α-T preparations that are used for
food fortification and in supplements (3). Factors to con-
vert USP units (IUs) to RRR-α-T or other 2R-isomers of
α-T are given in Table 11.7.

Derivation of the conversion factors given in Table
11.7 follows the general formula:

2. α-Tocopherol Equivalents

α-Tocopherol Equivalents (α-TEs) were defined for rec-
ommending dietary intakes of vitamin E based on biological
activity of tocopherols and tocotrienols determined by the
rat fetal absorption test (Table 11.6) (117). One mg of α-TE
is the activity of 1 mg of RRR-α-T. Total α-TEs (mg) of
mixed diets containing only RRR-isomers is determined by
multiplying the amount (mg) of α-T by 1.0, β-T by 0.5, γ-T
by 0.1, α-T3 by 0.3, and γ-T3 by 0.05. In fortified foods, the
conversion factors for all-rac-α-T and all-rac-α-tocopheryl
acetate are 0.74 and 0.67, respectively. Use of the α-TE unit
has been the accepted way of reporting vitamin E concen-
tration in foods for approximately the past two decades. The
Panel on Antioxidants and Related Compounds (3) deter-
mined from USDA food intake survey data that 80% of the
α-TE from foods arises from RRR-α-T. Therefore, to con-
vert α-TE mg to RRR-α-T, the conversion factor is 0.8.

The following conversions are fully explained in the
Dietary References Intake report (3):

a. mg of α-T in a meal � mg of α-TE � 0.8
b. mg of α-T in a food, fortified food, or multivi-

tamin � IU (USP unit) of RRR-α-T � 0.67 or
IU (USP Unit) of all-rac-α-T � 0.45

Anytime both natural and synthetic forms of α-T are pres-
ent, analytical procedures must be capable of resolution of
the specific compounds in order to apply the above for-
mulas. Almost always in a fortified food, both RRR-α-T
and all-rac-α-tocopheryl acetate will exist together.

4. Food Sources and Dietary Intake

The second National Health and Nutrition Examination
Survey (NHANES II) has been extensively evaluated to
show dietary sources of vitamin E in the United States.
Major food groups contribute the following percentages
of total vitamin E: fats and oils, 20.2; vegetables, 15.1;
meat, poultry, and fish, 12.6; desserts, 9.9; breakfast cere-
als, 9.3; fruit, 5.3; dairy products, 4.5; mixed main dishes,
4.0; nuts and seeds, 3.8; soups, sauces, and gravies, 1.7 
(3, 117). Data collected from the Continuing Survey of
Food Intakes by Individuals (CSFII, 1994) are given in
Table 11.8 (D. Haytowitz, personal communication,
2003). The tabulation shows that high oil content foods
are major sources but cereals fortified with α-tocopheryl
acetate are also significant sources. Raw tomatoes and
tomato products, due to high consumption, are significant
sources of vitamin E in the U.S. diet.

Using the CSFII and NHANES data as well as other
studies, the DRI committee estimated the median intake
of α-T from food and supplements at 9.8 mg for men and
6.8 mg for women (3). It was emphasized that data on
vitamin E intake from food intake surveys might be low
due to potential for underreporting of energy and fat
intake, problems with assessment of fats and oils added
during food preparation, uncertainty about the types of
fats added, and the variability of food composition tables.
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TABLE 11.6
Biological Activity of Natural and Synthetic Vitamin E
Formsa

Biological Activity

USP Units Compared to 
Vitamin E Forms (IU)/mg RRR-αα-T (%)

Natural Vitamin E (RRR-)
α-Tocopherol 1.49 100
β-Tocopherol 0.75 50
γ-Tocopherol 0.15 10
δ-Tocopherol 0.05 3
α-Tocotrienol 0.75 50
β-Tocotrienol 0.08 5
γ-Tocotrienol Not known Not known
δ-Tocotrienol Not known Not known

Synthetic

2R4�R8�R α-tocopherol 1.49 100
2S4�R8�R α-tocopherol 0.46 31
Allrac-α-tocopherol 1.10 74
2R4�R8�S α-tocopherol 1.34 90
2S4�R8�S α-tocopherol 0.55 37
2R4�S8�S α-tocopherol 1.09 73
2S4�S8�R α-tocopherol 0.31 21
2R4�S8�R α-tocopherol 0.85 57
2S4�S8�S α-tocopherol 1.10 60
RRR-α-tocopheryl acetate 1.36 91
RRR-α-tocopheryl acid succinate 1.21 81
Allrac-α-tocopheryl acetate 1.00 67
Allrac-α-tocopheryl acid succinate 0.89 60

aSource: Ref. 8.



Although the estimated median intakes for men and
women are below the RDA of 15 mg of α-T per day
(Table 11.2) and many clinical studies exist that indicate
beneficial responses to supplemental vitamin E, the
panel believed that clinical evidence was too limited to
recommend use of vitamin E supplements for the gen-
eral population.

V. VITAMIN K

Vitamin K was characterized through the efforts of several
research groups in the 1930s. Observations by Dam in
Denmark showed that chicks developed blood with poor
clotting properties and fatal hemorrhages when fed diets
extracted with ether (118). Addition of the ether extract
back to the diet alleviated the deficiency. The fat-soluble
factor was named vitamin K by Dam in 1935 based on the
word “koagulation.” In 1939, the vitamin K form 
(2-methyl-3-phytyl-1,4-naphthoquinone) was isolated by
research groups led by Dam and Doisy (119, 120). The
vitamin K1 designation was given along with the generic
name of phylloquinone. Vitamin K2, the menaquinone-n
(MK-n) form, was isolated from fermented fish meal by
Doisy’s group in 1939. Vitamin K1 was synthesized by
Doisy’s group in 1939. In 1943, both Dam and Doisy
were awarded Nobel Prizes for their work on isolation and
synthesis of vitamin K.

A. CHEMISTRY

Vitamin K compounds consist of 2-methyl-1,4-naphtho-
quinone and all derivatives providing antihemorrhagic
activity of vitamin K1 (phylloquinone). 2-Methyl-1,4-
naphthoquinone (Figure 11.8) is the parent compound of
the family but does not occur in nature (120). It is com-
monly used in animal rations and is commercially
referred to as menadione (vitamin K3, MK-0) and, for-
merly, as menaquinone. Naturally occurring vitamin K
forms include vitamin K1 and the vitamin K2 series.
Vitamin K1 is phylloquinone (2-methyl-3-phytyl-1,4-
naphthoquinone) (Figure 11.8). Vitamin K1 is synthe-
sized in the plant kingdom and constitutes the primary
food source of vitamin K activity (120). Alkylation at
carbon-3 of the 2-methyl-1,4-napthoquinone ring with
five-carbon isoprenoid units produces the vitamin K
series. Vitamin K1(20), the most common phylloquinone,
contains four isoprenoid units of which three are reduced.
The reduced side chain or phytyl side chain at carbon-3
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TABLE 11.7
Conversion Factors to Calculate αα-Tocopherol from International Units or USP Units to Meet Dietary
Reference Intakes for Vitamin Ea

USP Units (IU)/mg mg/USP Units (IU) µµmol/USP Unit (IU) αα-Tocopherol mg/USP Unit (IU)

Natural Vitamin E
RRR-α-tocopherol 1.49 0.67 1.56 0.67
RRR-α-tocopheryl acetate 1.36 0.74 1.56 0.67
RRR-α-tocopheryl acid succinate 1.21 0.83 1.56 0.67

Synthetic Vitamin E
All-rac-α-tocopherol 1.1 0.91 2.12 0.45
All-rac-α-tocopheryl acetate 1 1 2.12 0.45
All-rac-α-tocopheryl acid succinate 0.89 1.12 2.12 0.45

a Source: Ref. 8.

TABLE 11.8
Significant Sources of Vitamin E in the Diet in the
United Statesa

% Vitamin E
in U.S. Dietb

1 Margarine, regular stick, 80% fat 5.5
2 Salad dressing, mayonnaise, soybean oil, with salt 4.3
3 Oil, soybean, salad or cooking 3.1
4 Cereals, ready-to-eat, Total 2.8
5 Oil, corn, salad or cooking 2.7
6 Shortening, composite, household 2.5
7 Salad dressing, Italian, commercial,

regular, with salt 2.4
8 Peanut butter, smooth, with salt 2.3
9 Snacks, potato chips, plain, salted 2.3

10 Eggs, whole, raw, fresh, frozen 2
11 Sauce, pasta, spaghetti/marinara, ready-to-serve 1.6
12 Oil, canola 1.4
13 Tomato products, canned, sauce 1.2
14 Shortening, composite, institutional 1.1
15 Rolls, hamburger or hot dog, plain 1
16 Margarine-like spread, tub, composite, 1

60% fat, with salt
17 Milk, cow, whole, fluid, 3.3% fat 1
18 Oil, cottonseed, salt or cooking 0.9
19 Tomato products, canned, puree, without salt 0.9
20 Fast foods, chicken, breaded, fried, boneless, plain 0.9
21 Broccoli, cooked, boiled, drained 0.9
22 Tomatoes, red, ripe, raw 0.7

aSource: D. Haytowitz, 2003.
bCalculated on the basis of mg α-tocopherol equivalents (mg α–TE).



of the 2-methyl-1,4-naphthoquinone ring with one dou-
ble bond characterizes the phylloquinones. The United
States Pharmacopeia (USP) designates vitamin K1 as
phytonadione. USP phytonadione is a mixture of E and Z

isomers with not more than 21% Z isomer content (115).
Natural phylloquinone is 2′-E, 7′R, 11′R (118).

Vitamin K2 (menaquinone-n series, MK-n) (Figure
11.8) have polyisoprenoid side chains at carbon-3 of the 
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2-methyl-1,4 naphthoquinone ring. Vitamin K2 com-
pounds are synthesized by bacteria except MK-4 is syn-
thesized by birds and animals from menadione (119). Side
chains are unsaturated and usually contain 4–13 iso-
prenoid units. The MK-n designation gives the number of
prenyl groups in the side chain. One or more of the iso-
prenoid units may be reduced. Reduction usually occurs
at the second isoprenoid units from the naphthoquinone
ring (118). Physical properties of vitamin K compounds
are given in Table 11.3.

Vitamin K compounds other than menadiones that are
modified to increase water solubility are lipid-soluble and
soluble in non-polar solvents. Vitamin K1 (20) is synthe-
sized and used by the food and supplement industries and
for use in olestra-containing products (121). Menadione is
toxic and not used for human supplements. It is an impor-
tant nutritional additive to poultry and animal rations.
Vitamin K1 is not used in animal feeds due to cost (25). In
poultry rations, chemotherapeutic agents inhibit intestinal
synthesis of vitamin K and, therefore, increase dietary
requirements (25). Stabilized forms of menadione with
increased water solubility are available to the feed indus-
try. These include menadione sodium bisulfate (MSB),
menadione sodium bisulfite complex (MSBC), and mena-
dione dimethyl-pyrimidol bisulfite (MPB) (Figure 11.8).
The menadione salts are absorbed more efficiently than
menadione and show greater stability due to their water
solubility.

1. Spectral Properties

Both phylloquinones and menaquinones show UV spectra
characteristic of the naphthoquinone ring. Phylloquinone
shows absorption maxima at 242, 248, 260, 269, and 325
nm in hexane. The UV spectrum of menadione in hexane
has an absorption maximum at 252 nm (25). Vitamin K
compounds do not fluoresce. Conversion of the quinone
to the hydroquinone induces strong fluorescence. Post-
column reduction to the hydroquinone forms the basis of
excellent quantitative procedures currently used for assay
of vitamin K in foods, supplements, and other biological
samples (122). The hydroquinone shows maximal fluo-
rescence at λex � 244, λem � 418.

2. Stability

Vitamin K is quite stable to oxidation and food processing
and preparation conditions (122). It is unstable to light and
alkalinity. Instability to alkalinity eliminates the use of
saponification for extraction from foods; so, it is difficult
to include extraction of vitamin K with multi-analyte pro-
cedures that rely on saponification as the initial step of the
assay. Reducing agents destroy the biological activity of
vitamin K1. Isomerization of trans- to cis-isomers leads to
loss of biological activity. Presence of variable quantities

of the cis-isomer in vitamin K concentrates requires that
quantitative methods be capable of resolving cis- and
trans-forms to accurately estimate biological activity
(122).

B. NUTRITION AND BIOCHEMISTRY OF VITAMIN K

1. Functions of Vitamin K

Vitamin K is a cofactor for vitamin K-dependent car-
boxylase required for the posttranslational conversion of
glutamic acid to gamma-carboxy-glutamyl residues (Gla)
(120, 123). Numerous Gla-containing proteins are known.
These include the blood coagulation proteins consisting of
prothrombin (factor II, factors VII, IX, and X, and pro-
teins C, S, and Z) (120). Three Gla proteins including
osteocalcin, matrix Gla protein, and protein S (120, 123)
are bone matrix components. Various other Gla proteins
have been identified, but the functions for such vitamin 
K-dependent proteins are not clearly understood (120).

2. Vitamin K Deficiency

Deficiency of vitamin K in the adult is rare. It is defined
as vitamin K-responsive hypoprothrombinemia character-
ized by an increase in prothrombin time (PT) (1). It usu-
ally results from fat malabsorption syndromes, liver
disease, and antibiotic treatments that inhibit synthesis of
vitamin K2 by the gut microflora. Anticoagulant treatment
with coumarin produces a secondary deficiency by dis-
ruption of vitamin K function and inhibition of synthesis
of vitamin K-dependent clotting proteins.

In human infants, deficiency of vitamin K commonly
occurs and is named hemorrhagic disease. The deficiency
occurs through poor placental transfer of vitamin K from
the mother to the fetus and lack of bacterial synthesis in
the gut of the newborn baby. Other factors include the low
concentration of vitamin K in breast milk and low con-
centrations of blood clotting factors at birth (120).
Hemorrhages occurs in the skin, subcutaneous tissue, GI
tract, umbilical cord, and intracranially. Central nervous
system disorders can occur if untreated. Hemorrhagic dis-
ease is prevented by intramuscular injection of vitamin K1

(0.5–1 mg) or oral dosage (2.0 mg) within 6 hours of birth
(120). Breast-fed infants develop hemorrhagic disease
more frequently than formula-fed infants because human
milk is low in vitamin K. Infant formula is fortified at a
minimum of 4 µg per 100 kcal as specified by the Infant
Formula Act of 1980 (124).

3. Dietary Reference Intakes

The panel on DRIs for vitamin K was unable to establish
average requirements for vitamin K because of lack of
data; therefore, only Adequate Intake (AI) values were set
(1). The AI levels are 120 and 90 µg/day for adult men and
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women, respectively (Table 11.2). Tolerable Upper Intake
Levels (ULs) were not established, since no adverse
effects have been reported at high intake levels (1).

4. Food Sources and Dietary Intake

Leafy green vegetables, certain legumes, and vegetable
oils are considered good sources of vitamin K. Vitamin K1

is the primary food source, and green leafy vegetables
provide 40 to 50% of the total intake (125). Milk and
dairy products, meats, eggs, cereals, fruits and vegetables,
are low but consistent sources of vitamin K to the U.S.
diet (122). Reliable data did not exist for the vitamin K
content of the diet until excellent LC procedures were
developed during the 1990s by Sadowski and colleagues
(126–129). Establishment of methodology and collection
of reliable data led to the development of a reliable data-
base to estimate intake of vitamin K1 (130). The database
was based on vitamin K1 intake in women’s diets col-
lected from the 1990 Food and Drug Administration Total
Diet Study (130). Major food sources were spinach, col-
lards, broccoli, iceberg lettuce, and coleslaw with salad
dressing. Addition of fats and oils to mixed dishes is a sig-
nificant source of vitamin K1 (125). The panel on DRIs for
vitamin K estimated the median intakes of vitamin K1 for
men and women to be 89 to 117 µg and 79 to 88 µg per
day, respectively (1). Data from the Third National Health
and Nutrition Examination Survey (NHANES III) (43)
were used to estimate the intakes.
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I. INTRODUCTION

Water, a natural occurring and abundant substance that
exists in solid, liquid, and gas forms on the planet Earth,
has attracted the attention of artists, engineers, poets, writ-
ers, philosophers, environmentalists, scientists, and politi-
cians. Every aspect of life involves water as food, as a
medium in which to live, or as the essential ingredient of
life. The food science aspects of water range from agri-
culture, aquaculture, biology, biochemistry, cookery,
microbiology, nutrition, photosynthesis, power genera-
tion, to zoology. Even in the narrow sense of food tech-
nology, water is intimately involved in the production,

washing, preparation, manufacture, cooling, drying, and
hydration of food. Water is eaten, absorbed, transported,
and utilized by cells. Facts and data about water are abun-
dant and diverse. This chapter can only selectively present
some fundamental characteristics of water molecules and
their collective properties for readers when they ponder
food science at the molecular level.

The physics and chemistry of water are the backbone
of engineering and sciences. The basic data for the prop-
erties of pure water, which are found in the CRC
Handbook of Chemistry and Physics (1), are useful for
food scientists. However, water is a universal solvent, and
natural waters contain dissolved substances present in the



environment. All solutes in the dilute solutions modify the
water properties. Lang’s Handbook of Chemistry (2) gives
solubility of various gases and salts in water. Water usage
in the food processing industry is briefly described in the
Nalco Water Handbook (3). For water supplies and treat-
ments, the Civil Engineering Handbook (4) provides prac-
tical guides. The Handbook of Drinking Water Quality (5)
sets guidelines for waters used in food services and tech-
nologies. Wastewater from the food industry needs treat-
ment, and the technology is usually dealt with in
industrial chemistry (6). Most fresh food contains large
amounts of water. Modifying the water content of food-
stuffs to extend storage life and enhance quality is an
important and widely used process (7).

A very broad view and deep insight on water can be
found in “Water – A Matrix of Life” (8). Research leading
to our present-day understanding of water has been
reviewed in the series “Water – A Comprehensive
Treatise” (9). The interaction of water with proteins
(10, 11) is a topic in life science and food science. Water
is the elixir of life and H2O is a biomolecule.

II. WATER AND FOOD TECHNOLOGY

Water is an essential component of food (12). Philosophical
conjectures abound as to how Earth evolved to provide the
mantle, crust, atmosphere, hydrosphere, and life. Debates
continue, but some scientists believe that primitive forms of
life began to form in water (13). Complicated life forms
developed, and their numbers grew. Evolution produced
anaerobic, aerobic, and photosynthetic organisms. The
existence of abundant life forms enabled parasites to appear
and utilize plants and other organisms. From water all life
began (14). Homo sapiens are integral parts of the environ-
ment, and constant exchange of water unites our internal
space with the environment. 

The proper amount of water is also the key to sustain-
ing and maintaining a healthy life. Water transports nutri-
ents and metabolic products throughout the body to balance
cell contents and requirements. Water maintains biological
activities of proteins, nucleotides, and carbohydrates, and
participates in hydrolyses, condensations, and chemical
reactions that are vital for life (15). On average, an adult
consumes 2 to 3 L of water: 1–2 L as fluid, 1 L ingested
with food, and 0.3 L from metabolism. Water is excreted
via the kidney, skin, lung, and anus (16). The amount of
water passing through us in our lifetimes is staggering. 

Aside from minute amounts of minerals, food consists
of plant and animal parts. Water is required for cultivating,
processing, manufacturing, washing, cooking, and digest-
ing food. During or after eating, a drink, which consists of
mostly water, is a must to hydrate or digest the food.
Furthermore, water is required in the metabolic process.

Cells and living organisms require, contain, and main-
tain a balance of water. An imbalance of water due to

freezing, dehydration, exercise, overheating, etc. leads to
the death of cells and eventually the whole body.
Dehydration kills far more quickly than starvation. In the
human body, water provides a medium for the transporta-
tion, digestion, and metabolism of food in addition to
many other physiological functions such as body temper-
ature regulation (17). 

Two thirds of the body mass is water, and in most soft
tissues, the contents can be as high as 99% (16). Water
molecules interact with biomolecules intimately (9); they
are part of us. Functions of water and biomolecules col-
lectively manifest life. Water is also required for running
households, making industrial goods, and generating elec-
tric power. 

Water has shaped the landscape of Earth for trillions
of years, and it covers 70% of the Earth’s surface. Yet, for
food production and technology it is a precious commod-
ity. Problems with water supply can lead to disaster (5).
Few brave souls accept the challenge to stay in areas with
little rainfall. Yet, rainfall can be a blessing or a curse
depending on the timing and amount. Praying for timely
and bountiful rainfall used to be performed by emperors
and politicians, but water for food challenges scientists
and engineers today. 

III. WATER MOLECULES AND THEIR
MICROSCOPIC PROPERTIES

Plato hypothesized four primal substances: water, fire,
earth, and air. His doctrine suggested that a combination
and permutation of various amounts of these four primal
substances produced all the materials of the world.
Scholars followed this doctrine for 2000 years, until it
could not explain experimental results. The search of fun-
damental substances led to the discovery of hydrogen,
oxygen, nitrogen, etc., as chemical elements. Water is
made up of hydrogen (H) and oxygen (O). Chemists use
H2O as the universal symbol for water. The molecular for-
mula, H2O, implies that a water molecule consists of two
H atoms and one O atom. However, many people are con-
fused by its other chemical names such as hydrogen
oxide, dihydrogen oxide, dihydrogen monoxide, etc.

A. ISOTOPIC COMPOSITION OF WATER

The discoveries of electrons, radioactivity, protons, and
neutrons implied the existence of isotopes. Natural iso-
topes for all elements have been identified. Three isotopes
of hydrogen are protium (1H), deuterium (D, 2D or 2H),
and radioactive tritium (T, 3T or 3H), and the three stable
oxygen isotopes are 16O, 17O, and 18O. The masses and
abundances of these isotopes are given in Table 12.1. For
radioactive isotopes, the half-lives are given.

Random combination of these isotopes gives rise to
the various isotopic water molecules, the most abundant
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one being 1H2
16O (99.78%, its mass is 18.010564 atomic

mass units (amu)). Water molecules with molecular
masses about 19 and 20 are present at some fractions of a
percent. Although HD16O (0.0149%) is much more abun-
dant than D2

16O (heavy water, 0.022 part per million),
D2O can be concentrated and extracted from water. In the
extraction process, HDO molecules are converted to D2O
due to isotopic exchange. Rather pure heavy water (D2O)
is produced on an industrial scale especially for its appli-
cation in nuclear technology, which provides energy for
the food industry.

A typical mass spectrum for water shows only mass-
over-charge ratios of 18 and 17, respectively, for H2O

�

and OH� ions in the gas phase. Other species are too weak
for detection, partly due to condensation of water in mass
spectrometers.

The isotopic composition of water depends on its
source and age. Its study is linked to other sciences (18).
For the isotopic analysis of hydrogen in water, the hydro-
gen is reduced to a hydrogen gas and then the mass spec-
trum of the gas is analyzed. For isotopes of oxygen, usually
the oxygen in H2O is allowed to exchange with CO2, and
then the isotopes of the CO2 are analyzed. These analyses
are performed on archeological food remains and unusual
food samples in order to learn their origin, age, and history.

B. STRUCTURE AND BONDING OF

WATER MOLECULES

Chemical bonding is a force that binds atoms into a mol-
ecule. Thus, chemists use H-O-H or HOH to represent the
bonding in water. Furthermore, spectroscopic studies
revealed the H–O–H bond angle to be 104.5° and the H–O
bond length to be 96 picometers (pm � 10�12 m) for gas
H2O molecules (19). For solid and liquid, the values
depend on the temperature and states of water. The bond
length and bond angles are fundamental properties of a
molecule. However, due to the vibration and rotational
motions of the molecule, the measured values are average
or equilibrium bond lengths and angles. 

The mean van der Waals diameter of water has been
reported as nearly identical with that of isoelectronic neon
(282 pm). Some imaginary models of the water molecule
are shown in Figure 12.1.

An isolated water molecule is hardly static. It constantly
undergoes a vibration motion that can be a combination of
any or all of the three principal modes: symmetric stretch-
ing, asymmetric stretching, and bending (or deformation).
These vibration modes are indicated in Figure 12.2.

Absorption of light (photons) excites water molecules
to higher energy levels. Absorption of photons in the
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TABLE 12.1
Isotopes of Hydrogen and Oxygen, and Isotopic Water Molecules Molar Mass (amu), Relative Abundance (%)
or Half Life 

Isotopes of Hydrogen Stable Isotopes of Oxygen

1H 2D 3T 16O 17O 18O

1.007825 2.00141018 3.0160493 15.9949146 16.9991315 17.9991604
99.985% 0.015% 12.33 years 99.762% 0.038% 0.200% 

Isotopic water molecules 
molar mass (amu) and relative abundance (%, ppm or trace)

H2
16O H2

18O H2
17O HD16O D2

16O HT16O 

18.010564 20.014810 19.014781 19.00415 19.997737 20.018789
99.78% 0.20% 0.03% 0.0149% 0.022 ppm trace

FIGURE 12.1 Some imaginative models of water molecules.

ν1 ν2 ν3

FIGURE 12.2 The three principal vibration modes of the
water molecule, H2O: ν1, symmetric stretching; ν2, bending; and
ν3, asymmetric stretching.



infrared (IR) region excites the vibration motion. Photons
exciting the symmetric stretching, bending, and asymmet-
ric stretching to the next higher energy levels have wave
numbers 3656, 1594, and 3756 cm�1, respectively, for
H2O (20). These values and those for other water mole-
cules involving only 16O are given in Table 12.2.

The spectrum of water depends on temperature and
density of the gaseous H2O. A typical IR spectrum for the
excitation of only the fundamental vibration modes con-
sists of three peaks around 1594, 3656, and 3756 cm�1.
Additional peaks due to excitation to mixed modes appear
at higher wave numbers. 

Rotating the H2O molecule around the line bisecting
the HOH angle by 180° (360°/2) results in the same fig-
ure. Thus, the molecules have a 2-fold rotation axis. There
are two mirror planes of symmetry as well. The 2-fold
rotation and mirror planes give the water molecules the
symmetry point group C2v.

Rutherford’s alpha scattering experiment in 1909
showed that almost all atomic mass is in a very small
atomic nucleus. In a neutral atom the number of protons
in the nucleus is the same as the number of electrons
around the nucleus. A proton and an electron have the
same amount, but different kinds of charge. Electrons
occupy nearly all of the atomic volume, because the
radius of an atom is 100,000 times that of the nucleus.

Electrons, in quantum mechanical view, are waves con-
fined in atoms, and they exist in several energy states called
orbitals. Electrons in atoms and molecules do not have
fixed locations or orbits. Electron states in an element are
called electronic configurations, and their designation for H
and O are 1s1, and 1s22s22p4, respectively. The superscripts
indicate the number of electrons in the orbitals 1s, 2s, or 2p.
The electronic configuration for the inert helium (He) is
1s2, and 1s2 is a stable core of electrons. Bonding or valence
electrons are 1s1 and 2s22p4 for H and O, respectively. 

The valence bond approach blends one 2s and three 2p
orbitals into four bonding orbitals, two of which accommo-
date two electron pairs. The other two orbitals have only
one electron each, and they accommodate electrons of the
H atoms bonded to O, thus forming the two H–O bonds. An
electron pair around each H atom and four electron pairs

around the O atom contribute stable electronic configura-
tions for H and O, respectively. The Lewis dot-structure,
Figure 12.3, represents this simple view. The two bonding
and two lone pairs are asymmetrically distributed with
major portions pointing to the vertices of a slightly dis-
torted tetrahedron in 3-dimensional space. The two lone
pairs mark slightly negative sites and the two H atoms are
slightly positive. This charge distribution around a water
molecule is very important in terms of its microscopic,
macroscopic, chemical, and physical properties described
later. Of course, the study of water continues and so does
the evolution of bonding theories. Moreover, the distribu-
tion of electrons in a single water molecule is different from
those of dimers, clusters, and bulk water.

The asymmetric distribution of H atoms and electrons
around the O atom results in positive and negative sites in
the water molecule. Thus, water consists of polar molecules.

The dipole moment, µµ, is a measure of polarity and a
useful concept. A pair of opposite charge, q, separated by
a distance, d, has a dipole moment of µ � d q with the
direction pointing towards the positive charge as shown in
Figure 12.4.

The dipole moment of individual water molecules is
6.187 � 10�30 C m (or 1.855 D) (21). This quantity is the
vector resultant of two dipole moments due to the O–H
bonds. The bond angle H–O–H of water is 104.5°. Thus,
the dipole moment of an O–H bond is 5.053 � 10�30 cm.
The bond length between H and O is 0.10 nm, and the
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TABLE 12.2
Absorption Frequencies of D2O, H2O, and HDO
Molecules for the Excitation of Fundamental Modes
to a Higher Energy Level

Absorption Energies in 
Wave Numbers (cm��1)

Vibration Mode H2O HDO D2O

Symmetric stretching 3656 2726 2671 
Bending 1594 1420 1178
Asymmetric stretching 3756 3703 2788 

H
H

δ−

δ−

δ+

δ+

FIGURE 12.3 A tetrahedral arrangement of the Lewis dot-
structure and charge distribution of the H2O molecule.

d

−q +q

µ = d q

FIGURE 12.4 Separation of a positive and a negative charge q
at a distance d results in a dipole, µ � d q.



partial charge at the O and the H is therefore q � 5.053 �
10�20 C, 32% of the charge of an electron (1.6022 � 10�19

C). Of course, the dipole moment may also be considered
as separation of the electron and positive charge by a dis-
tance 0.031 nm.

It should be pointed out that the dipole moments of
liquid and solid water appear to be higher due to the influ-
ence of neighboring molecules. For the liquid and solid,
macroscopic properties need be considered.

C. HYDROGEN BONDS

Attraction among water molecules is more than polar-polar
in nature. The O atoms are small and very electronegative.
As a result, the positive H atoms (protons) are very attrac-
tive to the negative O atoms of neighboring molecules. This
O- - -H – O strong attraction is called a hydrogen bond, a
concept popularized by L. Pauling (22). Furthermore,
hydrogen atoms bonded to atoms of N and F, neighboring
elements of O in the periodic table, are positive, and they
form hydrogen bonds with atoms of N, O, or F. The
strength of hydrogen bonds depends on the X–H - - - Y (X
or Y are N, O, or F atoms) distances and angles; the shorter
the distances, the stronger are the hydrogen bonds.

When two isolated water molecules approach each
other, a dimer is formed due to hydrogen bonding. The
dimer may have one or two hydrogen bonds (Figure 12.5).
Dimers exist in gaseous and liquid water. When more water
molecules are in close proximity, they form trimmers,
tetramers and clusters. Hydrogen bonds are not static, they
exchange protons and partners constantly. Hydrogen bond-
ing is a prominent feature in the structures of various solid
phases of water usually called ice as we shall see later.

Water molecules not only form hydrogen bonds
among themselves, they form hydrogen bonds with any
molecule that contains N–H, O–H, and F–H bonds.
Foodstuffs such as starch, cellulose, sugars, proteins,
DNA, and alkaloids contain N–H and O–H groups, and
these are both H-donors and H-acceptors of hydrogen
bonds of the type N- - H–O, O- -H–N, N- -H–N, etc. A
dimer depicting the hydrogen bond and the van der Waals
sphere of two molecules is shown in Figure 12.6 (23). 

Carbohydrates (starch, cellulose and sugars) contain
H–C–O–H groups. The O–H groups are similar to those of
water molecules, and they are H-acceptors and H-donors
for hydrogen bonds. Proteins contain O–H, R–NH2 or
R2 � NH groups, and the O–H and N–H groups are both
H-donors and H-acceptors for the formation of hydrogen

bonds. Thus, water molecules have intimate interactions
with carbohydrates and proteins.

IV. MACROSCOPIC PROPERTIES OF WATER

Collectively, water molecules exist as gas, liquid, or solid
depending on the temperature and pressure. These
phases of water exhibit collective or macroscopic proper-
ties such as phase transitions, crystal structures, liquid
structures, vapor pressures, and volume-pressure relation-
ships of vapor. In addition, energies or enthalpies for melt-
ing, vaporization, and heating are also important for
applications in food technology. 

Thermodynamic constants for phase transitions given
in Table 12.3 are those of pure water. Natural waters, of
course, contain dissolved air, carbon dioxide, organic sub-
stances, microorganisms, and minerals. Water in food or
used during food processing usually contains various
organic and inorganic substances. These solutes modify
the properties of water and caution should be taken to
ensure proper values are applied in food technology.

The triple point of water defines the temperature of
273.16 K in the SI unit system. The division of 1/2 73.16
in thermodynamic temperature scale is approximately 1°C. 

Water has many unusual properties due to its ability to
form hydrogen bonds and its large dipole moment. As a
result, the melting, boiling, and critical points for water
are very high compared to substances of similar molar
masses. In general, the higher the molar masses, the
higher are the melting and boiling points of the material.
Associated with these properties are its very large heat of
melting, heat capacity, heat of vaporization, and heat of
sublimation. Moreover, its surface tension and viscosity
are also very large. Thermodynamic energies and volume
changes for phase transitions of H2O are summarized
in Table 12.3. These data are mostly taken from
the Encyclopedia of Chemical Technology, Vol. 25
(1991) (24).
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FIGURE 12.5 Two possible structures of the water dimer, (H2O)2.

FIGURE 12.6 Hydrogen bond and the van der Waals sphere of
two water molecules, after M.F. Martin (23).



A. CRYSTAL STRUCTURES AND PROPERTIES OF ICE

Hydrogen bonding is prominent in the crystal structures
of various solid phases of H2O. The triple point of water
is at 273.16 K and 4.58 torr (611 Pa). The melting point at
1.00 atm (760 torr or 101.325 kPa) is 273.15 K in the
Kelvin scale. When water freezes at these temperatures
and atmospheric pressure or lower, the solids are hexago-
nal ice crystals usually designated as Ih. Properties of Ih

are given in Table 12.4. Snowflakes have many shapes
because their growth habit depends on temperature and
vapor pressure, but they all exhibit hexagonal symmetry,
due to the hexagonal structure of ice (25). 

However, from a geometric point of view, the same
bonding may also be arranged to have cubic symmetry. The
existence of cubic ice has been confirmed. When water
vapor deposits onto a very cold, 130–150 K surface or
when small droplets are cold under low pressure at high
altitude, the ice has a cubic symmetry usually designated as
Ic. At still higher pressures, different crystal forms

designated as ice II, III, IV, … etc., up to 13 phases of
cubic, hexagonal, tetragonal, monoclinic, and orthorhom-
bic symmetries have been identified (26). The polymor-
phism of solid water is very complicated. Some of these ice
forms are made under very high pressures, and water crys-
tallizes into solid at temperatures above the normal melting
or even boiling temperatures. Ice VII is formed above 10 G
Pa (gigapascal) at 700 K (26). 

When liquid water is frozen rapidly, the molecules
have little chance of arranging into crystalline ice. The
frozen liquid is called amorphous ice or glassy ice.

The basic relationships between nearest neighboring
water molecules are the same in both Ih and Ic. All O atoms
are bonded to four other O atoms by hydrogen bonds, which
extend from an oxygen atom towards the vertices of a tetra-
hedron. A sketch of the crystal structure of hexagonal Ih is
shown in Figure 12.7 (27). In Ih, hydrogen positions are
somewhat random due to thermal motion, disorder, and
exchanges. For example, the hydrogen may shift between
locations to form H3O

� and OH� ions dynamically
throughout the structure. In this structure, bond angles or
hydrogen-bond angles around oxygen atoms are those of the
idealized tetrahedral arrangement of 109.5° rather than
104.5° observed for isolated molecules. Formation of the
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TABLE 12.3
Thermodynamic Constants for Phase Transitions of
H2O (molar mass, 18.015268 g mol��1) at 101.314
kPa Pressure

Fusion Vaporization
(Melting) Boiling Sublimation

Temperature K 273.15 373 273.16

∆H kJ mol�1 6.01 40.66 51.06
∆S J mol�1 K�1 22.00 108.95 186.92
∆E kJ mol�1 6.01 37.61 48.97
∆V L mol�1 –1.621 30.10 –

Energy change of phase transition: ∆H, enthalpy; ∆S, entropy; ∆E, inter-
nal energy. ∆V: volume change of phase transition.

TABLE 12.4
Properties of Ice at 273.15 K

Heat of formation ∆Hf 292.72 kJ mol�1

Density 0.9168 g cm�3

Heat capacity 2.06 J g�1 K�1

∆Hfusion 6.01 kJ mol�1

Dielectric constant at 3 kHz 79
Thermal expansion coefficient

Volumetric 120 � 10�6 cm3 g�1 K�1

Linear 52.7 � 10�6 cm g�1 K�1

H2O

FIGURE 12.7 Ordered crystal structure of ice, bond distance: O–H, 100 pm; H- - -O, 175 pm; and O–H- - -O, 275 pm.



hydrogen bond in ice lengthens the O–H bond distance,
100 pm compared to 96 pm in a single water molecule. The
diagram illustrates a crystal structure that is completely
hydrogen bonded, except for the molecules at the surface.

Each O atom of hexagonal ice Ih is surrounded by four
almost linear O–H - - O hydrogen bonds of length 275
pm, in a tetrahedral fashion. Each C atom of cubic dia-
mond is also surrounded by four C–C covalent bonds of
length 154 pm. Thus, the tetrahedral coordination can
either be cubic or hexagonal, from a geometrical view-
point. Indeed, the uncommon cubic ice and hexagonal
diamond have been observed, giving a close relationship
in terms of spatial arrangement of atoms between ice and
diamond (26). Strong hydrogen bonds make ice hard, but
brittle. The structure is related to its physical properties,
which vary with temperature.

The pressure of H2O vapor in equilibrium with ice is
called the vapor pressure of ice, which decreases as the
temperature decreases. At the triple point or 0°C, the pres-
sure is 611.15 Pa. When ice is slightly overheated to 0.01°C,
the pressure increases to 611.657 Pa. However, at this tem-
perature, the vapor pressure of liquid water is lower. The
vapor pressures of ice between 0°C and – 40°C are listed in
Table 12.5 at 1°C interval. Various models can be used to
estimate the vapor pressure at other temperatures. One
method uses the Clausius-Clapeyron differential equation

�

where p is the pressure, T is the temperature (K), H is the
latent heat or enthalpy of phase transition, and ∆V is the
difference in volume of the phases. The enthalpy of subli-
mation for ice depends on the temperature. At the freezing
point, the enthalpy of sublimation for ice is 51 (51.06 in
Table 12.3) kJ mol�1, estimated from the vapor pressure at
0 and –1°C. The enthalpy of sublimation is required to

overcome hydrogen bonding, dipole, and intermolecular
attractions. The energy required in freeze-drying processes
varies, depending on temperature and other conditions.
Water in solutions and in food freezes below 0°C. 

The number of hydrogen bonds is twice the number of
water molecules, when surface water molecules are ignored.
The energy required to separate water molecules from the
solid is the enthalpy of sublimation (55.71 J mol�1). Half of
this value, 26 kJ mol�1, is the energy to separate the H- -O
linkages, and it translates into 0.26 eV, per H- -O bond.
These values are close to those obtained by other means (25,
26, 28–30). Several factors contribute to this linkage, and the
hydrogen-bond energy is less than 0.26 eV.

B. PROPERTIES OF LIQUID WATER

The macroscopic physical properties of this common but
eccentric fluid at 298 K (25°C) are given in Table 12.6.
Water has unusually high melting and boiling points for a
substance of molar mass of only 18 daltons. Strong hydro-
gen bonds and high polarity account for this.

The heat of formation is the energy released when a
mole of hydrogen and half a mole of oxygen at 298 K and
1.00 atm react to give one mole of water at 298 K. This
value differs from that for ice in Table 12.4 due to both
temperature and phase differences. As temperature
increases, the average kinetic energy of molecules
increases, and this affects water’s physical properties. For
example, surface tension of water decreases, whereas the
thermal conductance increases as the temperature
increases. Heat capacity at constant pressure (Cp), vapor
pressure, viscosity, thermal conductance, dielectric con-
stant, and surface tension in the temperature range
273–373 K (0–100°C) are given in Table 12.7.

Liquid water has the largest heat capacity per unit
mass of all substances. Large quantities of energy are
absorbed or released when its temperature changes. The
large heat capacity makes water an excellent reservoir and
transporter of energy. A large body of water moderates cli-
mate. The heat capacity Cp of water varies between 4.1 to

H
�
T ∆V

dp
�
dT
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TABLE 12.5
Aqueous Vapor Pressure (Pa) in Equilibrium with Ice
between 0 and – 40°C (at 0.01°C, p is 611.657 Pa)

t (°C) – 0 �� – 1 �� –2 �� –3 �� – 4 ��

– �� 0 611.15 259.90 103.26 38.01 12.84
– �� 1 562.67 237.74 93.77 34.24
– �� 2 517.72 217.32 85.10 30.82
– �� 3 476.06 198.52 77.16 27.71
– �� 4 437.47 181.22 69.91 24.90
– �� 5 401.76 165.30 63.29 22.35 7.20
– �� 6 368.73 150.68 57.25 20.04
– �� 7 338.19 137.25 51.74 17.96
– �� 8 309.98 124.92 46.73 16.07
– �� 9 283.94 113.62 42.16 14.37

Missing digits of t, �, in the row are found in the column, and vice versa.
These values are taken from the CRC Handbook of Chemistry and
Physics (1).

TABLE 12.6
Properties of Liquid Water at 298 K

Heat of formation ∆Hf 285.89 kJ mol�1

Density at 3.98°C 1.000 g cm�3

Density at 25°C 0.9970480 g cm�3

Heat capacity 4.17856 Jg�1 K�1

∆Hvaporization 55.71 kJ mol�1

Dielectric constant 80
Dipole moment 6.24 � 10�30 C m
Viscosity 0.8949 mP? s�1

Velocity of sound 1496.3 m s�1

Volumetric thermal 
expansion coefficient 0.0035 cm3 g�1 K�1



4.2 J g�1 K�1 (74 to 76 J mol�1 K�1) even at temperature
above 100°C and high pressure. The enthalpy of vaporiza-
tion for water is also very large (55.71 kJ mol�1 at 298 K).
Thus, energy consumption is high for food processing
when water is involved.

Water and aqueous solutions containing only low
molar-mass solutes are typical Newtonian fluids for
which the shear stress is proportional to shear strain
rate. Viscosity is the ratio of shear stress to shear strain
rate. On the other hand, viscosity of solutions containing
high molar-mass substances depends on shear strain rate.
For pure water, the viscosity decreases from 1.793 to
0.282 mPa s (millipascal seconds; identical to centipoise
(cp)) as temperature increases from 0 to 100°C. Thus, the
flow rate through pipes increases as water or solution
temperature increases.

The dielectric constant of water is very large, and this
enables water to separate ions of electrolytes, because it
reduces the electrostatic attraction between positive and
negative ions. Many salts dissolve in water. When an elec-
tric field is applied to water, its dipole molecules orient
themselves to decrease the field strength. Thus, its dielec-
tric constant is very large. The dielectric constant decreases
as temperature increases, because the percentage of mole-
cules involved in hydrogen bonding and the degree of order
decrease (28, 29). The measured dielectric constant also
depends on the frequency of the applied electric field used
in the measurement, but the variation is small when the fre-
quency of the electric field is less than 100 MHz. The
dielectric behavior of water allows water vapor pressure to
be sensed by capacitance changes when moisture is
absorbed by a substance that lies between the plates of a
capacitor. These sensors have been developed for water
activity measurement (31).

The light absorption coefficients are high in the
infrared and ultraviolet regions, but very low in the visible
region. Thus, water is transparent to human vision.

The variation of vapor pressure as a function of tem-
perature is the bases for defining water activities of food.
Liquid water exists between the triple-point and the criti-
cal-point temperatures (0–373.98°C) at pressures above
the vapor pressures in this range. 

As with ice, the vapor pressure of liquid water increases
as the temperature increases. Vapor pressures of water (in
kPa instead of Pa for ice in Table 12.5) between the triple
and critical points, at 10°C interval, are given in Table 12.8.
When the vapor pressure is 1.00 atm (101.32 kPa) the tem-
perature is the boiling point (100°C). At slightly below
221°C, the vapor pressure is 2.00 atm. The critical pressure
at the critical temperature, 373.98°C, is 217.67 atm (22,055
kPa). Above this temperature, water cannot be liquefied, and
the phase is called supercritical water.

The partial pressure of H2O in the air at any tempera-
ture is the absolute humidity. When the air is saturated
with water vapor, the relative humidity is 100%. The
unsaturated vapor pressure divided by the vapor pressure
of water as given in Table 12.8 at the temperature of the air
is the relative humidity. The temperature at which the
vapor pressure in the air becomes saturated is the dew
point, at which dew begins to form. However, when the
dew point is below 273 K or 0°C, ice crystals (frost) begin
to form. Thus, the relative humidity can be measured by
finding the dew point. Dividing the vapor pressure at the
dew point by the vapor pressure of water at the tempera-
ture of the air gives the relative humidity. The transforma-
tions between solid, liquid, and gaseous water play
important roles in hydrology and in the transformation of
the environment on Earth. Phase transitions of water com-
bined with the energy from the sun make the weather. 
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TABLE 12.7
Properties of Liquid Water in the Range 273–373 K
(0–100°C)

Heat Thermal Surface
Temp.t Capacity Cp Viscosity Conductance Dielectric Tension
(°C) (J g–1 K–1) (mPa s) (W K–1 m–1 ) Constant (mN m–1)

0 4.2176 1.793 561.0 87.90 75.64
10 4.1921 1.307 580.0 83.96 74.23
20 4.1818 1.002 598.4 80.20 72.75
30 4.1784 0.797 615.4 76.60 71.20
40 4.1785 0.653 630.5 73.17 69.60
50 4.1806 0.547 643.5 69.88 67.94
60 4.1843 0.466 654.3 66.73 66.24
70 4.1895 0.404 663.1 63.73 64.47
80 4.1963 0.354 670.0 60.86 62.67
90 4.2050 0.315 675.3 58.12 60.82
100 4.2159 0.282 679.1 55.51 58.91

More detailed data can be found in the CRC Handbook of Chemistry and
Physics (1).

TABLE 12.8
Vapor Pressure (kPa) of Liquid H2O between Triple
and Critical Points at Every 10°C

t°C 0��  �� 1��  �� 2��  �� 3��  ��

��  00 0.6113 101.32 1553.6 8583.8
��  10 1.2281 143.24 1906.2 9860.5
��  20 2.3388 198.48 2317.8 11279
��  30 4.2455 270.02 2795.1 12852
��  40 7.3814 361.19 3344.7 14594
��  50 12.344 475.72 3973.6 16521
��  60 19.932 617.66 4689.4 18665
��  70 31.176 791.47 5499.9 21030
��  80 47.375 1001.9 6413.2 22055*
��  90 70.117 1254.2 7438.0

* Critical pressure at 373.98°C.

Missing digits of t, �, in the row are found in the column, and vice versa.
Values from the CRC Handbook of Physics and Chemistry (2003) (1),
which lists vapor pressure at 1° interval.



Density is a collective property, and it varies with tem-
perature, isotopic composition, purity, etc. The International
Union of Pure and Applied Chemistry (IUPAC) has adopted
the density of pure water from the ocean as the density stan-
dard. The isotopic composition of ordinary water is con-
stant, and the density of pure water between 0 and 39°C
extracted from (32) is given in Table 12.9. 

The density of cage-like ice Ih, due to 100% of its mol-
ecules involved in hydrogen-bonded is only 9% lower than
that of water. This indicates that water has a high percent-
age of molecules involved in the transient and dynamic
hydrogen bonding. The percentage of hydrogen-bonded
water molecules in water decreases as temperature
increases, causing water density to increase. As tempera-
ture increases, the thermal expansion causes its density to
decreases. The two effects cause water density to increase
from 0 to 3.98°C, reaching its maximum of 1.0000 g mL�1

and then decrease as temperature increases. 
Incidentally, at 8°C, the density of water is about the

same as that at 0°C. At 25°C, the density decreases 0.3%
with respect to its maximum density, whereas at 100°C, it
decreases by 4%. Dense water sinks, and convection takes
place when temperature fluctuates at the surface of lakes
and ponds, bringing dissolved air and nutrients to various
depths of waters for the organism living in them. On the
other hand, the pattern of density dependence on tempera-
ture of water makes temperatures at the bottoms of lakes
and oceans vary little if the water is undisturbed. When
water freezes, ice begins to form at the surface, leaving the
water at some depth undisturbed. Water at the bottom
remains at 4°C, preserving various creatures living in water.

When hydrogen bonded to tissues and cells or in
food, water has a unique order and structure, and the
vapor pressure and density differ from those of pure
water. Yet, the collective behavior of water molecules
sheds some light regarding their properties in food, cells,
tissues, and solutions.

V. CHEMICAL PROPERTIES OF WATER

Water is a chemical as is any substance, despite the con-
fusion and distrust of the public regarding the term
“chemical.” Thus, water has lots of interesting chemical
properties. It interacts intimately with components of food
particularly as a solvent, due to its dipole moment and its
tendency to form a hydrogen bond. These interactions
affect the chemical properties of nutrients, including their
tendency to undergo oxidation or reduction, to act as acids
or bases, and to ionize. 

A. WATER AS A UNIVERSAL SOLVENT

Water is dubbed a universal solvent because it dissolves
many substances due to strong interactions between
water molecules and those of other substances. Entropy
is another driving force for a liquid to dissolve or mix
with other substances. Mixing increases disorder or
entropy. 

1. Hydrophobic Effect and Hydrophilic Effect

Because of its large dielectric constant, high dipole
moment and ability to donate and accept protons for
hydrogen bonding, water is an excellent solvent for polar
substances and electrolytes, which consist of ions.
Molecules strongly interact with water-loving molecules
are hydrophilic, due to hydrogen bonding, polar-ionic
or polar-polar attractions. Nonpolar molecules that do
not mix with water are hydrophobic or lipophilic,
because they tend to dissolve in oil. Large molecules
such as proteins and fatty acids that have hydrophilic and
hydrophobic portions are amphipathic or amphiphilic.
Water molecules strongly intermingle with hydrophilic
portions by means of dipole-dipole interaction or hydro-
gen bonding. 

The lack of strong interactions between water mole-
cules and lipophilic molecules or the nonpolar portions of
amphipathic molecules is called the hydrophobic effect,
a term coined by Charles Tanford (33). Instead of a direct
interaction with such solutes, water molecules tend to
form hydrogen-bonded cages around small nonpolar mol-
ecules when the latter are dispersed into water. Hydrogen-
bonded water molecules form cages, called hydrates or
clathrates. For example, the clathrate of methane forms
stable crystals at low temperatures (34).

Nonpolar chains in proteins prefer to stay together as
they avoid contact with water molecules. Hydrophilic and
hydrophobic effects play important roles in the stability
and state of large molecules such as enzymes, proteins,
and lipids. Hydrophobic portions of these molecules stay
together, forming pockets in globular proteins.
Hydrophilic and hydrophobic effects cause nonpolar por-
tions of phospholipids, proteins, and cholesterol to assem-
ble into bilayers or biological membranes (34).
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TABLE 12.9
The Density of Water (g/mL) as a Function of
Temperature between 0 and 39°C (31)

t°C 0 �� 1 �� 2 �� 3 ��

�� 0 0.9998426 0.9997021 0.9982063 0.9956511
�� 1 0.9999015 0.9996074 0.9979948 0.9953450
�� 2 0.9999429 0.9994996 0.9977730 0.9950302
�� 3 0.9999627 0.9993792 0.9975412 0.9947971
�� 4 0.9999750* 0.9992464 0.9972994 0.9943756
�� 5 0.9999668 0.9991016 0.9970480 0.9940359
�� 6 0.9999430 0.9989450 0.9967870 0.9936883
�� 7 0.9999043 0.9987769 0.9975166 0.9933328
�� 8 0.9998509 0.9985976 0.9962370 0.9929695
�� 9 0.9997834 0.9984073 0.9956511 0.9925987

Missing digits of t, �, in the row are found in the column, and vice
versa.



2. Hydration of Ions

Due to its high dielectric constant, water reduces the
attractions among positive and negative ions of elec-
trolytes and dissolves them. The polar water molecules
coordinate around ions forming hydrated ions such as
Na(H2O)6

�, Ca(H2O)8
2�, Al(H2O)6

3�, etc. Six to eight
water molecules form the first sphere of hydration around
these ions. Figure 12.8 is a sketch of the interactions of
water molecules with ions. The water molecules point the
negative ends of their dipoles towards positive ions, and
their positive ends towards negative ions. Molecules in the
hydration sphere constantly and dynamically exchange
with those around them. The number of hydrated-water
molecules and their lifetimes have been studied by various
methods. These studies reveal that the hydration sphere is
one-layer deep, and the lifetimes of these hydrated-water
molecules are in the order of picoseconds (10�12 s). The
larger negative ions also interact with the polar water mol-
ecules, not as strong as those of cations. The presence of
ions in the solution changes the ordering of molecules
even if they are not in the first hydration sphere (9).

The hydration of ions releases energy, but breaking up
ions from a solid requires energy. The amount of energy
depends on the substance, and for this reason, some are
more soluble than others. Natural waters in the ocean,
streams, rivers and lakes are in contact with minerals and
salts. The concentrations of various ions depend on the
solubility of salts (35) and the contact time. 

Drinking water includes all waters used in growth,
processing, and manufacturing of food. J. De Zuane
divides ions in natural water into four types in The
Handbook on Drinking Water Quality (5). 

Type A includes arsenic, barium, cadmium, chromium,
copper, fluoride, mercury, nitrate, nitrite, and selenium ions.
They are highly toxic, yet abundant. 

Type B includes aluminum, nickel, sodium, cyanide,
silver, zinc, molybdenum, and sulfate ions. Their concen-
trations are also high, but they are not very toxic.

Type C consists of calcium, carbonate, chloride, iron,
lithium, magnesium, manganese, oxygen, phosphate, potas-
sium, silica, bromine, chlorine, iodine, and ozone. They are
usually present at reasonable levels. 

Type D ions are present usually at low levels: antimony,
beryllium, cobalt, tin, thorium, vanadium, and thallium. 

Most metals are usually present in water as cations,
with a few as anions. However, some chemical analyses
may not distinguish their state in water. The most com-
mon anions are chloride, sulfate, carbonate, bicarbonate,
phosphate, bromide, iodide, etc. Toxicity is a concern for
ions in water, but some of these ions are essential for
humans.

Pure water has a very low electric conductivity, but
ions in solutions move in an electric field making elec-
trolyte solutions highly conductive. The conductivity is
related to total dissolved solids (TDS), salts of carbonate,
bicarbonate, chloride, sulfate, and nitrate. Sodium, potas-
sium, calcium, and magnesium ions are often present in
natural waters because their soluble salts are common
minerals in the environment. The solubilities of clay (alu-
mina), silicates, and most common minerals in the Earth’s
crust, are low.

3. Hard Waters and Their Treatments

Waters containing plenty of dissolved CO2 (H2CO3) are
acidic and they dissolve CaCO3 and MgCO3. Waters with
dissolved Ca2�, Mg2�, HCO3

�, and CO3
2� are called

temporary hard waters as the hardness can be removed
by boiling, which reduces the solubility of CO2. When
CO2 is driven off, the solution becomes less acidic due to 
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FIGURE 12.8 The first hydration sphere of most cations M(H2O)6
�, and anions X(H2O)6

�1. Small water molecules are below the
plane containing the ions, and large water molecules are above the plane.



the following equilibria (the double arrows, �, indicate
reversible reactions):

H� (aq) � HCO3
� (aq) � H2CO3 (aq) � H2O � CO2 (g)

HCO3
� (aq) � H� (aq) � CO3

2� (aq)

Reducing the acidity increases the concentration of CO3
2�

and solids CaCO3 and MgCO3 precipitate:

Ca2� (aq) � CO3
2� (aq) � CaCO3 (s)

Mg2� (aq) � CO3
2� (aq) � MgCO3 (s)

Water containing less than 50 mg L�1 of these substances is
considered soft; 50–150 mg L�1 moderately hard; 150–300
mg L�1 hard; and more than 300 mg L�1 very hard. 

For the lime treatment, we determine the amount of
dissolved Ca2� and Mg2� first and then add an equal num-
ber of moles of lime, Ca(OH)2, to remove them by these
reactions:

Mg2� � Ca(OH)2(s) → Mg(OH)2(s) � Ca2�

Ca2� � 2 HCO3
� � Ca(OH)2(s) → 2 CaCO3(s) � 2 H2O

Permanent hard waters contain sulfate (SO4
2�) ions

with Ca2� and Mg2�. Calcium ions, Ca2�, of the sulfate
solution can be removed by adding sodium carbonate:

Ca2� � Na2CO3 → CaCO3 (s) � 2 Na�

Hard waters cause scales or deposits to build up in boilers
and pipes, and they are usually softened by ion exchange
with resins or zeolites. In these processes, the calcium and
magnesium ions are taken up by the zeolite or resin that
releases sodium or hydrogen ions into the water. Reverse
osmosis has also been used to soften hard water.

However, water softening replaces desirable calcium
and other ions by sodium ions. Thus, soft waters are not
suitable drinking waters. Incidentally, bakers use hard
water because the calcium ions strengthen the gluten pro-
teins in dough mixing. Some calcium salts are added to
dough to enhance bread quality.

4. Properties of Aqueous Solutions

Waters containing dissolved substances are aqueous solu-
tions; their physical properties differ from those of pure
water. For example, at the same temperature, the H2O
vapor pressures of solutions are lower than those of pure
water, resulting in boiling point elevation (higher), freez-
ing point depression (lower), and osmotic pressure.

Concentrations can be expressed in several ways: part
per million (ppm), percent, moles per liter, mole fraction,
etc. The mole fraction of water is the fraction of water 

molecules among all molecules and ions in the system.
The vapor pressure of an ideal solution, Psolution, is the
vapor pressure of water (at a given temperature), P° water,
modified by the mole fraction Xwater.

Psolution � Xwater P° water (X water � 1)

If the solute has a significant vapor pressure, P solute is also
modified by its mole fraction,

Psolute � Xsolute P° solute

For non-ideal solutions, in which water and solute strongly
interact, the formulas require modifications. A practical
method is to use an effective mole fraction X defined by:

Psolution / P° water � X

In any case, the vapor pressures of solutions containing
nonvolatile electrolytes are lower than those of pure water
at their corresponding temperature. 

Phase transitions take place when the vapor pressures
of the two phases are the same. Because vapor pressures
of solutions are lower, their melting points are lower but
their boiling points are higher. The difference in tempera-
ture, ∆T, is proportional to the concentrations of all
solutes, mall-solute (molality),

∆T � K mall-solute

where K is either the molar boiling point elevation con-
stant, Kb, or the molar freezing point depression constant
Kf. For water, Kf � 1.86 K L kg�1, and Kb � 0.52 K L
kg�1. Due to ionization of electrolytes, positive and nega-
tive ions should be treated as separate species and all
species should be included in mall-solute.

The tendency of water molecules from a dilute solu-
tion to diffuse into a more concentrated solution, through
semipermeable membranes, has a measurable quantity
called osmotic pressure, π, which is proportional to the
concentration (mol per kg of water) of all dissolved
species, mall-solute in mol kg�1 and temperature T in K,

π �� m all-solute R T

where R is the gas constant 8.3145 J mol�1 K�1. Water
molecules diffuse from pure water (π � 0) into the solu-
tion, and the osmotic pressure is therefore given as a neg-
ative value here. Theoretically, a solution with mall-solute �
1.0 mol kg�1 of water, π �� 2477 J kg or �2.477 kJ kg
at 298 K. Note mall-solute � �mi (mi being the concentra-
tion of ion or molecule i) in the van’t Hoff equation,
which is often used in other literature.

Solutions having the identical osmotic pressure are
isotonic. Applying more pressure to a solution to com-
pensate for the osmotic pressure causes water molecules
to diffuse through membranes, generating pure or fresh
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waters. This process is called reverse osmosis, and it has
been used to soften water or desalinate seawater, convert-
ing it to fresh water.

The lowering of vapor pressure and the osmotic pres-
sure of solutions play important roles in hydration and
dehydration of food and in living cells. Solutions contain-
ing proper concentrations of nutrients and electrolyte have
been used to medically treat dehydrated patients. J.R.
Cade and his coworkers applied these principles to for-
mulate drinks for athletes; he and his coworkers were
credited as the inventors of the sports drink Gaterade (36).
The concept of a balanced solution for hydration became
a great business decade  after its invention.

B. ACIDITY AND ALKALINITY OF WATER

Acidity and alkalinity are also important characteristics of
water due to its dynamic self-ionization equilibrium

H2O (l) � H� � OH�,

Kw � [H�][OH�] � 1 � 10�14 at 298 K and 1 atm

where [H�] and [OH�] represent the molar concentrations
of H� (or H3O

�) and OH� ions, respectively, and Kw is
called the ion product of water (see tables in Refs. 1 and
36). Values of Kw under various conditions have been evalu-
ated theoretically (37, 38). Solutions in which [H�] �
[OH�] are said to be neutral. At 298 K, for a neutral solution,

pH � – log [H�] � pOH �– log [OH�] � 7 (at 298 K)

The H� ions or protons dynamically exchange with pro-
tons in other water molecules. The self-ionization and
equilibrium are present in all aqueous solutions, including
acid and base solutions, as well as in pure water. Water is
both an acid and a base.

Strong acids such as HClO4, HClO3, HCl, HNO3, and
H2SO4 ionize completely in their solutions to give H�

(H3O
�) ions and anions: ClO4

�, ClO3
�, Cl�, NO3

�, and
HSO4

�, respectively. Strong bases such as NaOH, KOH,
and Ca(OH)2 also ionize completely giving OH� ions and
Na�, K�, and Ca2� ions, respectively. In an acidic solu-
tion, [H�] is greater than [OH�]. In a 1.0 mol L�1 HCl
solution, [H�] � 1.0 mol L�1, pH � 0.

Weak acids such as formic acid HCOOH, acetic acid
(CH3COOH), ascorbic acid (C6H8O6), oxalic acid (H2C2O4),
carbonic acid (H2CO3), benzoic acid (C6H5-COOH), malic
acid (C4H6O5), lactic acid H3CCH-(OH)COOH, and phos-
phoric acid (H3PO4) also ionize in their aqueous solutions,
but not completely. The ionization of acetic acid is repre-
sented by the equilibrium 

CH3COOH (aq) � H� (aq) � CH3COO� (aq),

Ka � 1.75 � 10�5 at 298 K

where Ka is the acid dissociation constant.

The solubility of CO2 in water increases with its (CO2

partial) pressure, according to Henry’s law, and the chem-
ical equilibria for the dissolution are

H2O � CO2 (g) � H2CO3 (aq)

Of course, H2CO3 dynamically exchanges H� and H2O
with other water molecules, and this weak diprotic acid
ionizes in two stages with their acid constants, Ka1 and Ka2.

H2O � CO2 (aq) � H� (aq) � HCO3
� (aq),

Ka1 � 4.30 � 10�7 (at 298 K)

HCO3
� (aq) � H� (aq) � CO3

2� (aq),

Ka2 � 5.61 � 10�11

Constants Ka1 and Ka2 increase with temperature. At 298
K, the pH of a solution containing 0.1 mol L�1 H2CO3 is
3.7. Acidophilic organisms may grow, but most patho-
genic organisms are neutrophiles and they cease growing.
Soft drinks contain other acids – citric, malic, phosphoric,
ascorbic acids, etc. – which lower the pH further.

Ammonia and many nitrogen-containing compounds
are weak bases. The ionization equilibrium of NH3 in
water and the base dissociation constant Kb are  

NH3 � H2O � NH4
� (aq) � OH�

Kb � 1.70 x 10�5 at 298 K.

Other weak bases react with H2O similarly.
The ionization or dissociation constants of inorganic

and organic acids and bases are extensive, and they have
been tabulated in various books (39–41).

Amino acids and proteins contain acidic and basic
groups. At some specific pH called the isoelectric point,
they carry no charge, but exist as zwitterions. For exam-
ple, the isoelectric point for glycine is pH � 6.00 and it
exists as the zwitterion H2C(NH3

�)COO�.

C. OXIDATION-REDUCTION REACTIONS IN WATER

Oxidation of hydrogen by oxygen not only produces
water, but also releases energy. At the standard conditions,
the electrochemical half reaction equations are:

H2 � 2 H� � 2 e� E° � 0.000 V (defined)

O2 � 4 H� � 4 e� � 2 H2O E° � 1.229 V

The cell reaction and the cell potential at the standard con-
dition for it are:

2 H2 � O2 � 2 H2O ∆E° � 1.229 V
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Proper setups for harvesting this energy are the goals of
hydrogen-fuel-cell technology. The cell potential ∆E for
non-standard conditions depends on pH and temperature. Its
value is related to the energy released in the reaction. A plot
of ∆E versus pH yields a Pourbaix diagram, which is useful
to evaluate the stability of various species in water. Water
can be a reducing or oxidizing reagent, because it offers pro-
tons or electrons. Applying a voltage to pass electrons
through a chemical cell decomposes water by electrolysis. 

Waters containing dissolved oxygen cause additional
reactions, for example:

2 H2O � 2 e� � H2 � 2 OH� E° �� 0.828 V

O2 � 2 H� � 2 e� � H2O2 E° � 0.682 V

O2 � H2O � 2 e� � HO2
� � OH� E° � 0.076 V

O2 � 2 H2O � 2 e� � 4 OH� E° � 0.401 V

At the proper conditions, a suitable chemical reaction
driven by the potential takes place.

Oxidation-reduction reactions involving water usually
are due to proton or electron transfer. These oxidation-
reduction reactions occur for the growth, production,
manufacture, digestion, and metabolism of food. 

Water participates in oxidation-reduction reactions in
many steps of photosynthesis, resulting in the fixation of
CO2 into biomolecules, releasing oxygen atoms of water
as O2. Engineering a new generation of plants with greater
photosynthetic capacity facing lack of waters challenges
geneticists (42) and botanists. We now understand photo-
synthesis in great detail from the studies by many scien-
tists. Photosynthetic reactions are related to food
production, but they are so complex that we can only men-
tion them here (43). 

The oxidation-reduction reactions of water cause cor-
rosion on metal surfaces. Not only is deterioration of
facilities very costly for the food industry, corrosion of
pipes results in having toxic metal ions Cu2� and Pb2� in
drinking water. The concern about lead ions in drinking
water led the Environmental Protection Agency to ban the
use of high-lead solders for water pipes. These reactions
are electrochemical processes. Galvanic effects, high
acidity, high flow rate, high water temperature, and the
presence of suspended solids accelerate corrosion, as do
lack of Ca2� and Mg2� ions in purified waters. The for-
mation of scales protects the metal surface. However, bal-
ancing the clogging against surface protection of pipes is
a complicated problem, requiring scientific testing and
engineering techniques for a satisfactory solution.

D. THE HYDROGEN BOND AND

CHEMICAL REACTIONS

Enzymes are mostly large protein molecules, and they are
selective and specific catalysts responsible for most

reactions in biological bodies. Folding of the long protein
provides specific 3-dimensional selective pockets for their
substrates. The pockets not only fix the substrates in posi-
tion, they also weaken certain bonds to facilitate specific
reactions. This is the mechanism by which enzymes select
their substrates and facilitate their specific reactions. 

Hydrogen bond strength is stronger in nonaqueous
media than in aqueous solutions as the charge densities on
the donor and acceptor atoms increase (44). Hydrogen
bonds between the enzyme and its substrate can be
stronger than those in an aqueous environment, thus
speeding up the reaction rate even further. 

The hydrolysis of peptide linkage is the reaction of a
protein with water:

R-C(�O)-NH-R	 � H2O → R-C(�O)OH � H2N-R	

This type of reaction can be catalyzed by acids, bases, and
enzymes. 

VI. WATER ACTIVITY

Water is a nutrient and a component in food groups:
grains, meat, dairy, fruits and vegetables. Furthermore,
major nutrients such as carbohydrates, proteins, water-
soluble vitamins, and minerals are hydrophilic. Even parts
of fat or lipid molecules are hydrophilic, but the alkyl
chains of fats and proteins experience the hydrophobic
effect in an aqueous environment (45).

Foodstuffs interact with water by means of polar,
hydrogen-bonding, and hydrophobic interactions. The
results of these interactions change the chemical potential
(properties) of water. Foodstuffs dissolve in or absorb water.
Thus, water within food may be divided into bound water,
affected water, and free water in the order of their interac-
tion strength. The bound water molecules are similar to
those in the first hydration sphere of ions, and those close to
the first sphere are affected water molecules. Further away
from the interface are free water molecules. The structure
and properties of the first two types change. Interaction of
water with dietary fiber is an example (46). Thus, properties
of water in food are different from those of pure water.

Water molecules in both liquid and vapor phases can
participate in hydration reactions. At equilibrium in a sys-
tem with two or more phases, their vapor pressure or
chemical potential, µ, must be equal. The chemical poten-
tial, µ, of a solution or water-containing foodstuff must be
equal at a given temperature T, and 

µ � µw � R T ln (p/pw),

where R is the gas constant (8.3145 J mol�1 K�1), p is the
vapor pressure of the solution or of water in foodstuff, and
pw is the vapor pressure of pure water at the same 
temperature. The ratio p/pw is called the water activity
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aw (� p/pw), which is related to the water chemical potential
of water in solutions or in the foodstuff. For ideal solutions
and for most moist foods, aw is less than unity, aw � 1.0 (31). 

Both water activity and relative humidity are fractions
of the vapor pressure of pure water. Methods for their
measurements are the same. We have mentioned the meas-
urement by changes in capacitance earlier. Water contents
have a sigmoidal relationship with water activities,
aw � 1.0 for infinitely dilute solutions, aw � 0.7 for dilute
solutions and moist foods, and aw � 0.6 for dry foods. Of
course, the precise relationship depends on the material in
question. In general, if the water vapor of the atmosphere
surrounding the food is greater than the activity of the
food, water is absorbed. Otherwise, dehydration takes
place. The water activity reflects the combined effects of
water-solute, water-surface, capillary, hydrophilic, and
hydrophobic interactions. The water activity of a foodstuff
is a vital parameter, because it affects its texture, taste,
safety, shelf life, and appearance. 

Furthermore, controlling water activity rather than
water content is important. When aw � 0.9, most molds
are inhibited. Growth of yeasts and bacteria also depends
on aw. Microorganisms cease growing if aw � 0.6.

VII. WATER POTENTIAL

Similar to water activity in food, water potential is a term
used in plant, soil, and crop sciences. Water potential, rep-
resented by Ψ (psi) or Ψw, is a measure of the free energy
of water in a system: soil, material, seeds, plants, roots,
leaves, or an organism. Water potential is the difference
between the chemical potential of pure water and water in
the system at the same temperature. Pure water has the
highest free energy: Ψ � 0 for pure water by convention,
and Ψ � 0 for solutions. Water diffuses from high poten-
tial to low potential. Physiological processes decrease as
the water potential decreases.

In general, water potential, Ψw, is a combined effect
of osmotic (Ψs), matrix (interface and water binding Ψm),
turgor (Ψt) pressures, and gravity (Ψg).

Ψw � Ψs � Ψm � Ψt � Ψg

Osmotic pressure, Ψs, is always present due to solutes in
the fluids. The metric pressure, Ψm, is related to bound-,
affected-, and free-waters in the system. The outwardly
directed pressure extended by the swelling protoplast
against the wall is called turgor pressure, Ψt. Usually, this
term is insignificant until the cell is full, and at such point,
Ψt increases rapidly and stops when Ψw � Ψt. Otherwise,
the cell ruptures. The mechanical rigidity of succulent plant
parts, the opening of stomata and the blossom are usually
the results of turgor pressure. In systems such as tall plants
and soil science, pressure due to the gravitational pull of
water, Ψg, is also included in the water potential. 

For example, the water potential of potato tissues can be
measured by incubating them in a series of solutions of
known osmotic pressures. The potato will neither lose nor
gain water if the osmotic pressure of the solution equals the
water potential of potato tissues. The osmotic pressure
(π ��m R T) may be evaluated from a known concentration
m, using the equation given earlier. Instead of energy units,
water potential is often expressed in units of pressure (mega-
pascal, MPa), which is derived by dividing the energy by the
molar volume (0.018 L mol�1 for H2O) of water (47). 

There are many other methods for water potential meas-
urements depending on the system: soil, leaf, stem, organ-
ism, etc. The soil water potential is related to the water
available for the plants growing on the soil. Water potential
of a plant or leaf indicates its health or state with respect to
water. Thus, water potential is a better indicator for plant,
agriculture, irrigation, and environmental management than
water content. Water moves through plants because

Ψwater � 0 � Ψsoil � Ψroot � Ψstem � Ψleaf

Thus, the concept of water potential and water activity are
very useful in growth, manufacture, handling, storage, and
management of food.

VIII. LIVING ORGANISMS IN WATER

The closer we look, the more we see. Living organisms on
Earth are so complicated that their classification and phy-
logeny are still being studied and revised. New relation-
ships are proposed to modify the five kingdoms proposed
by Robert Whittaker in 1969. Nevertheless, most of the
earliest unicellular living organisms in the Monera and
Protista kingdoms are still living in water. Both the num-
bers of species and individuals are staggering. For exam-
ple, photosynthesis by algae in oceans consumes more
CO2 than that by all plants on land. Algae were probably
present on Earth before other organisms. Many phyla
(divisions) of fungi, plantae, and animalia kingdoms also
make water their home. Both numbers and species of
organisms living in water are probably more than those on
land. The subject of living organisms in water is fascinat-
ing, but we can only mention some fundamentals about
their relationships to water here. Certainly, every aspect of
living organisms in water is related to food, because Homo
sapiens is part of the food chain, if not at the top of it. 

All life requires energy or food. Some living organ-
isms receive their energy from the sun whereas others get
their energy from chemical reactions in the aquatic media.
Chemical reactions are vital during their lives. For exam-
ple, some bacteria derive energy by catalyzing the oxida-
tion of iron sulfide, FeS2, to produce iron ions Fe(H2O)6

2�

and elemental sulfur. Water is the oxidant, which in turn
reduces oxygen (48). Chemical reactions provide energy
for bacteria to sustain their lives and to reproduce. Factors
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affecting life in water are minerals, solubility of the
mineral, electrochemical potentials of the material, acid-
ity (pH), sunlight, dissolved oxygen level, presence of
ions, chemical equilibria, etc. Properties of water influ-
ence life in general, and in the aquatic system in particu-
lar. As the population grows, aquaculture probably will be
seen as a more efficient way of supplying protein for the
ever-increasing population. 

Regarding drinking water, we are concerned with
aquatic organisms invisible to the naked eye. Pathogenic
organisms present in drinking water cause intestinal infec-
tions, dysentery, hepatitis, typhoid fever, cholera, and other
illnesses. Pathogens are usually present in waters contami-
nated with human and animal wastes that enter the water
system via discharge, run offs, flood, and accidents at
sewage treatment facilities. Insects, rodents, and animals
can also bring bacteria to the water system (49, 50). Testing
for all pathogenic organisms is impossible, but some
organisms share common living conditions with some
pathogenic bacteria. Thus, water testing can use these
harmless bacteria as indicators for drinking water safety.

IX. WATER RESOURCE, SUPPLY,
TREATMENT, AND USAGE

About 70% of the Earth’s surface is covered with water,
but only about 2% is covered by fresh water. Ocean waters
are salty; only a small percentage is fresh water resources
(lakes, rivers, and underground). Fresh water is needed for
drinking, food, farming, washing, and manufacturing. 

When salty water freezes, the ice so formed contains
very little salt, if any. Thus, nearly all ice, including the
massive ice at the polar cap, is fresh water. In fact, the ice
cap in the Antarctic contains a lot of fresh water ice, but
that cannot be considered a water resource.

Hydrologists, environmentalists, and scientists, engi-
neers, sociologists, economists, and politicians are all
concerned with problems associated with water resources.
Solutions to these problems require experts and social
consensus. 

X. SUBCRITICAL AND SUPERCRITICAL
WATERS

Waters at temperatures between the normal boiling and
critical points (0 to 373.98°C) are called subcritical
waters, whereas the phase above the critical point is
supercritical water. In the 17th century, Denis Papin (a
physicist) generated high-pressure steam using a closed
boiler, and thereafter pressure canners were used to
preserve food. Pressure cookers were popular during the
20th century. Analytical chemists have used subcritical
waters to extract chemicals from solids for analysis since
1994 (51). 

Water vapor pressures up to its critical point are given
in Table 12.8, but data on polarity, dielectric constant, sur-
face tension, density, and viscosity above 100°C are
scarce. In general, these properties decrease as the tem-
perature increases. In fact, some drop dramatically for
supercritical water. On the other hand, some of them
increase with pressure. Thus, properties of sub- and super-
critical waters can be manipulated by adjusting tempera-
ture and pressure to attain desirable properties. 

As the polarity and dielectric constant decrease, water
becomes an excellent solvent for non-polar substances
such as those for flavor and fragrance. However, food-
stuffs may degrade at high temperatures. Applications of
sub- and super-critical water are relatively recent events,
but applications of supercritical CO2 (critical temperature
32°C) for chemical analyses started in the 1980s, and
investigations of supercritical water followed. However,
research and development have been intensified in recent
years (52). Scientists and engineers explore the usage of
supercritical water for waste treatment, polymer degrada-
tion, pharmaceutical manufacturing, chromatographic
analysis, nuclear reactor cooling, etc. Significant
advances have also been made in material processing,
ranging from fine particle manufacture to the creation of
porous materials.

Water has been called a green solvent compared to the
polluting organic solvents. Sub- and super-critical waters
have been explored replacements of organic solvents in
many applications including the food industry (53).
However, supercritical water is very reactive, and it is cor-
rosive for stainless steels that are inert to ordinary water.
Nevertheless the application of sub- and super-critical
waters remains a wide-open field.

XI. POSTSCRIPT

Water, ice, and vapor are collections of H2O molecules,
whose characteristics determine the properties of all
phases of water. Together and in concert, water molecules
shape the landscape, nurture lives, fascinate poets, and
captivate scientists. Human efforts to understand water
have accumulated a wealth of science applicable in almost
all disciplines, while some people take it for granted. 

Water molecules are everywhere, including outer
space. They not only intertwine with our history and lives,
they are parts of us. How blessed we are to be able to asso-
ciate and correlate the phenomena we see or experience to
the science of water. 

An article has a beginning and an end, but in the sci-
ence of water, no one has the last word, as research and
exploration on water continue, including its presence in
outer space (54). Writing this chapter provoked my fasci-
nation on this subject, and for this reason, I am grateful to
Professors Wai-kit Nip, Lewis Brubacher, and Peter
F. Bernath for their helpful discussions and encouragement. 
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I. DEFINITION, CLASSIFICATION, AND
PHYSICO-CHEMICAL CHARACTERISTICS

It has long been known that certain amines fulfill a num-
ber of important metabolic and physiologic functions in
living organisms. They are formed during normal meta-
bolic processes and are, therefore, present in foods.

Bioactive or biologically active amines (Figure 13.1)
are aliphatic, cyclic, and heterocyclic organic bases of low
molecular weight (74, 102, 165). They are derivatives of
ammonia in which the hydrogen atoms are replaced by
one, two, or three alkyl moieties to give, respectively, pri-
mary, secondary, or tertiary amines. Many different struc-
tures of varying complexity are found (166).

Most of the amines have been named after their pre-
cursor amino acids, e.g., histamine originates from histi-
dine, tyramine from tyrosine, tryptamine from tryptophan,
and so on. However, the names cadaverine and putrescine
are associated with decomposition and putrefaction, and
spermine and spermidine with seminal fluids where they
were found for the first time (59, 102).

Bioactive amines can be classified on the basis of 
the number of amine groups, chemical structure, biosyn-
thesis, or physiological functions (9, 160, 165). According
to the number of amine groups, they can be monoamines

(tyramine, phenylethylamine), diamines (histamine, sero-
tonin, tryptamine, putrescine, cadaverine), or polyamines
(spermine, spermidine, agmatine). Based on the chemical
structure, amines can be aliphatic (putrescine, cadaverine,
spermine, spermidine, agmatine), aromatic (tyramine,
phenylethylamine), or heterocyclic (histamine, tryptamine,
serotonin). They can also be classified as indolamines
(serotonin) and imidazolamines (histamine). According to
the biosynthetic pathway, amines can be natural or bio-
genic. Natural amines – spermine, spermidine, putrescine
and histamine – are formed during de novo biosynthesis,
e.g., in situ as required from their precursors (9, 74).
Biogenic amines are formed by bacterial decarboxylation
of free amino acids. Histamine can be either natural (stored
in mast cells or basophils) or biogenic. Based on the phys-
iological functions, amines are classified as polyamines
and biogenic amines. Polyamines play an important role in
growth while biogenic amines are neuro- or vasoactive (9).
This is the most widely used classification and will be the
one considered throughout this chapter.

The common and chemical names, the molecular for-
mulas and weights, and the physico-chemical characteristics
of some bioactive amines are summarized in Table 13.1. The
molecular weights are usually low, varying from 88.15
(putrescine) to 202.34 (spermine). The amines behave as



cations, being protonated at physiological pH values (123).
The pKa for amines lies between 6 and 11 (41, 101, 166). 

At room temperature, the free amines are either liquid,
syrupy liquid, crystal, or needle. The boiling points vary
from 128 to 210 °C, and the melting points from 9 to
231 °C. The solubility varies widely depending on the
amine and on its form – salt or free base (101, 213). At
high pH values, dissociation of amine salts into free
amines may occur. The refractive index has been reported
by Lide (101) for putrescine (1.4969), cadaverine (1.463),
and phenylethylamine (1.5290). Density of cadaverine is
0.873 g/mL. Maximum UV absorptions for tryptamine are
222, 282, and 290 nm in ethanol; 224 and 278 nm in ace-
tonitrile:water, 20:80; and 225 and 278 nm in methanol:
water, 15:85. Maximum UV absorptions for tyramine and
histamine are, respectively, 226 and 275 nm and 225 nm in

acetonitrile:water, 20:80; and 228 and 275 nm and 228 nm
in methanol:water, 15:85 (34). For synephrine and
octopamine, maximum UV absorption values are 231 and
272 nm, and for tyramine 231 and 275 in acetate buffer
(pH 4,9):acetonitrile, 9:91 (200, 213). The stability varies
with the amines. Some amines can absorb CO2.
Synephrine is stable to light and air. Serotonin hydrochlo-
ride is sensitive to light and aqueous solutions are stable at
pH 2.0 to 6.4. Decomposition of octopamine hydrochlo-
ride can occur at 170 °C (213).

Few sensory data on amines are available. This repre-
sents an area that deserves further attention. However, a
few amine-based compounds can be used by the flavor
compounder. For example, phenylethylamine, is recog-
nized by the Flavor Extract Manufacturers’Association as
FEMA # 3220, and has a fishy odor (108).
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FIGURE 13.1 Classification and chemical structures of some bioactive amines.
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Wang et al. (206) investigated the odor threshold of
polyamines. They reported that free polyamines have an
unpleasant, almost putrid, ammoniacal odor. In food,
because of their basic groups, polyamines normally bind
with the acidic groups of other food components, notably
those in nucleic acids or lipids. However, at high pH, free
polyamines could result. The determination of odor thresh-
olds for putrescine, spermidine, and spermine by an infor-
mal panel of nine people provided odor descriptions which
varied widely from sodium hypochlorite bleach, dusty, and
musty, to putrid, amine, and ammoniacal. Using a formal
panel of 15 members, the odor threshold of the polyamines,
e.g., polyamine concentration at which 50% of the panelists
gave a positive response, was determined. Spermine and
putrescine had odor thresholds in water of the same magni-
tude (2.4 and 2.2 mg/100 g, respectively), while those of
cadaverine (19.0 mg/100 g) and spermidine (12.9 mg/100 g)
were approximately six to nine times higher. However,
when 2% soybean flour was added, odor thresholds
increased significantly, from five to ten times greater than
those in water, reaching values of 10.9 g for putrescine and
102.5 mg/100 g for spermidine.

II. PHYSIOLOGICAL IMPORTANCE

Bioactive amines participate in important metabolic and
physiological functions in living organisms. Biogenic
amines are generally either psychoactive, neuroactive, or
vasoactive. Psychoactive amines, such as histamine and
serotonin, affect the nervous system by acting on neural
transmitters in the central nervous system. Vasoactive
amines act directly or indirectly on the vascular system.
Pressor amines – tyramine, tryptamine, and phenylethy-
lamine – cause a rise in blood pressure by constricting the
vascular system and increasing the heart rate and force of
contraction of the heart. However, tyramine does it indi-
rectly by causing the release of noradrenaline from the
sympathetic nervous system (158, 165). Serotonin and
histamine are also strongly vasoactive (139).

Histamine is a powerful biologically active chemical
that can exert many responses within the body. Although
mast cells and blood basophiles contain large amounts of
histamine stored in special granules, the effect of histamine
does not appear unless special reactions (i.e., an allergic
reaction) release it into the bloodstream. Histamine exerts
its effects by binding to receptors on cellular membranes
which are found in the cardiovascular system and in various
secretory glands (87). Histamine is a strong capillary dila-
tor and can produce hypotensive effects. It can directly
stimulate the heart, cause contraction or relaxation of
extravascular smooth muscle (excite the smooth muscle of
the uterus, intestine and respiratory tract), stimulate both
sensory and motor neurons, and control gastric acid secre-
tion. It also mediates primary and immediate symptoms in
allergic responses (139, 158, 165, 173, 177).

Serotonin is a vaso- and bronco-constrictor, reduces the
volume and acidity of the gastric juice, has anti-diuretic
effect, stimulates smooth muscle, and affects carbohydrate
metabolism (63). When introduced into the afferent circu-
lation, serotonin causes a release of prostaglandin and other
vasoactive substances. Serotonin is a neurotransmitter, par-
ticularly in the central nervous system. It is involved in the
regulation of a number of important functions, including
sleep, thirst, hunger, mood, and sexual activity (42).

Tyramine is taken up into adrenergic nerves and
causes a massive release of noradrenaline. It has a marked
effect on the release of the putative neurotransmitter
amines dopamine, noradrenaline, and serotonin from
nerve terminals (42).

Phenylethylamine and tryptamine are endogenous con-
stituents of many tissues, including brain. Both can cross
the blood-brain barrier with ease. It is conceivable that large
amounts of phenylethylamine and tryptamine from food-
stuffs may enter the central nervous system and lead to
side-effects of psychiatric nature. It has been reported that
phenylethylamine and tryptamine can inhibit uptake and
stimulate release of catecholamines and serotonin from a
variety of preparations of brain and heart tissues. It has also
been demonstrated that phenylethylamine can affect bind-
ing of serotonin to its receptor sites in the human and rat
brain. Introduction of tryptamine into the afferent circula-
tion can cause a release of prostaglandin and other vasoac-
tive substances into the systemic circulation (42).

There is evidence, particularly with respect to the
invertebrate nervous system, suggesting that octopamine
may be a neurotransmitter. Less is known about syneph-
rine, although it has been shown to be a constituent of var-
ious tissues and body fluids. Synephrine is used
pharmacologically as a stimulant, decongestant, and in the
treatment of hypotension in oral form (42, 165).

Polyamines are indispensable components of all liv-
ing cells, where they play essential roles in cell metabo-
lism, growth, and differentiation (11). During normal and
adaptive growth, polyamines are involved in a variety of
growth-related processes which reflect their multifunc-
tional character. Polyamines have various electrostatic
interactions with macromolecules especially DNA, RNA,
and protein and are involved in the regulation and stimu-
lation of their synthesis (104).

Diverse effects of the polyamines on cell replication
have been identified, such as the control and initiation of
translation and regulation of its fidelity, stimulation of ribo-
some subunit association, enhancement of RNA and DNA
synthesis, and reduction in the rate of RNA degradation.
Polyamines stabilize the structure of tRNA and help con-
dense DNA and covalently modify proteins (9, 10).
Polyamines stimulate the rate of transcription, the amino
acid activation, and the rate of translation during the course
of protein synthesis (148). Polyamines also stimulate cell
differentiation and interact and module various intracellular
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messenger systems (104). The most important function of
polyamines, one in which they cannot be replaced by any
other positively charged molecule, is to act as second mes-
sengers, thereby mediating the action of all known hor-
mones and growth factors (9).

Polyamines interact with different components of the
cell membrane thus modulating its functions. They are,
therefore, important in the permeability and stability of
cellular membranes (9, 48, 104, 160). During the period
that follows birth, antigenic macromolecules can pene-
trate the small intestinal mucosal membranes in quantities
that may be of immunologic importance. Polyamines
reduce mucosal permeability to macromolecules and pre-
vent food allergies by decreasing mucosal permeability to
allergenic proteins (27, 147).

According to Drolet et al. (48) and to Bardocz (9), sper-
mine and spermidine, as well as the diamines putrescine
and cadaverine, are efficient free radical scavengers in a
number of chemical and in vitro enzyme systems. They
could inhibit lipid peroxidation and prevent senescence.
Levels of superoxide radical formed either enzymatically
with xanthine oxidase or chemically from riboflavin or
pyrogallol were significantly inhibited. The more reactive
hydroxyl radical generated by the Fenton reaction was also
effectively scavenged by spermine and spermidine. The
efficacy of polyamine scavenging appears to be correlated
with the number of amino groups (48, 168).

Polyamines are essential for the maintenance of the
high metabolic activity of the normally functioning and
healthy gut. They are involved in the repair of gut damage
caused by the deleterious components of the food and/or
bacteria (11, 104). The development of gastrointestinal
tract in ruminants and non-ruminants is dependent upon
the increases in ornithine decarboxylase (ODC) activity
and in polyamines content in the mucosa (123). Studies
performed with rats indicated that during the third postna-
tal week, rapid intestinal maturation occurs and this period
is characterized by an increase in epithelial cell prolifera-
tion and differentiation, resulting in histological and enzy-
matic maturation of the small bowel epithelium, marked
increase in mucosal thickness, and increase in mature
mucosal enzyme activities. Prior to this process of epithe-
lial maturation, a ten- to twenty-fold increase in mucosal
ODC activity and a concomitant increase in 
S-adenosyl-L-methionine decarboxylase (SAMDC) activ-
ity as well as putrescine, spermidine, and spermine content
were found (104, 123). Simultaneous administration of 
α-difluoromethyl ornithine (DFMO), a potent irreversible
ODC inhibitor, to the nursing mother or directly to the
newborn rat pups, resulted in a marked attenuation of the
increase in mucosal ODC and polyamine content which
was followed by a significant delay in biochemical and
histological maturation of the intestinal epithelium (123).

According to Löser (104), polyamines in milk exert
various direct and indirect throphic effects on the immature

intestine and play an important role as luminal growth fac-
tors for intestinal maturation and growth. The protective
effect of milk against a newborn’s allergies could be
explained by its high levels of polyamines. They bring
about a decrease in protein permeability, diminishing the
amount of allergens reaching the intestinal submucosa,
and thus allow a better maturation of the immune system
in susceptible newborn (106, 147).

Because of the diversity of the roles of polyamines in
cellular metabolism and growth, they are important in
health and disease. The requirement for polyamines is
particularly high in rapidly growing tissues, e.g., in the
young during periods of intense growth and in the mucosa
of the gastrointestinal tract. Similarly, during periods of
wound healing, post-surgery recovery, liver regeneration,
and compensatory growth of the lung, requirements are
also high. In healthy adults, however, requirements should
not be as high because polyamines are only needed to
replace cells and mediate the action of hormones and
growth factors (9, 123). Studies are needed to determine
the daily requirements.

Three sources of polyamines have been identified:
biosynthesis in situ from amino acids, direct ingestion
from the diet and synthesis, and release by the bacterial
flora resident in the gastrointestinal tract of the individual.
It is now clear that the diet is an important source of
polyamines and it is likely to supply at least a part of the
polyamines required to sustain normal metabolism (9).

III. SYNTHESIS

The synthesis of the biogenic amines histamine, tyramine,
tryptamine, phenylethylamine, and cadaverine occur
through decarboxylation of the precursor amino acids his-
tidine, tyrosine, tryptophan, phenylalanine, and lysine,
respectively. In the synthesis of serotonin, tryptophan is
transformed by tryptophan hydrolase in 5-hydroxitrypto-
phan, which is decarboxylated by aromatic amino acid
decarboxylase in 5-hydroxytryptamine or serotonin.
Tyrosine is the precursor of the phenolic amines
octopamine and synephrine in citrus (165).

The generalized reaction for amino acid decarboxyla-
tion is indicated in Figure 13.2. Aldehyde amination can
be another route of synthesis, carried out by aldehyde
transaminases (166).

Prerequisites for the formation of amines in foods are
the availability of free amino acids, high processing tem-
peratures, or the presence of decarboxylase-positive
microorganisms and favorable conditions for microbial
growth and decarboxylase activity. Free amino acids occur
as such in foods, but may also be released from proteins as
a result of proteolytic activity or thermal degradation. The
formation of amines by high processing temperatures has
been demonstrated by Cirilo et al. (38) during coffee roast-
ing. Longer roasting time (12 compared to 6 minutes) at
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300 °C in a Probat roaster caused significant increase in
spermidine and serotonin levels and formation of agma-
tine. Decarboxylase-positive microorganisms may consti-
tute part of the associated population of the food or may
be introduced by contamination before, during, and after
processing (74, 108).

Two mechanisms of action for amino acid decar-
boxylation have been identified: a pyridoxal phosphate
dependent and a non-pyridoxal phosphate dependent
reaction. Pyridoxal phosphate joined in a Schiff base
linkage to the amino group of a lysil residue forms the
active site of the enzymes. The carbonyl group of pyri-
doxal phosphate reacts readily with the amino acid to
form Schiff base intermediates, which are then decar-
boxylated with the elimination of water to yield the cor-
responding amines and the original pyridoxal phosphate
moiety. Non-pyridoxal phosphate-catalyzed decarboxy-
lation involves a pyruvoyl residue instead. The pyruvoyl
group is covalently bound to the amino group of a pheny-
lalanine residue of the enzyme and is derived from a ser-
ine residue. The pyruvoyl residue acts in a manner
similar to pyridoxal phosphate in the decarboxylation
reaction (158)

Regarding the formation of amines by microorganism
decarboxylase activity, several studies have been per-
formed to investigate the production of amines by species
isolated from fish, cheese, meat products, vegetables, and
alcoholic beverages. These studies indicated that many
species of Escherichia, Enterobacter, Salmonella,
Shigella, and Proteus are active biogenic amines formers.
Certain species of Achromobacter, Lactobacillus,
Leuconostoc, Pseudomonas, Pediococcus, Streptococcus,
Micrococcus, and Propionibacterium are also capable of
amine production (16, 23, 51, 82, 149, 195).

In fermented foods, the applied starter cultures may also
affect amine production. Straub et al. (174) investigated the
production of putrescine, cadaverine, histamine, tyramine,
and phenylethylamine by 523 strains of 35 species of food
fermentation microorganisms. These authors observed that
some strains of carnobacteria, Lactobacillus buchneri,
L. curvatus, L. reuteri, and Staphylococcus carnosus were
proficuous amine producers. However, some strains of 
L. alimentarius, L. brevis, L. bavaricus, L. delbrueckii ssp.
Lactis and Micrococcus spp. were capable of producing
amines at smaller quantities. The importance of selecting

starter cultures based on their potential for amine production
is emphasized.

The amino acid decarboxylating activity of some food
microorganisms is indicated in Table 13.2. The production
of amines by bacteria is affected by pH, temperature, oxy-
gen tension, presence of vitamins and cofactors, and avail-
ability of free amino acids and of fermentable sugars. In pH
values of 2.5 to 6.5, the production of amines by the bacte-
ria is stimulated as a protection against the acidic environ-
ment (201). The activity of decarboxylases is dependent on
the microorganism’s growth phase, being higher at the sta-
tionary phase. With regard to the temperature, decarboxy-
lases are more active at temperatures lower than 30 °C and
without action at temperatures above 40 °C. However, at
temperatures between 0 and 10 °C, the activity will depend
on the microorganisms present (7, 74).

Polyamine synthesis is a more complex process,
although the first few steps also include decarboxylation
reactions. There are several proven biosynthetic pathways
responsible for polyamine production (Figure 13.3).
Putrescine is an obligate intermediate in polyamine syn-
thesis. In animals the first step is decarboxylation of
ornithine by ODC (EC 4.1.1.17). In plants and some
microorganisms, an alternative pathway exists to produce
putrescine from arginine via agmatine by arginine decar-
boxylase (ADC; EC 4.1.1.19). An additional path for the
formation of putrescine is via citrulline (9, 59, 168, 202).

Both ODC and ADC are dependent on pyridoxal
phosphate. Agmatinase is the enzyme that converts agma-
tine to putrescine. Agmatine is metabolized to putrescine
in a two-step conversion. Agmatine iminohydrolase (AIH)
catalyzes the formation of N-carbamoylputrescine, which
is converted to putrescine by N-carbamoylputrescine
amido hydrolase (NCPAH). N-carbamoylputrescine can
also be formed from citrulline by citrulline decarboxylase
(CDC). The arginine pool can be increased through pro-
tein degradation. Ornithine and urea formation from argi-
nine allows recovery of nitrogen and carbon (59).

Spermidine and spermine are formed by the subsequent
addition of an aminopropyl moiety to putrescine and sper-
midine, respectively. These reactions are catalyzed by the
aminopropyltransferase enzymes spermidine synthase
(SpdS, EC 2.5.1.16) and spermine synthase (SpmS, EC
2.5.1.22). The aminopropyl group is derived from methion-
ine via S-adenosyl-L-methionine (SAM) in a reation
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FIGURE 13.2 Formation of amines by amino acid decarboxylation (1) and by aldehyde amination (2).
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TABLE 13.2
Amino Acid Decarboxylating Activity of Food Microorganisms

Amine Microorganism Ref.

HISTAMINE Achromobacter histaminum 7
(Histidine decarboxylase) Acinetobacter calcoaceticusvar, A. lwofii, A. nitratum 33

Aeromonas spp. A. hydrophila 36
Alteromonas putrefaciens 49
Betabacterium spp. 51
Citrobacter diversus, C. freundii 72
Clostridium perfringens, C. bifermentans, C. fallax, C. novyi 117
Edwardsiella spp. 122
Enterobacter aerogenes, E. agglomerans, E. cloacae, E. intermedium 139
Escherichia coli, E. freundii 140
Hafnia alvei 142
Klebsiella oxytoca, K. pneumoniae 144
Lactobacillus 30a; L. acidophilus, L. alimentarius, L. arabinose, L. bavaricus, L. buchneri, L. bulgaricus, 145

L. casei, L. delbrueckii, L. fermentum, L. helveticus, L. plantarum, L. reuteri, L. sanfrancisco
Morganella morganii (Proteus morganii) 146
Oenococcus oeni (Leuconostoc oenos) 159
Pediococcus cereviseae 160
Photobacterium histaminum, P. phosphoreum 173
Proteus mirabilis, P. reptilivora, P. rettgeri, P. stuartii, P. vulgaris 174
Providencia alcalifaciens, P. stuartii 178
Pseudomonas aeruginosa, P. fluorescens, P. putida, P. putrefaciens, P. reptilvora 182
Ristella spp.
Salmonella enteriditis, S. paratyphi, S. schottmuelleri, S. typhi
Serratia liquefaciens, S. odorifera
Shigella spp.
Staphylococcus xylosus
Streptococcus faecalis, S. faecium, S. lactis, S. mitis
Vibrio alginolyticus

TYRAMINE Betabacterium spp. 33
(Tyrosine decarboxylase) Carnobacterium divergens, C. Galinarum, C. maltaromicus, C. piscicola 51

Clostridium aerofoetidum, C. sporogenes 53
Enterococcus faecalis, E. faecium 58
Escherichia coli 71
Lactobacillus brevis, L. buchneri, L. bulgaricus, L. curvatus, L. delbrueckii ssp. lactis, L. hilgardii, 114

L. paracasei, L. pentoaceticus Rudensis, L. pentosus, L. plantarum, L. rhamnosus
Lactococcus lactis 121
Leuconostoc mesenteroids, L. paramesenteroids 122
Micrococcus varians 132
Oenococcus oeni (Leuconostoc oenos) 139
Proteus mirabilis 140
Pseudomonas fluorescens, P. reptilivora 159
Serratia liquefaciens 160
Staphylococcus carnosus, S. piscifermentans, S. saprophyticus 173
Streptococcus faecalis, S. faecium, S. durans (group D) 174

CADAVERINE Edwardsiella cloacae, E. hoshinae, E. ictaluri, E. tarda 72
(Lysine decarboxylase) Enterobacter aerogenes, E. gergoviae 112

Escherichia coli, E. blattae 142
Fusobacterium varium 145
Hafnia alvei 159
Klebsiella planticola, K. pneumoniae, K. oxytoca, K. terrigena 174
Kluyvera ascorbata 183
Lactobacillus acidophilus, L. bavaricus, L. brevis, L. casei, L. curvatus, L. hilgardii

Micrococcus spp.

(continued)



catalyzed by the enzyme SAMDC (AdoMetDC; EC
4.1.1.50). The 5�-methyltioadenosine, resulting from the
liberation of the aminopropyl group by SAM is converted in
methyltioribose and in methionine, recycling the –SCH3

group which warrants the synthesis of polyamines (59,
168, 202).

The rate-limiting enzymes for polyamines synthesis
are ODC and SAMDC. DFMO is an irreversible inhibitor
of ODC (26). A similar difluoromethyl analog of arginine
(DFMA) can also inhibit putrescine formation from argi-
nine. Both inhibitors are highly specific and in most cases
DFMA can also be partially metabolized to urea and
DFMO, thereby indirectly inhibiting ODC.
Methylglyoxal bis-guanylhydrazone (MGBG) is the most
common inhibitor of SAMDC, which catalyzes the step
committing SAM to the synthesis of polyamines (59).

The regulation of polyamine biosynthesis is complex
and precise control prevents overproduction and defi-
ciency of polyamines in animals (130). Several regulatory
mechanisms contribute to the regulation of intracellular
polyamine homeostasis. Intracellular polyamine concen-
trations are primarily regulated by intracellular polyamine
de novo synthesis, conversion and degradation as well as
uptake of extracellular polyamines. Preliminary regula-
tory mechanisms are intracellular de novo synthesis via
ODC, reconversion of polyamines via interconversion
pathway (spermine/spermidine N-1-acetyltransferase and
polyamine oxidase) and oxidative degradation of
polyamines (46, 104).

Uptake of extracellular polyamines from the gut lumen
was found to be a further important regulatory mechanism
of polyamine metabolism. It is well established that the
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TABLE 13.2 (Continued)
Amine Microorganism Ref.

Obesumbacterium aeruginosa, O. proteus
Pseudomona aeruginosa, P. fluorescens
Salmonella choleraesuis, S. gallinarum, S. pullorum, S. typhi
Serratia fonticola, S. liquefaciens, S. marcescens, S. odorifera
Staphylococcus carnosus
Vibrio alginolyticus, V. campbelli, V. cholerae, V. harveyi, V. parahaemolyticus, V. vulniticus
Yersinia ruckeri

PUTRESCINE Cedecea davisae 6
(Ornithine decarboxylase) Citrobacter amalonaticus, C. diversus, C. freundii, 50

Edwardsiella hoshinae, E. tarda 72
Enterobacter cloacae, E. aerogenes, E. gergoviae, E. intermedium, E. sakazakii 112
Escherichia coli, E. blattae 142
Hafnia alvei 159
Klebsiella pneumoniae 174
Kluyvera ascorbata, K. cryocrescens 183
Lactobacillus bavaricus, L. brevis, L. buchneri, L. casei, L. curvatus, L. plantarum, L. hilgardii
Micrococcus kristinae, M. varians
Morganella morganii
Obesumbacterium proteus
Proteus mirabilis
Pseudomonas aeruginosa, P. aureofaciens, P. fluorescens, P. putida
Salmonella choleraesuis, S. paratyphi, S. pullorum
Serratia fonticola, S. liquefaciens, S. marcescens
Shigella sonnei
Staphylococcus carnosus, S. epidermidis
Vibrio alginolyticus, V. cholerae, V. harveyi, V. parahaemolyticus, V. vulnificus
Yersinia enterocolitica , Y. frederiksenii, Y. intermedia, Y. kristensenii, Y. ruckeri

PHENYLETHYLAMINE Enterococcus spp. 71
(Phenylalanine Lactobacillus curvatus, L. delbrueckii ssp. lactis, L. farciminis, L. hilgardii, L. brevis 121
decarboxylase)

Leuconostoc mesenteroids, L. paramesenteroids 122
Micrococcus spp. 174
Staphylococcus carnosus, S. epidermidis, S. piscifermentans

AGMATINE Lactobacillus hilgardii 6
(Arginine decarboxylase)

TRYPTAMINE Lactobacillus bulgaricus 33
(Tryptophane decarboxylase)



alimentary tract is an important source of polyamines and
that dietary as well as to some extent gut bacterial-derived
polyamines significantly contribute to the total polyamine
body pool. These findings stress the importance of a rapid
uptake of dietary, luminal (brush-border membrane)
polyamines by the intestinal mucosa upon demand with a
consecutive passage through the blood stream (basolateral
membrane) to the body (104).

IV. CATABOLISM OF BIOACTIVE AMINES

Healthy individuals can metabolize amines present in
foods by acetylation and oxidation (9, 165). Biogenic
amines are oxidized by monoaminoxidases (MAO; EC
1.4.3.4) and diaminoxidases (DAO; EC 1.4.3.6).
Polyamines are usually acetylated first, then oxidized by
polyaminoxidases (PAO; EC 1.5.3.11).

The general equation for the oxidation of amines by
amine oxidases (166) is shown in Figure 13.4 and results

in aldehydes, ammonia, and hydrogen peroxide (H2O2).
According to Marley and Blackwell (113), it is the ionized
form of the amine, i.e., the form that is not readily
absorbed from the gut, that reacts with the enzyme.
Amines that are not ionized to any extent are not oxidized.
The overall reaction in the presence of catalase is also
shown in Figure 13.4. The aldehyde formed may be oxi-
dized further to the corresponding carboxylic acid.

Amine oxidases belong to a large class of deaminating
oxidases (amine:oxygen oxidoreductases) widely distrib-
uted among all living organisms. This class of enzymes is
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FIGURE 13.4 Equations for the oxidation of amines by amine
oxidases in the (1) absence and (2) presence of catalase.



divided into two subclasses: copper- and FAD-containing
amino oxidases. The copper containing are active on pri-
mary amino groups and the FAD-dependent cleave sec-
ondary amino groups (134). The amine oxidases contain
copper and are sensitive to carbonyl groups. Enzyme activ-
ity is usually inhibited by carbonyl reagents and metal
chelators (166). Many aliphatic amines of the series
CH3(CH2)nNH2 are substrates for the enzyme. The rate of
oxidation and affinity vary with the number of carbon
atoms in the carbon chain. With increasing length of chain,
the rate of oxidation increases, a maximum being reached
with 5 or 6 carbon atoms (113). Any substrate of amine
oxidase, because it has affinity for the enzyme, may inter-
fere with the oxidation of another substrate.

Tyramine may undergo one of several different cata-
bolic reactions (Figure 13.5). According to Bieck & Karl-
Heinz (17), tyramine is extensively metabolized in the
gastrointestinal mucosa and liver. The major route is the
oxidative deamination to p-hydroxyphenylacetic acid. It is
catalyzed by MAO. Other pathways are oxidation to
octopamine by dopamine-β-hydroxylase and methylation
to N-methyltyramine by N-methyltransferase. Conjugation
with either sulphate or acetate groups is also possible.
Sulfate conjugation to the ο-sulfate accounts for 10–15%
of the total dose in urine after oral tyramine administration
(17, 60, 87, 115, 139). 

Serotonin is oxidized by MAO in man to 5-hydrox-
yindolacetic acid (5-HIAA). Deamination of tryptamine

by monoamine oxidase has also been demonstrated.
These amines compete with tyramine as substrate for the
enzyme. Such substrate competition could be relevant
with a food that contains a number of amines deaminated
by amine oxidase (113).

Histamine can also be catabolized by several different
catabolic reactions (Figure 13.6). The two main routes are
oxidation to imidazole-acetaldehyde and methylation to
1,4-methylhistamine. Indeed, in mammals, 60 to 80% of
the metabolites of histamine are derived from oxidative
deamination. Amine oxidases are involved in both routes.
They convert 1,4-methylhistamine to the corresponding
aldehyde and play a minor role in the conversion of hista-
mine to imidazole-acetaldehyde. Inhibitors of monoamine
oxidase could therefore interfere with either of these stages,
although the metabolism of 1,4-methylhistamine is the one
most likely to be affected since diamine oxidase is prima-
rily involved in the conversion of histamine to imidazole-
acetaldehyde (113). Percentage recovery of histamine and
its metabolites in the urine 12 hours after intradermal 
14C-histamine administration in human males indicated that
the majority of the radioactivity was recovered as 
N-methylimidazole acetic acid (42–47%), followed by imi-
dazole acetic acid conjugated with ribose (16–23%), as imi-
dazole acetic acid (9–11%), as N-methylhistamine (4–8%),
and as histamine (2–3%) (211).

DAO is a non-selective enzyme and also oxidizes
putrescine and cadaverine. In fact, histamine is not the
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favored substrate of DAO, being deaminated at about 
one-third the rate of putrescine and cadaverine. Histamine 
N-methyl transferase (HMT) is very selective for hista-
mine and requires S-adenosylmethionine as a methyl
donor (183).

Several studies were undertaken to assess the potential
inhibitory effect of various chemicals on histamine metab-
olizing enzymes. Taylor and Lieber (181) investigated 37
chemicals and observed that seven strongly inhibited rat
jejunal mucosa HMT, while eight inhibited DAO. The most
potent inhibitors of HMT activity were tyramine (99%),
phenylethylamine (99%), tryptamine (98%), octopamine
(94%), agmatine (87%), aminoguanidine (81%), and nico-
tine (78%), whereas cadaverine, indole, tartrazine, theo-
phylline, thiamin, and trimethylamine gave intermediate
levels of inhibition. The most potent inhibitors of DAO
activity were aminoguanidine (100%), anserine (100%),
carnosine (100%), histamine (99%), agmatine (97%), thi-
amin (92%), cadaverine (87%), and tyramine (77%).
Caffeine, hypoxanthin, indole, 1-methylhistidine,
phenylethylamine, piperazine, spermidine, spermine,

synephrine, theobromine, theophylline, tryptamine, and
xanthine gave intermediate levels of DAO inhibition.

Acidic but not basic drugs are rapidly absorbed from
the stomach. This is because the gastric mucosa is selec-
tively permeable to undissociated forms of drugs.
Consequently, basic substances such as histamine, sero-
tonin, or tyramine present in foods would be ionized at the
acid pH of the stomach and therefore not absorbed
whereas in the duodenum and distal gut the alkaline pH
would convert them to the un-ionized form which is lipid
soluble and more easily absorbed. Once the amines have
crossed the intestinal wall, they are carried in the portal
blood to the liver and then to the lungs before having
access to the systemic circuit (113).

Putrescine and cadaverine are oxidatively deaminated
by the reaction of DAO (EC 1.4.3.6). DAO converts
putrescine yielding 4-aminobutyraldehyde after cycliza-
tion to form ∆1-pyrroline, with the release of ammonia and
hydrogen peroxide (Figure 13.7). Cadaverine is converted
via oxidation and cyclization to the 6-membered piperi-
dine ring of anabasine and other alkaloids (62).
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The polyamine oxidases (PAO) are specific for
polyamines, and they have FAD as a cofactor (59).
Polyamine oxidases degrade spermidine and spermine via
the oxidative cleavage at the secondary amino group (153).
Degradation of spermidine by PAO yields  ∆1-pyrroline,
1,3-diaminopropane, and hydrogen peroxide, while sper-
mine oxidation yields 1,3-aminopropylpyrroline along with
diaminopropane and hydrogen peroxide. Diaminopropane
can originate β-alanine (62, 168, 202).

The 4-aminobutyraldehyde formed by the oxidation
of putrescine and spermidine can be further oxidized to 
4-aminobutyric acid (GABA) by a NAD-dependent pyrro-
line dehydrogenase (4-aminobutyraldehyde dehydroge-
nase, 4ABD). This enzyme has been found where DAO or
PAO activity is present. The product of this reaction,
GABA, can be transaminated and the resulting succinic
acid incorporated into the Krebs cycle (Figure 13.7). This
metabolic sequence can account for the complete recy-
cling of the carbon and nitrogen from di/polyamines. It
may also explain the fact that, in at least some cases, di-
and polyamines can be used as organic nitrogen sources
by some cells (59, 202).

It has been demonstrated that there is a conversion of
spermine and spermidine back into putrescine. The enzy-
matic reaction of such a reversal pathway has been 

established; it involves two enzymes acting sequentially,
spermidine/spermine N-1-acetyltransferase (SAT; EC
2.3.1.57) and polyamine oxidase (PAO, EC 1.5.3.11) (57).

The amounts of polyamines reaching the body are dif-
ferent for individual polyamines. One hour after rats were
intubated with 14C-labeled putrescine, only 29–39% of the
label was found as polyamines, with 11–15% remaining
as putrescine. Spermidine and spermine were better con-
served: 79% of spermidine and 72–74% of spermine were
recovered in the original form. If conversion to the other
two natural polyamines is also taken into account,
87–96% of the radioactive spermidine and 79–82% of
spermine was conserved in polyamine form (10). Since
spermidine and spermine are better preserved for further
utilization in the body, they are considered the right
polyamines to be absorbed from foods.

Catabolism of histamine or tyramine can also be
achieved by bacteria. Tyramine oxidase from Sarcina lutea
was observed to oxidatively deaminate tyramine in the
presence of oxygen and to form p-hydroxyphenyl-
acetaldehyde, ammonia, and hydrogen peroxide.
Aspergillus niger and Trichosporon sp. possess amine oxi-
dases that oxidize a wide range of primary amines.
Numerous bacteria possess diamine oxidase and are able
to degrade histamine, including Pseudomonas aeruginosa,
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E. coli, Proteus vulgaris, Serratia flava, and Clostridium
feseri. In the intestine of man, E. coli and E. aerogenes are
capable of acetylating histamine (124, 139).

V. TOXICOLOGICAL ASPECTS

Amines in foods do not usually represent any health haz-
ard to individuals unless excessive amounts are ingested
or the natural mechanism for their catabolism is geneti-
cally deficient or impaired by diseases or pharmacological
agents (45, 139). Individuals with respiratory and coro-
nary problems, hypertension, or vitamin B12 deficiency
are at risk because they are sensitive to lower amounts of
amines. Men with gastrointestinal problems (gastritis, irri-
table bowel syndrome, Crohn’s disease, stomach, and
colonic ulcers) are also at risk since the activity of oxi-
dases in their intestines is usually lower than that in
healthy individuals. Patients taking medication that are
inhibitors of MAO, DAO, and PAO activity can also be
affected, as such drugs prevent amine catabolism. These
MAO and DAO inhibitors are used for the treatment of
stress, depression, Alzheimer’s and Parkinson’s diseases,
pulmonary tuberculosis, malaria, panic syndrome, and
social phobia (60, 61).

Bioactive amines have been implicated as the
causative agents in a number of food poisoning episodes
(Table 13.3), particularly histamine and tyramine toxicity
(158, 177). Tryptamine and phenylethylamine are associ-
ated with migraine (87). Furthermore, the importance of
polyamines in tumor growth is widely recognized (9, 137).

The most frequent food-borne intoxication caused by
amines involves histamine. Histamine intoxication is also
referred to as “scombroid poisoning” due to its association
with the consumption of scombroid fish; however, non-
scombroid fish, cheese, and other foods have also been
implicated in some cases (173). The disease manifests sev-
eral minutes to a few hours after ingestion of the histamine
containing food (79). At first, a flushing of the face and
neck is usually observed, accompanied by a feeling of heat
and general discomfort. Often it is followed by an intense
throbbing headache. Other symptoms may be cardiac pal-
pitations, dizziness, faintness, thirst, swelling of the lips,
urticaria, rapid and weak pulse, and gastrointestinal com-
plaints (abdominal cramps, nausea, diarrhea). However,
the most common symptoms are rash, diarrhea, sweating,
and headache. In severe cases, bronchospasms, suffocation
and severe respiratory distress are reported. Recovery is
usually complete within 8 h (12, 139, 158, 165).

Bioactive Amines 13-13

TABLE 13.3
Toxic Effects of Bioactive Amines

Toxic Effects Amines Involved Food Associated Symptoms

Histamine Histamine Scombroid fish: tuna, bonito, Gastrointestinal: nausea, vomiting, diarrhea,
intoxication (toxic effect is potentiated by mackerel, skipjack, abdominal cramps
or putrescine, cadaverine, spermine, herring Neurological: throbbing headache, palpitation,
scombroid tryptamine, tyramine, Other fish: sardines, flushing, burning throat, itching, rapid 
poisoning phenylethylamine, ethanol) anchovy, mahi-mahi and weak pulse, dizziness, faintness, tingling

Cheese: Swiss, Gouda, Hemodynamic: hypotension, capillary dillatation
Cheddar, Gruyere, Cheshire; Cutaneous: rash, urticaria, edema, localized 

Sauerkraut; sausage; wine inflamation
Severe cases: bronchospasms, suffocation,

severe respiratory distress
Tyramine Tyramine Cheese Headache, fever, increased blood pressure,

intoxication Beer vomiting, perspiration, pupils and palpebral 
Wine tissue dilatation, salivation, lacrimation,

increased respiration, palpitation, dyspnea
Cheese reaction1 Tyramine Cheese: Gouda, Swiss, Hypertensive crisis, severe headache, cerebral 

or 2-phenylethylamine Gruyere, Cheddar hemorrhage, neuronal sequel, cardiac failure,
hypertensive crisis Beer, wine, yeast extract, pulmonary edema, visual alterations,
(associated with Chocolate, pickled herring, palpitation, nausea, sweat, vomit, muscle 
patients under Dry sausage, broad beans contractions, excitation, mental confusion,
MAOI drugs) high blood pressure, fever, perspiration

Migraine Tyramine Cheese Throbbing headache, migraine attack
2-phenylethylamine Chocolate
tryptamine Beer
serotonin Wine

Increased growth Spermine Meat Increased growth of tumors
hyperplasia spermidine

1 MAOI-monoaminoxidase inhibitors.

Source: Refs. 9, 139, and 177.



Cases of histamine intoxication have been reported in
the United States, Japan and United Kingdom. A few inci-
dents have also been reported in several other countries as
indicated in Table 13.4. However, outbreaks and cases of
histamine poisoning are often not reported since it is rela-
tively mild, has short duration and many patients do not
seek medical attention. Furthermore, many physicians
remain unaware of histamine poisoning and do not con-
sider it as a possible diagnosis. Even when medical atten-
tion is sought and a correct diagnosis is made, only a few
countries keep official records of incidents (177).
Therefore, it would be safe to assume that the true inci-
dence of histamine poisoning is unknown.

Fish incriminated in outbreaks of histamine poison-
ing included scombroid (tuna, bonito, mackerel, skipjack,
albacore, bluefin tuna, herring and saury) and non-scom-
broid fish (mahi-mahi, sardines, pilchards, herring, blue-
fish, jack mackerel, anchovies, kahawai, black and
striped marlin), which contained high histamine levels
(12, 139). Misidentification of the fish involved in out-
breaks may occur on occasion due to different common

names used in different places. The type of fish con-
sumed, the method of harvesting, and the consumption
patterns are important factors in determining the likeli-
hood of histamine poisoning (177).

Cases of cheese-related histamine poisoning were
also reported. The first case was reported in the
Netherlands in 1967 and was associated with Gouda
cheese. Since then, several cases have been reported after
consumption of Gouda, Swiss, Gruyere, Cheddar, and
Cheshire cheeses (158, 173, 177, 180). Other foods have
also been implicated in incidents of histamine poisoning,
among them chicken, sauerkraut, and ham. Fermented
foods and proteinaceous foods subject to spoilage are par-
ticularly likely to contain large amounts of histamine.
Sauerkraut, yeast extract, wine, and fermented, dry
sausages can, on occasion, have sufficient histamine lev-
els to cause a toxic response if enough quantities are con-
sumed (66, 139, 177).

Outbreaks of histamine poisoning have also been
observed in patients on antituberculosis therapy. Such out-
breaks were associated with interaction of fish or cheese
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TABLE 13.4
Histamine Poisoning Episodes in Different Countries

Country Years No. of Outbreaks No. of Cases* Implicated Foods*

Canada 1975–1981 6 Fish (tuna, mahi-mahi, mackerel)
Cheese (cheddar)

Denmark 1976–1982 33 – Tuna, mackerel
1993–1998 13 – –

Finland 1993–1998 9 � 772 –
France 1980–1983 10 � 500 Fish (albacore, tuna, sardines, herring)

Cheese (Gruyere)
Meat (ham)

1993–1997 38 – –
Germany 1971–1982 Fish (mackerel, sardine, tuna)

Sauerkraut
Japan 1950–1954 14 1215 Dried saury, canned mackerel, Iwashi

sakuraboshi, frigate tuna
1970–1980 42 4122 Fish (tuna, mackerel, sardine, dorado,

marlin, kamaboko, anchovy)
Chicken

The Netherlands 1967 Gouda cheese
New Zealand 1973–1975 Skipjack tuna, mackerel, kahawai, kingfish, trumpeter fish
Sweden 1993–1998 4 12 –
United 1976–1982 136 439 Mackerel, bonito, sprats, pilchard, sardine, tuna,

Kingdom anchovy, kipper, gefilte fish
1987–1996 105 405 Tuna, mackerel, salmon

United States 1968–1981 110 888 Fish (tuna, mahi-mahi, mackerel, bonito, albacore, jack,
of America blue fish, snapper, kumu, skipjack, yellow tail, anchovy)

Cheese (Swiss)
1973–1987 202 1216 Finfish
1988–1998 5 31 Tuna, mahi-mahi, yellow fin tuna, yellow tail

* Information not available.

Source: Refs. 15, 31, 152, 177, and 212.



containing high histamine levels with isoniazid and other
nicotinamide derivatives (154, 179).

Marley and Blackwell (113) reported that following
intravenous injection of 0.1 mg of histamine phosphate,
facial flushing, pulse quickening, fall in the blood pres-
sure and rise in cerebrospinal fluid pressure occurs within
20 seconds and the onset of histamine headache occurs 
1 min after injection. They also reported that less than 
225 mg of histamine taken orally usually does not pro-
duce symptoms, although susceptible subjects (allergy,
asthma, or peptic ulcers) might be adversely affected by
smaller quantities. According to Taylor (177), some mild
effects of histamine poisoning were observed in humans
by orally administrating 100 to 180 mg of histamine in
combination with good quality tuna. The paradox
between the lack of toxicity of pure histamine and the
apparent toxicity of smaller doses in fish or cheese could
explain the existence of potentiators of histamine toxicity.
These compounds would act to decrease the threshold
dose of histamine needed to provoke an adverse reaction.
They would enable absorption of amounts of histamine
larger than could be achieved in their absence.

Two hypotheses have been used to justify the effect of
potentiators on histamine poisoning: barrier disruption
and inhibition of histamine metabolizing enzymes (179).
In the first hypothesis, potentiators would interfere with
the protective actions of intestinal mucin, which binds to
histamine and prevents its passage across the intestinal
wall. According to Chu and Bjeldanes (37) and Shalaby
(158), such compounds are spermine, spermidine, cadav-
erine, and putrescine.

In the case of inhibition of histamine metabolizing
enzymes, potentiators would inhibit DAO or HMT. DAO
is not selective towards histamine but also oxidizes other
diamines. Inhibitors of DAO include agmatine, cadaver-
ine, tyramine, putrescine, phenylethylamine, anserine,
carnosine, thiamin, semicarbazide, carbonyl reagents,
imidazole derivatives, and the pharmacological agents:
aminoguanidine and isoniazid (79, 139, 154, 183). Many
antihistaminic drugs are DAO inhibitors. Some inhibitors
of MAO are also somewhat effective as DAO inhibitors
(177). The inhibitors of HMT include agmatine, tyramine,
cadaverine, putrescine, tryptamine, and phenylethylamine
(183). This enzyme is also inhibited by antimalarial drugs,
among them, quinacrine, chloroquin, and amodiaquin (79,
173, 177). According to Hui and Taylor (79), amines were
less potent inhibitors of DAO and HMT, compared to
pharmacological compounds.

The toxic effect of histamine can also be potentiated
by the presence of ethanol, which potentiates the effect of
amines by directly or indirectly inhibiting amine oxidase
(69, 138).

The threshold toxic dose for histamine in foods is not
precisely known since the existence of potentiators could
dramatically influence it. Based on experience acquired in

the investigation of hundreds of histamine poisoning inci-
dents, the U.S. Food and Drug Administration established
10 mg/100 g as the hazard action level for histamine in
tuna (56).

Tyramine is the second type of amine involved in intox-
ication. When foods containing high tyramine levels are
ingested, large amounts of non-metabolized tyramine can
reach the blood stream. This causes release of noradrena-
line from the sympathetic nervous system, leading to a
variety of physiological reactions (Table 13.3). There is an
increase in blood pressure by peripheral vasoconstriction
and by increasing the cardiac output (87, 158). Tyramine
can also dilate the pupils and the palpebral tissue, cause
lacrimation, salivation, fever, vomit, and headache, and
increase respiration and blood sugar (51, 60, 87, 113, 115).
When consuming foods rich in tyramine, about 30% of
individuals with classical migraine can have headaches.
These tyramine-sensitive patients appear to suffer from a
deficiency of the enzyme responsible for the formation of
the sulfate conjugate of tyramine (42).

Ingestion of foods rich in tyramine by individuals
under MAOI treatment results in a dangerous illness
known as “cheese reaction.” Such a name was given since
most of the cases involved cheese. However, it is not the
only type of food incriminated, since cases have also been
reported with yeast extracts (marmite), pickled herring,
dry sausage, alcoholic beverages, broad beans, chicken
liver, beer, among others (60, 68, 87, 113). Cheese reac-
tion consists in a hypertensive crisis, usually accompanied
by severe headache. The attacks last from 10 minutes to 6
hours, during which hypertension and headache fluctuate.
There can be visual alterations, nausea, vomit, muscle
contraction, mental confusion, or excitation. Neck stiff-
ness and photophobia can occur. Chest pain simulating
angina pectoria, acute heart failure, pulmonary edema,
neuronal sequel, and cerebral hemorrhage have also been
described. Fatal incidents have been reported in the liter-
ature (60, 61, 87, 113, 158).

MAOI drugs have been widely used due to their effi-
cacy in the treatment of malaria, tuberculosis, depression,
atypical depression, social phobia, panic and anxiety syn-
dromes, bulimia, Parkinson’s and Alzheimer’s (60, 94,
139). They include antidepressants, antihypertensive,
antimicrobial, and antineoplastic drugs, among them isoni-
azid, tranylcypromine, isocarboxazid, pargyline,
phenelzine, procarbazine, furazolidone, moclobemide, and
ipronazide (87, 113, 115, 165). In order to prevent hyper-
tensive attacks when prescribing these drugs, it is necessary
to warn patients to avoid foods containing tyramine (42, 60,
139, 165). Foods that require absolute restriction on an
MAOI regimen include aged cheese, smoked or pickled
fish, cured or spoiled meat, yeast extract, marmite, sauer-
kraut, and broad beans. Foods that should be avoided unless
tyramine contents are known are red wine, meat extracts,
soy sauce, dry sausage, and draft beer (60, 64, 115).
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In man, 20–80 mg of tyramine injected intravenously
or subcutaneously causes a marked elevation of blood
pressure. In individuals on MAOI, as little as 6 mg taken
orally within a 4 h period can be deleterious (139, 176).

Tryptamine has pharmacological action similar to tyra-
mine. High levels of tryptamine can exert direct effect on
smooth muscles, cause headache, and increase blood pres-
sure by constriction of the vascular system (87, 139, 165).

Phenylethylamine, like tyramine, causes an increase in
blood pressure by liberating noradrenaline from tissue
stores. Phenylethylamine may be the precipitant of migraine
headache (87, 139, 165). Levels of 3 mg of phenylethy-
lamine cause migraine headaches in susceptible individuals.
Migraine has been observed about 12 h after ingestion of
chocolate which contained phenylethylamine. Chocolate
has also been implicated in a well-documented hypertensive
attack in a patient taking the MAOI pargyline (139).

Even though putrescine and cadaverine have less
pharmacological activity than the aromatic amines, after
ingestion of very large amounts of these compounds, toxic
effects can be observed. Intoxication symptoms reported
are hypotension, bradycardia, dyspnea, lockjaw, and pare-
sis of the extremities. However, the most important con-
sequence of these compounds in food is probably the
potentiation effect of the toxicity of other amines (66, 87).

Serotonin has been widely discussed as a possible
cause of migraine headache, but the evidence is not clear.
High levels in foods have been responsible for intestinal
discomfort and fibrosis of the myocardium. Serotonin is a
powerful vasoconstrictor and vasopressor when 1 mg is
injected, but an oral dose of 20 mg has no effect. Although
there are no definite reports of intoxication due to sero-
tonin, elevated levels of its metabolites are biochemical
signals of pheochromocytoma and malignant carcinoid.
Therefore, plant products rich in serotonin like banana,
pineapple, fig, walnut, and tomato should be excluded
from the diet before attempting to diagnose carcinoid
tumor (139, 165).

High spermine levels can cause kidney toxicity, and
can affect blood coagulation and pressure, heart beat, and
respiration (108).

Due to the diversity of the roles of polyamines in cellu-
lar metabolism and growth, rapidly growing tissues require
very large amounts of polyamines. Accordingly, the impor-
tance of putrescine, spermine, and spermidine in tumor
growth is widely recognized, and the inhibition of
polyamine biosynthesis in tumor-bearing individuals is a
major target of cancer therapy research (9, 11, 137). The
capacity of tumor cells to synthesize polyamines by the
decarboxylation of ornithine is higher than that of non-
transformed tissues (10). Polyamines also have an effect on
the non-specific immune system specialized in tumor
killing, on the plasma concentration of interleukin-1 and 
-6, and on the tumor necrosis factor concentration (54).
Polyamines absorbed from exogenous sources, mainly

food, and the gastrointestinal tract, also play an important
role in tumor growth (10).

In order to stop the formation of polyamines, the
enzyme ODC can be inhibited. Although DFMO is an
efficient and irreversible blocker of ODC, it does not com-
pletely stop growth as polyamines are also formed by
alternative routes. A polyamine deprivation regimen in
combination with polyamine oxidase and antibiotics suit-
able for the partial decontamination of the gastrointestinal
tract, have been shown to reduce growth of tumor and to
enhance the efficacy of chemotherapy (10, 54, 137).

Some amines can be nitrosated, or act as precursors for
compounds capable of forming nitrosamines, some of which
are carcinogenic to several species of animals. Putrescine and
cadaverine, upon heating, can be converted to pyrrolidine
and piperidine, respectively, from which N-nitrosopyrroli-
dine and N-nitrosopiperidine are formed upon heating and
reaction with nitrite or nitric oxide (158). Spermidine, sper-
mine, and agmatine can also react with nitrite to form
nitrosamines in foods or in vivo in the gastrointestinal tract
over a wide range of biological and environmental conditions
(68, 74). A reaction product of tyramine and nitrite, 3-diazo-
tyramine, induced oral cavity cancer in rats (47).

The determination of the exact toxicity threshold of
amines is extremely difficult. The toxic dose is dependent
on the efficiency of the detoxification mechanism of dif-
ferent individuals. Upper limits of 10 mg of histamine, 10
mg of tyramine, and 3 mg of 2-phenylethylamine in 100 g
of foods have been suggested (74). In the case of alcoholic
beverages the proposed limits are 2 to 8 mg of histamine
and 8 mg tyramine per liter. However, ingestion of foods
containing 6 mg of tyramine can cause migraine and 10 to
25 mg can cause hypertensive crisis in individuals taking
MAOI drugs (35, 60).

Til et al. (186) investigated the acute and subacute
toxicity of five amines in Wistar rats. The approximate
LD50 values observed were as follows. Tyramine and
cadaverine showed the lowest acute toxicity of more than
2000 mg/kg body weight. The approximate LD50 of
putrescine was 2000 mg/kg, while spermidine and sper-
mine showed the highest acute toxicity, namely 600
mg/kg body weight. The no-observed-adverse-effect level
(NOAEL) was 2000 ppm (180 mg/kg body weight/day)
for tyramine, cadaverine, and putrescine, 1000 ppm 
(83 mg/kg body weight/day) for spermidine, and 200 ppm
(19 mg/kg body weight/day) for spermine.

VI. OCCURRENCE OF AMINES IN FOODS

Bioactive amines are inherent to living organisms and,
therefore, are present in plants, meat, and dairy products.
The amount and type of amines in foods depend on the
nature and origin of the commodity. However, they can
change during production, processing, fermentation, and
storage. It can also be affected by hygienic conditions.
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Amines are resistant to heat treatment employed in food
processing. Based on these findings, amines have been
considered good indicators of the freshness, spoilage, and
of the degree of quality of fresh and processed food prod-
ucts, reflecting the quality of the raw material used and of
hygienic conditions prevalent during processing.

It is evident that all types of food, whether originated
from plants or animals, contain putrescine, spermine, and
spermidine. In addition to these most common com-
pounds, other amines may also occur naturally. During
fermentation or spoilage, spermine content can decrease,
because it can be used as a nitrogen source by some
microorganisms. There is also formation and accumula-
tion of different types of biogenic amines.

Much still remains unknown about the concentration
of amines in food products. Most data available relate to
specific amines, mainly histamine and tyramine in fish,
cheese, meat, and alcoholic beverages. Comprehensive
studies on the levels of all amines are useful from the tox-
icological, sensorial, and technological points of view.
Recent work has focused on the role of polyamines in
plant physiology and also on animal health and growth.
However, bioactive amines is obviously an area deserving
further detailed investigation.

A. FRUITS AND VEGETABLES

The polyamines spermidine and spermine occur ubiqui-
tously in the plant kingdom, together with their diamine
precursor putrescine. Polyamines are required for normal
development and can be used as organic nitrogen sources.
Work on higher plants suggests that polyamines play a crit-
ical role in several processes, among them, root growth,
somatic embryogenesis, control of intracellular pH, flower
and fruit development, and response to abiotic stress, such
as potassium deficiency, osmotic shock, drought, and
pathogen infection. They are also important in the synthe-
sis of secondary metabolites of biological interest, for
example, nicotine and alkaloids (59, 129, 168, 202).

A relation has been found between the synthesis of
polyamines and the inhibition of ethylene biosynthesis.
This has been interpreted as a result of metabolic compe-
tition by the same precursor, i.e., S-adenosylmethionine.
Furthermore, polyamines can scavenge free radicals
involved in the conversion of 1-aminocyclopropane-1-car-
boxylic acid to ethylene. Therefore, exogenous applica-
tion of polyamines to delay fruit ripening has been
proposed and used with promising results (55, 95).

Polyamines are associated with cell walls and cell
membranes. They modulate pectinesterase and bind to
pectin, delaying fruit softening and senescence (93, 99).
The firming effect of the polyamines is similar to that of
calcium chloride, and may be due to its ability to bind to
cell walls and membranes, stabilizing them, or by making
cell walls less accessible to wall-softening enzymes 

(93, 135). Another hypothesis is that polyamines inhibit
the action of enzymes involved in softening or wall degra-
dation. For instance, Kramer et al. (93) found polyamines
to have inhibitory effect on polygalacturonase extracted
from apples that had been inoculated with fungus.
Exogenous application of polyamines to microsomal
membranes resulted in a reduction in fluidity at the mem-
brane surface through association of the polyamines with
membrane lipid. Polyamines can also delay membrane
deterioration by interaction with anionic components of
the membrane and stabilizing the bilayer surface. The rad-
ical scavenging properties of polyamines have also been
suggested to be involved in protecting membranes from
lipid peroxidation and other oxidative stresses (70).

In higher plants, polyamines occur in the free form,
electrostatically bound to negatively charged molecules or
conjugated to small molecules, such as cinnamic acids, e.g.,
p-coumaric, ferulic, and caffeic acids, resulting in hydrox-
ycinnamic acid amides (HACCs). These compounds have
been implicated in a variety of plant growth and develop-
mental processes. More recently, HACCs have begun to
attract renewed attention with several studies suggesting an
important role in plant responses to pathogens (202).

Besides the polyamines spermidine, spermine, and
putrescine, other amines are also naturally present in fruits
and vegetables, among them phenylethylamine, serotonin,
tryptamine, histamine, cadaverine, agmatine, adrenaline,
noradrenaline, octopamine, synephrine, agmatine, and
aliphatic amines. Some amines may have a protective role
in deterring predators. Serotonin is one of the active prin-
ciples that occurs in the stinging hairs of Mucuna pruriens,
Girardinia heterophylla, and Urtica spp. (167). Histamine
occurs in stings of Jatropha urens and Urtica dioica (166).
Some amine conjugates are important as antifungal and
antiviral agents. Some aliphatic amines simulate the smell
of rotting meat, thereby attracting pollinating insects (165,
167). Some amines are quite important as precursors of
compounds of biological significance. For instance, the
plant hormones indol-3-yl-acetic acid (IAA) and pheny-
lacetic acid are derived from tryptamine and phenylethy-
lamine, respectively. The tryptamines are also precursors
of the tricyclic beta-carboline alkaloids formed by conden-
sation with one or two carbon moiety (42, 167).

Aliphatic volatile amines are widespread in food
plants. In the late 1960s and early 1970s several studies
were conducted to identify these compounds. Dimethy-
lamine, ethylamine, propylamine, isopropylamine, and
butylamine were found in most of the products analyzed,
among them apple, banana, potato, cocoa, coffee, oat,
soybean, and tea. Other amines detected included hexy-
lamine in apple, isoamylamine in banana and cocoa, eth-
ylmethylamine in coffee, trimethylamine in cocoa and tea,
and triethylamine in cocoa (108, 165).

The occurrence of bioactive amines in different fruits
and vegetables is indicated in Table 13.5. Tyramine has been
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TABLE 13.5
Occurrence of Amines in Fruits and Vegetables

Common Name Amine Present Reference

Almond PHM 165
Apple DM, E, P, B, HX, IP, PUT, SPD 11, 165
Apricot SRT 42
Avocado TYM, DOP, SRT 40, 139, 165, 188
Banana DM, E, IB, IA, PR, TYM, DOP, NADR, SRT, OCT, TRM, HIM, PHM, SRT, PUT, SPD 2, 40, 42, 159, 165, 188, 210
Barley DM, E, IB, IA, TYM, HOR, TRM, SRT, GRA 165, 167
Bean (sprout) SPD, SPN, PUT, CAD, HIM 172
Bean (red, kidney) PUT, SPD, SPN 11
Beet (leaf) DOP, HIM, PHM 125, 165
Bell pepper OCT 210
Broccoli SPD, SPN, AGM, PUT 172
Cabbage PHM, PUT, SPD, SPN 11, 125
Cabbage, Chinese SPD, SPN, PUT, HIM, TYM 163
Cabbage, red PHM 125
Calamondin SYN 165
Capers SPD, AGM, PUT 172
Carrots PHM, PUT, SPD, SPN 11, 125
Cassava SPD, PUT 172
Cauliflower SPD, SPN, AGM, PUT, PHM 11, 125, 172
Cherry SRT 42
Citrange TYM, SYN 165
Cocoa DM, TM, E, TE, B, IB, IA, TYM, TRM, SRT, PHM 42, 86, 165
Coffee DM, EM, E, P, IB, SRT 38, 165
Collard greens SPD, SPN, AGM, PUT 199
Cucumber PUT, SPD, SPN 11
Date SRT 165
Eggplant TYM, TRM, SRT, SPD, SPN, PUT, HIM 42, 141, 159, 188
Elderberry TYM 210
Endive SPD, SPN, PUT, TYM 163
Fig SRT 165
Grapefruit PUT 11
Green beans PUT, SPD, SPN 11
Green gram (seed) TYM 165
Green onion SPD, SPN, AGM, PUT, TYM 172
Hearts of palm SPD, SPN, PUT 172
Hop HIM, GRA, HOR 165
“Jilo” SPD, SPN, AGM, PUT, HIM, TYM 172
Kale PHM 125
Lemon TYM, SYN, OCT 42, 165
Lettuce PUT, SPD 11
Lettuce, American SPD, PUT, AGM 39
Lettuce, iceberg SPD, SPN, PUT, TYM 163
Maize TYM, HIM, PHM 165
Mandarin OCT, SYN 42
Millet (seed) TYM, HOR 165
Oat DM, E, P, IP, B, IB, A 165
Onion PUT, SPD, SPN 11
Orange TYM, OCT, SYN, NADR, TRM, OCT, PUT, SPD 11, 40, 42
Parsley SPD, SPN, PUT, TYM 172
Passion fruit SRT 165
Papaya SRT 165
Peach SRT 42
Pears PUT, SPD, SPN 11
Peas PUT, SPD, SPN 11
Pineapple TYM, SRT 42, 165

(continued)



detected in cabbage, lettuce, chicory, radish, tomato, potato,
green onion, spinach, eggplant, elderberry, avocado, banana,
plum, grapes, raspberry, pineapple, orange, lemon, and tan-
gerine (40, 115, 188). Other phenolic amines such as
octopamine and synephrine occur in citrus. Octopamine was
also found in banana (165). Histamine has been found in
cabbage, eggplant, tomato, beet, and spinach. Tryptamine
was reported in tomato, eggplant, barley, orange, plum, and
watermelon (59, 164, 188). Cadaverine is naturally found
only in plants of the Leguminosae family (168, 172).
Phenylethylamine was detected in beet, cabbage, cauli-
flower, rhubarb, carrots, radish, maize, and banana (165).
Serotonin has been most frequently reported in banana,
plantain, pineapple, plum, peach, avocado, tomato, apricot,
eggplant, coffee, and walnut (40, 59, 188, 197). Due to the
specific occurrence of bioactive amines in the plant king-
dom, they have been used as a tool for taxonomic studies.
However, some of them can also be formed by decarboxy-
lases from contaminant microorganisms (59, 168, 172).

Most of the studies on polyamines in fruits and veg-
etables were performed recently, in the last decade. It is
well known that spermidine is the prevalent amine fol-
lowed by putrescine. Most fruits and vegetables contain
only small amounts of polyamines; however soybean and
chicory were found to contain the largest amounts (130).

As indicated in Table 13.6, very few studies investi-
gated several amines simultaneously in fruits and vegeta-
bles. Therefore, information is still lacking on the levels
of amines and on the influence of many factors including

plant species and variety, type of tissue, conditions of
growth, stage of development, degree of ripening, pro-
cessing, and storage conditions (164, 188).

The tyramine content of fruits is generally low.
Raspberries contain the highest reported levels, averaging
4.8 mg/100 g. Similar levels have been found in ripe
banana pulp. Red plum, orange, and avocado contain
between 0.6 and 2.3 mg/100 g, but most fruits contain 
0.1 mg/100 g or less (42). With a few exceptions, fruits and
vegetables contain very low levels of histamine. Histamine
concentration in fresh tomatoes and maize is less than 
0.4 mg/100 g, while levels in spinach and eggplant vary
from 3 to 6 mg/100 g. Baking reduced histamine content
in spinach and eggplant. Fresh fruits and vegetables gener-
ally contain less than 1 mg of phenylethylamine per 100 g.
The highest level (4 mg/100 g) was found in swede. It was
also reported in grapes (42, 125). The tryptamine content
of plants has been reported to be less than 0.5 mg/100 g in
several fruits and vegetables (42). Synephrine is most
prevalent in citrus fruits. The juices of tangerines and
Cleopatra mandarins contain 13 and 28 mg/100 mL,
respectively, while orange and lemon juice contain 1.9
mg/100 g (42, 210). Generally, low quantities of
octopamine have been detected in orange, lemon, tanger-
ine (0.1 mg/100 g), mandarin (0.2 mg/100 g), and banana,
with similar levels reported in their juices. Octopamine has
been reported in bell pepper at levels of 23.4 mg/100 g
(210). Serotonin has been detected in some fruits at levels
of 0.1 to 0.2 mg/100 g in papaya, 0.1 to 0.4 mg/100 g in
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TABLE 13.5 (Continued)

Common Name Amine Present Reference

Potato TYM, TRM, DOP, NADR, DE, P, IB, PUT, SPD, SPN 11, 42, 165, 188
Plantain SRT 113
Plum TYM, NADR, TRM, SRT 40, 42, 165, 188
Purslane DOP, NADR 165
Radicchio SPD, SPN, PUT, TYM 163
Radish PHM, PUT, SPD, SPN 11, 125
Raspberry TYM 40, 165
Rhubarb PHM 125
Rice PUT, SPD, SPN 10
Soybean DM, EM, E, P, IB, PUT, SPD, SPN 11, 165
Spinach SPD, PHM, AGM, PUT, HIM, TYM, DOP 125, 159, 165, 172, 188
Swede PHM 125
Tangerine TYM, HOR, OCT, SYN 42, 165, 210
Taro TYM 165
Tea PHM, DM, TM, E, P, IB, IA 165
Temple TYM, OCT, SYN 165
Tomato TYM, TRM, SRT, HIM, SPD, PUT, HIM 11, 42, 159, 165, 167, 172, 188
Walnut SRT, TYM 165, 210
Watermelon TRM 165

A=amylamine, ADR=adrenaline, AGM=agmatine, B=butylamine, CAD=cadaverine, DE=diethylamine, DM=dimethylamine, DOP=dopamine, E=eth-
ylamine, EM=ethylmethylamine, GRA=gramine, HIM=histamine, HOR=hordenine, HX=hexilamine, IA=isoamylamine, IB=isobutylamine, IP=iso-
propylamine, NADR=noradrenaline, OCT=octopamine, P=propylamine, PHM=phenylethylamine, PR=propanolamine, PUT=putrescine,
SPD=spermidine, SPN=spermine, SRT=serotonin, SYN=synephrine, TE=triethylamine, TM=trimethylamine, TRM=triptamine, TYM=tyramine.
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passion fruit, 1.0–1.2 mg/100 g in avocado and fig, 1.2 to
7.8 mg/100 g in pineapple and banana. The serotonin con-
tent in plantain is substantially higher. Banana peel con-
tains higher serotonin levels than the pulp (3, 165, 188).
Serotonin has also been detected in green and roasted cof-
fee. Green beans of Coffea arabica L. cv red catuaí con-
tained 0.94 mg/100 g of serotonin, while American 
(300 °C/6 min) and French (300 °C/12 min) roasted beans
contained 0.16 and 0.29 mg/100 g, respectively (38).

Spermidine levels are high in tissues undergoing
growth and in seeds, which are responsible for the preser-
vation of the specie (59, 168, 172). Studies by Starling
(172) corroborated this distribution pattern of spermidine in
vegetables of the Solanaceae family. Moreover, this inves-
tigator detected higher histamine levels in the peel of these
vegetables, which reinforces their role as plants protectors.

Studies on the influence of polyamines during devel-
opment of fruits such as avocado, mandarin, apple,
tomato, pear, pepper, litchi, and olive, revealed peak lev-
els of putrescine and spermidine and rapid cell prolifera-
tion during early stages of growth and, then, decreasing
values as the fruits grow and become ripe (129, 141, 155,
187). However, different results were observed during
eggplant development and ripening (141). The serotonin
content in bananas is affected by the degree of ripening.
As the fruit ripens, serotonin in the peel increases steadily
while in the pulp it increases and then decreases (188,
197). However, the levels of serotonin and putrescine
decreased as the fruit changed from ripe to over-ripe (3).

Changes in bioactive amine levels and profiles at pre-
harvest stage have been reported in response to various
kinds of stress, including those from water (39, 204), min-
eral deficiency (13, 168), acid, herbicide, ozone-caused
damages (41), osmotic shock, temperature or altitude varia-
tion (165), and chilling injury (129, 203). These reports have
demonstrated that most of the stress conditions resulted in
an increase of polyamine levels, particularly putrescine.

In a variety of fruits and vegetables, chilling injury is
manifested by significant increases in polyamine levels.
Putrescine accumulated in different products exposed to
chilling temperature, among them lemon (116, 190), broc-
coli (129), grapefruit, pepper (116), and zucchini squash
(92, 156, 203). Chilling injury caused a decrease of sper-
midine and spermine levels in zucchini squash (92, 156),
but an increase of spermidine in peaches (191).
Pretreatment of zucchini squash with CO2 alleviated chill-
ing injury and caused a smaller increase in putrescine
(156). Infiltration of zucchini squash with spermidine
prior to storage at 2.5 °C was efficient in reducing chilling
injury (92). Acording to Serrano et al. (156) polyamines
can prevent chilling injury by protecting membrane lipids
from peroxidation.

Many researchers studied the relationship between
food freshness and amine levels. In this respect, bioactive
amines may be indicators of the freshness and quality of

fruits and vegetables. During storage at 5 °C for 6 days,
total amine content increased in Chinese cabbage from 2.0
to 3.4 mg/100 g, in chicory from 1.5 to 2.1 mg/100 g, in ice-
berg lettuce from 1.4 to 2.4 mg/100 g, and in radishes from
1.9 to 2.6 mg/100 g fresh weight. Among the amines
detected, only putrescine concentration markedly and con-
tinuously increased during storage. Putrescine levels
increased 3- to 8-fold depending on the type of vegetable.
Spermidine and tyramine contents varied randomly and
probably resulted from endogenous plant cell metabolism.
The total bacterial numbers reached a maximum of 4 � 107

CFU/g at the end of storage, with Enterobacteriaceae rep-
resenting ca 90 to 99% of the total microbial population. A
relationship was established between Enterobacteriaceae
population and putrescine concentration (164). Storage
temperature affected markedly putrescine and spermidine
contents of broccoli buds packed in polyethylene pouches.
Spermidine levels decreased with storage time; however, at
2 °C the rate was slower compared to 23 °C. At 2 °C there
was a significant increase in putrescine levels, whereas at
23 °C the levels decreased (129).

There is evidence that direct application of
polyamines can have beneficial effects on the shelf life of
fruits. During controlled atmosphere storage of apples,
reduced rates of softening correlated with increased levels
of endogenous polyamines (93). Pressure infiltration of
polyamines caused an immediate increase in apple firm-
ness and a decrease in softening rate at 0 °C. In addition,
vacuum infiltration of polyamines in tomatoes resulted in
firmer fruits than water-infiltrated ones (135).

The exogenous application of putrescine was shown to
increase fruit firmness and to retard softening during stor-
age (135, 205). However, vacuum-infiltrated spermine and
spermidine (10 mM or 100 mM) significantly increased
firmness of strawberry slices, whereas putrescine was not
as effective. The greater ability of spermidine and spermine
to bind isolated polysaccharides may explain why
putrescine was less effective at increasing firmness of
strawberry slices than spermidine and spermine at the same
concentrations (93, 135).

Processed vegetables usually contain higher biogenic
amine levels compared to the fresh product (90). During
processing, the incorporation of ingredients can alter amine
profile and levels. Furthermore, microorganisms with
amino acid decarboxylase activity can be introduced either
by addition of starter cultures or by contamination (74).
Cocoa beans contain relatively low quantities of
phenylethylamine and tyramine. During fermentation there
was an increase in the levels of these amines, while roast-
ing increased phenylethylamine levels substantially (42,
86). During coffee roasting there was a significant change
in amine profile with total loss of putrescine and spermine,
and decrease of spermidine and serotonin levels (38).

During germination of legume grains, protein is syn-
thesized rapidly and increased levels of polyamines are
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expected. Furthermore, there is development of biogenic
amines due to physiological changes in the tissues during
sprouting and/or the activity of bacterial decarboxylase
enzymes. The warm and moist environment is conducive to
the rapid proliferation of microorganisms including
Enterobacteriaceae and Pseudomonas spp., known to pro-
duce amino acid decarboxylases. During germination of
Phaseolus mungo, putrescine content sharply increased,
spermine levels decreased, and spermidine fluctuated,
resulting in an overall increase in polyamines. The increase
of putrescine levels was also observed in the germination of
pea and maize, in bean and soybean seedlings, and in lentil
sprouts (157, 162).

B. FERMENTED BEVERAGES

Bioactive amines are among the major factors determining
the quality of fermented beverages such as wine and beer
(151). High amine levels can make the product unfit for
consumption due to toxicological aspects. Furthermore,
amines can also be significant in terms of aroma and flavor.
In general, a weakening of the flavor impression is attrib-
uted to amines, whereby an unpleasant, bitter aftertaste has
been noted and described as off-taste in wine and mousy in
beer (45). Although tyramine and histamine are the major
amines investigated in fermented products, several different
amines have been detected. The types and concentrations of
amines in fermented beverages vary widely (Table 13.7).

The origin of bioactive amines in wines is still a matter
of controversy. Some amines are normal constituents of
grapes with amounts varying with variety, soil type and
composition, fertilization and climatic conditions during
growth, and degree of maturation. Putrescine and spermi-
dine are usually abundant in grapes, whereas agmatine,
cadaverine, spermine, histamine, tyramine, and phenylethy-
lamine have been found in small amounts (69, 73, 131, 151,
198). Lower amine levels in grapes were observed to be
formed in cooler and rainier seasons (151). The degree of
maturity of grapes is important since nitrogen content in the
pulp is two to five times higher in ripened grapes (216).

Several amines can be formed and accumulate during
wine making, among them putrescine, tyramine, histamine,
and phenylethylamine, while spermidine levels decrease
(73, 151). Reports are contradictory on the origin of bio-
genic amine during wine making. According to Vidal-
Carou et al. (198), there was a slight formation of tyramine
and no histamine formation during alcoholic fermentation
of Spanish wines. On the contrary, Buteau et al. (25) found
histamine production during alcoholic fermentation.
However, in these studies there was no control of the micro-
bial population present in the must; therefore, the formation
of amines could not be attributed solely to the yeast.

Most researchers attribute the formation of biogenic
amines, especially tyramine and histamine, to the action of
bacteria involved in malolactic fermentation (25, 170, 198).

The rates of formation and the levels of amines accumu-
lated vary widely according to the type of microorganisms
and vinification practices. One evidence of amine forma-
tion during malolactic fermentation was reported by
Soufleros et al. (170). During malolactic fermentation car-
ried out by indigenous lactic acid bacteria, amino acid con-
centrations decreased significantly while biogenic amines
increased. Another evidence was the negative correlation
with malic and citric acids content (146). Delfini (44) com-
pared the ability of several strains of Leuconostoc spp.,
Lactobacillus spp., and Pediococcus spp. to produce hista-
mine, and observed that Pediococcus damnosus (P. cere-
visiae) could produce significant amounts of histamine
while Leuconostoc oenos (O. oeni) strains were poor pro-
ducers of biogenic amines. Lafon-Lafoucade (96) sug-
gested that histamine build-up occurred mainly as a result
of bacteria growth in poor media. Lonvaud-Funel & Joyeux
(105) showed that histamine production by O. oeni was
stimulated in media without glucose or malic acid and
depended particularly on the histidine concentration. Under
those conditions, histidine decarboxylation contributed an
additional energy source for the bacteria as already demon-
strated for other microorganisms (120). Moreno-Arribas 
et al. (122) isolated Lactobacillus brevis and L. hilgardii
capable of tyramine and phenylethylamine formation from
wines containing high amine levels. They observed that the
factors affecting tyramine formation were tyrosine levels in
the must and also the presence of sugars, mainly glucose.
However, malolatic fermentation does not necessarily
result in the formation of biogenic amines (198).

Biogenic amines can also be formed in wine by the
action of contaminant microorganisms, e.g., enteric bacte-
ria. In this case, formation of amines has been related to
the lack of hygiene during wine making. Based on this
assumption, histamine alone or together with other
amines can be an indicator of the quality of raw materials
employed or unsanitary conditions prevailing during wine
production (25, 170, 198).

Other factors during the vinification process can
affect amine formation, among them must treatment,
length of fermentation in the presence of pulp and skin,
alcohol content, sulfur dioxide concentration, added nutri-
ents, pH, temperature, use of proteolytic enzymes, length
of maturation or aging step, and quantity and type of fin-
ings and clarification agents (6, 25, 69, 73, 98, 102, 151,
169, 171, 194, 198, 216).

According to Battaglia and Frolich (14), concentra-
tions of 5 mg/L of histamine may provoke headache after
the consumption of 0.5 L of wine. Therefore, the content
of bioactive amines in wines may be regulated in the future
following the implemented regulations by FDA for fish
(56). Moreover, some countries have established limits for
histamine in wines. Switzerland recommends 10 mg/L as
maximum level, Germany 2 mg/L, Belgium 5 mg/L, and
France 8 mg/L (97).
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The types and levels of amines detected in beers are
indicated in Table 13.7. Agmatine and putrescine were
often detected in beer, being the prevalent amines.
Spermidine, spermine, cadaverine, histamine, tryptamine,
and phenylethylamine occurred sporadically (68, 83).
Kriek and spontaneous fermentation beers showed the
highest histamine and tyramine levels (83). Amine levels
in beers varied widely, being affected mainly by raw
materials, brewing techniques, and microbial contamina-
tion during brewing (45, 85, 215).

Some amines at low levels are normal constituents of
the raw materials for beer production, such as putrescine,
agmatine, and spermidine. Malt can contribute significantly
to amine contents in wort and beer. High levels of
putrescine, agmatine, spermine, and spermidine and low
levels of histamine, phenylethylamine, tryptamine, and
cadaverine are usually found in malt. Tyramine, putrescine,
spermine, spermidine, and agmatine have been detected in
barley. Relatively high levels of tyramine, phenylethy-
lamine, putrescine, spermine, spermidine, and agmatine
have been detected in hops; however, its contribution to
amine levels in the beer is not significant since the amount
used is very small. The use of judicious choice of adjuncts
(corn syrup, corn, wheat, barley, or rice) could result in
lower amine levels. Rice was observed to be useful in

reducing biogenic amines levels in worts and beers 
(68, 84, 89, 166, 215).

During beer production and storage several amines can
be formed and accumulate. The formation of amines during
brewing occurs principally during main fermentation (89).
High amine production has also been observed during malt-
ing (84). During mashing and wort boiling, some amines
such as tyramine and agmatine can accumulate. Their for-
mation is attributed to thermal amino acid decarboxylation
and possibly to enzymatic activity in the malt (45, 84).
Acidified compared to original wort showed increased
amine levels (45). During fermentation, Saccharomyces
uvarum, a top or ale yeast, and Saccharomyces cereviase
var. uvarum, a bottom or lager yeast, did not produce hista-
mine or tyramine (85, 215). Saccharomyces cereviase var.
uvarum recycling with phosphoric acid treatment did not
influence biogenic amine formation (82).

During fermentation, wort contamination by amino
acid decarboxylase bacteria such as lactic acid bacteria,
might occur, leading to the formation of biogenic amines,
mainly histamine, tyramine, tryptamine, phenylethy-
lamine, and cadaverine (45, 83, 215). Therefore, biogenic
amines could be associated with hygienic conditions dur-
ing brewing (32, 45, 68, 82, 215). Lactobacillus brevis was
responsible for tyramine and putrescine production in wort
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TABLE 13.7
Types and Levels of Bioactive Amine in Wines and Beers

Range of Amine Levels (mg/L)1

(number of samples) SPD SPN AGM PUT CAD HIM TYM TRM PHM

WINE
Pinot noir (36) nd–2.35 nd–2.38 nd–8.37 2.43–203 nd–2.07 nd–23.98 nd–8.31 nd–5.51 nd–0.89
Cabernet

Sauvignon (53) nd–4.03 nd–1.17 nd–1.61 3.15–23.6 nd–1.51 nd–10.10 nd–7.53 nd nd–1.37
Cabernet Franc (30) 0.07–0.30 nd nd 0.77–1.43 nd nd–1.37 0.30–0.83 nd 0.17–0.50
Merlot (30) 0.03–0.23 nd nd 0.97–1.10 nd 0.07–1.67 0.33–0.50 nd 0.20–1.13
Bordeaux (25) — — — 4.03 0.88 4.91 7.31 — —
Canadian

Red wines (26) — — — 2.19 0.32 3.66 4.27 — —
White wines (12) — — — 1.25 nd 1.86 nd — —
Porto wines (17) — — — 3.33 0.23 3.48 2.17 — —

BEER
Lager (46) nd–6.00 nd–1.41 2.10–46.8 0.85–9.80 0.15–2.60 nd–0.90 0.30–3.10 nd–0.80 nd–0.70
Ale (18) — — 1.10–15.7 2.60–9.70 nd–4.20 0.50–2.00 1.90–17.4 — —
Stout (10) 0.31–1.38 nd–2.05 2.80–16.8 1.99–5.84 0.30–1.37 nd–0.85 0.48–36.8 nd–10.1 nd–0.69
Ice (5) 0.60–0.80 nd–0.30 3.20–4.00 3.90–4.50 0.10–0.20 nd 0.70–1.40 nd nd
Bock (23) 0.25–2.10 nd–1.73 4.80–35.1 1.55–6.30 0.15–1.72 nd–1.46 0.81–5.05 nd–3.50 nd–1.72
Non-alcoholic (7) 1.35–2.30 nd–1.20 6.35–8.59 2.30–4.95 nd–0.50 nd–0.62 0.60–3.30 nd–1.41 nd–0.32
Kriek (9) — — 1.10–3.40 3.50–5.10 1.90–15.2 1.60–14.0 6.70–36.4 — —
Spontaneous

fermentation (12) — — 1.00–18.8 2.80–15.2 0.40–39.9 nd–21.6 0.8–67.6 — —

1 nd=not detected; —=not determined. SPD=spermidine, SPN=spermine, AGM=agmatine, PUT=putrescine, CAD=cadaverine, HIM=histamine,
TYM=tyramine, TRM=tryptamine, PHM=phenylethylamine.

Source: Refs. 68, 69, 83, 171, and 216.
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fermented with a top-fermenting yeast (215). Pediococcus
spp. produced tyramine during beer fermentation and the
amount produced depended on the contaminants counts
(84). Experiments with beer spoilage microorganisms
showed that Lactobacillus frigidus, L. brevissimilis, L. bre-
vis, and L. casei produced higher amine levels compared to
L. plantarum, L. lindneri, and Pediococcus damnosus.
Moreover, commercial samples with lactobacillus contam-
ination, had higher levels and different amine profiles (45).
Wort contamination with Enterobacter agglomerans,
E. cloacae, E. intermedium, and Serratia marcescens pro-
duced increased levels of putrescine and cadaverine. Wort
contaminated with Serratia marcescens incubated at 27 °C
produced higher amine levels compared to 6 °C (65).
Therefore, biogenic amines could be used as indicators of
microbial contamination.

C. MILK AND DAIRY PRODUCTS

The types and levels of bioactive amines found in milk
and dairy products are indicated in Table 13.8. In general,
amine content in milk and dairy products is quite low,

except for cheeses which can contain very high levels.
Polyamines are naturally present in cow’s milk. Spermine
is the prevalent amine (34%), followed by putrescine
(17%), spermidine (15%), and agmatine (3%) (11, 150).
Serotonin and phenylethylamine were also detected in
fresh milk corresponding to 16 and 15% of total amine
levels, respectively (150). In reconstituted powdered milk
(149), UHT milk (4), and yogurt (128) the amine profile
changed, keeping similar total levels. There was loss of
spermine and putrescine. Cadaverine, which is not inher-
ent to milk, was also detected. Its presence could be cor-
related with Enterobacteriaceae counts, suggesting
contamination of the product during processing (112).

A variety of amines has been found in different types
of cheese (Table 13.8). In general, spermine and spermi-
dine are present at low levels. The levels of other types of
amines vary widely, depending on the cheese, ripening
time or aging, and type of microorganisms present.
However, high histamine and tyramine levels have been
reported in several types of cheese (81, 173, 189).

Cheeses represent an ideal environment for biogenic
amine production. Whether or not amines accumulate and
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TABLE 13.8
Types and Levels of Bioactive Amines in Milk and Dairy Products

Range of Amine Levels (mg/100 g)1

Product SPD SPN AGM PUT CAD HIM TYM TRM PHM SRT

MILK2

Fresh 0.01–0.16 0.13–0.26 nd–0.03 nd–0.21 nd nd nd nd 0.04–0.17 nd–0.28
Powdered 0.21–0.29 0.07–0.10 0.59–0.64 nd 0.03–0.04 nd nd nd nd nd
UHT 0.05–0.13 0.07–0.15 nd 0.04–0.08 0.02–0.08 nd nd nd nd nd–0.39

YOGURT2 nd–0.04 nd–0.02 nd–0.04 nd nd–0.03 nd nd nd nd —

CHEESE
Blue cheese — — — 9.6–23.7 42.3–227 nd–409 2.2–166 nd–110 — —
Camembert — — — nd–60.5 nd–118 nd–48.0 2.30–200 nd–6.00 nd —
Cheddar — — — nd–99.6 nd–40.8 nd–154 nd–153 nd–30 — —
Feta — — — 0.16–19.3 0.03–8.28 nd–8.46 nd–24.6 0.22–0.57 0.08–0.70 —
Gorgonzola 0.13–3.23 0.07–0.55 nd–1.79 1.2–124 5.8–428 1 .7–191 8.9–255 2.4–43 0.07–1.03 nd–1.81
Gouda nd–1.35 nd–1.13 nd–1.34 nd–107 nd–99.5 nd–30.5 nd–67 nd–88 nd–1.92 nd–3.04
Grated nd–1.23 0.07–0.80 nd–1.41 nd–6.30 0.07–13.4 nd–8.80 nd–21.3 nd–0.34 nd–1.98 nd–1.27
Minas nd–2.10 0.07–2.58 nd–0.04 nd–2.64 nd–0.30 nd–2.50 nd nd–0.72 nd–0.64 nd–0.31
Mozzarella nd–1.06 nd–1.31 nd–0.13 nd–1.37 nd–2.34 nd–11.3 nd–1.56 nd–0.35 nd–0.26 nd–0.47
Parmesan nd–0.15 0.07–0.09 nd nd–1.36 nd–0.25 nd–27.2 nd–29 nd–1.70 nd–0.04 nd–0.23
Processed nd nd–10.0 — nd–6.00 nd–12.0 nd nd–16.0 nd nd–40.0 —
Provolone nd–2.38 0.07–0.97 nd–0.18 nd–8.17 nd–111 nd–6.04 nd–0.44 nd–1.08 nd–1.40 nd–1.40
Swiss — — — — — nd–250 nd–180 nd–1.60 — —
Montasio

60 days — — — 0.06–1.01 0.02–0.40 0.55–1.82 0.21–3.51 0.01–0.36 0.07–0.44 —
90 days — — — 0.06–3.84 0.07–1.00 1.63–6.43 1.32–8.63 0.02–0.23 0.04–1.97 —
150 days — — — 12.9–110 0.50–3.02 10.1–37.8 12.8–37.4 0.18–0.81 0.77–2.00 —

1 nd=not detectable; ––=not determined. SPD=spermidine, SPN=spermine, AGM=agmatine, PUT=putrescine, CAD=cadaverine, HIM=histamine,
TYM=tyramine, TRM=tryptamine, PHM=phenylethylamine, SRT=serotonin.
2 Unit=mg/L.

Source: Refs. 4, 11, 81, 128, 149, 150, 173, 189, and 192.



persist in cheese depends on a number of factors.
Biogenic amine formation can be affected by the avail-
ability of free amino acids and the presence of microor-
ganisms, both added or contaminant, capable of amino
acids decarboxylation. Conditions favorable for microbial
growth and decarboxylase activity are also important, e.g.,
pH, salt concentration, temperature, water activity, ripen-
ing temperature and time, storage temperature, presence
of suitable cofactors, and amine catabolism by means of
mono- and diaminoxidase (51, 58, 72, 143, 173, 189).

Cheese is a protein-rich food, and amino acid is
mainly brought about by the action of proteolytic
enzymes from the starter and the rennet which contribute
to the breakdown of casein (87). Amino acid decarboxy-
lating enzymes show optimum activity at acid pH as a
mechanism of environment neutralization against an
excessive pH decrease which is incompatible with the
bacteria’s growth. The pH of cheese, 5.0–6.5, is the opti-
mum range for most decarboxylase activity (5, 51, 143).
The production of histamine and other biogenic amines is
accelerated by high temperatures during production and
manufacture of cheese (51, 87, 173). The increase in the
concentration of salt can decrease amine formation, but
salt-tolerant, amine-producing bacteria need to be con-
trolled (51, 87, 143, 173, 175). The cofactor piridoxal
phosphate, necessary for decarboxylase activity mainly
over tyrosine, lysine, and ornithine, is present in milk and
cheese at levels of 42 to 215 µg/100 g, which is sufficient
to saturate the decarboxylases required for amine produc-
tion (51, 143). However, there can be a decrease in bio-
genic amine levels due to catabolic activity of some
microorganisms. Bacteria capable of metabolizing hista-
mine (Pseudomonas aeruginosa, Escherichia coli,
Proteus vulgaris, Serratia flava, Clostridium feseri) and
tyramine (Sarcina lutea, Aspergillus niger, Trichosporum
spp.) have been reported in the literature (139, 143). 

Numerous bacteria, both intentional (starter cultures)
and adventitious, have been reported as being capable of
amine production at levels depending on bacterial densi-
ties and synergistic effects between microorganisms (81).
The decarboxylase-positive microorganisms can be part
of the natural population of the milk, or can be introduced
as starter culture or by contamination, before and during
cheese making and after processing. According to Joosten
and Northold (88), it is necessary to have densities of 107

to 109 CFU/g in order to produce high concentrations of
amines.

The hygienic quality of milk is very important in the
formation of biogenic amines in cheese (143, 173). Cheese
made with milk of poor microbial quality contains higher
amine levels than cheese made with high quality milk 
(5, 87, 133). Among contaminating microorganisms,
Enterococcus ssp. are notorious tyramine formers.
Enterococcus faecalis was associated with considerable
production of biogenic amines including phenylethylamine

(126). Enterobacteriaceae species, even at low densities,
have been observed to produce and accumulate histamine,
tyramine, putrescine, cadaverine, and phenylethylamine
(51, 88, 112, 126, 173). Clostridium can produce histamine,
tryptamine, and tyramine (51). Gram-negative microorgan-
isms can increase the concentrations of putrescine and
cadaverine in cheese (87, 112, 133).

According to Fernández-García et al. (58) and Greif 
et al. (72), lactic starter cultures used in the production of
cheese can be an important critical point in the production
of biogenic amines. The production of acid is the first
manifestation of their growth. A second major change is
the alteration of proteins. Starter cultures hydrolyze pro-
teins and increase free amino acids levels which can be
used for their growth (143). Several starter cultures have
been observed to possess amino acid decarboxylase activ-
ity (87, 173). According to Straub et al. (174), several fer-
mentation organisms failed to produce amines in
phosphate buffer. However, in milk, Lactobacillus ssp.
play a major role in histamine, tyramine, and putrescine
accumulation. Various species of Lactobacillus produce
histamine, e.g., L. bulgaricus, L. casei, L. acidophilus (51,
133, 173). Lactococcus lactis was observed to produce
histamine, tyramine, and tryptamine (33). Wild lactococ-
cal and leuconostoc strains were capable of tyramine for-
mation (71). According to González de Llano et al. (71),
Halász et al. (74), and Straub et al. (174), the amine form-
ing ability should be taken into account when selecting
starter cultures.

The influence of temperature, rennet, and NaCl on
bioactive amines formation in milk by a commercial
starter culture containing Lactococcus lactis ssp. cremoris
and L. lactis ssp. lactis was investigated by Santos et al.
(149). Sterilized reconstituted dry milk was inoculated
with 1% culture in the presence or not of rennet and NaCl
and incubated at 20 and 32 °C/24 h. There was a change
in the levels of amines natural to milk. Histamine, sero-
tonin, phenylethylamine, and tryptamine were also
formed. Tyramine was only formed at 32 °C. Addition of
rennet favored the formation of putrescine, tyramine, and
tryptamine. Incorporation of NaCl in the milk for cheese
manufacture decreased agmatine, spermidine, putrescine,
histamine, and tyramine levels. By decreasing incubation
temperature and adding NaCl, it was possible to minimize
bioactive amine formation.

Pasteurization of milk can affect amine formation in
cheese. In cheeses made from pasteurized milk, decar-
boxylase-positive bacteria usually remain at low levels,
with reduced risk of biogenic amine formation even if the
substrate is enriched in free amino acids by proteolytic
enzymes. However, in cheeses made from raw milk,
where a considerable population of decarboxylase-posi-
tive lactic acid bacteria is more likely to occur, formation
of biogenic amines was enhanced by the higher levels of 
free amino acids (58). Pasteurization can be alternatively
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achieved by high pressure treatment of milk. Besides
destroying pathogenic flora of milk, cheese made with
high-pressure-treated milk ripens faster as it promotes
higher proteolysis, without increasing levels of biogenic
amines (128).

Another factor that may affect amine formation during
cheese manufacture is the aging process. Tyramine concen-
tration increased in Gouda cheese from milk with added
tyrosine or with proteolysis faster than normal (87). Indeed,
incorporation of proteinases to accelerate the ripening
process of raw milk Hispanico cheese resulted in higher
tyramine concentration, which increased with cheese age.
However, it did not affect histamine formation (58). The
longer the aging process, the higher the content of some bio-
genic amines as indicated for Montasio cheese (Table 13.8).

Although it is very difficult to elaborate cheese free of
biogenic amines, efforts should be made to elucidate
amine formation in cheese in order to optimize technology
and secure low amine levels, mainly of the most dangerous
ones (143). Use of raw material of good hygienic quality,
pasteurization of cheese milk, use of hygienic practices
during manufacture, prevention of temperature abuse
throughout production, and selection of starters with low
decarboxylase activity are measures to avoid the accumu-
lation of these undesirable compounds (126, 127, 189).

D. FISH

Small amounts of bioactive amines occur naturally in fish
(Table 13.9). Under normal physiological conditions, fish
muscle contains high levels of spermine and spermidine
and low levels of histamine and putrescine (9, 68, 118).

Several factors have been observed to affect amine lev-
els in fish. Fish-to-fish and seasonal variations are observed
due to genetics, environment, sex, physiological stage, and
tissue sampled (1, 43, 53, 117, 195). Scombroid fish, such
as tuna, bonito, mackerel, yellowfin, and bluefin, are par-
ticularly susceptible to histamine formation as they contain
large amounts of free histidine (7, 31, 177). However, fish
from other families (Scomberesocidae, Pomatomidae,
Coryhaenidae, Carangidae, Clupeidae, and Engraulidae)
are also susceptible. Data are contradictory with respect to
both histidine and histamine levels in light and dark mus-
cles (7, 68, 208). However, no significant difference in bio-
genic amines levels was found between samples from
different parts along the light muscle of Thunnus thynnus
and upper and lower loin light muscles of T. alalunga,
respectively (68, 195).

The microbial flora of the fish also plays an important
role in the formation of amines. However, it may be tran-
sient, varying with the environment, diet and hygienic
conditions during capture, handling, processing, and stor-
age (29). Several species, either natural or contaminant,
are capable of producing histamine, such as Morganella
morganii, Klebsiella pneumonia, K. oxytoca, Hafnia

alvei, Clostridium perfringens, Lactobacillus delbrueckii,
Escherichia coli, Citrobacter freundii, Enterobacter cloa-
cae, E. aerogenes, E. agglomerans, Proteus mirabilis, P.
vulgaris, Serratia liquefaciens, Acinetobacter lwoffi,
Pseudomonas putrefaciens, P. putida, P. fluorescens,
Vibrio alginolyticus, and Aeromonas hydrophyla (1, 7, 23,
103, 117, 142, 195, 214). However, Morganella morganii,
Hafnia alvei, and Klebsiella pneumoniae are the main his-
tamine-producing bacteria which have been isolated from
fish implicated in histamine poisoning outbreaks (177).

Other factors that influence the levels of amines in fish
include place of capture, air, water and fish temperature,
post-capture handling practices, chilling and freezing sys-
tems and rates, and storage conditions (7, 56, 68, 136).
Several handling techniques have been used in commercial
fishery. According to Dawood et al. (43) and Hardy and
Smith (75), eviscerated fish contained lower concentrations
of amines than whole samples. However, Price et al. (136)
did not find significant differences in the quality and hista-
mine levels of round, bled, or dressed albacore. Several
investigations have demonstrated that storage temperature
is a critical factor influencing histamine and other amine
formation in fish muscle (49, 67, 182, 195). According to
Ababouch et al. (1), freshly caught sardines contained high
levels of bacteria located on the skin and the gills. These
bacteria invaded and grew rapidly in sardine muscle, reach-
ing 5 � 108 and 6 � 108 cfu/g, respectively, after 24 h at
room temperature and 8 days in ice. Histamine, cadaverine,
and putrescine accumulated to levels of 235, 105, and 
30 mg/100 g, respectively, after 24 h storage at room tem-
perature and after 8 days storage in ice. The requirement for
rapid and uninterrupted refrigeration after catch can never
be over-emphasized. The United States Food and Drug
Administration (FDA) established a guidance level for his-
tamine in fish at the dock or before processing of 
5 mg/100g. The FDA also states that rapid chilling of fish
immediately after catch is the most important strategy to
limit histamine formation. The internal temperature of the
fish should be brought to 10 °C or below within 6 hours of
death. Chilling from 10 to 4.4 °C or less should not take
longer than 18 hours. Any time above 4 °C significantly
reduces the expected safe shelf life (56).

Studies have indicated that the levels of spermine and
spermidine decrease and those of putrescine and hista-
mine increase during storage and deterioration of fish
such as tuna, rainbow trout, salmon, sardine and some
fresh water fish, e.g., snapper, carp, catfish, “tambaqui,”
“lambari,” and “tilápia” (23, 43, 67, 118). There is also
formation and accumulation of cadaverine, tyramine,
tryptamine, and phenylethylamine. The rates of change,
however, are affected by storage temperature, pH, oxygen,
nutrients presents, incorporation of additives, and packag-
ing system (1, 23, 117, 118, 142, 195, 207). Studies on the
influence of temperature on histamine formation by
Morganella morganii and Hafnia alvei, prolific histamine
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formers, indicated that at 1 °C, no histamine was formed,
whereas at 19 and 30 °C, the highest levels were found
(7). Veciana-Nogués et al. (195) investigated the influence
of temperature on bioactive amine formation in tuna and
observed similar evolution profile at the three tempera-
tures, although the highest amounts were achieved in sam-
ples stored at the higher temperature. There was a great
increase in histamine followed by cadaverine. Formation
of histamine, tyramine, and cadaverine were related to
mesophilic microorganisms, Enterobacteriaceae, and col-
iforms. According to Du et al. (49), as histamine levels
exceeded 5 mg/100 g in tuna fillets stored at 4, 10, and 
22 °C, the total bacterial counts reached 107 cfu/g and the
histamine producers reached 102 to 103 cfu/g. Histamine
production by Klebsiella pneumonia was reduced as the
concentration of NaCl increased, with marked inhibition
occurring at 5.5% NaCl (184). Use of antimicrobial
agents may provide an additional impediment to bacterial
histamine production. Potassium sorbate at a concentra-
tion of 0.5% inhibited growth and histamine production
by selected strains of Morganella morganii and K. pneu-
monia (182). Sodium chloride at 1% stimulated amine
formation; however, levels above 3% or 2% combined
with 0.5% clove completely inhibited growth and amine

production by Enterobacter aerogenes in mackerel broth
(209). Vacuum packaging did not show any beneficial
effect in controlling bacterial growth and histamine pro-
duction on tuna samples (207). Canning of fish does not
affect significantly histamine levels. However, significant
losses are observed for spermine, putrescine, and tyra-
mine and accumulation for phenylethylamine (68, 80).

Based on the changes observed in bioactive amines,
Mietz and Karmas (118) proposed a chemical index to eval-
uate the quality of tuna. It is calculated by the sum of the lev-
els of putrescine, histamine, and cadaverine divided by the
sum of spermine and spermidine added by 1. Nominal cut-
off values were 0 to 1 for good quality, 1 to 10 for border-
line, and higher than 10 for decomposed tuna fish. This
index compared favorably to sensory and authentic pack
value scores. It was considered adequate to evaluate the qual-
ity or freshness of tuna and other types of fish and seafood,
among them salmon, rockfish, snapper, lobster, and shrimp
(119). In some species of fish, the presence of tyramine can
also be detected during storage and deterioration. Based on
these findings, Veciana-Nogués et al. (195) proposed for the
quality assessment of tuna the use of an index calculated
from the sum of the contents of histamine, tyramine, cadav-
erine, and putrescine. According to these authors, it showed
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TABLE 13.9
Mean Levels of Bioactive Amines in Different Tissues of Tuna, in Tuna of Different Quality
and in Tuna Affected by Storage Temperature and Canning

Mean Amine Level (mg/100 g)1

Fish SPD SPN PUT CAD HIM TYM PHM

ALBACORE TUNA
light muscle

upper loin 0.26b 0.68 0.22 0.13 nd nd nd
lower loin 0.25b 1.21 0.14 0.11 nd nd nd

dark muscle 0.79a 2.5 0.06 0.07 nd nd nd

TUNA FISH
good 0.44 0.95 0.12 0.15 0.38 — —
borderline 0.36 0.67 0.23 1.03 2.36 — —
decomposed 0.07 0.12 0.25 1.93 25.3 — —

TUNA
fresh — — 0.04 0.02 nd nd nd
0 °C/21 days — — 0.52 2.44 10.8 1.38 nd
8 °C/9 days — — 1.11 5.62 368 3.25 0.69
20 °C/3 days — — 0.45 10.84 687 1.71 0.81

ALBACORE TUNA
before canning 0.43 0.73a 0.20a 0.06 0.07b 0.04a 0.01b
after caning 0.49 0.35b 0.09b 0.04 0.11a 0.00b 0.24a

1 nd–not detectable, —=not determined. Mean values with different letter in the same group differ statistically (p < 0.05,
Tukey test). SPD=spermidine, SPN=spermine, PUT=putrescine, CAD=cadaverine, HIM=histamine, TYM=tyramine,
PHM=phenylethylamine.

Source: Refs. 68, 118, and 195.



good correlation with both storage time and organoleptic
assessment and the level of 5 mg/100 g could be a guiding
limit value for tuna and anchovy acceptance.

A maximum average histamine content of 10 mg/100 g
has been established by several countries and communities
(European Community and Mercosur) for acceptance of
canned tuna and other fish belonging to the Scombridae and
Scomberesocidae families (56). Because of the potentiating
effect of other amines on the toxic effect of histamine,
European regulation recommends the use of HPLC tech-
nique for the determination of the amines (107).

E. MEAT AND MEAT PRODUCTS

Spermine, spermidine, and putrescine occur naturally in
meat. Meat is very susceptible to chemical and physical
changes during storage of fresh meat or during processing
of meat products. It is also susceptible to proteolysis by
microorganisms and endogenous or microbial enzymes,
which can liberate amino acids. The biogenic amines his-
tamine, putrescine, tyramine, tryptamine, 2-phenylethy-
lamine, and cadaverine can, then, be formed (76, 102,
196). Since biogenic amines are metabolites of microbial
activity and are resistant to heat treatment (67, 102), they
have been considered to be a useful index of quality of
fresh and processed meat, reflecting the quality of the raw
material used and the hygienic conditions prevalent dur-
ing its processing. Amine levels in different types of fresh
and stored meat are indicated in Table 13.10. 

Immediately after slaughter, high levels of spermine
and spermidine and traces of putrescine and cadaverine
have been detected in red and white chicken meat.
Spermine is the prevalent amine contributing with 70% of
total amine levels. Low levels of histamine are also
detected in thighs. During storage at 4 � 1 °C, there was
a decrease in spermine, spermidine levels remained con-
stant, and putrescine, cadaverine, histamine, and tyramine
were formed. At 15 days, higher levels of amines were
found in breast compared to thigh. An index based on the
ratio of the polyamines spermidine/spermine levels was
considered appropriate for the evaluation of chicken meat
quality (161).

Amine types and levels detected in chicken-based
products, mortadella, frankfurters, sausage, meatballs,
hamburger, and nuggets varied widely, indicating that
ingredients added and processing affected amine profiles.
Nuggets were the only products with an amine profile sim-
ilar to that of fresh chicken meat. There was prevalence of
spermidine over spermine for most of the products, sug-
gesting the incorporation of significant amounts of veg-
etable protein in the formulations. Significantly higher
biogenic amine levels were observed in sausages, which
could indicate the use of low quality raw material or of
contamination during processing and storage (161).

In fresh pork meat, spermine was the prevalent amine
followed by low levels of spermidine and agmatine. No sig-
nificant difference was observed between loin and leg tis-
sues. During storage of pork loin at 5 � 1 °C, mean
spermine and spermidine levels remained constant, and
putrescine, cadaverine, and histamine were formed.
Cadaverine was detected on the 4th day of storage when
mesophilic and psychrotrophic counts reached 4.9 � 105

and 7.9 � 105 cfu/g, respectively. Putrescine and histamine
were detected only on the 12th day, with counts of 1.3 � 106

and 1.9 � 108 cfu/g for mesophilic and psychrotrophic
microorganisms, respectively (193). Small changes in sper-
mine and spermidine levels and formation and accumulation
of putrescine, cadaverine, histamine, and tyramine were also
observed by Hernández-Jover et al. (78). They suggested
that the sum of these four biogenic amines could be a useful
index to evaluate meat freshness, with values below 5 mg/kg
indicating high hygienic quality meat.

Spermine was also the prevalent amine in fresh beef,
followed by spermidine. Low levels of histamine were
also detected in some samples (30, 76). At 4 °C, vacuum-
packed beef had three times the shelf life of the unpacked
product and lower levels of histamine, putrescine, and
cadaverine (91).

Cooked meat products such as ham and mortadella
showed prevalence of spermine over spermidine as
observed for fresh meat; however, levels were lower com-
pared to fresh products due to dilution of meat with fat
and other ingredients used in the manufacturing process.
The levels of biogenic amines varied widely (76, 78).

Much higher amounts of biogenic amines have been
reported in dry fermented sausages. Tyramine was the
prevalent amine, followed by putrescine, but their con-
tents fluctuated widely. The presence of tryptamine and
phenylethylamine was found to be common in the major-
ity of the ripened products, although at low levels (28, 52,
76). Although the contents reported for certain amines are
occasionally higher than those reported for fish products,
there is still a lack of information on the incidence of his-
tamine and tyramine intoxication with these products.
However, sausages have been incriminated in migraine
headaches and in hypertensive crisis episodes (60, 76).

Production of dry sausages offers favorable conditions
for the formation of biogenic amines. There is growth of
microorganisms for several days, and a certain degree of
proteolysis takes place giving rise to the presence of free
amino acids, which favors amino acid decarboxylase activ-
ity. Furthermore, raw material quality, thawing conditions,
ripening temperature, and addition of a properly selected
starter culture can affect formation and accumulation of
biogenic amines. Therefore, these are important critical
control points in amine formation (18, 111).

Good quality raw material only contributes with 
spermine and spermidine to the sausage. However, high
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amounts of biogenic amines in sausages can be related to
the use of low hygienic quality meat (76, 77, 132). The
choice of good quality raw materials helps minimize the
number of amine-producing bacteria. Furthermore, bio-
genic amine formation may be affected by the thawing
time and storage temperature of raw material (110). Fresh
lean meat stored for 5 days at �20 °C maintained hygienic
quality and low tyramine, cadaverine, and putrescine con-
tent. However, when stored for 5 days at 4 °C, sausages
formed amines earlier and accumulated up to 50-fold
higher amounts. Storage temperatures of 15 °C, compared
to 4 °C, favored proteolytic and decarboxylase reactions,
resulting in increased amine concentration (20). Isolates
obtained from raw sausages showed histamine-forming
activity, most of them belonging to the Enterobacteriaceae
family, Klebsiella oxytoca, Enterobacter aerogenes, and 
E. cloacae (144).

Intense proteolysis takes place during the dry curing
process, mainly due to muscle proteinases (76).
Proteolysis during fermentation is favored by the denatu-
ration of proteins as a consequence of acidity, dehydra-
tion, and action of sodium chloride. The activity of
endogenous but also microbial proteases modifies the
composition of the non-protein nitrogen fraction, includ-
ing the production of free amino acids (18).

Dry sausages can be spontaneously fermented by wild
microbial flora. However, tyramine and putrescine are
usually produced and accumulated. The use and selection
of starter cultures can reduce the production of these and
other amines (77, 110). Starter culture shortens the fer-
mentation process and also reduces the growth of delete-
rious microorganisms (76). They usually consist of one or
several strains of lactic acid bacteria and the group of
catalase-positive cocci, including micrococci and staphy-
lococci, or a combination of both (18). Lactic acid pro-
duction by lactic acid bacteria has a preservative effect,
and facilitates the drying process, the development of the
typical curing color, and the cohesion of the sausages.
However, the production of biogenic amines in meat and
meat products has often been related to lactic acid bacte-
ria, Enterobacteriaceae and Pseudomonas. Micrococci
and staphylococci also contribute to sausage ripening by
enhancing the development of the characteristic flavor
and color. Catalase production protects against color
changes and rancidity, while nitrate and nitrite reductase
aid reddening and reduce residual nitrite content (21).

Several reports on the effect of different combinations
of starter cultures on biogenic amines formation and accu-
mulation in vitro and in sausage are available.
Staphylococcus carnosus and S. xylosus were considered
safe starter cultures according to their tyramine produc-
tion in vitro (114). However, S. carnosus was observed to
have a remarkable potential to form biogenic amines, but
not S. xylosus (174). Indeed, S. carnosus did not prevent

the formation of tyramine and phenylethylamine by con-
taminant lactic acid bacteria during sausage ripening
(110). Sausages made with S. carnosus and S. xylosus
showed strong proteolysis but had lower amounts of tyra-
mine compared to naturally fermented sausages (18).

The use of Lactobacillus sake, Pediococcus pen-
tosaceus, Staphylococcus carnosus, and S. xylosus inhib-
ited formation of putrescine but not tyramine during
ripening of Turkish “soudjoucks” (8). L. sakei and
Staphylococcus spp. drastically reduced tyramine, cadav-
erine, and putrescine accumulation (21, 22). L. curvatus
only attenuated tyramine content compared to L. sakei;
however, both were able to limit production of putrescine
and cadaverine and to prevent tryptamine and phenylethy-
lamine formation by the wild flora (22). Mixtures of
Pediococcus cereviseae and L. plantarum were unable to
produce significant levels of histamine and tyramine
(140). Histamine production was lower in sausage fer-
mented by mixed starter cultures of Lactobacillus plan-
tarum, Pediococcus acidolactici, and Micrococcus roseus
compared to those fermented by natural microflora (16).
Some strains of Enterococcus, L. curvatus, or S. carnosus
produced tyramine and phenylethylamine (121).

The technological conditions used to produce
sausages can also affect amine formation since they affect
the growth and activity of the microorganisms present.
The largest diameter contained higher amines levels than
thinner sausages. Histamine levels in “sobrasada” and
tyramine, histamine, putrescine, and cadaverine levels in
sausages were higher in the central part compared to the
edges (19, 196). The choice of optimal processing tem-
perature for the amine-negative starter culture is an impor-
tant critical control point in the formation and levels of
biogenic amines (111). Addition of glucono-delta-lactone
(GLD) to sausage causes a faster decrease in pH, stabi-
lizes the color, simplifies production, and suppresses
microorganisms which cause spoilage (streptococci, col-
iforms, and total plate counts), thereby decreasing signif-
icantly the levels of histamine and putrescine (109).
However, sausages produced with 0.3% GLD contained
higher histamine and tyramine levels and less acceptable
organoleptic evaluation (24). Moreover, tyramine degra-
dation by microorganisms with tyramine oxidase activity,
such as Micrococci during ripening, can be used (100).

A recommended upper limit of 10 to 20 mg/100 g for
histamine in meat products has been proposed by the
Netherlands Institute of Dairy Research and by the Czech
Republic (121, 185). A recommendation should be
extended for tyramine in meat products. Furthermore, the
addition of selected starter culture, the use of proper tech-
nological conditions favoring starter development, and the
utilization of raw materials with good hygienic quality
make it possible to produce fermented sausages nearly
free of biogenic amines (21).

Bioactive Amines 13-31
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I. INTRODUCTION

The appearance of foods, especially color, is one of the
major contributors to consumers’ food choices. Color level
also influences the sweetness and flavor of foods (1–3).
Pigments in plants are responsible for the coloration of
fruits and vegetables. Naturally occurring pigments from

plants are generally considered safe due to their presence
in edible plant materials and are exempt from the 
toxicological testing that synthetic dyes must undergo.
Consumers’ preferences are shifting from synthetic food
dyes to natural food colorants due to a perceived health
concern and potential health benefit of some pigments:
β-carotene is a nutrient precursor of vitamin A, chlorophyll



derivatives are potential chemo preventatives, lycopene is
associated with decreasing the risk of several types of can-
cer, and phenolic anthocyanins in wines have been impli-
cated in reducing heart disease (4, 5). 

Color perception of food is the result of the pigments’
ability to reflect or emit the electromagnetic spectrum of
light energy and stimulate the retina in eye. The majority
four pigments from plant foods can be classified into four
groups depending on their structures: chlorophylls
(tetrapyrroles), carotenoids (tetraterpenoids), anthocyanins
(O-heterocyclic), and betalains (N-heterocyclic) (4, 6).
Generally, chlorophylls and carotenoids are lipid-soluble
pigments and flavonoids and betalains are water-soluble
pigments (2). Chlorophylls are green pigments ubiqui-
tously found in photosynthetic tissues of higher plants.
Carotenoids are a large group of compounds that provide
yellow to red coloration in plants. Flavonoids, especially
anthocyanins, provide red, blue, and violet colors of many
fruits and vegetables. Betalains are responsible for the red
and yellow colors in beef root and amaranth (4, 7).

II. CHLOROPHYLL

Chlorophylls are present in green plants capable of photo-
synthesis. Chlorophylls are the most abundant pigments
among biologically produced pigments (8, 9). In foods,
chlorophylls are widely distributed in green leafy edible
plants and vegetables.

A. STRUCTURES OF PIGMENT AND ITS DERIVATIVES

Chlorophylls are derived from porphyrin complexed with
magnesium. The porphyrin ring is a fully unsaturated and
conjugated macrocyclic structure with tetrapyrrole units
in which the pyrrole rings are joined by methylene
bridges. Several chlorophylls are found in plants.
Chlorophyll a (blue-green) and b (yellow-green) are pres-
ent in green plants in the ratio of 3:1 (Figure 14.1). The
magnesium in chlorophylls can be removed easily by
acids and chlorophyll a and b form pheophytins a and b
(olive-brown color), respectively. Hydrolysis of the phytol
side chain forms the water-soluble chlorophyllide deriva-
tive. Both the removal of phytol group and magnesium
can generate pheophorbide, which is also water soluble
(Figure 14.2) (4, 7, 10). The C10 carbomethoxy groups
(CO2CH3) of pheophytins and pheophorbide can be
removed by thermal processing and pyropheophytin and
pyropheophorbide are formed, respectively (Figure 14.2). 

B. CHEMICAL PROPERTIES

1. Thermal Processing

Thermal processing can isomerize the C10 carbomethoxy
groups (CO2CH3) of chlorophyll a and b, and produce
chlorophyll a� and b�, respectively (11). The colors of
epimers are the same as that of parent chlorophylls due to
their identical spectral properties. Thermal processing
enhances removal of Mg in the tetrapyrrole center in
weakly acidic conditions forming the olive-brown colored
pheophytins. Chlorophyll b is more stable to thermal pro-
cessing than chlorophyll a due to the electron withdraw-
ing effects of its C3 formyl group. Thermal degradation of
chlorophylls in vegetable tissue is affected by pH.
In alkaline condition (pH 9.0), chlorophyll is stable to
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heat treatment while it is unstable in acidic condition
(pH 3.0). Thermal processing for chlorophylls is
sequential: Chlorophyll changes to pheophytin by first
removing Mg and finally to pyropheophytin by loss of the
C10 carbomethoxy groups (12). Canned products of veg-
etables contain mainly pheophytin and pyropheophytin,
which are responsible for the olive-brown color in many
canned vegetables (11, 12).

2. Allomerization 

Chlorophylls in alcohol or other solvents exposed to oxy-
gen can be oxidized and produce blue-green color com-
pounds, which is called allomerization. The major
allomerization products are 10-hydroxychlorophyll and
10-methoxylactones. The main allomerization product of
chlorophyll b is 10-methoxylactones (8, 13).

3. Photodegradation

Chlorophylls in plant tissue are protected from degradation
during photosynthesis when located within the plant matrix.
However, when exposed to light chlorophylls in solution are
light sensitive and degrade into colorless chlorophyll deriv-
atives. It is believed that photodegradation of chlorophylls is
due to the opening of tetrapyrrole rings and fragmentations
of chlorophylls into small molecules (14). Chlorophylls are
well-known photosensitizers, which can be excited by light
absorption and generate many reactive oxygen species,
including hydroxyl radicals and singlet oxygen. Singlet oxy-
gen and hydroxyl radicals can react with the tetrapyrrole
ring of chlorophylls and produce peroxides and more free
radicals, which eventually degrade chlorophylls into color-
less photodegradation products (7, 15).

4. Enzymatic Decomposition

Chlorophyllase is an esterase and can catalyze the
removal of the phytol group from chlorophylls and pheo-
phytins to form chlorophyllides and pheophorbies,
respectively (Figure 14.2). Chlorophyllase can be active
only on porphyrins with a C10 carbomethoxy group
(CO2CH3) and hydrogens at the C7 and C8 positions (16).
The activity of chlorophyllase is optimum at the tempera-
ture between 40°C and 82°C (7, 17) and some mild heat
treatment can activate the chlorophyllase enzyme (18).
Chlorophyllase in vegetable tissue loses its activity when
vegetables are heated over 100°C.

C. PHYSICAL PROPERTIES

Chlorophyll is located in chloroplasts of green plants.
Approximate chlorophyll contents of selected green veg-
etables are shown in Table 14.1. Due to the biological
variability and differences among varieties, chlorophyll
content in Table 14.1 should be used as a general guide
(18). Chlorophylls can absorb visible light between 600
and 700 nm (red region) and between 400 and 500 nm
(blue region). Depending on the presence of the metal
atom in the tetrapyrrole center, the color of chlorophylls
can change. Replacement of magnesium with Sn2� and
Fe3� give a grayish-brown color while copper and zinc
ions retain a green color (10). The stability of chlorophylls
can be increased by substituting magnesium with copper.
Copper chlorophyll complexes have better stability to
oxygen, light, and alkaline conditions. Chlorophylls in
leaves are broken down during senescence. Chlorophylls
in fruits are often present in an unripe state such as in
tomatoes and gradually disappear during ripening (19). In
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TABLE 14.1
Approximate Chlorophyll Content in Selected Vegetables 

Chlorophyll Content (µµg/g plant tissue)

Vegetables a b Total

Spinach Fresh tissue 1380 440 1576
Dry tissue 6980 2490
Canned-dry tissue 830 (Phe a) 4000 (Pyro a)

Peas Fresh tissue 106 12
Dry tissue 34 (Phe a) 33 (Pyro a) 13 (Phe b) 12 (Pyro b)

Lettuce Fresh tissue 334 62
Kale Fresh tissue 1370 464 1870
Celery Leaves-fresh tissue 1143 225

Stalk—fresh tissue 29 7
Asparagus Fresh tissue 139 74 180–300

Dry tissue 180 (Phe a) 110 (Pyro a) 51 (Phe b) 30 (Pyro b)
Beans Fresh tissue 54 17

Dry tissue 230–870
Canned-Dry tissue 340 (Phe a) 260 (Pyro a) 180 (Phe b) 95 (Pyro b)

Chl � Chlorophyll, Phe � Pheophytin, Pyro � Pyropheophytin.
Adapted from Ferruzzi and Schwartz (18).



Europe, copper chlorophyll derivatives have been used as
colorants in sugar confectionary, ice cream, dessert mixes,
and cheeses with a combination of other colorants while
in the U.S. the use of the derivatives is limited toothpaste
and tooth powder (9).

III. CAROTENOIDS

Carotenoids are the most widely distributed pigments in
nature with over 700 carotenoids identified. Carotenoids
are located in the chloroplasts of plants and often masked
by more dominant chlorophyll pigments. In humans,
some carotenoids can act as precursors of vitamin A and
have been associated with biological activities to inhibit
specific chronic diseases (7, 20).

A. STRUCTURES OF PIGMENT AND

ITS DERIVATIVES

Carotenoids are a group of tetraterpenoids. The basic
carotenoid structural backbone consists of isoprenoid
units formed either by head-to-tail or by tail-to-tail
biosynthesis. There are primarily two classes of
carotenoids: carotenes and xanthophylls. Carotenes are
hydrocarbon carotenoids and xanthophylls contain oxy-
gen in the form of hydroxyl, methoxyl, carboxyl, keto, or
epoxy groups. Lutein in green leaves and zeaxanthin in
corn are typical xanthophylls. The structures of
carotenoids are acyclic, monocyclic, or bicyclic. For
example, lycopene is acyclic, γ-carotene is monocyclic,
and α- and β-carotenes are bicyclic carotenoids (4).
Double bonds in carotenoids are conjugated forms and
usually the all trans forms of carotenoids are found in
plant tissues (Figure 14.3).

Carotenoids are distributed in a wide range of fruits
and vegetables containing chlorophyll pigments. The
most common carotenoid in plant tissue is β-carotene,
which exhibits a yellow color. Tomatoes (lycopene), car-
rots (α- and β-carotenes), pumpkin (β-carotenes), corn
(lutein and zeaxanthin), and sweet potatoes (β-carotenes)
are other typical examples. Annatto, which is the seed of
the tropical bush Bixa orellana, is in the class of
carotenoids and has a yellow to orange color. The major
coloring annatto pigment is cis-bixin used in dairy prod-
ucts such as cheese (7) (Figure 14.3). 

B. CHEMICAL PROPERTIES

1. Thermal Processing

Carotenoids are relatively stable during typical thermal
processing. However, severe heat treatment can induce
isomerization of carotenoids and even fragmentation of
carotenoids into volatile compounds. Isomerization of
carotenoids can be induced by heat, acid, or light. 

2. Oxidation

Carotenoids are easily oxidized due to the presence of
conjugated double bonds in molecules. In the case of 
β-carotene, epoxides and carbonyl compounds are first
formed. Further oxidation results in the formation of
short-chain mono- and deoxygenated compounds includ-
ing epoxy-β-ionone. Extensive oxidation causes the loss
of color in carotenoids (4, 7).

3. Enzyme Effects

Lipoxygenase indirectly accelerates the oxidation of
carotenoids and loss of pigments. Lipoxygenase first cat-
alyzes the formation of peroxides of unsaturated double
bonds in fatty acids and the generated peroxides of fatty
acids react with carotenoids. The coupled reactions are
efficient enough to be used for measuring the activity of
lipoxygenase in plant tissue (21).

C. PHYSICAL PROPERTIES

Red, yellow, and orange fruits, root crops, and vegetables
are rich in carotenoids. The color of carotenoids ranges from
yellow to red depending on the number of conjugated dou-
ble bonds. Carotenoids show three distinct maxima in the
visible spectrum (Table 14.2) (10). The absorption of light
of carotenoids is between 430 and 480 nm. A minimum of
7 conjugated double bonds is needed to produce the charac-
teristic yellow color. Currently β-carotene, β-apo-8�-carote-
nal, and canthaxanthin have been synthesized and used in
food industry. Carotenoids from plant extracts and/or indi-
vidual compounds have been used to impart a color to foods
products, including margarine, ice cream, cheese products,
beverages, and bakery products (22).

D. NUTRITIONAL AND FUNCTIONAL PROPERTIES

1. Nutritional Effects

Carotenoids can serve as precursors of provitamin A.
Provitamin A activity requires that the carotenoids possess a
retinoid structure (β-ionone ring). β-Carotene possesses the
highest provitamin A activity due to the two β-ionone rings
in the structures (Figure 14.4). Cis forms of carotenoids
have been reported to decrease provitamin A activity (23).

2. Antioxidant Effects

Carotenoids are known to serve as efficient singlet oxygen
quenchers and free radical scavengers due to the many
double bonds in the molecule. As the number of double
bonds increases in carotenoids, the singlet oxygen
quenching ability increases (20, 24). However, some
carotenoids, such as β-carotene, may act as either an
antioxidant or prooxidant depending on the conditions,
especially oxygen concentration (20).
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IV. FLAVONOIDS
The red and blue colors in flowers and fruits are due to the
presence of flavonoid pigments especially anthocyanins.
Other groups of flavonoids are responsible for the yellow
or white color of flowers. Some brown or black colors in
nature arise from either oxidation of flavonoids or chela-
tion with metals (25). Flavonoids are polyphenolic com-
pounds.  Approximately 5,000 flavonoid compounds are
reported in the literature (26).

A. ANTHOCYANINS

Anthocyanins are generally located in petal epidermal
cells in the plant vacuoles (27). Anthocyanins give a wide
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TABLE 14.2

Absorption Wavelength Maxima for some Carotenoids

Conjugated Wavelength, nm
Compounds Double Bonds (in petroleum ether)

A. Effects of the number of conjugated double bonds
Phytoene 3 275 285 296
Phytofluence 5 331 348 367
ξ-Carotene 7 378 400 425
Neurosporene 9 416 440 470
Lycopene 11 446 472 505

B. Effects of the ring structure
γ-Carotene 11 431 462 495
β-Carotene 11 425 451 483



range of colors with red, blue, purple, violet, magenta, and
orange in many fruits and vegetables. The word antho-
cyanin comes from two Greek words: anthos, flower, and
kyanos, blue. More than 300 anthocyanin pigments have
been identified in nature (7, 26, 28).

1. Structures of Pigment and Its Derivatives

The chemical structures of anthocyanins and flavonoids are
O-heterocyclic compounds (Figure 14.5). The basic carbon
skeleton structure of anthocyanins is C6C3C6. Anthocyanins
are present in polyhydroxy and/or polymethoxy derivatives
of salts. The types of anthocyanins differ depending on the
number of hydroxy or methoxy groups, the type, number,
and sites of bound glycosidic sugars, and the type and num-
ber of aliphatic or aromatic acids attached to the sugars
(Figure 14.6). Some anthocyanins exist complexed with
metals, such as Fe, Al, and Mg (28, 29).

Anthocyanins always exist as glycosides in nature.
The aglycone of anthocyanin, a sugar free form, is known
as anthocyanidins. Anthocyanidins are very unstable. Gly-
cosidic substitution of anthocyanins increases the stability
and water solubility of these pigments. Common glyco-
sidic sugars in anthocyanins are one or two molecules of

glucose, galactose, arabinose, xylose, and rhamnose. The
sugar moiety is usually attached to the C3-position of the
hydroxyl group. Increasing the number of sugar residues
within the anthocyanin molecule tends to increase the sta-
bility. Acylation of the sugar residues in anthocyanins can
also increase the stability of these pigments (26, 30).
Acylated anthocyanins are highly colored above pH 4.0,
while conventional anthocyanins are colorless above pH
4.0 (26). Acids found in acylated anthocyanins are cin-
namic (p-coumaric, caffeic, ferulic) and aliphatic (malic,
succinic, and acetic) acids. Only 6 anthocyanins are com-
monly found in foods out of known 22 aglycones, includ-
ing pelargonidin, cyanidin, delphinidin, peonidin,
petunidin, and malvidin (Figure 14.6) (26). As the number
of hydroxyl groups of anthocyanins increases, the blue
color of anthocyanins increases (pelargonidin → cyanidin
→ delphinidin). As the number of methoxyl group or gly-
coside linkages within anthocyanins increases, the red
color of anthocyanins increases (cyaniding → peonidin;
pelargonidin → pelargonidin-3-glucoside) (10). 

2. Chemical Properties

Anthocyanin pigments are relatively unstable and influ-
enced mainly by pH and temperature. Other factors
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influencing the stability of anthocyanin pigments are
enzymes, oxygen concentration, ascorbic acid, sulfur diox-
ide, metal ions, and sugars.

The color stability of anthocyanins also depends on
the substituents. Increased hydroxylation decreases stabil-
ity, while methylation tends to increase pigment stability,
which is due to the blocking of reactive hydroxyl groups.

a. pH effects
Color and structures of anthocyanin pigments in an aque-
ous medium changes depending on pH: the blue
quinonoidal base, the red flavylium cation (R�), the color-
less carbinol base, and the colorless chalcone (Figure
14.7). Two compounds, red flavylium cation and colorless
carbinol base, are important during pH changes from 1 to
6. At low pH, red flavylium cation dominates while at pH
4–6, the colorless carbinol base prevails. As the pH
increases, the carbinol base increases and the color
becomes weaker. The loss of color is due to a pH-depend-
ent hydration at the C2 position of red flavylium cation.

R� � H2O � ROH � H�

In alkali solutions (pH 8–10), highly colored ionized anhy-
dro bases are formed. At pH 12, the fully ionized chalcones
are the predominant pigments of anthocyanins. The major
limitation of anthocyanin pigments as food colorants is the

reduction of color intensity, changes in hue, and instability
at upper pH (31, 32). However, anthocyanins in plants have
vivid color and are quite stable within the plant matrix. The
color of anthocyanins in plants may be stabilized through
the self association of cationic forms, copigmentation with
other flavonoids, formation of metal complexes with Fe, Al
or Mg, and/or intramolecular interactions between acyl
groups and phenolic groups (31).

b. Thermal processing
Thermal processing may easily degrade anthocyanin pig-
ments. Thermal processing can change the equilibrium of
the four types of anthocyanins toward a colorless chal-
cone derivative because all the reactions are heat 
sensitive (31).

Quinonoid � Flavylium � Carbinol base � Chalcone

c. Enzyme effects
Glycosidases and polyphenol oxidases can cause the loss
of color from anthocyanin pigments. Glycosidases
hydrolyze glycosidic linkages and produce sugars and
aglycone. Anthocyanidins are less water soluble than their
corresponding anthocyanins and can transform to color-
less products. Polyphenol oxidase oxidizes anthocyanins
in the presence of oxygen and o-diphenols. The enzyme
first oxidizes o-diphenols into o-benzoquinone, which
reacts with anthocyanins to form oxidized anthocyanins
and degradation products (7, 29).

d. Other factors affecting stability of anthocyanin
Oxygen can react with double bonds of anthocyanin pig-
ments resulting in loss of color. The color stability of
anthocyanins in many fruit products, such as grape and
cranberry juices, can be increased by removing oxygen
using vacuum processing or adding nitrogen headspace
(7, 32). It has been known that ascorbic acid and antho-
cyanin pigments disappear simultaneously in fruit juice.
Oxidation of ascorbic acid produces hydrogen peroxide,
which cleaves the pyrylium ring and produces colorless
esters and coumarin derivatives (29). 

Generally, light accelerates the decomposition of
anthocyanin pigments especially in fruit juices and red
wines. Anthocyanins with C5 hydroxyl groups are more
susceptible to photodegradation than without C5 hydroxyl
groups. In red wine, acylated and methylted diglycosides
are more stable than nonacylated diglycosides, which are
more stable than monoglycosides (26, 33, 34). 

High concentrations of sugar can stabilize the antho-
cyanin pigments, which may be due to the lowering of water
activity in the system. Water can react with flavylium cation
at the C2 position and form colorless carbinol base. At low
concentration of sugars, not only water but sugar itself can
accelerate the degradation of anthocyanins. Brown pigments
in fruit juices can be formed from anthocyanins and furfural
or hydroxylmethylfurfural, which are Maillard browning
reaction products (29). 
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Metal complexes of anthocyanins are common and sta-
bilize the color of anthocyanin-containing foods. Metals,
including Ca, Fe, Al, and Sn, have protective effects on the
anthocyanin stability in cranberry juices (29). However, a
fruit discoloration, or “pinking” in pears and peaches, is
believed to come from a metal anthocyanin complex.

Sulfur dioxide (SO2), an antimicrobial agent in some
fruit products, can react with anthocyanins at the C4 posi-
tion and produce colorless pigments. This bleaching
process can be reversible by desulfuring using thorough
washing procedures before further processing. 

The more concentrated anthocyanins show higher sta-
bility than less concentrated pigments (26). Copigmenta-
tion of anthocyanins with other polyphenolic compounds
and metal ions can improve the stability and intensity of
the color (29, 35).

3. Physical Properties

The color of anthocyanins and anthocyanidins arises from
the excitation of many double bonds through absorbing

light energy. Anthocyanidins have two absorption max-
ima: one in the visible light spectrum at 500–550 nm and
a second in the ultraviolet spectrum at 280 nm.
Anthocyanins in selected fruits, vegetables, and food
products are shown in Table 14.3.

Currently, grapes and red cabbage are commercially
available major anthocyanin sources (26). Fruit juices,
vegetable juices, jellies, jams, ice cream, yogurts, canned
candies, and bakery fillings are the main food products
where anthocyanin pigments are applied. Europe, Asia,
and South America use anthocyanin pigments to a less
limited extent compared to the U.S. (28). 

B. OTHER FLAVONOIDS

Flavonoids include flavones, flavonols, flavanones,
flavanonols, and anthocyanins, which are all based on a
common structure (Figure 14.5). The flavones have a 
double bond between C2–C3, while flavanones are 
saturated at C2–C3. Flavonols possess an additional
hydroxyl group at the C3 position and flavanonols are 
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saturated between C2 and C3 with hydroxyl group at the C3
position. Each flavonoid group is different depending on the
number of hydroxyl, methoxyl, and other substituents on the
two benzene rings. The most ubiquitous flavonoid is
quercetin, 3, 5, 7, 3�, 4�-pentahydroxy flavone (4).

The spectral absorption of flavonoids occurs between
280 and 390 nm depending on the substituents and chelation

with metals. Metals such as iron and aluminum increase the
yellow color of flavonoids. Flavonoids play important roles
in the formation of color in processed foods through metal
chelation and copigmentation with other pigments (35).

Tannins are water-soluble polyphenolic compounds 
that can react with protein and other polymers such 
as polysaccharides. The color of tannins ranges from 

Pigments in Plant Foods 14-9

OR′

OO

OR′

R2

OH

R1

+H2O
− H+

+H+

OOH

OR′

HO

1R

OH

2R

OR′

OH

1R

OR′

O

OH

2R

OR′

O

OR′

HO

1R

OH

2R

OR′

+
2O

Quinoidal base (blue)

Flavylium cation (red) 

Pseudobase or carbinol

(colorless)

Chalcone (colorless)

FIGURE 14.7 Structure changes of anthocyanins at 25°C with pH. R � sugar moiety.



yellowish-white to light brown, and tannin contributes to the
astringency in foods. Proanthocyanidins, condensed tannins,
are colorless compounds and can convert to colored com-
pounds during food processing. Proanthocyanidins are pres-
ent in cocoa beans, apples, pears, and other fruits (36).

V. BETALAINS

Betalains are found in beetroot and amaranth, and provide
red and yellow colors to these plants. The red betalains are
known as betacyanins and the yellow betalains are betax-
anthins. Betalains are water-soluble and located in the
vacuoles of plant cells (37, 38).

A. STRUCTURES OF PIGMENT AND ITS DERIVATIVES

General structures of betalains, N-heterocyclic compounds,
are the condensation of a primary or secondary amine with
betalamic acid (Figure 14.8). Betacyanin pigments contain
1, 2, 4, 7, 7 pentasubstituted 1, 7-diazaheptamethin system
and exhibit a light absorption maximum at 540 nm.
Betaxanthins do not have 1, 2, 4, 7, 7 pentasubstituted 1,
7-diazaheptamethin system and the light absorption maxi-
mum is approximately 480 nm. Depending on the sub-
stituents, various betacyanins can be present such as
betanidin, betanin, amaranthin, isobetanidin, isobetanin, and
isoamaranthin. Isobetanidin, isobetanin, and isoamaranthin
are the epimers of betanidin, betanin, amaranthin, respec-
tively, at C15 positions (Figure 14.8). Betanin from red beet
and amaranthin from amaranth are major sources of betalain
pigments. Betaxanthins possess an amino acid substituents
rather than the indole nucleus found in betacyanins (Figure
14.8). Indicaxanthin, vulgaxanthin-I, and vulgaxanthin-II

are betaxanthins with proline, glutamine, and glutamic acid,
respectively, as the amino acid substituent. Betacyanins can
be converted into betaxanthins in the presence of excessive
amino acids, which indicates that betacyanins and betaxan-
thins are structurally related.

B. CHEMICAL PROPERTIES

1. Thermal Processing

Betanin, the major pigment found in beetroot, degrades to
betalamic acid and cyclopa-5-O-glucoside either under mild
alkaline condition, heating of alkaline solutions, or during
thermal processing (Figure 14.9). This reaction requires
water, indicating that water activity affects the stability of
betanin in food products. Low water activity helps to retain
their pigments. This reaction is reversible during thermal
processing and betanin can be regenerated through Schiff-
base condensation between the aldehyde group of betalamic
acid and amine of cyclopa-5-O-glucoside. Heat treatment
increases the isomerization of betanin into isobetanin (38).

2. Other Factors Affecting Betalain Stability

Betalain can be oxidized in the presence of oxygen and
degrades the color of its pigments. Light exposure also
accelerates the oxidation of betalain. The presence of
antioxidants, such as ascorbic acid and isoascorbic acid,
can improve stability (38). 

C. PHYSICAL PROPERTIES

Betalain solutions show a maximum light absorbance at
537–538 nm between pH 3.5 and 7.0. Below pH 3.5,
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TABLE 14.3
Anthocyanins in Selected Fruits, Vegetables, and Food Products

Fruit or Vegetable Anthocyanins

Apple Cy-3-gal, Cy-3-ara, Cy-7-ara
Pear Cy-3-gal
Peach Cy-3-glc
Plum/prune Cy-3-gal, Cy-3-rut, Peo-3-glu, Peo-3-rut
Cherry Cy-3-sop, Cy-3-gal, Cy-3-rut, Cy-3-glc, Cy-3-glc-rut
Raspberry Cy-3-glc, Cy-3-glc-rut, Cy-3-rut, Cy-3-sop, Cy-3-glc-sop
Strawberry Pg-3-glc, Pg-3-gal, Cy-3-glc
Grapes Cy-3-glc, Del-3-glc, Peo-3-glc, Pet-3-glc, Mv-3-glc, Mv-3,5-diglc
Orange Cy-3-glc, Del-3-glc
Cabbage(red) Cy-3-glc
Banana Pet-3-gly
Fig Cy-3-gly
Wines Cy-, Del-, Peo-, Pet-, and Mv-3-glc, and 3,5-diglc

Cy-, Del-, Peo-, and Mv acyl derivatives
Potato Pg-, Peo-, Pet-, and MV-3-rut-5-glc-coumaric esters and Pg, Cy-, Del- and Pet-3-rut

Cy�Cyanidin, Del�Delphinidin, Mv�Malvidin, Peo�Peonidin, Pet�Petunidin, Pg�Pelargonidin, ara�arabi-
noside, gal�galactoside, glc�glucoside, gly�glycoside, rut�rutinoside, sop�sophoroside.
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maximum absorption of betalain shifts towards shorter
wavelengths (535 nm at pH 2.0), while above 7.0, the
maximum absorption shifts to longer wavelengths (544
nm at pH 9.0). The antioxidant effects of betalain on lipid
peroxidation have been reported (39). Extracts of beetroot
containing these pigments are used in foods, particularly
confectionary products (29, 38).
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I. BACKGROUND INFORMATION

A. HISTORY OF SOFT DRINKS

The first carbonated beverage, of sorts, was provided by
nature, and dates back to antiquity, when the first carbon-
ated natural mineral waters were discovered—although
they weren’t usually used for drinking. Instead, they were
used for bathing by the ancient Greeks and Romans,
owing to their purported therapeutic properties. It wasn’t
until thousands of years later, in 1767, that the British
chemist, Joseph Priestley, was credited with noticing that
the carbon dioxide he introduced into water gave a “pleas-
ant and acidulated taste to the water in which it was dis-
solved” (1). The history of carbonated soft drinks (CSDs)
is somewhat sparse during its early evolution, but most
agree that development of CSDs is due, in large part, to
pharmacists.

Today, carbonated beverages are primarily recognized
for their refreshing and thirst-quenching properties. In the
early to middle 1800s, however, it was these pharmacists
who experimented with adding “gas carbonium,” or car-
bon dioxide, to water, and supplementing its palatability
with everything from birch bark to dandelions in the
hopes of enhancing the curative properties of these 

carbonated beverages (2). “Soft drinks,” a more colloquial
yet very common name for carbonated beverages, distin-
guish themselves from “hard drinks,” since they do not
contain alcohol in their ingredient listing (3). This is in
clear contrast to other beverages, such as distilled spirits,
beer, or wine. These non-alcoholic, carbonated beverages
are also called “pop” in some areas of the world, due to
the characteristic noise made when the gaseous pressure
within the bottle is released upon opening of the package
(4). Figure 15.1 provides a brief illustration of the major
milestones in the history of American soft drinks.

CSDs, “pop,” soda—whatever the moniker given to
these beverages, one thing is clear: they have been an
important part of our popular culture for decades, and will
continue to be for many years to come.

B. SOFT DRINK FACTS AND FIGURES

Few people consciously consider how something as osten-
sibly simple as “soda pop” can markedly affect the econ-
omy on several fronts. The National Soft Drink Association
(NSDA), founded in 1919 as the American Bottlers 
of Carbonated Beverages (ABCB), today represents hun-
dreds of beverage manufacturers, distributors, franchise



companies and support industries in the United States.
According to the NSDA, Americans consumed nearly
53 gallons of carbonated soft drinks per person in 2002, and
this translated into retail sales in excess of $61 billion.
Nearly 500 bottlers operate across the United States, and
provide more than 450 different soft drink varieties, at a
production speed of up to 2,000 cans per minute on each
operating line! Figure 15.2 summarizes the apportionment
of total soft drink production in the year 2000.

Finally, as an industry, soft drink companies employ
more than 183,000 people nationwide, pay more than
$18 billion in state and local taxes annually, and contribute
more than $230 million to charities each year. Few could
argue that the soft drink industry has earned its place in the
history of the American (and global) economy!

C. CARBONATION SCIENCE

Before discussing the process of manufacturing carbon-
ated soft drinks, it is important to establish some funda-
mental chemical/physical concepts with regard to the
carbonation process itself. Simply put, in the beverage
industry, “carbonation” is the introduction of carbon diox-
ide gas into water, as depicted in Figure 15.3.

The favorable results of this simple combination are
many: (1) the carbonation provides the characteristic
“refreshing” quality for which carbonated beverages are
most popular; (2) the dissolved carbon dioxide acts as
both a bacteristat and a bactericide; and (3) the carbon
dioxide dissociates in aqueous medium to form carbonic
acid, which depresses the pH of the solution, thereby
making the product even more protected from microbial

harm (5). All in all, from a microbiologic perspective, car-
bonated soft drinks are innately very safe beverages.

Once the carbon dioxide is introduced into the water,
which will ultimately join with flavors and sweeteners to
form the complete beverage, the beverage technologist must
understand how to measure and express the level of carbon-
ation. The accepted convention in the beverage industry is
not to measure carbon dioxide as a true concentration,
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expressed in parts per million, or milligrams per liter.
Instead, carbonation is expressed in units called “volumes.”
The concept is ultimately based on the physical gas laws of
Henry, Boyle, and Charles, wherein pressure, temperature,
and volume are closely interdependent. The colder the liq-
uid, the more gas can be dissolved within it. Even within the
industry, however, there is some confusion over what 
the exact definition of a “volume” is (6), usually arising
from the temperature included in the definition. For our pur-
poses, we will define one “volume” based on the Bunsen
coefficient, described by Loomis as, “The volume of gas
(reduced to 0°C and 760 mm) which, at the temperature of
the experiment, is dissolved in one volume of the solvent
when the partial pressure of the gas is 760 mm” (7). More
informally, and to put this concept in perspective, consider a
10-ounce bottle of carbonated beverage, representing
roughly 300 ml of liquid. If this carbonated beverage is pre-
pared at one “gas volume,” the package would contain
approximately 300 cc of carbon dioxide. We would consider
this very low carbonation from a sensory perspective, and
would have a barely noticeable “fizz” upon removal of the
closure. Imagine, however, for the same 300 ml of liquid, we
carbonate to four gas volumes (a level typical of many prod-
ucts on the market today). This means that roughly 1200 cc
of carbon dioxide has been introduced into the same 300 ml
volume of liquid. More gas, into the same amount of liquid,
and the same vessel size—imagine the increase in pressure
contained within the bottle. This example explains why the
characteristic “pop” of soda pop is heard when a bottle is
uncapped, or a can is opened!

For the purposes of this text, the discussion of car-
bonation has been somewhat oversimplified, in order to

make the concept more easily understood. As with any
industry, the more one investigates any given topic, the
more complicated and scientifically intense the subject
usually becomes. Carbonation, for example, can be
affected by a variety of factors, including other solids
present in the liquid being carbonated, temperatures of the
gas and the liquid, atmospheric pressure/altitude, and how
far carbon dioxide varies from ideal gas behavior (8).
These are cited merely for consideration, but are outside
the scope of this chapter.

D. PROCESS OVERVIEW

The process of manufacturing carbonated beverages has
remained fundamentally the same for the last several
decades. Certainly, new equipment has allowed faster fill-
ing speeds, more accurate and consistent fill heights, more
efficient gas transfer during carbonation, and other
improvements, but the process remains one of cooling
water, carbonating it, adding flavor and sweeteners, and
packaging it in a sealed container. Figure 15.4 illustrates
the overall process in somewhat more detail, as we con-
tinue to build upon the basic foundation we will be dis-
cussing throughout this chapter. As we proceed, the figures
depicted will become more complete, as each critical
process to carbonated beverage manufacture is explained.

Carbonated beverage production begins with careful
measurement of the formula quantities of each component
into the syrup blending tank. Critical components include
the concentrate, which contains the bulk of the flavor sys-
tem; the sweetener, which typically includes the nutritive
sweeteners high-fructose syrup or sucrose (in the case of

Carbonated Beverages 15-3

Flavor Sucrose
High
fructose
syrup

Acidulant

Preservatives

Nutritionals

Salts:

Color
Juice(s)

Electrolytes
Buffers

Concentrate: Sweetener(s):

Medium
invert
Blends

Treated
water

Process overview of carbonated beverage manufacture

Secondary packaging
Cases
Shrink wrap
Stretch wrap

Warmer

Finished

product

C
hilled

Bottles
Cans
Closures

Packages

Filler Mix processor/
carbonator

To warehouse

CO2

Syrup
blending
tank

FIGURE 15.4 Process overview of carbonated beverage manufacture.



diet beverages, these are replaced with one of the high-
potency sweeteners available); and water, which generally
begins as municipal drinking water, and is further purified
within the beverage plant. These are then blended to
ensure homogeneity of the batch according to carefully
prescribed standard operating procedures.

Once blending in the syrup tank is complete, the “fin-
ished syrup” is tested for correct assembly, then pumped
to the mix processor, where the syrup is diluted to finished
beverage level with chilled, carbonated, treated water
(often a 1:6 dilution of syrup:treated water, although this
varies by product). After this, the now carbonated bever-
age-level solution proceeds to the filler, where it is fed
(usually volumetrically, by gravity) into bottles or cans,
then sealed (capped in the case of bottles, seamed in the
case of cans). Then, the finished product is either passed
through a warmer, in order to avoid excessive condensa-
tion from forming (depending on the type of secondary
packaging used), or sent directly to secondary packaging.
This can include plastic or cardboard cases, shrink wrap,
stretch wrap, or even more innovative devices. After pack-
aging, the product is palletized, and stored in the ware-
house until it is ready for distribution.

II. RAW MATERIALS PREPARATION

A. CONCENTRATE

In the carbonated soft drink industry, “concentrate” is the
name given to a mixture of many different categories of
ingredients, illustrated in Figure 15.5.

The most notable of these, and, indeed, the topic of
many urban legends surrounding its utter secrecy, is the
flavor component. This is where the proprietary formula-
tions of essential oils are found, which combine to form
the characteristic flavor of the trademark beverage. Flavor
components can include a single, “primary” component,
or be distributed in various ways among multiple compo-
nents—for example, a high-potency sweetener supplied as
a dry salt as part of a secondary flavor component. In gen-
eral, the majority of flavor systems include primary flavor

components, and these fall into three broad categories: (1)
simple mixtures, (2) extracts, or (3) emulsions.

Simple mixtures. These are perhaps the simplest of the
flavor categories to understand, but they also represent the
minority of those in existence. Here, a combination of
miscible liquids, or easily soluble solids, are blended
together to form a homogenous aqueous mixture. Because
so many essential flavor oils are not readily water soluble,
the beverage technologist must abandon the idea of the
simple mixture for one of the other, more flexible cate-
gories of flavors.

Extracts. As the name implies, this category of flavors
involves extracting the desired flavor constituents from
essential oils. Simply put, the extraction solvent—usually
ethanol (although sometimes propylene glycol is used)—
is used to partition those flavor constituents which are sol-
uble in the solvent, but not freely soluble in the water
directly. In this way, these flavor compounds become fully
dissolved in the ethanol first. Then, this ethanolic
“extract” (which is, in effect, an ethanolic solution of the
flavor compounds) is added to water. Since ethanol is
freely miscible with water, it acts as a carrier vehicle to
help dissolve or disperse the otherwise water-insoluble
flavor constituents (9). Today, equipment for both batch
and continuous liquid extraction of flavor oils is available,
and more novel approaches have also been developed (for
example, gas extraction, super-critical fluid extraction,
and other patented processes).

Emulsions. This third category is likely the largest,
encompassing the bulk of the flavor systems available
today. In the carbonated beverage industry, oil-in-water
(or o/w) emulsions are the standard. This model involves
an oil (lipophilic) internal phase, and an aqueous
(hydrophilic) external phase, being made “compatible” by
the use of a surfactant, or emulsifier. Surfactants are com-
pounds that are amphiphilic; that is, there are both
hydrophilic and lipophilic portions of the same molecule!
This facilitates a decrease in the surface tension when oil
and water are mixed together, and also allows the
lipophilic portion to align with the oil, and the hydrophilic
portion to align with the water (10). In so doing, the emul-
sifier forms a bridge, of sorts, between the two phases,
and allows them to be dispersed, without gross separation,
for the desired length of time (generally at least as long as
the technical shelf life of the beverage).

Since carbonated beverages are of low pH, owing in
part to the carbonic acid from the dissolved carbon dioxide,
but also from the acid components of the formulae, acid
hydrolysis is one of the major concerns to the beverage fla-
vor developer. By positioning itself between the oil and
water phases, the emulsifier protects the sensitive flavor oils
from chemical degradation in this acidic environment. In
addition, the emulsifier protects the flavors oils from oxi-
dation from the naturally dissolved oxygen in the water
which constitutes the aqueous phase. So, a well-designed
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and prepared emulsion can dramatically extend the sensory
shelf-life of the flavor system, and the overall physical sta-
bility of the beverage.

In addition to the flavors, Figure 15.5 also depicts a
variety of other components which may be part of the con-
centrate. These include juices, which must be handled and
stored carefully in order to preserve their quality, acidu-
lants (both liquid and dry), and a host of other additives,
depending on their desired function (for example,
antifoam, preservative, nutrients, etc.).

B. WATER

Water is the major component in carbonated beverages,
and represents anywhere from 85 to near 100% of the fin-
ished product. Interestingly, it is unlike any other ingredi-
ent, since we rarely have the number of options for water
supply that we have with other raw materials! Obviously,
then, particular diligence must be employed when select-
ing a water supply. Beverage plants use water from
ground supplies, surface supplies, or both. Ground sup-
plies include springs, deep and shallow wells, and artesian
aquifers. Surface supplies include rivers, lakes, streams,
and reservoirs. Within these sources, there is wide varia-
tion in type and content of inorganic (for example, metals,
minerals, sulfate, chloride, nitrate), organic (for example,
volatile organics, natural organic matter), microbiologic
(bacteria, viruses, protozoa), and radiologics (radionu-
clides, alpha- and beta-activity). Table 15.1 provides a rel-
ative comparison of some characteristics of ground and
surface supplies (11).

One critical point of which to be aware is that munici-
pal treatment plants should not normally be depended
upon to consistently supply water suitable for the needs of
most carbonated beverage manufacturers. While the
municipality treats the water so that it is safe to drink, and
aesthetically pleasing to the consumer (potable and palat-
able), they cannot afford to consider the needs of all indus-
trial end users, so they may not consistently supply a water
of the high quality needed for producing our finished prod-
uct and ensuring the beverage a long shelf life. There is
also the possibility of contamination of the city water as it
passes through the distribution system from the municipal
treating plant to the beverage plant. This is particularly true
with respect to organic matter and metal content, such as
iron. The quality of the water used for carbonated soft
drinks must be considered from several perspectives:

(1) Regulatory Compliance: The water used must
be in compliance with all presiding local and
national laws and guidelines. This jurisdiction is
generally clear in the United States, between the
Environmental Protection Agency and the Food
and Drug Administration. However, as you con-
sider the international beverage locations, the
regulatory picture sometimes becomes more
cloudy.

(2) Beverage Stability: Intuitively, as the major
ingredient in carbonated soft drinks, the con-
stituents in water can have a profound impact
on the overall quality and shelf life of our bev-
erage products. For example, if alkalinity is not
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TABLE 15.1
Comparison of Ground and Surface Water Supplies

Parameter Ground Water Surface Water

Total dissolved solids Higher Lower
Suspended solids Lower Higher
Turbidity and color Lower Higher
Alkalinity Higher Lower
Total organic carbon Lower Higher
Microbiology

Protection from bacteria and viruses Highly protected Highly susceptible
Protection from protozoa Almost completely protected Highly susceptible
Presence of iron and/or manganese bacteria Common Rare

Hydrogen sulfide gas Common Uncommon
Aeration/dissolved oxygen Lower Higher
Temperature More consistent More variable
Flow rate Very slow (1 m/day) Very fast (1 m/sec)
Flow pattern Laminar Turbulent
Susceptibility to pollution 

through surface run-off Low High
Time for a contaminant Very long—often decades, Usually short—days/months; 

plume to resolve potentially centuries sometimes years

Source: Bena, D. 2003. Water Use in the Beverage Industry, in Food Plant Sanitation (YH Hui, ed.). Marcel Dekker,
New York.



controlled, the acidic profile of the beverage
formulae will be compromised, making the
beverage more susceptible to microbial growth
and spoilage.

(3) Sensory: Many contaminants, even at levels
within drinking water standards, may adversely
affect the finished beverage. For example, some
algae produce compounds (geosmin and
methyl isoborneol) which are sensory active at
levels as low as nanograms per liter (12). These
can result in “dirty, musty” flavor and aroma in
finished products.

(4) Plant Operations: Water for non-product (auxil-
iary) uses must also meet the performance stan-
dards of the carbonated soft drink producer.
These standards and guidelines are usually
enacted to prevent corrosion (for example, from
high chloride content in heat exchangers) and
scaling (for example, from hardness salts in boil-
ers), which may result in premature equipment
failure and/or loss of operational efficiency.

Whether the beverage plant has its own well, or the
water supply comes from a modern municipal treatment
plant, each individual water supply presents its own par-
ticular problems. In most, if not all cases, the incoming
raw water which supplies a beverage plant already meets
the applicable standards for potability of drinking water.
The beverage producer then further purifies the water 
to meet the quality necessary for its products. This
treatment can take many forms, but the three largest

categories of in-plant beverage water treatment are (1)
conventional lime treatment systems (CLTS), (2) mem-
brane systems (including reverse osmosis, nanofiltration,
and ultrafiltration), and (3) ion-exchange. Volumes have
been written about each treatment modality, and a
detailed discussion is beyond the focus of this chapter.
However, a brief summary of each treatment category is
provided below (13).

(1) Conventional lime treatment systems (CLTS).
This treatment chain represents the majority of
most beverage treatment armadas worldwide,
although the balance is quickly shifting in favor
of membrane technologies. CLTS involves the
addition of a coagulant (as an iron or aluminum
salt), hydrated lime (for pH control), and chlorine
(for oxidation and disinfection) to a reaction
tank. The agitation is gently controlled over the
course of a two-hour retention time, during
which a floc begins to form, grow, and settle,
bringing contaminants with it to the bottom of
the tank, where they await discharge. Figure 15.6
illustrates what happens in this reaction vessel.

Historically, and as little as twenty-five years ago,
conventional lime treatment was regarded as the “ideal”
treatment for raw water of virtually any quality. Indeed,
this system, coupled with the required support technol-
ogy—fine sand filtration, granular activated carbon, pol-
ishing filtration, and ultraviolet irradiation—does address
a broad range of water contaminants. The advantages and
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disadvantages of conventional lime treatment are summa-
rized in Table 15.2.

(2) Membrane technology. Clearly, this has seen
the most growth in recent years with the advent
of more resistant membrane materials of con-
struction and more flexible rejection character-
istics. Included in this category is the prototype
of the cross-flow, polymeric membrane filtra-
tion systems—reverse osmosis, along with
nanofiltration and ultrafiltration (both poly-
meric and ceramic). By carefully controlling the
membrane pore size during manufacture, and
the applied pressure during operation, reverse
osmosis membranes can effectively remove in
excess of 99% of many dissolved species—
down to the ionic level (for example, dissolved
calcium or sulfate). Table 15.3 illustrates the
relative capabilities of the three major mem-
brane processes with regard to a variety of con-
stituents possible in the incoming water (14).

Since reverse osmosis is often the cited “membrane
standard” against which the performance of others are
judged, the advantages and disadvantages of reverse
osmosis are listed in Table 15.4.

Also worth mentioning, though not discussed, among
this group are the “hybrid” technologies, which include
novel membrane and ion-exchange utilization. Examples
are electrodialysis technology for removal of ionic species
in water, and continuous electrodeionization.

(3) Ion-exchange. This technology is routinely uti-
lized for partial or complete demineralization of
the water supply, softening, or dealkalization, or
it can be customized for selective removal of a
specific contaminant (for example, denitratiza-
tion). In simplest terms, ion-exchange involves
using a selective resin to exchange a less 
desirable ion with a more desirable ion. Of
course, a great deal of chemical research goes
into the development of these selective resin
materials, but the functional outcome remains
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TABLE 15.2
Advantages and Disadvantages of CLTS

Advantages Disadvantages

Removes alkalinity and hardness Does not effectively reduce nitrate, sulfate, or chloride concentration
Removes organic debris, particulates, and natural organic matter (NOM) Sludge formation and disposal requirements
Reduces metal concentrations (iron, manganese, arsenic, others) May promote the formation of disinfection by-products (trihalomethanes) 

and some radionuclides under certain conditions
Reduces some color compounds (tannins), off-tastes, and off-odors Often difficult to operate consistently in waters with very low 

dissolved solids
Reduces bacteria, virus, and protozoan populations Relatively large space requirements on plant floor (“footprint”)

Source: Bena, D. 2003. Water Use in the Beverage Industry, in Food Plant Sanitation (YH Hui, ed.). Marcel Dekker, New York.

TABLE 15.3
Relative Comparison of Reverse Osmosis, Nanofiltration, and Ultrafiltration

Component Reverse Osmosis Nano-Filtration Ultrafiltration

Alkalinity 95 to 98% 50 to 70% None
TDS 95 to 98% 50 to 70% None
Particulates Nearly 100% Nearly 100% Nearly 100%
Organic matter Most � 100 MW Most � 200 MW Some � 2000 MW
THM precursors 90 � % 90 � % 30 to 60%
Sodium 90 to 99% 35 to 75% None
Chloride 90 to 99% 35 to 60% None
Hardness 90 to 99% 50 to 95 � % None
Sulfate 90 to 99% 70 to 95 � % None
Nitrate 90 to 95% 20 to 35% None
Protozoa Near 100% Near 100% Near 100%
Bacteria Near 100% Near 100% Near 100%
Viruses Near 100% Near 100% Near 100%
Operating pressure 200 to 450 psi 100 to 200 psi 80 to 150 psi

Approximate removal percentages. Actual performance is system-specific.
Source: Adapted from Brittan, PJ. Integrating Conventional and Membrane Water Treating Systems. International Society of Beverage Technologists
Short Course for Beverage Production, Florida, 1997.



straightforward. For example, softening resins
are often employed to remove hardness (calcium
and magnesium) from the water entering boilers
and heat exchangers. In this application, the hard-
ness ions are not wanted. The softening resin (for
example, a sodium zeolite clay) is charged with
active and replaceable sodium ions. When the
“hard” water passes across the softening bed, the
resin has a selectivity for calcium and magne-
sium, so it replaces them for sodium. The result
is that the water exiting the softener is virtually
free of calcium and magnesium (since they were
replaced by sodium), and is safe to use in boilers
and other equipment, since it will no longer have
the tendency to form scale.

To supplement the major treatment systems men-
tioned above, the carbonated beverage producer often uti-
lizes a host of other “support technologies,” including
activated carbon filtration (to remove organic contami-
nants and chlorine), sand filtration (to remove particu-
lates), and primary and secondary disinfection (using
chlorine, ozone, ultraviolet, heat, or a combination). By
the time the treated water is finished, it is microbially and
chemically safe, clear, colorless, and ready to be used for
syrup and beverage production.

C. SWEETENERS

The two major categories of sweetener types are nutritive
(that is, they provide some caloric value) and “high
potency” (that is, the type used in diet beverages, since
they are many times sweeter than sucrose, and generally
non-caloric). There are several high potency sweeteners
available to the worldwide beverage developer (aspar-
tame, acesulfame potassium, and others), and they are
almost exclusively, if not always, included as part of the
“concentrate” flavor system as a dry substance package.
As such, their quality can be more easily controlled by the
vendor, as with any of the other concentrate ingredients,
and minimal intervention is needed at the carbonated soft

drink manufacturing facility. These high potency sweet-
eners, therefore, will not be addressed in this chapter. A
concise treatise on the topic, however, is provided by the
International Society of Beverage Technologists (15).

Next to water, however, the nutritive sweeteners repre-
sent the second most prevalent ingredient in the finished
beverage. The most common nutritive sweeteners used in
the carbonated soft drink industry are sucrose and high
fructose syrups, with sucrose (from cane or beet) being the
most common internationally. Within the United States,
nearly all of the nutritive sweetener used in carbonated
beverages is high fructose corn syrup (HFCS, either 42 or
55%). In 1996, the U.S. corn refining industry produced
over 21 billion pounds of high fructose corn syrups, repre-
senting only about 12% of the total corn crop (16).

Although high fructose syrups may be obtained from
other starting materials, like wheat or tapioca starch, corn
remains the most prevalent starting material. A starch slurry
is first digested by the addition of alpha-amylase enzyme,
which results in gelatinization and ultimate dextrinization
of the starting starch. Then, glucoamylase enzyme is added
to result in an enriched glucose syrup (95% glucose). After
this the glucose syrup is purified via particle filtration, acti-
vated carbon adsorption, and both cation and anion
exchange. Then, evaporation brings the solids content
within range for effective passage through the isomeriza-
tion column containing the glucose isomerase enzyme. This
enzyme converts much of the 95% glucose syrup to fruc-
tose, which is again purified as before and evaporated. The
result is HFCS-55 of high quality. In some formulae and/or
markets, HFCS-42 is used, which is simply a blend of the
HFCS-55 with the 95% glucose stream to result in a prod-
uct which is 42% fructose. The generic process by which
corn starch is transformed to high fructose corn syrup is
illustrated in Figure 15.7 (17).

In general, HFCS-55 (55% fructose) is a highly pure
ingredient, due, in large part, to the activated carbon,
cation, and anion exchange steps required of the process.
However, the most recent research highlights the occur-
rence of potent sensory-active compounds which could
form via chemical or microbial pathways in HFCS,
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TABLE 15.4
Advantages and Disadvantages of Reverse Osmosis

Advantages Disadvantages

Removes nearly all suspended material, and greater than 99% Pretreatment must be carefully considered, and typically involves 
of dissolved salts in full-flow operation operating costs for chemicals (acid, antiscalant, chlorine removal)

Significantly reduces microbial load (viruses, bacteria, and protozoans) Does not produce a commercially sterile water
Removes nearly all natural organic matter (NOM) Membranes still represent a substantial portion of the capital cost,

and may typically last 3–5 years
May be designed as a fully automated system with little maintenance Low solids water may be aggressive toward piping and equipment,

so this must be considered for downstream operations
Relatively small space requirements on the plant floor (“footprint”) High pressure inlet pump is required

Source: Bena, D. 2003. Water Use in the Beverage Industry, in Food Plant Sanitation (YH Hui, ed.). Marcel Dekker, New York.



including isovaleraldehyde, 2-amino acetophenone, and
maltol (18). When properly produced and stored, no addi-
tional treatment is necessary at the beverage plant.

Sucrose, though the clear exception in the North
American beverage industry, continues to be the mainstay
for international beverage markets. It may be obtained from
sugar cane or sugar beet, following two distinct separation
and purification schemes, as depicted in Figure 15.8 (19).

The three indicators of sucrose quality generally rec-
ognized by the sugar industry are color, ash, and turbidity.
Internationally, depending on the quality of the available

sucrose, it is not uncommon to subject the incoming gran-
ular or liquid sucrose to additional treatment at the bever-
age plant. Ash, or residual inorganic minerals, remains
difficult to adequately treat at the carbonated soft drink
plant, so great effort is made to source sucrose with an
acceptable ash content (as defined by the individual com-
pany specifications). Turbidity is easily remedied at the
beverage plant via an in-line filtration step, often incorpo-
rating diatomaceous earth as a filter aid. Color, considered
by some as the primary indicator of sucrose quality, is also
able to be treated at the beverage plant, but typically
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requires hot treatment through activated carbon. This
removes color and many sensory-active compounds, and
also serves to render the sucrose free of most viable
microorganisms. Figure 15.9 (19) briefly summarizes the
handling and treatment of sucrose at the carbonated soft
drink facility.

Liquid sucrose, usually commercially available at 67
Brix concentration (67 Brix is equivalent to 67% sucrose,
by weight), is sometimes used for the production of car-
bonated soft drinks. Two distinct disadvantages of using
liquid sucrose instead of granulated sucrose include the
following: (1) the end user ultimately pays for shipping
33% water, since the ingredient is only 67% sucrose
solids, as compared to granulated sucrose, which is 100%
sucrose solids, and (2) this water also means that the liq-
uid has a higher water activity than granulated sucrose,
making it much more susceptible to microbial spoilage.
With liquid sucrose operations, absolutely diligent trans-
port and handling procedures are imperative.

The last, less common type of nutritive sweetener used
in this industry is medium invert sugar. Chemically, this
product has similarities to both sucrose and high fructose
corn syrup. With medium invert sugar, or MIS, the starting
material is liquid sucrose, which is then treated with one of
three processes: (1) heat and acid, (2) ion-exchange, or (3)
invertase enzyme. The end result of any of these processes
is that roughly 50% of the starting sucrose is transformed
into “invert sugar,” an equimolar mixture of glucose and
fructose. At this point, the inversion process is stopped,

and the final commercial product contains 50% sucrose,
25% glucose, and 25% fructose. This gained favor over
liquid sucrose in the beverage industry for two main rea-
sons: (1) the finished material is 76 Brix, vs. 67 Brix for
liquid sucrose, so less water is shipped, and (2) MIS has a
much lower water activity, and is, therefore, much more
microbiologically stable.

In summary, the producers of carbonated soft drinks
have several options at their disposal for providing the
sweetness to the consumer, which is so characteristic of
these products. Internationally, sucrose is the major
sweetener used, while in the United States, high fructose
corn syrup is preferred. Irrespective of the type of sweet-
ener, the beverage industry has treatment methods at its
disposal to ensure that this ingredient consistently meets
the high standards of chemical and microbial quality nec-
essary to be used in the production of syrup and beverage.

D. CARBON DIOXIDE

At normal temperatures and pressures, carbon dioxide is a
colorless gas, with a slightly pungent odor at high con-
centrations. When compressed and cooled to the proper
temperature, the gas turns into a liquid. The liquid in turn
can be converted into solid dry ice. The dry ice, on absorb-
ing heat, returns to its natural gaseous state.

We learned a little of the history of carbonation earlier
in this chapter, since the concept is so critical to the pro-
duction of carbonated soft drinks. Just as critical is the
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quality of the carbon dioxide used in this application. For
many years, the quality of carbon dioxide was minimized,
largely because there were no uniformly available methods
with which to test the gas, as an ingredient. Those proce-
dures that were available required special expertise to prop-
erly sample and handle this cryogenic gas. The standards of
quality of the carbon dioxide used in beverages were tradi-
tionally relegated to the U.S. Compressed Gas Association
(CGA), whose “quality verification levels” were incorpo-
rated into the beverage company’s specification system.
Then, in 1999, the International Society of Beverage
Technologists (ISBT) developed the Quality Guidelines
and Analytical Procedure Bibliography for Bottlers’
Carbon Dioxide (20). This was a cross-corporate effort by
carbon dioxide suppliers, end-users, testing labs, and allied
businesses to completely update the obsolescent guidelines
which had been recognized for decades. The guidelines are
only available for purchase through ISBT (www.bevtech.
org); they include parameters related to health/safety, sen-
sory, and good manufacturing practices at the supplier.

Carbon dioxide may be obtained and purified from a
number of different “feed gas” sources, the majority of
which are listed in Table 15.5.

There are other more “exotic” sources which are often
the result of carbon dioxide being generated as a by-
product during an organic chemical synthesis. In addition
to commercial supplies, some carbonated beverage plants
produce and purify their own carbon dioxide. The most
common feed gas sources for these applications are com-
bustion (where the flue gas is recovered, concentrated,
then purified) and breweries (where the CO2 generated
from microbial metabolism is recovered and purified).
Whether supplied commercially or in-house, the carbon
dioxide used in carbonated soft drinks is of high quality
(greater than 99.9% CO2); in most cases, it even exceeds
that of medical grade gas.

The liquid carbon dioxide which is delivered to bever-
age plants is generally stored in large “bulk receivers,”
which are vertically or horizontally oriented steel tanks
with urethane foam or vacuum insulation. In the most
common arrangement, carbon dioxide is withdrawn from

the liquid phase at the bottom of the tank, and vaporized by
one of several methods. Due to this withdrawal, the equi-
librium between vapor and liquid in the tank remains
dynamic. The air gases (oxygen, nitrogen) partition into
the vapor phase of the vessel, and are routinely purged to
maintain the purity of the carbon dioxide within the bulk
receiver. Similarly, some components preferentially parti-
tion, in trace amounts, into the liquid phase of the carbon
dioxide (liquid CO2 is an excellent solvent). Many bever-
age plants choose to subject the freshly vaporized carbon
dioxide to one final step of purification just prior to the
point of use. This is usually a simple filtration through acti-
vated carbon alone, or through a mixed adsorbent bed of
carbon (to remove organic contaminants); a silica-based
desiccant (to remove moisture); and a molecular sieve (to
remove sulfur compounds and some oxygenates).

In addition to the quality considerations already dis-
cussed, carbon dioxide safety is a key consideration for
beverage industry technologists. Carbon dioxide is not usu-
ally considered to be a toxic gas in the generally accepted
sense of the term (that is, poisonous) and is normally pres-
ent in the atmosphere at a concentration of approximately
0.03% (300 ppm). Under normal circumstances, carbon
dioxide acts upon vital functions in a number of ways,
including respiratory stimulation, regulation of blood circu-
lation, and acidity of body fluids. The concentration of car-
bon dioxide in the air affects all of these. High
concentrations are dangerous upon extended exposure, due
to increased breathing and heart rates and a change in the
body acidity. OSHA (Occupational Safety and Health
Administration) establishes regulations governing the max-
imum concentration of CO2 and the time-weighted average
for exposure to CO2. These regulations should be reviewed
before installation of any CO2 equipment, and the require-
ments fully met during operation and maintenance.

Since carbon dioxide is heavier than air, it may accu-
mulate in low or confined areas. Adequate ventilation
must be provided when carbon dioxide is discharged into
the air. At lower levels where carbon dioxide may be con-
centrated, self-contained breathing apparatus or supplied-
air respirators must be used. Filter type masks should not
be used. Appropriate warning signs should be affixed out-
side those areas where high concentrations of carbon
dioxide gas may accumulate, and lock-out/tag-out proce-
dures should be followed, as appropriate (21).

III. SYRUP PREPARATION

Most carbonated beverage formulae begin with a “simple
syrup,” which is usually a simple combination of the
nutritive sweetener (sucrose, HFCS, MIS) and treated
water. In some cases, it may also contain some of the salts
outlined in the specific beverage document, depending on
the order of addition which is required. Once the sweet-
ener is completely dissolved, and the simple syrup is a
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TABLE 15.5
Feed Gas Sources for Carbon Dioxide

✓ Combustion
✓ Wells/Geothermal (Natural CO2 Wells)
✓ Fermentation (Breweries, ethanol plants, etc.)
✓ Hydrogen or Ammonia Plants
✓ Phosphate Rock
✓ Coal Gasification
✓ Ethylene Oxide Production
✓ Acid Neutralization

Adapted from CGA-6.2. 2000. Commodity Specification for Carbon
Dioxide. U.S. Compressed Gas Association, Table 3, Page 5.



homogenous batch, then the flavor and remaining compo-
nents are added to form the “finished syrup.” All simple
syrup should be filtered before being pumped to the fin-
ished syrup blending/storage tanks.

Using Granulated Sucrose. Accurate weighing of
granulated sugar is important. Granulated sugar is normally
received in bulk form or in bags. Internationally, receipt in
50- or 100-pound jute or paper bags is not uncommon. It is
extremely important that the sugar received by either means
should be dry and free of lumps. Moist sugar creates two
immediate and serious problems: (1) moist sugar can have
high microbial counts, much of which will be yeast. Yeast is
a serious problem for carbonated beverages, since it can
lead to fermentation and eventual spoilage of the finished
product. (2) Moist sugar makes accurate measuring diffi-
cult, since the moisture content is being weighed, in addi-
tion to the sucrose solids. This makes final control of the
batch difficult and inconsistent.

Sugar in lumps will create difficulties in making sim-
ple syrup and will take longer to dissolve. Lump sugar is
usually an indication that the sugar was not fully dried
during refinery production or was stored improperly (22).
Never use bulk sugar systems when faced with wet or
even slightly moist sugar. It will cause “bridging” (flow
restriction) in silo storage and make effective handling
impossible. It is critical that any bulk sugar supply is con-
sistently dry and that the storage environment can be con-
trolled to ensure constant low humidity. Even the most
modern silo can “bridge” when faced with a moisture
problem.

Granulated sugar should always be added slowly into
the treated water already measured into the tank. While
sugar is being added, the tank agitator should be in con-
stant operation. The agitation should continue until the
sugar is completely dissolved. After the sugar has been
completely dissolved, and the simple syrup has been fil-
tered into the blending/storage tank, the syrup is checked
for sugar content (Brix). Table 15.6 outlines intuitive, but
useful, reasons for off-target Brix readings.

Using Liquid Sugars. There are three main types of
liquid sugars that are used for syrup production, as dis-

cussed earlier: liquid sucrose, medium invert sugar, and
high fructose syrups. Making simple syrup from liquid
sucrose is similar to the procedure employed when using
granulated sugar. The first step is to check the Brix of the
liquid sucrose to find out how much water must be added
to the batch to bring the Brix of the simple syrup to the
level required by the formula. Most companies beverage
documents include a table that specifies how much of the
liquid sucrose and additional treated water should be
added to the batch based on Brix. When liquid sucrose
supplies are received at the plant, they should be accom-
panied by an analysis sheet comparing the tank load
against the company standards.

Medium Invert Sugar is resistant to microbial
spoilage when being transported from supplier to plant,
and while in storage. However, good sanitation procedures
are still required, as well as special precautions to prohibit
secondary infection. When liquid invert shipments are
received at the plant, they should be accompanied by an
analysis sheet comparing the tank load against standards.
The formula document should include a table that specifies
how much of the sweetener and additional treated water
should be added to the batch based on Brix and the percent
inversion. When testing for Brix in MIS samples, a correc-
tion factor must be used on refractometer readings to com-
pensate for the non-sucrose solids as a result of inversion.

Using High Fructose Syrups. For liquid sugars, in
general, a sample should be taken before the sugar is
accepted, and the analysis should confirm that the material
is within standards. The installation, including receiving
station, pumps, air blower/ultraviolet lamp, tanks and pip-
ing/fittings, should be of approved materials (stainless
steel) and in accordance with the individual beverage com-
pany’s design guidelines. High fructose syrup is subject to
crystallization, so storage temperatures should be con-
trolled (generally maintained between 75°F/24°C and
85°F/29°C), by the use of indirect heating. The receiving
station is a critical point and should be fully cleaned and
hot sanitized before every delivery. As with MIS, when
testing for Brix in HFS samples, a correction factor must
be used on refractometer readings to correct to true Brix
and compensate for the non-sucrose solids.

No matter what type of nutritive sweetener is used,
once the simple syrup has been correctly prepared in the
mixing tank, it should be pumped through the syrup filter
into the storage tank so that the other concentrate compo-
nents may be added. Most simple syrups will be in Brix
range between 60–65, which makes them extremely sus-
ceptible to microbial spoilage, again, with yeast the most
likely culprit. Be sure to recognize and respect any time
constraints included in the syrup preparation instructions.
For example, a general “rule of thumb” is that simple
syrup should not be kept longer than four hours before
converting it to finished syrup. If hot sugar processing
is used, remember to atemperate the simple syrup to
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TABLE 15.6
Possible Brix Errors during Simple Syrup Production

High Brix Low Brix

Weighing error - excess sugar Weighing error - short sugar
Faulty scale Faulty scale
Instrument error Not weighing sugar bags
Too little water Too much water

Instrument error
Moist sugar

Source: Delonge, H. 1994. Pepsi-Cola Production Manual, Volume 2,
Sugar and Sugar Handling.



ambient temperature prior to the addition of concentrate.
This will help minimize thermal degradation of the flavor
oils. Also, it is very important to add the individual com-
ponents in the specific order detailed in the syrup prepa-
ration instructions. Incorrect order of addition can lead to
a variety of problems, including changes in viscosity, fla-
vor degradation, nutrient breakdown, and precipitation of
insoluble materials in the syrup tank.

IV. CARBONATION

Earlier in this chapter, we discussed the history, theory, and
principle of introducing carbon dioxide gas into water to
produce a carbonated beverage. We also addressed the
importance of the quality of this carbon dioxide, as well as
of the treated water used to dissolve it. In this section, we
will discuss the practical aspects of carbonation control.

“Mix processing” refers to the process of combining
the finished syrup, treated water, and carbon dioxide in
the correct proportions to meet beverage specifications. In
addition to the proportioning function, mix processing
will usually incorporate deaeration, mixing, carbonating,
and cooling, depending on the manufacturer’s design and
the type of products being handled. The design of mix
processing systems will vary from one manufacturer to
another, incorporating the features that the manufacturer
feels are advantageous to controlling production.

The primary function of the carbonating unit or the
carbonator is to add carbon dioxide to the product. It must
be carbonated to the level that, after filling and closing,
results in a product within the standards for beverage car-
bonation. Some carbonating units incorporate cooling in
the same tank or unit. The product can be slightly pre-car-
bonated with CO2 injection and then exposed to a CO2

atmosphere directly where cooling is in progress. Other
systems separate the carbonating and cooling steps. The
three most common forms of carbonating technology
incorporate one or a combination of the following: (1)
conventional (atmospheric exposure) introduction, (2)
CO2 injection, or (3) CO2 eduction.

The ability of water, or beverage, to absorb carbon
dioxide gas, is largely dependent on the efficiency of the
carbonating unit (23). Other factors that influence CO2

absorption include (1) product type, (2) product tempera-
ture, (3) CO2 pressure, (4) time and contact surface area,
and (5) air content. If the water temperature rises, the gas
pressure must be increased if the same absorption of CO2

is to be maintained. Conversely, if the temperature of the
water or beverage entering the carbonating unit drops, the
CO2 becomes more soluble, and the pressure must be
decreased to keep the volumes of carbonation within stan-
dards. Automatic CO2 controls compensate for fluctua-
tions in temperature, pressure, and flow. This allows the
carbonating unit to produce a constant CO2 gas absorp-
tion. Such controls are standard in modern processing

units, which are available as basic units, or with computer
interfaces to track the variation in product temperature,
pressure, flow, and final CO2 gas volumes absorbed dur-
ing operating hours.

In many ways, this is a gross oversimplification of a
process which, to this day, sometimes eludes strict con-
trol. Certainly, equipment has dramatically improved over
the years, but loss of carbon dioxide remains a significant
issue in terms of overall plant productivity. New mem-
brane carbonation systems hold great promise for contin-
uing this evolution, by helping to carbonate, at least in
theory, more precisely and accurately than ever before. It
is yet to be seen if these systems will endure the economic
challenges, industry acceptance, and rigors of time.

V. FILLING, SEALING, AND PACKING

In the most fundamental terms, this section will address
the introduction of the now freshly prepared and carbon-
ated finished beverage into the package, and sealing it in
a manner so as to preserve its integrity: simple in theory,
sometimes challenging in application. The bottle filling
unit includes bottle handling/transfer components, a fill-
ing machine, and a capper/crowner.

The purpose of the filler is to fill returnable and non-
returnable bottles to a predetermined level. It should do this
efficiently while minimizing foaming and deliver the bottle
to a crowner or closure machine to be sealed, or, in the case
of cans, to the lid seamer. A discussion of the design and
engineering of filling machines is beyond the scope of this
chapter, and is normally relegated to the specific operating
manuals supplied by the respective equipment vendor.

Carbonated beverage fillers, to prevent the loss of car-
bon dioxide from the freshly carbonated beverage, must
be counter-pressured. The advantage in using CO2 gas for
counterpressure purposes at the filler bowl is to reduce
product air content. With can fillers, this is possible
because the counterpressure gas is normally purged from
the can to the atmosphere as part of the filling process.
Most bottle fillers presently in use vacate the counterpres-
sure gas back into the filler bowl as the bottle is being
filled. The empty bottle moving into the sealing position
(at the filling valve) already contains air. Even if the coun-
terpressure gas is CO2, vacating this mixture (air and CO2)
back into the filler bowl assures that the bowl will contain
(predominantly) air. This can negate the advantage of CO2

as a counterpressure gas, and actually be wasting CO2 to
the point of an economic disadvantage. In place of carbon
dioxide, air or nitrogen is sometimes used as the counter-
pressure gases.

Imagine what happens when a carbonated beverage is
agitated, and then quickly uncapped. Sometimes, this
same type of foaming that results can occur during filling.
Foaming at the filler, even in small amounts, can cause a
number of problems. Some of these deal with product
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quality, others with economics or plant operation, and are
summarized in Table 15.7 (24).

The cause(s) of foaming in a filling operation can range
from a simple problem, that can be corrected quickly, to
one requiring extensive trial and error testing. Many times,
the troubleshooting exercise requires a combination of
technical skill, creativity, and experience. Some causes of
foaming at the filler are summarized in Figure 15.10.

When the problem is a single valve, or occurs for a
short period of time, it is usually easy to troubleshoot and
correct. On-going foaming problems can be extremely
difficult to correct. Manuals supplied by the manufacturer

of the filler/mix processor usually address troubleshooting
foaming problems in detail, and should be consulted. If
the problem persists, contact the filler manufacturer.

One of the problems which can result from excessive
foaming at the filler, aside from the poor aesthetics of
“sticky” packages, is the formation of mold colonies on
the external walls of the package. This might also be evi-
dent in the thread areas of bottles when the cap is
removed. Proper sealing of the newly filled package is a
critical step in the processing of carbonated soft drinks.
The closure can be a variety of different types, including
crimp-on metal crowns on glass bottles, screw-on metal or
plastic caps on plastic bottles, or a seamed lid onto a can
body. Each of these applications requires different equip-
ment, but the over-riding objectives are the same: (1)
withstand the pressure from the carbon dioxide in this
closed system, (2) provide the consumer with a safely
sealed product, and one with tamper evidence, (3) prevent
leakage of product out of the package, and (4) help con-
tribute to the visual appeal of the overall package.

After proper application of the closure or lid, some
beverage manufacturing plants pass the bottles and cans
through a warmer, which is a tunnel of water sprays of
carefully controlled temperature. The purpose is to bring
the temperature of the filled packages (still cold from the
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Syrup over-agitation

Dirty bottles

Dirty filler bowl

Excessively carbonated product

Line leaks (air introduction)

Valve failure

Vent tube scored, missing, loose, incorrect size

Inadequate drainage after washing or rinsing

Particulates in water

Improper carbo-cooler operation

Incorrect centering cup insert

Incorrect setting of valve operating/snift cams

Bent valve operating levers

Product characteristics (more common in diets)

Inadequate carbo-cooler capacity, or operating
beyond capacity

Vent tube spreading rubber wrong position or
missing

Warm product (inadequate refrigeration)

Glass quality and configuration

Excess air or dissolved oxygen in water

High syrup temperatures; warm bottles

Too high a liquid level in bowl

Frequent start/stop operation of filler (over-
agitation of product)

Carbo-cooler outlet valve not opening fully

Incorrect bowl pressure setting

Hot or contaminated CO2

Damaged snift ferrule

Rough transfer on A-frame

Silicate or carbonate scale/deposits from water 

Worn valve liquid seal (skirt)

Dirty valve screens

Poor/leaking counterpressure seal

Worn pump seals on water, syrup, or beverage
transfer pumps (air eduction)

Some causes of foaming at the filler

FIGURE 15.10 Some causes of foaming at the filler. Source: Bena (25).

TABLE 15.7
Problems Resulting from Foaming at the Filler

Quality Economics/Operations

✓ Underfilled package ✓ Impact on filling speed
✓ Product residue on bottle ✓ Loss of CO2 and product
✓ Incorrect CO2 level ✓ Increased BOD (biochemical

oxygen demand) to the drain
(sewer surcharge)

✓ Increased cost of clean-up

Source: Delonge, H. 1994. Pepsi-Cola Production Manual, Volume 2.
Carbonation.



chilled carbonated water introduced at the mix processor)
up to close to ambient. The main reason for this is to pre-
vent excessive condensation, which can lead to problems,
depending on the secondary and tertiary packaging that
are used.

For example, in the U.S. and in many countries inter-
nationally, it is common to place bottles of carbonated bev-
erage into rigid plastic crates for transport to a retail outlet.
In these instances, warming is not usually needed, since
the plastic crates are essentially inert, and allow for ade-
quate air flow and ventilation of the product. Some prod-
ucts, however, perhaps because of a particular marketing
promotion, will shrink wrap multiple bottles together, then
place them in a cardboard case box, and then stack them on
a pallet which is stretch-wrapped for structural stacking
integrity. In the second example, if the bottles were not
warmed after filling, there is a high probability that the
excess condensation would be trapped (by the shrink
wrap), absorbed by the cardboard (presenting a mold risk),
and then subjected to a “green house effect” from the poor
ventilation of the stretch wrap. It becomes quickly evident
that a beverage producer’s job is not complete simply
because the product makes it safely to a sealed container!

VI. QUALITY CONTROL AND ASSURANCE

In this section, we will distinguish quality “control” from
quality “assurance” by having control refer to testing typ-
ically performed by the beverage plant, either immedi-
ately on-site or at a local contract lab. “Assurance” will
refer to the subject of a broader, usually centrally man-
aged program (for example, frequent testing of the prod-
uct from the trade by a central corporate laboratory).
Typically, the bulk of testing performed in a carbonated
beverage facility falls under the category of quality con-
trol. Each company prescribes its own specific testing
protocol, including the parameters to test, analytic test
methods to apply, and frequency. In addition, a rigorous
quality program would clearly outline the actions to be
taken (and by whom) in the event that this testing demon-
strates an out-of-specification situation.

Since there is no single protocol for all plants to fol-
low, Figure 15.11 summarizes the major categories of
testing to consider when evaluating a beverage plant’s
quality monitoring scheme. This list is by no means
exhaustive, but it does provide an idea of how rigorous the
monitoring and control in a beverage plant should be.
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Water−raw, treated

Carbon dioxide

Packaging

Physical factors/inorganics
Metals, alkalinity, chlorine

Volatile organics
Radiologics

Regulatory compliance testing
Treatment operation tests

Target contaminants

Physical factors

Physical factors
Color, ash, turbidity

Decolorizing ability

In-plant treatment efficacy

Simple syrup testing
Syrup

Production

Finished syrup testing
Brix, acidity

Dimensions, weight
Enamel rating (cans)

Visual inspection
Microbiology
Removal torque

Sensory

Sensory

Sensory

Sensory (control drink)

Sensory

Purity

Microbiology

Microbiology

Microbiology

Sweetener

Acidity
Brix

Rinse water microbiology
Bottle washer efficacy
Net contents/fill height
Gas volumes
Date coding
Sanitizer concentration

Transfer tank testing
Environmental testing
Finished product

Multiple test
parameters

Internal testing

External testing

Regulatory testing

Operational testing

Troubleshooting

Multiple test
frequencies

These categories
involve:

Example of testing categories in a beverage plant quality scheme

FIGURE 15.11 Example of testing categories in a beverage plant quality scheme.



In addition to this quality control scheme, most larger
beverage companies have developed formalized quality
assurance schemes, which are usually under a centralized
corporate management. The programs generally include
some auditing function to visit the production plants for
compliance to standards and guidelines, and sampling of
finished products from the trade. These programs vary in
terms of their focus and rigor, but trade sampling provides
perhaps the best representation of what the consumers in a
particular market are receiving. From this perspective, the
data obtained are of extreme value, and must be reviewed
in concert with in-plant and external data, in order to pro-
vide the best overall picture of quality performance.

VII. FINISHED PRODUCT

Low pH, high acidity, carbonation, and often ingredients
that provide some natural antimicrobial activity (for exam-
ple, d-limonene in citrus oils) all combine to make carbon-
ated soft drinks a robust category of beverages. Of course,
“robust” is a relative term, so as not to imply that carbon-
ated beverages are completely immune to problems in fin-
ished product. The formulae, however, go a long way in
providing a margin of “designed” product safety.

In fact, for non-fruit-juice-containing carbonated
beverages, the types of problems which are typically
encountered in the trade are relatively few, and rarely, if
ever, present a health or safety threat to the consumer.
Microbiologically, we have already mentioned the possi-
bility of having mold form where the overall moisture in
the environment is not controlled. For example, remem-
ber the scenario of freshly filled bottles, moist with con-
densation, then shrink wrapped, palletized, and stretch
wrapped. The resulting “green house” effect could easily
provide the necessary conditions in which mold could
grow. In finished product, however, these beverages
might contain a variety of organisms, but they will not
remain viable under the conditions of the beverage. Only
aciduric organisms can multiply, and these include some
molds, yeasts, lactic acid bacteria, and acetic acid bacte-
ria (26). Of these, the clear majority of microbial prob-
lems are caused by spoilage yeast. This “spoilage”
normally refers to any condition which affects the design
appearance, flavor, or aroma of the product, and is usu-
ally a problem of aesthetics where carbonated soft drinks
are concerned.

In addition, as with any packaged products, the pack-
aging materials can be the source of finished product
problems. For example, misapplication of closures may
occur, where removal torque is so high that consumers
have difficulty opening the bottles. In areas of the world
where returnable bottles are used, depending on their han-
dling, they can become badly scuffed, presenting an unap-
pealing look to the consumer.

Many problems with finished product can be—and
are—averted before the product ever leaves the beverage
facility. This is due, in large part, to the diligent monitoring
of the soft drink manufacturing process from beginning to
end. We have already learned that the raw materials are held
to high standards of quality upon receipt, and some—like
water, sucrose, and carbon dioxide—are often further puri-
fied within the beverage plant itself. Then, these raw mate-
rials are combined into a finished syrup, and it is checked
against standards of assembly and quality. This finished
syrup is then diluted and carbonated, filled, then sealed to
form the final beverage. The final product is tested chemi-
cally, microbially, and sensorially, to ensure that it meets
the highest standards of its trademarked brand.

This said, the summary above represents only a small
portion of the quality systems that overarch most finished
products, and which are clearly beyond the scope of this
chapter. Suffice to say that many beverage companies
begin to control quality as far back in the supply chain as
possible, so far, that some companies own their own citrus
groves in order to strictly control the quality of the orange
juice used in their orange-juice containing carbonated bev-
erages! In addition, as the principles of HACCP (Hazard
Analysis and Critical Control Points) become more com-
monplace in the beverage industry, many bottlers and can-
ners are voluntarily formulating their own HACCP plans
to formalize the monitoring and control of their processes.
All of this is done with a single, predominant end-goal in
mind, to provide the consumer with consistently high-
quality, great tasting, refreshing beverages.
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I. BACKGROUND INFORMATION

A. HISTORY OF MUFFINS

English muffins originating in London were made from
yeast dough in contrast to quick-bread muffins served in
early America. Muffins are described as a quick bread
since “quick-acting” chemical leavening agents are used
instead of yeast, a “longer-acting” biological leavening
agent. Muffins have become increasingly popular as a hot
bread served with meals or eaten as a snack. Freshly
baked muffins are served in restaurants and bakeries and
consumers can buy packaged ready-to-eat muffins from
grocery stores and vending machines. It is possible for
restaurants and small bakeries to serve a muffin of a con-
sistent high quality with the availability of dry mixes,
frozen muffin batter, and pre-deposited frozen muffins
available on the wholesale market. 

B. HEALTH CONCERNS

The economic burden of chronic disease is a worldwide
problem. Chronic diseases contributed to 60% of the
deaths worldwide in 2001 (55). The increasing rate of
obesity and the ageing of the population are expected to
impact the burden of chronic disease. Those with obesity
are at greater risk and have an earlier onset of the chronic
diseases of diabetes, cardiovascular diseases, cancer, and
stroke. Ageing increases the risk for all chronic diseases.
Nearly one-quarter of the population in developed coun-
tries is made up of those above 60 years of age, with
expectations for the numbers to increase to one-third of
the population by 2025 (55). 

The problems of overweight and obesity are growing
rapidly around the world and co-exist with malnutrition in
developing countries (55). Surveys of U.S. adults done in
1999–2000 showed that 64% of adults were overweight
and 30% were obese (21). The percentage of children and
adolescents in the U.S. who are overweight has tripled in
the past 30 years with 15% of 6–19 year olds being over-
weight in 1999–2000 (41). 

Obesity rates have increased threefold or more in
some parts of North America, Eastern Europe, the
Middle East, the Pacific Islands, Australasia, and
China since 1980 (54). The prevalence rates of overweight
and obesity are growing rapidly in children and adults in
such countries as Brazil and Mexico where malnutrition
and obesity co-exist in the same household (9). Countries
with the highest percentage (5% to 10%) of overweight
preschool children are from the Middle East (Qatar),
North Africa (Algeria, Eqypt, and Morocco), and Latin
America, and the Caribbean (Argentina, Chile, Bolivia,
Peru, Uruguay, Costa Rica, and Jamaica) (10). 

Globalization of food and the availability of energy-
dense snack and “fast foods” have had a significant
impact on dietary patterns and the incidence of chronic

disease in both developing and developed countries (27).
For example, Coca-cola and Pepsi soft drinks and
McDonald’s, Pizza Hut, and Kentucky Fried Chicken fast
foods are now available worldwide (27). Changes in
dietary patterns combined with a sedentary lifestyle have
increased the rates of obesity and chronic disease. Dietary
factors related to chronic disease are excessive intakes of
calories, fat—especially saturated fat—and sodium, and
low intakes of fruits and vegetables and whole-grain
breads and cereals (52).

National dietary guidelines recommend limiting
intakes of total fat, saturated fat, trans fat, cholesterol, free
sugars, and sodium, and promote dietary fiber from whole
grain breads and cereals and fruits and vegetables (56). In
2002, consumers in the U.S. reported making food choices
in an effort to avoid fat, sugar, calories, and sodium, and to
increase fiber intake (39). Consumers chose fat free foods
or foods low in fat 74% to 80% of the time and selected
low calorie foods and low sodium foods 76% and 67% of
the time, respectively. High fiber foods were chosen 75%
of the time and 40% reported using organic foods (39).

The food industry has responded to concerns of con-
sumers and public health officials by developing “healthy”
food products, lower in saturated fat, trans fat, cholesterol,
sodium, sugar, and calories. New ingredients have been
developed by food scientists in government and industry to
use as fat replacers and sugar replacers to use in preparing
baked products that are lower in calories and saturated and
trans fat (Table 16.1, Table 16.2). The newest category of
ingredients is concentrated bioactive compounds with spe-
cific health benefits (Table 16.3) (43). These ingredients
are added to formulations during food processing to
enhance the health benefits of specific food products or to
develop “functional foods.” Individual foods, such as
apples, blueberries, oats, tomatoes, and soybeans, are
being marketed as functional foods because of the health
benefits of components of these foods. For example, diets
that include oat fiber and soy protein lower serum choles-
terol, and lycopene in tomatoes reduces the risk of pros-
trate cancer. Apples and blueberries contain unique
antioxidants shown to reduce the risk for cancer (42).
Examples of bioactive ingredients available to the baking
industry are OatVantage (Nature Inc., Devon, PA) a con-
centrated source of soluble fiber, and FenuPure
(Schouter USA, Minneapolis, MN), a concentrated source
of antioxidants from fruits and vegetables. 

C. FOOD LABELING AND HEALTH CLAIMS

The Nutrition Labeling and Education Act (NLEA) issued
by the Food and Drug Administration (FDA) in the U.S.
in 1990 required food labels to include nutrition content
on all packaged foods to be effective in 1994 (11).
Information required on the Nutrition Facts portion of the
food label are the serving size and the amount per serving
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of calories, protein, fat, saturated fat, cholesterol, carbo-
hydrates, fiber, sodium, calcium, vitamins A and C, and
iron. A 1993 amendment to the NLEA authorized food
manufacturers to add health claims related to specific
food components (11) (Table 16.4). However, many
“functional foods” lack the scientific evidence to meet
FDA criteria to make health claims (50). A 2003 

amendment to NLEA requires that trans fatty acids be
listed under saturated fat on the Food Facts label by
January 1, 2006 (11).

The Codex Alimentarius Commission of the Food and
Agriculture Organization of the United Nations World
Health Organization (FAO/WHO) Codex Guidelines on
Nutrition Labeling adopted in 1985 are similar to the
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TABLE 16.1
Ingredients Used as Fat Replacers in Baked Products

Brand Name Composition Supplier

Carbohydrate Based
Beta-Trim Beta-glucan and oat amylodextrin Rhodia USA, Cranbury, NJ
Fruitrim Dried plum and apple puree Advanced Ingredients Capitola, CA
Just Like Shorten Prune and apple puree PlumLife division of TreeTop, Selah, WA
Lighter Bake Fruit juice, dextrins Sunsweet, Yuma City, CA
Oatrim Oat maltodextrin Quaker Oats, Chicago, IL
Paselli FP Potato maltodextrin AVEBE America, Inc., Princeton, NJ
Z-Trim Multiple grain fibers U.S. Department of Agriculture
Low and Noncaloric Lipid Based
Enova Diglycerides Archer Daniels Midland/Kao LLC,

Decatur, IL
Benefat Triglycerides modified by substituting Danisco Culter, New Century, KS
Salatrim/Caprenin short or medium chain fatty acids Proctor & Gamble, Cincinnati, OH
Olestra/Olean Sucrose polyester Proctor & Gamble, Cincinnati, OH

TABLE 16.2
Ingredients Used as Sugar Replacements in Baked Products

Sweetness 
Sweetener Brand Name Compared to Sucrose Supplier

Acesulfame-K Sunett 200% sweeter Nutrnova, Somerset, NJ
Sucralose Splenda 600% sweeter Splenda, Inc., Fort. Washington, PA

TABLE 16.3
Ingredients Marketed for Specific Health Benefits

Brand Name Composition Health Benefit Supplier

Caromax Carob fruit fiber; soluble fiber, Lower serum cholesterol National Starch & Chemical, Bridgewater, NJ
Carob Fiber tannins, polyphenols, lignan
FenuPure Fenugreek seed concentrate; Regulate blood glucose; Schouten USA, Inc., Minneapolis, MN

galactomannan lower serum cholesterol
Fibrex Sugar beet fiber; soluble fiber, Lower serum cholesterol; Danisco Sugar Malmo, Sweden

lignan regulate blood glucose
MultOil Diglycerides + phytosterols Lower serum cholesterol Enzymotec Migdal HaEmeq, Israel
Nextra Decholesterolized tallow and Reduce the risk for Source Food Technology, Durham, NC

corn oil; free of trans fat coronary heart disease
Novelose 240 Corn fiber; high amylose, Reduce risk for colon National Starch & Chemical, Bridgewater, NJ

resistant fiber cancer
Nutrifood Fruit and vegetable liquid Reduce risk for chronic GNT USA, Inc., Tarrytown; NYGNT 

concentrates; source of diseases–cancer, diabetes, Germany, Aachen, Germany
antioxidants–carotenoids, and cardiovascular disease
anthocyanins, polyphenols

OatVantage Beta-glucans, a soluble fiber Lower serum cholesterol Nurture, Inc., Devon, PA



NLEA implemented by the FDA in 1994 (13). The Codex
Alimentarius Commission adopted the Codex Guidelines
for the use of Nutrition Claims on food labels in 1997
(14). Codex standards are voluntary and each country
within the United Nations is free to adopt food-labeling
standards. The European Union that includes 15 member
states in Europe also sets guidelines for nutrition labeling
and nutrition claims, subject to requirements of individual
member states. 

The Food Standards Agency of the United Kingdom
(U.K.) was established in 2000 as the regulatory agency to
set policy for food labeling in Great Britain and Northern
Ireland (23). The Food Standards Australia New Zealand
(22) specifies the requirements for food labeling in these
countries (22). Health Canada published new food label-
ing regulations January 1, 2003, making nutrition labeling
mandatory for most foods and allowing diet-related health
claims on food labels for the first time (26). 

D. FOOD LABELING STANDARDS FOR

ORGANICALLY GROWN FOODS

The Organic Foods Production Act of 1990 passed by the
U.S. Congress required the U.S. Department of Agricul-
ture to develop certification standards for organically pro-
duced agricultural products (2). Producers who meet the
standards may specify the percentage of the product that
is organic on the food label if 70% or more of the ingre-
dients in the product are organically grown (2). The

Codex Alimentarius Commission has also published stan-
dards for labeling organically grown foods (15). Organic
fruits and vegetables are produced without using conven-
tional pesticides, petroleum-based fertilizers, or sewage
sludge-based fertilizers. Animal products identified as
organic come from animals given organic feed without
antibiotics or growth hormones. Food products that have
been developed through genetic modification cannot be
labeled as organically grown foods (2,15).

E. INGREDIENT LABELING FOR POSSIBLE ALLERGENS

The Codex Alimentarius Commission of FAO/WHO and
FDA/CFSAN require that food labels list all ingredients
known to cause adverse responses in those with food
allergies or sensitivities (11,20). The FDA requires listing
ingredients from eight foods that account for ~90% of all
food allergies. These foods are peanuts, soybeans, milk,
eggs, fish, shellfish, tree nuts, and wheat (20). Codex
standards require listing ingredients from these same eight
foods plus all cereals that contain gluten—rye, barley,
oats, and spelt—lactose, and sulphite in concentrations of
10 mg/kg or more (11). Gluten, lactose, and sulphite are
listed on food labels because these substances cause dis-
tress for some, even though these substances are not con-
sidered allergens. Individuals with celiac disease or gluten
intolerance eliminate all sources of gluten from the diet. A
small percentage of individuals lack lactase, the enzyme
needed to digest lactose, and avoid dairy products and all
other foods with lactose additives. 

Food processing plants are required to follow Good
Manufacturing Practices (GMP) to avoid possible cross-
contamination with trace amounts of allergens during
processing. An example of possible cross-contamination
is using the same plant equipment to prepare “nut free”
muffins after the equipment was used to prepare muffins
with nuts (49). An example of GMP is dedicating food-
processing plants to the production of allergenic free
foods (49). 

Small bakeries, defined by the number of employees
or annual gross sales, and restaurants are exempt from the
FDA food labeling requirements. Food labeling to iden-
tify foods that have been genetically modified through
bioengineering (GM) is voluntary (16). However, because
of consumer concerns about GM foods, managers of bak-
eries may choose to include a statement on the ingredient
label such as “we do not use ingredients produced by
biotechnology” (16,17). Consumers with food allergies
have learned to read the list of ingredients on the food
label to identify any possible sources of allergens.
Managers of small bakeries that use nuts or soy flour in
their operation, but unable to follow GMP because of the
added cost, may choose to alert consumers with a state-
ment on the ingredient label, such as “this product was
made on equipment that also makes products containing
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TABLE 16.4
Health Claims Approved for Food Labeling in the 
U.S.1

Food Component Health Claim 

Calcium Osteoporosis
Dietary fat Cancer
Dietary saturated fat and Coronary heart disease

cholesterol
Fiber-containing grain products, Cancer

fruits and vegetables
Sodium Hypertension
Folate Neural tube defects
Dietary sugar alcohol Dental caries
Fruits, vegetables and  Coronary heart disease

grain products that contain fiber,
particularly soluble fiber

Soy protein Coronary heart disease
Whole-grain foods Heart disease and certain 

cancers
Plant sterols/stanol esters Coronary heart disease
Potassium High blood pressure and 

stroke

1 FDA/CFSAN. 2002b. Food labeling and nutrition. Information for
industry. A food labeling guide. Appendix C. Health claims.
http://www.cfsan.fda.gov/~dma/flg-6C.html. Accessed on July 3, 2003.



tree nuts.” Making a decision to sell bakery products made
with organic ingredients requires assessing the market for
these products, the availability of organic ingredients, and
the expected income from the operation.

II. RAW MATERIALS PREPARATION

A. SELECTION AND SCALING OF INGREDIENTS

Muffins made by large commercial bakeries are cake type
muffins while those made in the home or small institutions
are bread muffins. The differences between cake and bread
muffins are that cake muffins are higher in fat and sugar
and use soft wheat flours. A common problem encountered
in bread type muffins is tunnel formation resulting from
overdevelopment of gluten. However, this problem is
avoided in cake muffins since sugar, fat, and soft wheat
flours interfere with gluten development and prevent tun-
nel formation. Bread muffins contain 12% of both fat and
sugar compared to 18% to 40% fat and 50% to 70% sugar
in cake muffins (5).

Formulas for a standard cake muffin and bran muffin
are shown in Table 16.5. Ingredient formulas used by
commercial bakeries are based on the weight of flour at
100% (25). The amounts of other ingredients are a per-
centage of flour weight (Baker’s percent). For example,

total weight of muffin ingredient
� 100% �

total weight of flour
% of the ingredient 

If the weight of another ingredient is the same weight as
flour, the percent for that ingredient is also 100%. The
advantage of using Baker’s percent is that batch sizes can
be easily increased or decreased by multiplying the per-
cent for each ingredient by the same factor. Weighing all
ingredients, including liquids, is faster and more accurate
than using measurements, especially in large commercial
bakeries.

1. Flour

Flour is the primary ingredient in baked products. Flour
represents 30% to 40% of the total batter weight in most
cake muffins (5). Most muffin formulas contain a blend of
cake or pastry flour and a high protein flour such as bread
flour, or all bread flour (51). The protein in flour is needed
to provide structure in quick breads made with limited
amounts of sugar. Flour contains starch and the proteins,
glutenin, and gliadin, which hold other ingredients together
to provide structure to the final baked product. Hydration
and heat promote gelatinization of starch, a process that
breaks hydrogen bonds, resulting in swelling of the starch
granule, which gives the batter a more rigid structure (27).

Substituting whole-wheat flour, wheat germ, rolled
oats, or bran for part of the flour is an excellent way to
increase fiber. Other flours used in muffins include corn-
meal, soy, oat, potato, and peanut. An acceptable product
is possible when cowpea or peanut flours are substituted
for 25% or when whole-wheat flour or corn meal is sub-
stituted for 50% of all-purpose flour (29). Acceptable
muffins have been prepared when soy protein flour was
substituted for 10% to 20% (47) or 100% of all-purpose
flour (6). None of these flours contains glutenin or gliadin
except whole wheat, and large pieces of bran in whole-
wheat flour cut and weaken gluten strands. Thus, there is
minimal gluten development when these flours are used;
however, the muffins tend to be crumbly and compact
unless other modifications are made in the formula.

2. Sugar

Amounts of sugar in muffins range from 50% to 70% based
on flour at 100% (5). Sugar contributes tenderness, crust
color, and moisture retention in addition to a sweet taste.
Sucrose promotes tenderness by inhibiting hydration of
flour proteins and starch gelatinization. Sugar is hygro-
scopic (attracts water) and maintains freshness. Corn syrup,
molasses, maple sugar, fruit juice concentrates, and honey
are used as sweeteners for flavor variety. Honey or
molasses is often used as a sweetener in whole wheat or
bran muffins to cover the bitter flavor of the bran (51). The
quantity of liquid will need to be decreased if these sweet-
eners are used instead of sucrose because of the high water
content in these syrups.

Chemical changes in sugars during baking contribute
characteristic flavors and browning. Carmelization of
sugar is responsible for the brown crust of muffins.
Carmelization involves dehydration and polymerization
(condensation) of sucrose (35). Reducing sugars such as
dextrose, corn syrup, or high fructose corn syrup are often
added to muffins at levels of 1% to 3% to increase crust
color (51). Reducing sugars react with amino acids in
flour, milk, and eggs to form a complex responsible for
the flavor and brown crust of muffins. 

The reaction between the aldehyde or ketone group in
reducing sugars and the amino acids in protein is described
as the Maillard reaction (37). This Maillard reaction
together with carmelization contributes to the characteristic
flavor and color of the crust of a baked muffin. Crust tem-
peratures reach 100°C and above, which lower water activ-
ity. Both the high temperature and low water activity are
necessary for the Maillard reaction to occur (38).

Sugar replacers such as acesulfame-K and sucralose
(Table 16.2) can be substituted for all or part of the sugar.
Sugar replacers, however, do not contribute to tenderness,
browning, or moisture retention, thus other formula mod-
ifications are necessary for an acceptable product. For
example, adding a small amount of molasses or cocoa for
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color to substitute for color from carmelization of sucrose.
The shelf life of muffins prepared without sugar would be
very limited.

3. Fat

Muffins contain 18% to 40% fat based on flour at 100% (5).
Fat contributes to the eating qualities of tenderness, flavor,
texture, and a characteristic mouthfeel. Fat keeps the crumb
and crust soft and helps retain moisture, and thus contributes
to keeping qualities or shelf life (36). Fat enhances the fla-
vor of baked products since flavor components dissolve in
fat. Both shortening and vegetable oils are used in muffins.

To meet the demands of the consumer, muffin formu-
las are being modified to reduce total, saturated fat, trans

fat, and calories, and to increase the amount of monoun-
saturated and polyunsaturated fat. Canola oil and flaxseed
meal are being added to muffins to increase the proportion
of monounsaturated fat. Muffins made with reduced fat
and polyunsaturated fatty acids (13% safflower oil) were
comparable in sensory and physical characteristics to the
standard muffin made with shortening at 20% (8). Low fat
and fat free muffins are available ready to eat and as
frozen batters or dry mixes for bakeoff.

Various fat replacers have been classified by their
macronutrient base (Table 16.1). Carbohydrate- and lipid-
based fat replacers can be used to prepare muffins accept-
able to the consumer. Lipid-based fat replacers that have
the same chemical and physical characteristics of triglyc-
erides are described as fat substitutes (1). These products

16-6 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 16.5
Muffin Formulas Listed by Baker’s Percent and Weight1,2

Basic Cake Muffin Bran Muffin  
Ingredient Baker’s % Weight gm Baker’s % Weight gm

Flour 100.00 990 – –
Bread flour – – 50.0 4545
Cake flour – – 18.75 1704
Bran – – 31.25 2842
Sugar 60.00 5455 31.25 2842
Baking powder 5.00 455 1.50 136
Baking soda – – 2.20 220
Salt 1.25 114 1.50 136
Milk powder 7.50 682 12.50 1136
Molasses – – 37.50 3409
Shortening 40.00 3636 18.75 1704
Whole eggs (liquid) 30.00 2727 12.50 1136
Honey – – 19.00 1727
Water 60.00 5455 100.00 990
Raisins – – 25.00 2273
Total 303.75 27616 316.70 32790

Mixer: Hobart N-50 with 5 quart bowl and paddle agitator.
Directions for basic cake muffin formula:
Blend dry ingredients together by mixing for 1 minute at low speed.

Add shortening and eggs and mix for 1 minute at low speed.
Add water and mix for 1 minute at low speed.

Scaling Weight: 2.5 ounces batter. 
Yield: 2–1/2 dozen muffins.
Bake: at 205°C for 19–21 minutes in a gas-fired reel oven.
Directions for bran muffin formula:

Blend dry ingredients and mix for 1 minute at low speed.
Add shortening, eggs, honey, molasses, and 50% (4.5 kg) of the water and mix for 1 minute at medium low speed.
Add the remaining water and mix for 1 minute at low speed.
Add raisins and mix at low speed for 3 minutes or until raisins are dispersed.

Scaling Weight: 3 ounces batter.
Yield: 3 dozen muffins.
Bake: at 193°C for 20–25 minutes in a gas-fired reel oven.

1 Benson RC. 1988. Technical Bulletin. Muffins. Manhattan, KS: American Institute of Baking 19(6):1–4.
2 Doerry W. 1995. Chapter six: Cake muffins. In: Breadmaking. Vol 2: Controlled Baking. Manhattan, KS: The American
Institute of Baking. pp. 208–213.



provide the same characteristics as fat but with fewer
calories. Monoglycerides, diglycerides, and modified
triglycerides are examples of fat substitutes that replicate
the mouthfeel and sensory qualities of baked products
made with shortening. 

Enova (Archer Daniels Midland KAO LLC,
Decatur, IL) is an example of a diglyceride that is lower in
calories than other oils and being marketed as beneficial in
weight management (45). Benefat® (Danisco Culter, New
Century, KS) and Caprenin (Proctor & Gamble,
Cincinnati, OH) are examples of triglycerides modified by
substituting shorter chain fatty acids (1). Sucrose poly-
esters of six to eight fatty acids are marketed as Olean®

(Procter & Gamble, Cincinnati, OH), a fat substitute with
the same physical qualities as shortening without the calo-
ries since sucrose polyesters are not digested or absorbed
in the human intestinal tract. 

A commercial shortening product (Nextra) (Source
Food Technology, Durham, NC) made from decholes-
terolized tallow and corn oil is being marketed to the bak-
ing industry as a trans-free fat to replace shortening (44).
Other methods used by the food industry to decrease the
amount of trans fat are 1) blending hydrogenated fat high
in stearic acid with unhydrogenated oils, and 2) inter-
esterifying (rearranging) unhydrogenated oils with satu-
rated-fat-based oils (30). 

Carbohydrate-based fat replacers are described as fat
mimetics. These include cellulose, corn syrup, dextrins,
fiber, gum, maltodextrins, polydextrose, starches, and fruit
based purees. Z-trim, developed by a U.S. Department of
Agriculture scientist, is a mixture of plant fibers (31). Fat
mimetics replicate the mouthfeel and texture of fat in
baked products and extend the shelf life by binding water
and trapping air (3). Acceptable low fat cake muffins (5%
fat) used 2% pregelatinized dull waxy starch and corn
syrup (3.6%) to replace fat (28).

Fruit purees or pastes of one or more fruits—apples,
dates, figs, grapes, plums, prunes, and raisins—are being
promoted as fat replacers. Just Like ShortenTM is a mix-
ture of dried prunes and apples. The fruit purees have
humectant properties, promote tenderness and moistness,
increase shelf life, and can replace some of the sugar
and/or fat in muffins and cakes. 

Formulas will need to be developed based on adjust-
ments in ingredients when fat replacers are substituted for
all or part of the fat in the formula. New formulas need to
be prepared and the muffins evaluated using the muffin
scorecard (Table 16.6) as well as evaluating the shelf life.
Several formula adjustments may be necessary before an
acceptable muffin is developed. 

4. Leavening Agents

The amount of baking powder used in muffins varies
between 2% and 6% based on flour at 100% with lower

amounts in muffins with ingredients that increase acid (5).
Gases released by a leavening agent influence volume and
cell structure. During baking, heat increases gas volume
and pressure to expand cell size until proteins are coagu-
lated (35). Stretching of the cell walls during baking
improves texture and promotes tenderness (35).

The quantity of leavening used in a baked product
depends on the choice of leavening agent as well as other
ingredients. Formulation of baking powders considers the
amount of leavening acids needed to neutralize baking
soda or sodium bicarbonate, an alkaline salt. Double-
acting baking powder (most commonly used in muffins)
contains both slow- and fast-acting acids (37). Fast-acting
acids are readily soluble at room temperature while slow-
acting acids are less soluble and require heat over extended
time to release carbon dioxide. Formulations of slow- and
fast-acting acid leavening agents control the reaction time
and optimize volume (7). An example of a formulation to
neutralize sodium bicarbonate is a mixture of slow- and
fast-acting acids—monocalcium phosphate monohydrate
(a fast-acting acid) combined with sodium aluminum sul-
fate (a slow-acting acid). Development of baking powder
requires consideration of the unique neutralizing value
(NV) and the rate of reaction (ROR) or the percent of car-
bon dioxide released during the reaction of sodium bicar-
bonate with a leavening acid during the first eight minutes
of baking (4,7). 

Baking soda is used in addition to double-acting bak-
ing powder when muffins contain acidic ingredients such
as sour cream, yogurt, buttermilk, light sour cream,
molasses, and some fruits and fruit juices (37). Baking
soda in the amount of 2% to 3% in addition to baking
powder is added to acidic batters (5).

Sodium carbonate is a product of an incomplete reac-
tion in formulas with excess sodium bicarbonate. Excess
sodium carbonate results in a muffin with a soapy, bitter
flavor, and a yellow color because of the effect of an alka-
line medium on the anthoxanthin pigments of flour (38).
Also, formulas with too much baking powder or soda
results in a muffin with a coarse texture and low volume
because of an overexpansion of gas, which causes the cell
structure to weaken and collapse during baking.
Inadequate amounts of baking powder will result in a
compact muffin with low volume. Figures 16.1 and 16.2
show different chemical reactions for fast-acting and
slow-acting baking powders (37). 

5. Whole Eggs

Liquid eggs contribute 10% to 30% of muffin batter based
on flour at 100% and dried eggs contribute 5% to 10% (5).
Eggs provide flavor, color, and a source of liquid. Upon
baking, the protein in egg white coagulates to provide
structure. Adding egg whites to muffin batter provides
structure to the finished product and a muffin that is 
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easily broken without excessive crumbling (48).
Substituting egg whites for whole eggs, however, will
result in a dry, tough muffin unless the formula is adjusted
to increase the amount of fat (48). Fat in the yolk acts as
an emulsifier and contributes to mouthfeel and keeping
qualities. 

6. Nonfat Dry Milk Powder

Milk powder represents 5% to 12% of the muffin batter
based on flour at 100% (5). Milk powder is added to dry
ingredients and water or fruit juice is used for liquid in
muffin formulas. Milk powder binds flour protein to pro-
vide strength, body, and resilience—qualities helpful in

reducing damage during packing and shipping (51). In
addition, milk powder adds flavor and retains moisture.
The aldehyde group from lactose in milk combines with
the amino group from protein upon heating, contributing
to Maillard browning.

7. Sodium Chloride

The amount of salt in muffins is 1.5% to 2% based on
flour at 100% (5). The function of sodium chloride is to
enhance the flavor of other ingredients. Sodium chloride
may be omitted from the formula without compromising
flavor, if other ingredients such as dried fruit or spices are
added for flavor.
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TABLE 16.6
Scorecard for Muffins1

Evaluator Product Date

External Qualities
1a. Volume Score
Specific Volume: πr2 � height � weight in grams (cm) 1�low volume, compact cells;

5�light with moderate cells; 7�large volume, large cells and/or tunnels
1b. Contour of the surface
1�absolutely flat; 3�somewhat rounded; 5�pleasingly rounded;

7�somewhat pointed; 9�very pointed
1c. Crust color
1�much too pale; 3�somewhat pale; 5�pleasingly golden brown;

7�somewhat too brown; 9�much too brown
Internal Qualities
1d. Interior color
1�much too white; 3�somewhat white; 5�pleasingly creamy;

7�somewhat too yellow; 9�much too yellow
1e. Cell uniformity and size
1�much too small; 3�somewhat thick; 5�moderate;

7�somewhat too large; 9�numerous large tunnels
1f. Thickness of cell walls
1�extremely thick; 3�somewhat thick; 5�normal thickness;

7�somewhat too thin; 9�much too thin
1g. Texture
1�extremely crumbly; 3�somewhat crumbly; 5�easily broken,

7�slightly crumbly; 9�tough, little tendency to crumble
1h. Flavor
1�absolutely not sweet enough; 3�not nearly sweet enough;

5�pleasingly sweet; 7�somewhat too sweet; 9�much too sweet
1i. Aftertaste
1�extremely distinct; 3�somewhat distinct; 5�none
1j. Aroma
1�lack of aroma; 5�sweet and fresh aroma; 9�sharp,

bitter, or foreign aroma
1k. Mouthfeel
1�gummy, cohesive; 3�somewhat gummy; 5�tender,

light and moist; 7�somewhat dry and tough; 9�tough and hard to chew
Overall Acceptability
1�very unacceptable; 3�somewhat acceptable; 

5�very acceptable

1 Modified from McWilliams M. 2001. Chapter 3: Sensory evaluation. In: Foods: Experimental Perspectives. 4th ed. Upper Saddle River, NJ: Prentice
Hall. pp. 33–57.



8. Liquids

Liquids perform several functions in baked products (5).
These include dissolving dry ingredients and gelatiniza-
tion of starch and providing moistness in the final baked
product. Insufficient liquid results in incomplete gela-
tinization of the starch and a muffin with insufficient
structure to support expansion of air volume. The muffins
will have non-uniform cell structure, overly crumbly tex-
ture, low volume, and a dip in the top.

9. Additional Ingredients

Other ingredients are often added to muffins for variety in
flavor, texture, and color, and to increase the specific nutri-
ents or health components such as fiber, vitamins and min-
erals, or antioxidants from fruit and vegetable extracts.
Part of the flour may be replaced with cornmeal, bran,
whole-wheat, oat, or other flours to increase the fiber con-
tent. Adjustments in the amount of water in the formula are
necessary when whole-wheat flour, bran, or other concen-
trated sources of fiber are added because fiber absorbs a
great deal of water (51). An example of a concentrated
source of fiber is Caromax (National Starch &
Chemical, Bridgewater, NJ)(42). Nutrifood® (GNT USA,

Tarrytown, NY), a liquid concentrate marketed as a blend
of the antioxidants carotenoids, anthocyanins, and
polyphenols is an example of a bioactive ingredient (43). 

Other ingredients can be substituted for part of the liq-
uid. For example, applesauce, bananas, shredded carrots,
or zucchini. Variations in texture are achieved by adding
fresh fruit such as apples or blueberries or dried fruit such
as dates, raisins, or apricots. Nuts and poppy seeds com-
plement the flavor of sweet muffins while grated cheese,
whole-kernel corn, green peppers, chopped ham, and
bacon add interest to corn muffins. Added flavorings
include cinnamon, nutmeg, allspice, cloves, and orange or
lemon zest. Topping mixtures such as chopped nuts, cin-
namon, and sugar are added to the batter after depositing.

III. PROCESSING STAGE 1

A. MIXING

There are two primary methods for mixing muffins—the
cake method and the muffin method. The cake method
involves creaming sugar and shortening together, followed
by adding liquid ingredients with the final addition of dry
ingredients. The muffin method of mixing involves two to
three steps. First, dry ingredients are mixed together; sec-
ond, shortening or oil and other liquids are mixed together;
and third, the liquids are added to the dry ingredients and
mixed until the dry ingredients are moistened. Additional
ingredients are added at the end of the mixing cycle or
after depositing the muffin batter. Institutional or commer-
cial bakeries use a mixer on slow speed for three to five
minutes. Inadequate mixing results in a muffin with a low
volume, since some of the baking powder will be too dry
to react completely.

IV. PROCESSING STAGE 2

A. DEPOSITING

The traditional size of muffins is two ounces although
today muffins are marketed in a wide range of sizes from
one-half ounce mini-muffins to muffins five ounces or
larger in size (51). For institutions or bakeries, small bat-
ter depositors are available that will deposit four muffins
at a time. Also available are large piston type depositors
that maintain accurate flow of the batter (5).

V. PROCESSING STAGE 3

A. BAKING

Many physical and chemical changes occur in the pres-
ence of heat to transform a liquid batter into a final baked
muffin. Solubilization and activation of the leavening
agent generates carbon dioxide that expands to increase
the volume of the muffin. Gelatinization of starch and
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3CaH4(PO4)2 � 8NaHCO3 → Ca3(PO4)2
Monocalcium Sodium Tricalcium

Phosphate Bicarbonate Phosphate

� 4Na2HPO4 � 8CO2 � 8H2O
Disodium Carbon Water
Phosphate Dioxide

FIGURE 16.1 Formation of bicarbonate of soda from a fast-
acting acid salt.

Step 1.

Na2(A1)2(S04)4 � 6H2O → 2Al(OH)3 �Na2SO4 �3H2SO4
Sodium Water Aluminum Sodium Sulfuric

Aluminum Hydroxide Sulfate Acid
Sulfate

Step 2.

3H2SO4 � 6NaHCO3 → 3Na2SO4 � 6H2CO3 →
Sulfuric Sodium Sodium Carbonic

Acid Bicarbonate Sulfate Acid

6CO2 � 6H2O
Carbon Water
Dioxide

FIGURE 16.2 Formation of bicarbonate of soda and carbon
dioxide from from a slow-acting acid salt.



coagulation of proteins provide permanent cell structure
and crumb development. Carmelization of sugars and
Maillard Browning of proteins and reducing sugars pro-
mote browning of the crust. Reduced water activity facil-
itates Maillard Browning as well as crust hardening (38).

The choice of oven, baking pans, and baking tempera-
ture influence the final baked product (5). A good flow of
heat onto the bottom of the pan is necessary to produce a
good product. Muffin tins are usually placed directly on
the shelf or baking surface. The appropriate oven tempera-
ture is related to scaling and the type of oven. Standard
two-ounce muffins are baked at 204°C or slightly higher in
a deck oven. Deck ovens may be stacked and are often
used in small retail bakeries since these are less expensive
and easier to maintain than reel or rotary ovens. Reel ovens
consist of an insulated cubic compartment six or seven feet
high. A Ferris wheel type mechanism inside the chamber
moves four to eight shelves in a circle, allowing each shelf
to be brought to the door for adding or removing muffin
tins from the shelves (32). Retail bakers often prefer the
reel oven since several hundred to several thousand pounds
of batter can be baked each day. Rack ovens may be sta-
tionary or the racks may be rotated during baking.

VI. PROCESSING STAGE 4

A. COOLING

Products should be cooled prior to wrapping. This allows
the structure to “set” and reduces the formation of mois-
ture condensation within the package. Condensed mois-
ture creates an undesirable medium that promotes yeast,
mold, bacterial growth, and spoilage.

VII. PROCESSING STAGE 5

A. PACKAGING

Muffins may be wrapped individually, in the tray in which
they are baked, or transferred into plastic form trays for
merchandizing (5). The shelf life of muffins is three to five
days for wrapped muffins, and four to seven days for those
packaged wrapped in foil or plastic wrap. The storage life
of muffins is significantly influenced by exposure to oxy-
gen and moisture (46). Cake muffins have a longer shelf
life than bread muffins because of the high sugar content
and lower water activity (51). Added ingredients such as
cheese, ham, and dried fruits, high in sodium or sugar con-
tent, reduce water activity and increase the shelf life.

VIII. FINISHED PRODUCT

A muffin fresh out of the oven will vary in appearance
based on the formula, whether the formula is for a cake or
bread muffin; the size of the muffin, mini-muffin or

mega-muffin; and the desired shape from flat or mushroom
shaped tops to the traditional bell-shaped muffin (51). In
general, a desirable muffin product has a symmetrical
shape, a rounded top golden brown in color, cells that are
uniform and moderate in size, a sweet flavor and pleasant
aroma, is tender and moist, is easily broken apart, and is
easy to chew with a pleasant aftertaste. 

A. MUFFIN EVALUATION

Bakers can use the Table 16.6 Scorecard for Muffins to
evaluate muffins in the process of developing or modifying
muffin formulas. Large commercial bakeries may use more
sophisticated methods to evaluate bakery products, such as
gas chromatography to evaluate flavor components.

1. Volume

Compact muffins with small cells or large muffins with
peaked tops and tunnels are undesirable in all types of
muffins. Diameter is a more important criterion than vol-
ume for evaluating mushroom and flat topped muffins.
For bell shaped muffins, volume can be evaluated objec-
tively by measuring the height and width of the muffin
(πr2 � height). The volume can be determined indirectly
by measuring the circumference of a cross section of the
muffin in cubic centimeters and dividing by the weight in
grams. This can be done by measuring the height of the
muffin at the highest point, then slicing off the top of the
muffin and measuring the diameter of the muffin. 

2. Contour of the Surface

The muffin should be rounded with a pebbled surface. 

3. Color of Crust

Crust color should be a pleasing golden brown, not pale or
burnt.

4. Interior Color

Crumb color should be a pleasant creamy color, not white
and not too yellow. Crumb color will be darker with
whole grain flour or added ingredients such as nuts or
dried fruits, or spices.

5. Cell Uniformity and Size

Cell structure can be evaluated by making a vertical cut in
the muffin to form two equal halves and then making an
ink print or photocopy (34). A desirable muffin should
have a uniform cell structure without tunnels.

6. Thickness of Cell Walls 

Uniform thick-walled cells are desirable. Coarseness, thin-
cell walls, uneven cell size, and tunnels indicate poor grain.
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7. Texture

Texture depends on the physical condition of the crumb
and is influenced by the grain. A desirable muffin should
be easily broken, and slightly crumbly. Extreme crum-
bling, or toughness with lack of crumbling, are undesir-
able characteristics.

8. Flavor

An acceptable muffin should have a pleasingly sweet fla-
vor. Flat, foreign, salty, soda, sour, or bitter tastes are
undesirable. 

9. Aftertaste

An acceptable muffin should have a pleasant, sweet after-
taste, not bitter or foreign. 

10. Aroma

Aroma is recognized by the sense of smell. The aroma
may be sweet, rich, musty, or flat. The ideal aroma should
be pleasant, fresh, sweet, and natural. Sharp, bitter, or for-
eign aromas are undesirable.

11. Mouthfeel

Mouthfeel refers to the textural qualities perceived in the
mouth. Characteristics can be described as gritty, hard,
tough, tender, light, and moist. A desirable muffin is ten-
der, light, and moist, and requires minimal chewing.
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I. INTRODUCTION

Cereals are the most important crops in the world. They
dominate world agricultural production since they directly
or indirectly provide a large proportion of the human sus-
tenance. About half of the plowed land in the world is
used for growing the principal cereals. Cereal grains com-
monly contain 60–70% starch and 7–14% protein. They
are the most important source of carbohydrates for
humans and domestic animals, and also provide a sub-
stantial proportion of protein. Cereals are the staple foods
for many people everywhere on the globe, particularly in
the developing countries, because they are a relatively
cheap source of calories and protein compared to meat. 

Grain is a collective term applied to cereals. The main
cereal grains include wheat, rice, maize, barley, sorghum,
rye, oats, and millets. The majority of the world popula-
tion subsists mostly on wheat, rice, and maize. These
three cereals account for more than 80% of total cereal
grain yield in the world. Other cereals belong to minor
cereal crops called coarse grains. Most cereals can be used
as staple grains for humans, but maize, barley, oats, and
grain sorghum can also be used as feed grains for live-
stock, particularly in developed countries.

Cereals are members of the grass family Gramineae,
being monocotyledonous angiosperms. They show great
genetic diversity and are ubiquitous, ranging in adaptation
from the semi-arid and humid tropics to both wet and dry
temperate zones, and even to very cold climates (e.g., rye
and oats). Typical characteristics include fibrous root sys-
tems, an upright stalk with nodes and internodal spacing
and a pithy stalk, and narrow long blade leaves with par-
allel veins. Cereal grains are single-seed fruits called
caryopses. The seed consists of seed coat, embryo (germ)
and endosperm. Cereal grains contain starch, protein,
lipid, fiber, vitamins, and minerals. 

Cereals are comparatively easy to grow and harvest,
to store, and to process into versatile and popular foods.
The chemical, physical, and biological properties of
cereal grains determine their suitability for a specific mar-
ket. Grain yield and quality are genetically controlled and
climatically influenced, and also are dependent on field,
pre- and post-harvest management during the growing,
harvesting, drying and storage periods. Cereal grain losses
occur throughout production, harvesting, threshing, dry-
ing, storage, marketing, and distribution. These losses are
estimated to be nearly 20–30% of grain yield. Therefore,
it is important for proper field, pre- and post-harvest man-
agements to reduce or eliminate losses of cereal grains
and provide high quality product to market.

II. BIOLOGICAL CHARACTERISTICS

Cereals are usually referred to their common names, such
as durum wheat and common wheat. In botanical classifi-
cation, cereals are monocotyledonous plants belonging to

the Gramineae family. Each cereal has a genus, and the
genus contains more than one species or subspecies. Each
species of cereals has different varieties. Table 17.1 shows
the genus, species, and common names of major cereal
crops. Figure 17.1 shows the morphology of major cereal
plants (1). General biological traits of different parts in
cereal plants are described in the following sections.

A. ROOTS

Cereal plants have seminal or primary roots and coronal
roots. Seminal roots produce when the seed germinates.
Wheat, barley, rye, and maize commonly develop 3, 5, or
7 seminal roots, whereas rice and sorghum produce only a
single branched seminal root. Seminal roots may function
until the plant matures. After the young cereal plant
unfolds a few leaves, coronal roots arise from stem nodes
underground and develop into an elaborate root system.
Coronal roots normally grow below soil surface, but
sometimes arise from the nodes above soil surface as aer-
ial roots (e.g., maize and sorghum). The root systems are
responsible for absorption of water, fertilizers and mineral
nutrients, and also for anchor and support of the plants.

B. STEMS

Stems of cereals are divided into nodes and internodes,
being cylindrical, or nearly so. The length of internodes
varies with position and by species. The basal internodes
generally remain short. In addition to main stem, branches
called tillers may grow from subterranean nodes in most
cereals. A number of tillers can be produced from the pri-
mary stem, and they in turn develop others. The number
of tillers varies significantly among different species and
varieties of cereals. Generally 5–40 tillers may arise from
a single seed under favorable planting conditions. Most
cereals (e.g., wheat, rice, barley, oats, rye, and finger mil-
let) are thin-stemmed grassy plants, but maize, sorghum,
and pearl millet have thick stems more similar to sugar
cane than grass.
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TABLE 17.1
Scientific and Common Names of Major Cereals in
the Grass Family (Gramineae)

Scientific Name 
Common Name (genus and species name)

Common wheat Triticum aestivum
Durum wheat Triticum durum
Rice Oryza sativa
Maize (corn) Zea mays
Barley Hordeum vulgare
Grain sorghum Sorghum vulgare
Common oats Avena sativa
Rye Secale cereale
Foxtail millet Setaria italica
Pearl millet Pennisetum glaucum



The functions of stems are to support the plants and be
responsible for transportation of water, fertilizers, and min-
eral nutrients. Resistance to lodging, the capacity of stems to
withstand the adverse effects of rain, wind, and even diseases
and pests, is an important characteristic of cereals because
plant lodging usually results in serious loss of yield. Short,
thick, heavy stems with thick walls are considered to be the
best insurance against lodging. Excessive soil nitrogen may
accelerate plant growth, which easily leads to increased
lodging. A suitable balance of nitrogen, phosphorus, and
potassium in the soil reduces lodging to a minimum (2).

C. LEAVES

Leaves of cereals consist of sheath and blade (lamina),
arising from buds that are lateral appendages of the stems.
Cereal leaves are characterized by long, narrow, flat
blades that taper to a point. The leaves of maize, sorghum,
and pearl millet are broader and larger than those of other
cereals. The leaf veins usually run parallel. At the junction

of the sheath and blade is a thin membranous outgrowth
called ligule that often is of taxonomic value. Lateral out-
growths called auricles occur above the ligule. Rice and
barley have long clasping smooth auricles, while wheat
has shorter hairy auricles, and rye has very short auricles.
Oat sheath has no auricles. The sheaths of rye and oats
and the leaf margins of oats have hairs (2). Furthermore,
the shapes of the shieldlike ligule at the base of each leaf
blade are also different. These leaf traits are very helpful
to distinguish between cereal plants at the earlier develop-
mental stages.

Leaves are mainly responsible for photosynthesis and
transpiration. In photosynthesis, carbon dioxide and water
react in the presence of light and chlorophyll in leaves and
produce food and oxygen. In order for photosynthesis to
take place, the stomata must be open, exposing the meso-
phyll tissues to carbon dioxide in the air. With the stomata
open, the tissues are also exposed to the drying influence
of air, resulting in evaporation. Evaporation of water
through open stomata of leaves is called transpiration. 
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FIGURE 17.1 Morphology of major cereal plants. (Adapted from Ref. 1.)



D. INFLORESCENCES

Flowers of cereals are grouped on an axis of the inflores-
cence. The inflorescence of wheat, barley, and rye is a spike
in which the sessile spikelets are attached along a rachis.
Inflorescence of rice, oats, sorghum, and most of the millets
is a branched panicle bearing spikelets on pedicels. A
spikelet contains one or more florets subtended or enclosed
by two bracts (lemma and palea) known as glumes. In the
floret are the stamens, pistil, and lodicules. There are three
stamens in each floret, except for rice which has six. Most
cereals have perfect or bisexual flowers which contain both
stamens and pistils. Maize and wild rice have separate sta-
minate and pistillate flowers borne on the same plant. The
staminate and pistillate flowers of maize are borne in sepa-
rate inflorescences on the same plant. The staminate flow-
ers are borne in the tassel at the top of the stalk, while the
pistillate flowers are located in spikes which terminate lat-
eral branches arising in the axils of lower leaves. 

Cereals may be naturally self-pollinated (wheat, rice,
barley, and oats), cross-pollinated (sorghum and proso
millets), or naturally cross-pollinated (maize, rye, and
pearl millet) (2, 3). Reproduction of cereal crops is by
means of inflorescences which develop grains or seeds
through pollination and fertilization.

E. GRAINS

The structure, chemical composition, and physical prop-
erties of cereal grains determine their suitability for a spe-
cific market. Knowledge of grain structure, composition,
and physical properties is essential to drying, storage,
milling, and even food processing of cereal grains.

1. Grain Structure

Cereal crops, like other members of the grass family, pro-
duce one-seeded fruit which is a caryopsis, but generally
called a grain or kernel. Botanically, caryopsis contains a
seed and a fruit coat (pericarp) which surrounds the seed and
adheres tightly to a seed coat. The seed consists of a seed
coat, an embryo (germ), and an endosperm. All cereal grains
have these parts in approximately the same relationship to

each other. The caryopsis of all cereals develops within flo-
ral envelopes which are actually modified leaves. These are
called chaffy parts (glumes), and constitute the hulls or
husks of cereal grains. In the threshing process, hulls are
separated from the naked caryopsis, such as wheat, maize,
sorghum, millets, rye, and naked barley, but not from rice,
oats, and most cultivars of barley because their floral
envelopes cover the caryopsis so closely and completely that
they remain attached to the caryopsis after threshing. In
addition, the kernels of wheat, rye, barley, and oats usually
have a longitudinal crease (ventral furrow).

Cereal grains include pericarp, seed coat, endosperm,
and embryo. The pericarp is composed of several layers
and surrounds the entire seed. The starch-rich endosperm
contains simple or compound starch granules, and it is the
principal portion of the grains serving as food reserve for
the embryo. The outermost layer of endosperm is called
the aleurone layer, consisting of a single layer or more
layers. Peripheral to the aleurone is a series of highly
compressed remnant cell layers comprising the nucellus,
seed coat, and pericarp. These, in combination with the
aleurone layer, are usually referred to as the bran.

Grain size and proportions of the major parts of mature
kernels from eight cereals are shown in Table 17.2 (4–6).
Table 17.3 compares the major structural characteristics of
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TABLE 17.2
Grain Size and Proportions of the Major Parts of
Mature Cereal Kernels 

Germ Pericarp Aleurone Endosperm 
Cereal (%) (%) (%) (%)

Wheat 2–3 12–15 ––81–86––
Rice 3.5 1.5 4–6 89–92
Maize 8.4–10 5.5–8 82–84
Barley 3.4 18.3 —79—
Sorghum 7.8–12.1 —7.3–9.3— 80–85
Oats 3.7 —28.7–41.4— 54.9–67.6
Rye 3.5 12 —85—
Pearl millet 17.4 —7.5— 75

Source: Adapted from Refs. 4–6.

TABLE 17.3
Structural Characteristics of Cereal Grains from Commerce

Cereals Caryopsis Type Ventral Furrow Aleurone Thickness Starch Granules

Wheat Naked Prominent Single cell Simple
Rice Covered Absent Multiple Compound
Maize Naked Absent Single Simple
Barley Covered Present, not prominent Multiple Simple
Sorghum Naked Absent Single Simple
Oats Covered Present, not prominent Multiple Compound
Rye Naked Prominent Single cell Simple
Pearl millet Naked Absent Single Simple

Source: Adapted from Refs. 4 and 7.



the cereal grains of commerce (4, 7). Longitudinal cross 
sections of the kernels from the three major cereals (wheat,
rice, and maize) are shown in Figures 17.2, 17.3, and 17.4 
(4, 5, 8, 9).

a. Wheat
Wheat kernels are 5–8 mm in length, 2.5–4.5 mm in
width, and 30–45 mg in weight. The kernel size and shape
of the wheat vary significantly depending on cultivars and
kernel position in the spike. Also, there is wide variation
in endosperm texture (hardness) and color of the wheat
kernels. Wheat pericarp comprises about 12–15% of the
kernel weight, removed in the milling process along with
the aleurone layer of endosperm. Wheat endosperm con-
stitutes 81–86% of the kernel weight, being the major end

product of a wheat flour mill, whereas germ accounts for
only about 2–3%.

Wheat pericarp surrounds the whole seed and includes
outer and inner layers. The seed coat has three layers, a thick
outer cuticle, a thin inner cuticle, and a pigment layer (only
for colored wheat). The aleurone layer is the outermost layer
of endosperm, containing thick-walled cells. Wheat germ is
composed of two major parts, embryonic axis (rudimentary
root and shoot) and scutellum (cotyledon). The starchy
endosperm of wheat contains starch granules embedded in
or surrounded by an amorphous protein matrix. Three types
of cells (peripheral, prismatic, and central) make up most of
the wheat endosperm. Wheat endosperm usually varies in
hardness (texture) and appearance (vitreousness) among dif-
ferent cultivars. Generally, high-protein hard wheat varieties
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FIGURE 17.2 Diagram of a wheat kernel in (A) cross and (B) longitudinal sections. (From the Wheat Flour Institute, Washington, D.C.)



tend to be vitreous, whereas low-protein soft wheat varieties
tend to be opaque.

b. Rice
Rice grains are also called paddy or rough rice because of
attached husks. Based on the length-to-width ratio, rice
grains are divided into three grain types, long-grain,
medium-grain, and short-grain. The grain is about 5–10 mm
in length, 1.5–5.0 mm in width, and 20–35 mg in weight. A
paddy rice grain consists of the husk (lemma and palea)
(~20% in weight) and the brown rice kernel. Brown rice
(rice after removing husk) contains pericarp (about 2%),
seed coat and aleurone layer (about 5%), germ (3–4%), and
endosperm (89–92%). After removing the pericarp during
milling, brown rice produces white rice (milled rice). Rice
endosperm is both hard and vitreous. Some rice cultivars
have opaque areas called white belly, resulting from 
air spaces in the endosperm. The thin-walled endosperm
cells are tightly packed, with polygonal compound starch

granules and protein bodies. Protein bodies are more numer-
ous in the cells just inside the aleurone layer than in cells
near the center of endosperm. In addition to oats, rice is the
only cereal with compound starch granules.

c. Maize
Compared to other cereal grains, maize has a unique shape
and low specific gravity. Maize kernels are the largest cereal
grains, weighing 250–300 mg each (wider variation 150–600
mg), 8–17 mm in length, and 5–15 mm in width. They are
flat because of pressure during growth from adjacent kernels
on the cob, have a blunt crown and a pointed conical tip cap.
Maize kernel is composed of four parts, tip cap, pericarp,
germ, and endosperm. The tip cap is often separated from the
kernels along with the shelling process. Pericarp makes up
about 5–7% of the kernel weight and germ constitutes about
8–11%. The endosperm comprises 82–84% of the kernel
weight, being the major end product of maize flour mill.

There are seven major types of maize kernels, includ-
ing dent, flint, flour, sweet, pop, waxy, and pod maizes (10).
Their major differences are based on quality, quantity, and
pattern of endosperm composition. Dent maize is charac-
terized by the presence of corneous, horny endosperm at
the sides and back of the kernels, whereas the central core
is soft and floury. The indented crown is peculiar to dent
types and is the basis for the term “dent corn.” Flint maize
has a thick, hard, vitreous endosperm layer surrounding a
small, soft, granular center. The kernels are smooth and
rounded. Popcorn is the most primitive race of maize, char-
acterized by a very hard, corneous endosperm, essentially a
small-kernelled flint. Flour corn is one of the oldest maizes,
characterized by soft endosperm throughout the kernel. The
endosperm of flour corn is almost floury, with little or no
corneous endosperm. Sweet corn is believed to have origi-
nated from a mutation of a Peruvian race. The sugary gene
of sweet corn retards normal conversion of sugar to starch,
and the kernel accumulates a water-soluble polysaccharide,
making up about 12% of the dry weight of sweet corn (but
only 2–3% in other types). The kernel starch of waxy maize
is almost amylopectin, a branched-chain α-D glucose poly-
mer. Waxy maize is used to manufacture starch. Pod corn is
an ornamental type with long glumes enclosing each kernel
except husks covering the ear, but not grown commercially.

2. Grain Composition

High level of starch (starchy seeds) is the most important
characteristic of all cereal grains. The starch contents of
cereals usually account for 55~75% of total grain weight.
Protein is another important component in cereal grains,
consisting of 6~14%. Most cereal grains contain a low level
of lipids, normally below 2–3%. Of all cereal grains, maize
contains the highest level of oils; oil content of some vari-
eties reaches about 6%. Additionally, moisture contents of
cereal grains commonly range from 12 to 15%. Cereal fiber
is an important source of human dietary fiber. Typical 
composition of three major cereals (wheat, rice, and maize)
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is shown in Table 17.4 (5, 11). Other nutritional con-
stituents of cereals have also been extensively investigated,
including minerals and vitamins (10, 12, 13).

The chemical composition of the different parts in
cereal grains varies widely, depending on position within
the grain and also between grains of different species and
varieties. Table 17.5 shows the composition distribution of
endosperm, germ, and bran in wheat grain (14). Starch is
mostly distributed in the endosperm. Protein and lipids
normally occur in germ. Bran and germ contain more pen-
tosans (cellulose) and minerals (14). 

3. Physical Properties of Grains

Physical properties of cereal grains commonly include 1000-
kernel weight, bulk density or test weight, repose angle,
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TABLE 17.4
Typical Composition of Three Major Cereal Grainsa

Cereals Starch (%) Protein (%) Fat (%) Fiber (%)

Wheat 69.7 10.6 1.9 1.0
Rice (brown) 64.3 7.3 2.2 0.8
Maize 63.6 9.8 2.0 4.9

Source: Data from Refs. 5 and 11.
a At 14% moisture content.



porosity, thermal conductivity, grain hardness, etc. (4, 5).
These properties are important in the design of handling
equipment, drying and storage facilities, and influence dry-
ing and storage of cereal grains. Principal physical properties
of the three major cereals are shown in Table 17.6 (5, 15). 

The weight of grain is ordinarily given as the 1000-ker-
nel weight. The 1000-kernel weight of maize is significantly
higher than that of wheat and rice, which can translate to a
lower drying rate for maize kernels. The weight of a given
volume of grain including the voids is the bulk density, a
widely used property which usually determines the bin vol-
ume required to store a certain mass of grain, and also
affects the grain velocity in a continuous-flow grain dryer at
a certain capacity. Wheat has the highest bulk density, while
rice has the lowest. The void space in a mass of grain is
expressed as a percentage of the total volume of the grain,
and is called the porosity. The porosity of the three grains
varies between 40% and 48%, typical of cereal grains.
Resistance of bulk grain to airflow is, in part, a function of
the porosity and the grain size. 

When poured on a level surface, grain forms a pile
whose outer edge makes an angle to that surface. The value
of the angle is specific to the grain and is called the angle
of repose which determines the maximum angle of a pile of
the grain with the horizontal plane. It is important in the fill-
ing of a flat storage facility when grain is not piled at a uni-
form bed depth but rather is peaked. The slope of a pile of
grain may be less than the angle of repose but not greater.

The specific heat expresses the energy required by a
unit mass of grain to increase in temperature by 1°C. Of the
three cereal grains, maize requires the most energy to reach

the desired temperature at which the optimal evaporation
rate of water occurs. Thermal conductivity is a determina-
tion of the resistance to the conduction of thermal energy
within individual cereal grains. In grain with high con-
ductivity, the thermal gradients in the kernels disappear
faster during drying than in equal sized kernels of another
grain with lower conductivity. The specific surface area
refers to the kernel area per unit volume of cereals which
exchanges energy and moisture with air during the drying
process. For same volumes, there is more heat and mass
transfer area for wheat and rice than for maize.

III. GROWTH PROCESSES AND
PRODUCTION

A. GROWTH CYCLES AND HABITS

In general terms, the completed life cycle of plants refers
to the stages that occur from the time a seed is planted
until a new seed is produced, including seed sowing, ger-
mination, vegetative growth, reproductive growth, pro-
duction of seeds, and death. Cereal plants pass through a
typical vegetative growth and reproductive growth cycle
(16). They grow primarily in a vegetative stage and then
go into a reproductive stage. Stalks and leaves grow first
and then start flowering and producing grains. Vegetative
growth still continues during the reproductive stage, but at
a much slower rate than prior to the start of reproduction. 

Higher plants can be classified as annuals, winter
annuals, biennials, or perennials (3). All cereals are nor-
mally annuals; that is, they complete the life cycle in one
season. However, certain rice and sorghum species (e.g.,
wild rice) are able to live as perennials for several years in
mild climates. Except in very cold climates, some cereals
behave as winter annuals; that is, they live through the
winter as small plants in the vegetative stage, and send up
stalks and flower in the spring. There are spring and win-
ter types of wheat, barley, oats, and rye. Winter varieties
are planted in the fall, vernalized (require freezing tem-
perature) during the fall and winter, and produce seeds
and are harvested in the next summer. Spring varieties
usually live in cold on mild climates, and are sown in the
spring and harvested in the late summer and fall.

The length of the vegetative and reproductive period
of any cereals or cereal varieties is greatly determined 
by temperature, photoperiod, plant nutrition, and growth
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TABLE 17.5
Composition Distribution of Endosperm, Germ, and Bran in Wheat Grain (%, dw)

Grain Parts Total Weight (%) Starch (%) Protein (%) Fat (%) Pentosans (%) Mineral (%)

Endosperm 82–85 70–85 8–13 1–1.6 0.5–3.0 0.3–0.8
Bran 15 0 7–8 1–5 30–40 3–10
Germ 3 20 35–40 15 20 5–6
Total Grain 100 60–70 10–14 1.5–2.5 5–8 1.6–2.0

Source: Adapted from Ref. 14.

TABLE 17.6
Major Physical Properties of Wheat, Rice, and Maize
(Typical Grains) at 12–16% Moisture Content (wb)

Physical Properties Wheat Rice Corn

1000-kernel weight (g) 32 27 325
Bulk density (kg/m3) 805 590 745
Test weight (kg/L) 77 58 72
Porosity (%) 41 48 40
Repose angle (°) 31 36 35
Specific heat (J/kg ⋅ °C) 1.67 1.51 2.01
Conductivity (W/m ⋅ °C) 0.137 0.106 0.159
Specific surface area (m2/m3) 1181 1132 784

Source: Adapted from Refs. 5 and 15.



hormones, and also by genetic factors that affect reactions
to these conditions. Each cereal species has an approxi-
mate minimum, optimum, and maximum temperature at
which growth occurs, although varieties of a species may
differ somewhat in their temperature reaction. When the
mean temperature is 10°C below the optimum, the time
required to grow a crop to maturity is about doubled. All
cereal varieties with a winter growth habit, as well as
some spring small-grain varieties, require cold for initia-
tion of the flower primordia. Warmer temperatures favor
rapid growth and flowering after the initial floral structure
is formed.

Photoperiod is also an important factor affecting
growth habits. When nights (daily dark periods) are short
and days (photoperiods) are long, long-day cereals (wheat,
barley, oats, and rye) can flower normally, otherwise their
growth period will delay. Some can flower even under con-
tinuous light. However, when nights are long and days are
short, short-day cereals (rice, maize, sorghum, oats, and
millets) can flower normally, otherwise their growth period
will postpone. They need a daily dark period for 3–5 weeks
to initiate flowering. Additionally, soil rich in nitrogen will
keep down the carbon-nitrogen ratio and delay flowering in
wheat, barley, oats, and rye, known as nitronegative cereals,
but favor early flowering in maize, sorghum, rice, and mil-
lets, called nitropositive cereals, unless the nitrogen supply
is excessive. Therefore, wheat, barley, oats, and rye are
cool-season, long-day, nitronegative, winter or spring habit
plants, whereas rice, maize, sorghum, and millets are
warm-season, short-day, nitropositive, spring habit plants.

B. DISTRIBUTION AND PRODUCTION

Cereals grown in temperate climates are wheat, maize, bar-
ley, rye, grain sorghum, oats, and some millets. Important
cereals grown in hot climates are rice, sorghum, pearl mil-
let, and finger millet. Winter rye, wheat, barley, and oats
can be suitable for cold climates. The world production of
major cereals is shown in Table 17.7 (1). Wheat, rice, and
maize are the three most important cereal crops, account-
ing for 70–80% of total area and total yield in the world.
Major cereals are grown and distributed in about 170 coun-
tries and regions. The principal areas of cereal production
are located in North America, China, Europe, India,
Argentina, Australia, and Northern Africa (2, 17). 

Wheat, the most important cereal crop in the world, is
grown widely in the northern hemisphere in Europe and
North America, but large quantities are also planted in
China (the largest production of any country), Australia,
India, Russia, and South America (Table 17.8) (14). About
95% of rice in the world is produced in Monsoon Asia, an
area that extends across the southeastern part of Asia from
India to Japan and includes most of the adjacent tropical
and subtropical island countries. Maize is the highest
yield cereal crop, distributing mainly in the United States,
Canada, China, Brazil, Europe, and Africa.

C. FACTORS AFFECTING GRAIN PRODUCTION AND

QUALITY BEFORE HARVEST

In addition to climate (days of sunshine, temperature, and
precipitation), many other factors influence grain produc-
tion and quality of cereal crops, including varieties, crop-
ping systems (e.g., rotation), soils, fertilizers, water,
weeds, diseases, insect pests, and so on. Grain yield and
quality are formed and determined during the growing
season. Thus, varietal selection, suitable rotation arrange-
ment, and favorable field management are essential to
cereal production. 

The great contribution of good varieties to profitabil-
ity of cereal production and quality is well recognized.
Good varietal selection and utilization is the most impor-
tant strategy to increase yield and improve quality.
Numerous breeders and farmers are devoting to the breed-
ing and improvement of new cereal varieties. Many excel-
lent varieties with high yield, good quality, and resistance
to diseases and pests, have been selected and bred for
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TABLE 17.7
World Production of Major Cereals (1996)a

Area Yield Countries

Cereals M Ha % M T % T/Ha Number %

Wheat 230 32.3 584 28.5 2.54 120 71
Rice 151 21.3 562 27.4 3.73 112 66
Maize 140 19.7 577 28.1 4.12 149 88
Barley 67 9.4 155 7.6 2.33 98 58
Sorghum 47 6.6 69 3.4 1.46 93 55
Oats 17 2.4 31 1.5 1.79 71 42
Rye 11 1.5 23 1.1 2.05 52 31
Millets 37 5.2 30 1.5 0.81 68 40
Total 710 100 2050 100 2.89 170 100

Source: Data from Ref. 1.
aM Ha, million hectare; M T, million tonnes; T/Ha, tonnes per hectare.

TABLE 17.8
Major Wheat-Producing Countries and Regions of the
World (1997–1998)

Yield Percentage 
Country/Regions (million tonnes) (% total)

China 121.0 20.1
EU 95.8 15.9
USA 68.6 11.4
India 68.7 11.4
Russia 44.0 7.3
Europe 34.6 5.7
Canada 23.5 3.9
Australia 17.5 2.9
Pakistan 17.0 2.8
Turkey 16.0 2.6
Argentina 12.7 2.1

Source: Data from Ref. 14.



extensive production in many countries including some
developing countries. Modern biotechnology will play a
more important role in these aspects.

Principal field managements include seed sowing,
cultivation, fertilizers and water management, weed con-
trol, and disease and insect control. In addition to vari-
eties, the yield and quality of all cereal crops are strongly
dependent on the availability of an adequate supply of soil
mineral nutrients and water throughout the growing sea-
son. The higher the yield potential, the higher the nutrient
demand is. Nitrogen (N), phosphorus (P), and potassium
(K) are three major nutritional elements required by cereal
crop growth, largely affecting both grain yield and qual-
ity. Crop nutrition demand is normally met through the
application of inorganic fertilizers (N, P, and K), although
in organic cereal systems additional nutrients can only be
supplied from manures and other organic sources. During
major fertilizer application, an adequate ratio of N, P, and
K should be controlled, normally around 3:1:1 (various
ratio for different crop species/varieties); otherwise it will
cause abnormal growth and affect grain quality. Other
essential trace elements include sulfur, calcium, magne-
sium, iron, zinc, boron, and so on, normally being sup-
plied by the fertile soil (17).

Water is also essential to the life processes of cereal
plants. Water shortage occurs at the vegetative growth
stages, which frequently makes shorter plants and earlier
maturity. Water shortage at flowering and maturity peri-
ods usually causes serious decrease of grain yield and pro-
duces many bad grains. For different cereals, irrigation
and drainage in the field should be conducted at the ade-
quate growth stages. For instance, rice needs more water
during tillering stage and flowering period, and irrigation
should be done. At late tillering stage it is required to
drain water for controlling tillers, and at late maturity
drainage should be done again for full maturity and dry-
ing field for harvest.

Additionally, the presence of weeds, diseases, and
insect pests during growth obviously reduces cereal grain
yield, and influences grain quality. Control of weeds, dis-
eases, and pests is also an important field management
measure to maintain and protect grain quantity and qual-
ity during the growing season. In addition to using vari-
eties with strong resistance to diseases and pests,
pesticides/fungicides and bio-insecticides are usually
used. Herbicides are widely applied to kill or control
weeds in the field. Appropriate cultivations and rotations
not only reduce the loss and damage from diseases and
pests, but also control weed growth and decrease weed
competition on cereals. 

IV. HARVESTING AND THRESHING

Harvesting, threshing, drying, and storage are the impor-
tant steps of pre- and post-harvest management between

producing cereal grains and becoming various cereal food
products. Successful, suitable, and efficient harvesting
and threshing of cereal crops is one of the key steps to
keep grain quality and quantity. It is desirable to know
when to harvest, to understand harvesting and threshing
machines and their operation, and to minimize losses dur-
ing harvesting and threshing. 

A. HARVESTING TIME

Cereal grains normally stop growing and gaining in dry
weight when they approximately reach the hard-dough
stage, or when the moisture content drops below 20~40%.
Further ripening is only a desiccated process of the ker-
nels, not accompanied by transport of nutrients into the
grains. Ripening is not entirely uniform among different
heads or different grains within a head. Most cereals at the
hard-dough stage have a moisture content of 25~35%, the
heads are usually light yellow, and the kernels are too firm
to be cut easily with the thumbnail. Grain quality normally
starts to deteriorate in the field prior to harvest. Rainfall
prior to and during the harvest period may induce ear dis-
eases and premature sprouting, and high grain moisture
contents may necessitate increased drying costs. Cereal
grains should be harvested as near maturity as possible to
avoid losses of prematurity and overmaturity (3, 18).

Premature harvest reduces yield and quality of cereal
grains. Underdeveloped grains are low in test weight,
starch content, and market value. Cereal crops are usually
harvested 7 days or more before they are ripe and allowed
to dry under cool humid conditions, or 3 to 4 days early
under warm dry conditions, without appreciable loss in
yield and quality (3). Wheat grain sometimes draws mate-
rial from the straw after it is cut when nearly ripe.
Considerably more growth has occurred when immature
barley grains were left to dry in the head than when they
were threshed immediately. 

Delayed harvest also influences grain yield and quality.
Losses from the delayed harvest are caused by shattering,
crinkling, lodging, and leaching. For instance, delay in rice
harvesting leads to lower yield because of lodging and shat-
tering, and overmaturity may induce the formation of lon-
gitudinal and multiple transverse cracks in rice grains.
Formation of such cracks leads to milling losses. Delaying
wheat harvest may result in grains with high α-amylase
content, lower specific weight and protein content, which
seriously reduce grain quality for breadmaking. Cereal
stems may crinkle down or break over soon after maturity,
especially in damp weather. Oats are more susceptible than
barley to crinkling, while barley is more susceptible than
wheat or rye. Most tall-stalked grain sorghum varieties go
down soon after maturity or after a frost. Weathered or sun-
bleached grains are unattractive and often bring a lower
grade and price on the market. Overmature grains exposed
to wet and dry weathering for long periods in the field are

17-10 Handbook of Food Science, Technology, and Engineering, Volume 1



lowered in test weight because the grains swell when damp
and do not shrink to their original volume after drying (3). 

Moisture contents of wheat, rice and maize at harvest
are shown in Table 17.9 (5). Grain moisture content at har-
vest is an important consideration, and usually varies with
seasons and geographic regions. In wheat, grain moisture
at harvest should be about 10~20%. Rice is harvested at a
moisture content of 20~30%. Maize is harvested at con-
siderably higher moisture levels than wheat, especially at
higher latitudes. Maize is often harvested at 30~35% mois-
ture in the northern Corn Belt of the United States, and at
35~45% in Eastern Europe (5). In Britain, cereal grain is
often harvested at moisture contents of about 16~20%,
whilst in exceptionally late seasons in northern regions
grain may be harvested at around 25% (18). 

Barley is commonly harvested at about 15% moisture,
but sometimes producers started harvesting at 30~40%
moisture, resulting in a higher yield because of reduced
losses at harvest. The fresh barley grain is either artificially
dried for food use or stored in silage-type bins for livestock
feed. Oats should be at around 13~14% moisture for har-
vest; however, since oats shatter easily, it is common prac-
tice to cut and windrow them when the grain contains
about 20% moisture. When it dries to a moisture content of
13~14%, the grain is combined. Sorghum should be har-
vested at 18~20% moisture if it is to be dried, but at around
13% moisture if it is to go directly to storage (19). 

B. METHODS AND MACHINES OF HARVESTING

AND THRESHING

Nowadays, all cereal crops can be harvested by modern
machines that replace traditional harvesting tools, such as
hand sickle, scythe, and cradle. Because of high working
efficiency, machine harvesting and threshing saves time
and labor, reduces cost, and is extensively used in devel-
oped countries (17). However, manual harvesting and
threshing is still widely used in most developing countries.
For example, rice harvesting is mostly done manually in
Asia and Africa. The rice plants are cut near the ground
with a sickle, allowed to dry in the field, collected,
stacked, and threshed. In Asia and Africa, paddy rice is tra-
ditionally threshed by manually beating the straws against

a slat or stone, or by trampling under feet of animals, bul-
lock draw carts, tractor wheels, or tractor-drawn roller.
However, the drum thresher is also widely used nowadays
for rice threshing in Japan, China, India, and others.

There are many types of machines for crop harvesting
and threshing, such as harvester-threshers, mowers,
windrowers, strippers, pickers, choppers, balers, rakes,
cubers, stackers, and conditioners (3, 17). The word com-
bine is used to describe machines that combine several
harvesting and threshing operations into one. Grain com-
bine is usually adapted to each cereal crop by making
small changes in the cutter bar, the reel, or the thresher
(cylinder or similar mechanism). For example, for maize,
the cutter bar-reel combination used for wheat is replaced
by a header which strips the ear of maize off the stalk.

The most common combine is the harvester-thresher
combination used to harvest most cereal crops. Bishop 
et al. (19) summarized the basic operation of the combine,
including the following procedures: 1) the grain is cut and
conveyed to a thresher; 2) the thresher removes the grain
from the head, or stalk, or cob; 3) the grain is separated
from the hulls, straw, cob, pods, leaves, or similar plant
materials; 4) the grain is cleaned by removing the rest of
the chaff, dirt, and remaining trash; and 5) the grain is
transferred to a bin. Additionally, in operating a combine,
the various parts must be properly adjusted. The reel and
cutter bar should be adjusted to the correct height, and the
correct cylinder speed in the thresher should be employed
for different grains. 

The harvest-thresher or combine is most extensively
and the earliest used to harvest wheat and barley. Maize is
commonly harvested with a combination picker-sheller or
a combine with a special header. These two machines can
remove ears of maize from the stalk. The ears are then
shelled by the machine, the grain is sent to the bin, and the
rest of the plant material is discarded back onto the field.
Combine harvesters are also used for rice harvesting in
some developed countries. Sorghum may be harvested
with a simple combine. Sorghum grain is relatively soft,
and speed of the cylinder that threshes the grain has to be
reduced to prevent grain damage.

Conditions of cereal crops at harvest have a signifi-
cant influence on combine performance, e.g., severely
lodged cereals not only produce inferior quality grains,
but also reduce combine speed and efficiency. The pres-
ence of weeds also interferes with harvesting and often
leads to higher grain moisture contents and contamination
with weed seeds which increase cleaning costs.

C. HARVESTING AND THRESHING LOSSES

Losses in yield can be due to improper harvesting tech-
niques or harvesting too early or too late. If harvest begins
too early, plants have not reached full maturity, causing
shrinkage of the grain. If harvested too late, plants can
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TABLE 17.9
Moisture Contents for Wheat, Rice, and Maize at
Harvest and for Safe Storage (%, wb) 

Maximum Optimum
Moisture for 

Harvest Harvest Safe Storage

Cereals Moisture Moisture 6–12 months Over 1 year

Wheat 20 18 14 13
Rice (paddy) 38 22 14 13
Corn 25 23 14.5 13

Source: Data from Ref. 5. 



lodge or stalks can break, grain can shatter or ears can
drop, and quality will deteriorate.

Factors affecting harvester efficiency and yield losses
include combine adjustments, field speed, kernel moisture
levels, and lodging. Suitable adjustment and operation of
harvest equipment helps minimize harvest losses, and
losses should not exceed 3% from a properly adjusted and
operated combine.

Threshing losses are caused by incomplete threshing,
physical damage by beaters in the machine, or even by
hand spillage and cleaning losses in the winnowing and
screening processes, which immediately follow threshing.
Incomplete stripping is common in areas of high labor
cost, causing paddy losses up to 12%. When harvesting
takes place in the rainy season, the paddy is wet and can
easily choke cleaners on mechanical threshers and cause
losses. Maize shelling losses are also caused by incom-
plete stripping of grain from cob, kernel breakage in the
machine, and kernel scratching. Small-toothed shellers
give low damage with 3% loss, and threshing machines
and combine harvesters can give more than 5% broken
grains (20).

V. DRYING AND STORAGE

Drying and storage are important post-harvest manage-
ments for achieving high quality grain to meet market
requirements. After harvesting, it is necessary to clean,
dry, and store cereal grains and protect their quality and
quantity properly until cereals are processed into food
products. To protect cereal grains appropriately after har-
vesting, producers need to know how to clean, dry, and
store grains, to regulate storage conditions (temperature
and moisture), and to control insects, microorganisms,
and rodents.

A. GRAIN CLEANING

For drying and good storage, chaff, dust, straw particles
and broken grains should be removed from harvested
grains. Weeds and other impurities (e.g., mud, stone, and
sand) must be also separated from grains. For good qual-
ity to market, the grain must be as near 100% as possible
of one variety free from broken, discolored grains and
shriveled, undersized grains of the same variety. A typical
grain cleaner often consists of two parts, a shaking screen
and a fan driven from the same motor. Straw and other
large objects are removed by screening, and dust and
other lightweight materials are blown out by aspiration.
Machines used to remove unwanted grains include three
types: slotted cylindrical grader, indented cylinder, and
optical sorter (20). Bailey (21) also introduced grain
cleaning methods and equipment. Three common clean-
ing and separating methods are used in elevators, those
using air streams, perforated screens, and indents.

B. PRINCIPLES OF DRYING AND STORAGE

Moisture is one of the major factors contributing to the dete-
rioration of cereal grain quality during storage. Moisture
content of grains is defined as the amount of water that can
be removed without alterations in chemical structure, which
varies depending on the types of grains (e.g., covered husk,
naked, or pearled kernels), moisture at harvest, harvesting
method, chemical composition, relative humidity of atmos-
phere, and seasonal fluctuations. Safe storage moisture con-
tent of grains is commonly defined as the amount of water
at which the rate of respiration is low enough to prevent
generation of heat and consequent deterioration (22, 23).
For safe storage, wheat, rice, and maize grains have to be
dried to 14% moisture or lower (Table 17.9) (5). For long-
term storage (over 1 year), lower moisture contents are rec-
ommended to prevent microbial growth and insect
reproduction. For short-term storage (1–3 months), moisture
can be slightly higher (above 15%).

Equilibrium moisture content (EMC) is also important
to grain drying and storage. EMC is defined as the mois-
ture content of material after exposed to a particular envi-
ronment for an infinite period of time, usually depending
on humidity and temperature of the environment (5).
Moisture content of cereal grains tends to equilibrate with
the moisture of surrounding air. Wet grains lose moisture
to dry air, and dry grains absorb moisture from wet air.
Also, the amount of water held by a volume of air depends
on temperature. When drying with air of a specified tem-
perature and humidity, grain can dry to no lower than the
EMC. Once the grain has reached the EMC, no further
moisture transfer will occur. Dry grain will absorb mois-
ture when exposed to air leading to an EMC higher than
current moisture content of the grain (23). As shown in
Table 17.10, EMC values increase with increase of relative
humidity and decrease slightly with increase of storage
temperature (5, 23). Furthermore, EMC values usually
vary with differences in grain structures and maturity of
various cereal grain species/varieties.

Infestation of insects and microorganisms is affected
by interaction of grain moisture, relative humidity, and
storage temperature (21, 22). Insects attack grains at
moisture content above 8% at all ranges of relative humid-
ity, if the storage temperature is above 19°C. Molds harm
grains at above 60~65% relative humidity and above 12%
moisture, irrespective of temperature at 20–40°C. To con-
trol both insects and molds, grains should be stored at or
below 19°C and 60~65% relative humidity. This basically
coincides with 12~14% EMC in the grains. However, it
may not be economically feasible to maintain storage
temperature at or below 19°C. Thus, safe storage moisture
of grains is usually based on EMC at 27°C and 70% rela-
tive humidity, particularly in developing countries (Table
17.11) (22–24). Drying cereal grains to safe moisture lev-
els and storing in moisture-proof structures sufficiently
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resistant to insects, molds, and rodents would greatly
reduce storage losses.

C. DRYING METHODS AND FACILITIES

1. Sun Drying or Natural Air Drying

In ancient times, harvested grains were usually sun-dried
or air-dried. This traditional drying method is still widely
used by farmers in developing countries and some devel-
oped countries. The bulk of the grain is still dried by
spreading the wet grain in thin layer on the ground in open

air to be dried by the sun. Sun drying is a very simple and
cheap method of drying cereal grains harvested in the
warm part of the year, but is not suitable for large quanti-
ties of grains, and not under wet weather conditions. 

2. Mechanical Drying

Since industrialized times, mechanical drying has gradu-
ally replaced traditional drying methods. Mechanical dry-
ing essentially involves forcing or sucking ambient or
heated air through the mass of grains. The major features
of mechanical drying methods are: 1) drying rate can be
controlled by regulating air temperature ventilating
through the grains; 2) grains can be dried irrespective of
weather, and does not depend on natural resources like
solar energy; 3) losses due to insects, birds, rodents, or
rains are eliminated; 4) it requires little space for drying;
5) turnover is high; and 6) drying cost is much higher than
sun drying (22).

a. Drying systems
Mechanical drying systems can be divided into on-farm
drying and off-farm drying (5). On-farm driers have three
categories: bin, non-bin, and combination driers. Bin driers
are normally low-capacity and low-temperature systems,
able to produce excellent quality grain. Non-bin driers, the
most popular drier type in the United States, are high-
capacity and high-temperature systems that frequently
overheat and overdry the grain, thus easily causing grain
quality deterioration. Combination drying uses the non-bin
high-temperature drier to dry the grain from harvest mois-
ture content to 16–20% and completes the drying process
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TABLE 17.10
Equilibrium Moisture Contents (EMC) of Cereal Grains (%, db) 

Relative Humidity (%)

Cereals Temp (°C) 10 20 30 40 50 60 70 80 90 100

Barley 10 4.7 6.8 8.6 10 12 13 15 18 21 30.6
20 4.6 6.6 8.4 10 11 13 15 17 21 29.9

Maize (yellow) 10 5.0 7.5 9.7 11 13 16 18 21 26 38.3
20 4.6 6.9 8.9 10 12 14 17 20 24 35.2
27a 4.2 6.4 7.9 9.2 10.3 11.5 12.9 14.8 17.5 –
50a 3.6 5.7 7.0 8.1 9.3 10.5 11.9 13.8 16.3 –

Rice (rough) 10 6.3 8.6 10.4 12 13 15 17 19 22 29.5
20 5.9 8.0 9.7 11 12 14 16 18 20 27.7

Sorghum 10 6.4 8.7 10.5 12 13 15 17 19 22 29.5
20 6.2 8.4 10.2 11 13 14 16 18 21 28.6

Wheat (durum) 10 5.9 8.3 10.3 12 13 15 17 20 23 32.7
20 5.6 7.9 9.7 11 13 14 16 19 22 31.0

Wheat (soft) 10 6.4 8.6 10.3 11 13 14 16 18 21 28.1
20 6.1 8.2 9.8 11 12 14 15 17 20 26.7

Oatsa 25 4.5 6.6 8.2 9.4 10.3 11.4 12.8 15.0 18.2 23.9
Ryea 25 5.3 7.4 8.8 9.8 10.8 12.2 13.9 16.3 19.6 25.7

Source: Adapted from Refs. 5 and 23.
a EMC (%, wb).

TABLE 17.11
Recommended Storage Moisture Content of Cereals
Grains (%, wb)

Duration of Storage Storage at 
in Midwest United States 27°C and

Through Through More Than 70% Relative 
Cereals Winter Summer 1 Year Humiditya

Barley 14 13 13
Maize 15 14 13 13.0
Oats 14 13 13
Rye 14 13 13
Sorghum 15 14 13 13.5
Wheat 14 13 13 13.5
Wheat flour 12.0
Paddy rice 14.0
Milled rice 12.0
Millets 15.0

Source: Adapted from Refs. 22–24.
aThis storage condition is particularly suitable for the developing countries.



with in-bin drying. Combination drying has the advantages
of both systems (i.e., high capacity and good quality), but
requires additional investment and is more complicated. 

Off-farm or elevator grain driers also have three cate-
gories: crossflow, concurrent flow, and mixed flow, which
are high-capacity and high-temperature units. Crossflow
models dry grain nonuniformly, causing considerable
stress cracking of the kernels. Mixed-flow driers dry the
grain more uniformly; the dried grain is normally of
higher quality than that dried in crossflow models.
Concurrent-flow driers have counterflow coolers and pro-
duce the highest quality grain; their disadvantages are rel-
atively high capital cost and complexity of the technology.
A significant improvement in grain quality can be
obtained with off-farm driers by optimizing the operating
parameters and by installing automatic drier controllers.

Salunkhe et al. (22) summarized the two major types
of mechanical drying systems advocated for either batch or
bulk drying process in developing countries, i.e., low-tem-
perature drying and medium-temperature drying systems.
In low-temperature drying, there is an increase in airflow
through the grains by means of a fan. The grains gradually
reach a moisture level in equilibrium with the relative
humidity of ambient air which must be below 70% for
such drying. Various drying-cum-storage structures
employed for such process are on-the-floor drying, in-bin
drying, or tunnel drying. Medium-temperature drying is
needed when air humidity is above 70%, initial grain mois-
ture is too high, or ambient temperature is too low to effect
drying before deterioration begins. Warm air is blown
through a bed of grain of controlled depths, and the drying
process ceases before EMC is reached. This can be applied
for both batch and bulk drying. Medium-temperature dri-
ers have several types, such as tray drier, radial-flow drier,
sack drier, and multi-duct ventilated flow drier.

Brook (23) comprehensively described the mechanical
grain drying systems commonly used in the United States,
including 1) Fans: two typical fans, axial-flow fan and cen-
trifugal-flow fan, are used for forcing drying air through a
mass of grain. 2) Low-temperature bin driers: drying with
natural air or air with temperature increased by up to 5°C.
Drying and storage occur in the same bin, called an in-bin
drier which consists of high-capacity fans, grain unloading
equipment, perforated drying floor, heater, spreader, and
grain stirrer (Figure 17.5) (23). These are low initial invest-
ment and low-drying-capacity systems best for grains with
low moisture levels at harvest and for drier geographical
areas with low humidity. 3) High-temperature bin-batch
driers: can dry batches of grains with heated air and remove
moisture in a shorter time, with drying temperatures of
35–60°C. In these systems, drying and storage occur in sep-
arate bins. They require moderate initial investment and
medium energy use, and often cost less per unit drying
capacity but require more labor because of transfer of each
batch to storage. Two typical high-temperature bin-batch

driers include on-floor bin-batch driers and roof bin-batch
driers. 4) High-temperature column driers: characterized by
multiple vertical columns that hold grains while the air is
forced horizontally through grains, with airflows of 80–100
m3/min·t and with drying temperatures up to 100°C. These
are advanced driers which require moderate to high initial
investment and high energy use. Three common types of
high-temperature column driers are manual batch column
driers, automatic batch driers, and continuous-crossflow
column driers. 5) Continuous-flow bin driers: have a bin
with a perforated drying floor, fan, heater, grain spreader,
grain-unloading equipment, and an auger to transfer grain
to storage. They unload hot and dried grains semicontinu-
ously from the bottom of the drying bin to storage bins for
cooling. Grain flow is automatically controlled to limit
overdrying, with typical airflows of 10–25 m3/min·t and
with drying temperatures of less than 80°C. 6) Others: con-
current-flow driers, fluidized-bed driers, spouted bed dri-
ers, rotary drum driers, and so on. These belong to
high-investment and high-drying-capacity drying systems.
New drying technologies, such as differential grain-speed
crossflow drying, multistage concurrent-flow drying, mul-
tistage mixed-flow drying, and cascading-rotary drying,
have the potential to decrease energy consumption and
grain deterioration by about 50%. 

b. Cooling equipment
Cooling equipment is one part of the drying systems.
Grains dried through any heated air driers should be
cooled in time, otherwise causing quality deterioration.
Delayed-cooling methods are usually used to decrease
energy consumption during high-temperature drying,
increase drier throughput, and reduce stress cracks and
breakage susceptibility. 

The three most commonly used delayed-cooling meth-
ods are in-bin cooling, dryeration, and combination high-
and low-temperature drying (23). The in-bin/in-storage
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cooling is the simplest delayed-cooling method suitable
for any type of high-temperature driers. Dryeration is an
energy-efficient method of delayed-cooling and drying
completion, and can cut 15–30% off energy consumption
of high-temperature drying while increasing drying capac-
ity, although dryeration requires more management. With
dryeration, hot grains are transferred to the cooling bin
immediately after drying. Cooling is delayed at least 4
hours for steeping or tempering. After grains are cooled in
the dryeration bin, they should be moved to storage.
Combination high- and low-temperature drying is most
suitable for crops harvested too wet for safe low-tempera-
ture bin drying, particularly wet maize (�22% moisture
content). A combination system normally costs more than
a single drying method, but can give high drying capacity,
flexibility of high-temperature drying, and energy savings
and superior grain quality of low-temperature drying.

3. Drying Losses

Drying losses are caused by underdrying or overdrying,
from pre-harvest to post-storage. Two kinds of losses often
occur. The first is actual removal of moisture from the
grain system, and the second is damage to the grain during
drying, leading to subsequent loss during milling (15). 

Modern drying systems normally cause lower losses to
most cereal grains. However, drying of rice or maize by
mechanical driers requires more care to avoid losses in pro-
cessing properties. In developing countries, threshed grains
or harvested ears are usually spread on a hard surface in the
farmyards for sun drying, which easily causes higher grain
losses. Part of the grains may be eaten by birds and other
animals, or may be blown away. If grains are rewetted in the
drying yard by a sudden storm, they will be damaged. 

D. STORAGE METHODS AND FACILITIES

Since ancient times, peasants have used traditional meth-
ods and containers to store cereal grains, such as small
buildings, earthenware pots, small wooden containers,
underground pits, outdoor piles, woven bags and baskets.
Most traditional methods and containers are still employed
in many developing countries. In recent centuries,
advanced storage technologies and facilities have been
developed to provide safe storage environments of grains
and to maintain grain quality and quantity more efficiently. 

Various types of storage facilities have been introduced
(15, 21, 22), including piles of unprotected grain on the
ground, underground pits or containers, piles of bagged
grain, storage bins of many sizes, shapes, and types of con-
struction. Major classifications are farm storage, bin sites,
country elevators, and terminal elevators. Storage structures
and facilities should meet the following major requirements:
1) provide maximum protection from moisture, insects,
molds, and rodents; 2) have aeration design for regulation of

storage temperature and relative humidity; 3) allow smooth
in-and-out movement of grains; 4) be sufficiently airtight for
fumigation; and 5) have capacity to protect grains from fire.

1. Farm Storage Facilities

Harvested cereal grains are often or temporarily stored at
the farm in developing countries. Farm storage structures
are constructed from locally available materials which are
simple and cheap, and are based on the principle of her-
metic storage with aeration facilities. Major structure types
of farm storage in India include circular steel bin, plastic
bin, pre-fabricated steel bin with hopper bottom, aluminum
bin, reinforced cement concrete bin, cement masonry bin,
welded wire-mesh bin, ferro-cement bin, and so on (22). In
China, simple storage structures are built with local cheap
materials, e.g., sticks, mud, stalk or straw, timber.

Modern farm silo is basically a large cylinder of corru-
gated galvanized steel, with means of access for cleaning,
input, and extraction of grain and, sometimes, a built-in
drier consisting of a fan with air heater and a means of dis-
tributing the warm air through the grain so that moisture
can be removed (15). Since modern silo is with good stor-
age conditions, and is durable and secure from attack by
predators and even thieves, it has replaced other storage
facilities for farm storage in developed countries.

2. Commercial Storage Facilities

Commercial storage systems involve storage of large
quantities of cereal grains, with better storage structures
and functions. In China, storage facilities of town-level
and county-level, normally constructed of concrete, are
the important commercial storage systems, with moisture-
and rodent-proof structures, and with an arrangement for
controlled aeration as well as fumigation. 

Elevators are the most common, advanced commer-
cial storage facilities in developed countries. In addition
to storage, elevators have other functions such as sorting,
cleaning, sizing, drying, and fumigation. They serve the
marketing system by equating supply with demand, by
providing convenient means for transferring title by
endorsement of warehouse receipts, and by transferring
grain from one transportation facility to another such as
trucks to cars, cars to barges, and barges to ocean vessels.

Country elevators receive grains directly from pro-
ducers. These storage facilities are usually constructed of
wood, concrete, or steel. Their main function is to accu-
mulate grains from nearby farms, to reload them into
transportation facilities such as trucks, railroad cars, or
barges, and to send them to market. Country elevators
were originally intended to serve an area limited by horse
and wagon delivery, and their storage capacity was very
small. Truck transport from farms has broadened access
areas, and elevator sizes have increased accordingly. The
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largest elevators approach the size of terminal elevators
and are often referred to as subterminals.

Terminal elevators are ordinarily constructed in trans-
portation terminals and larger markets. Their storage
capacity is very large, normally ranging in total storage
space from 5,000 to 500,000 tons or more (200,000 to 
20 million bushels). They receive grains from country ele-
vators by truck or railroad and transfer them to storage or
into other transportation equipment such as barges or other
vessels. Terminal elevators also equip with high-capacity
facilities for cleaning, drying, and conditioning of grains.

Flat bins are auxiliary bins of large capacity in con-
nection with terminal elevators. The pressure of grain sur-
pluses requiring safe storage for long periods leads to the
construction of flat bins. These bins are built wider and
lower than common silo storage bins to reduce costs and
side-pressures, thus can provide ample storage space at
the lowest possible cost. Floors are directly on the ground,
handling equipment is kept at a minimum, and the roof
tends to follow the slope of the pile of grains. Large bins
may be directly attached to the elevator or may be built
adjacent to it. 

Additionally, the slip-form storage bins (silo-type
bins) for construction of round concrete bins were devel-
oped in about 1900 and are still in commercial use. The
slip-form consists of a concentric, double-ring form into
which concrete is poured. Often two or more rows of
round bins are built side by side to form a block of bins.
The areas between the circles also become bins, and are
called interstitial or star bins. Concrete silos may be as
high as 40 m. Although other shapes such as oval or
hexagonal have been tried with concrete, the round form
gives the greatest strength with the least material.

In developed countries, grain is almost completely
handled and stored in bulk, but in developing countries
bag storage is still practical and common, since farms are
often scattered and labor for filling and loading bags costs
is low. Bag is made of plant fiber or woven polymer
threads. Air can pass through this barrier, and moisture
can migrate from or into the grain, but grain in bags can
normally be accepted for storage at 1–2% higher moisture
content than for bulk storage. Bags with grains are usually
stored in a well-sealed and secure warehouse with regu-
lating openings for controlled ventilation and complete
building fumigation. Openings can be used for both natu-
ral air and fan-controlled aeration. Bags should be care-
fully stacked so that alternate layers are placed that can be
covered with a tarpaulin for fumigation. A one-meter cor-
ridor is left between stacks for the operatives to pass when
examining the storage state.

E. AERATION AND STORED GRAIN MANAGEMENT

Dried grains should be aerated as soon as possible after
they are put into storage. Frequent aeration during storage

is necessary to control grain temperature, to avoid forma-
tion of hot spots due to insect and mold activity, to reduce
the risk of grain damage or spoilage, and to maintain grain
quality (22, 25). 

1. Effects of Aeration

Aeration is the process of moving air at ambient tempera-
ture through stored grains in order to decrease or increase
grain temperature to desired level (5). The major effect of
aeration is to control and maintain a uniform temperature
in stored grains and to keep that temperature as low as is
practical. Also, aeration can equalize grain moisture and
remove odors from stored grains. Use of fumigants with
aeration systems can permit their distribution through the
grain in deep bins and silos.

2. Aeration Systems

An aeration system mainly consists of fan and duct sys-
tems. The major considerations in the design of aeration
systems are airflow rate, fan selection, and air distribution
(25). The airflow rate recommended depends on purpose
of aeration, type of stored grains, storage structures, and
climate conditions. Fan selection is based on airflow rate
and type and depth of stored grains. There are two com-
mon kinds of fans used for aeration, axial-flow fans which
are suitable for horizontal storage structures, and centrifu-
gal fans suitable for vertical storage structures. Other fans,
such as radial-bladed fans, are suitable for vertical low-
capacity bins. Occasionally, aeration fans are mounted on
top of storage bins or silos. Some aeration systems are
equipped with two fans, a pressure fan on the bottom and
a suction fan on top. Airflow is usually downward in a
suction system and upward in a pressure aeration system.

Duct systems are used for air distribution. Most aera-
tion systems use perforated ducts to distribute the air and
provide for air movement whether out of the duct into the
grain in a pressure aeration system or into the duct from
the grain in a suction system. Many farm bins are
equipped with full-perforated false floors or partial perfo-
rated floors. In flat storages, large bins, and tanks, more
than one ventilating duct is required, and the layout of the
duct system is also important.

3. Operation and Management of Aeration
Systems for Stored Grains

Foster and Tuite (25) described how to operate aeration
systems, including seasonal aeration operating sched-
ules, daily fan operation, and airflow direction regula-
tion. Aeration practices depend on local climate, e.g., the
mean temperature difference between the warmest
month and coldest month is 28°C in the Corn Belt of the
United States. The mean daily humidity of the air is usu-
ally below that in equilibrium with grain at safe storage
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moisture content, except in winter. Under mean climatic
conditions, grain can be aerated continuously without
undesirable moisture increase.

Once grains are put into storage, they should be aer-
ated immediately to remove harvest or dryer heat. The
temperature should be uniformly reduced to 15–20°C for
summer-harvested grains and to 10–15°C for fall-har-
vested grains. Grains are aerated in late fall and winter to
cool them to below 5°C. Weather in late November and
early December is usually suitable for cooling grains to
near mean winter temperatures. Once this is completed,
no further aeration is recommended until spring. In
March or April, grains may be aerated to warm them to
above 10°C. After spring aeration is started, it should
continue until grains are uniformly warmed to near mean
outdoor temperature. As the warming front moves
through, moisture condenses on the cold grains, provid-
ing ideal conditions for rapid mold growth. Continued
aeration keeps the condensation area moving and helps
avoid serious spoilage.

Most seasonal aeration schedules described above are
based on daily 24-hour fan operation. In much of the
United States, mean humidity in the fall cooling and
spring warming periods permits continuous fan operation
without increasing moisture of cereal grains above the
safe level (13–15%). However, in rainy seasons or regions
with higher humidity, fan operation should be limited or
even prohibited in high-humidity weather. For instance, in
Central, Eastern, and Southern China, aeration is limited
or prohibited in rainy weather of late spring and summer.

4. Losses during Storage

Insects, microorganisms, and rodents or birds cause major
losses and deterioration of cereal grains during storage,
especially in developing countries. Losses during storage
may increase if condition of the received grains is unsatis-
factory, if the storage sites and facilities are unsuitable for
safe storage, or if there is poor management during storage
or deterioration in storage environment. Transportation is
temporary storage and may also cause losses under unsuit-
able environments, such as dirty and already infested rail-
car, or improper supervision (20).

Deterioration caused by insects, microorganisms, and
rodents during storage is usually affected by the storage
structures and environments. Higher storage temperature
and grain moisture content may lead to multiplication and
growth of insects and microorganisms. Poor storage man-
agement and unsuitable storage structures easily cause
serious damage from rodents and birds. Additionally,
cracked, broken, damp, and dirty grains with foreign
materials (e.g., straw and trash) are more easily infested
by insects and molds. Drying and cleaning of cereal grains
before storage and appropriate storage management are
important for reducing storage losses.

F. CONTROL OF INSECTS, MICROORGANISMS, AND

RODENTS DURING STORAGE

Principal measures for decreasing storage losses are to
prevent and control insects, microorganisms, and rodents.
When grain storage starts, destruction from insects,
microorganisms, and rodents may begin, with the rate of
grain losses depending on storage conditions. The growth
rate of microorganisms usually depends on grain moisture
content and storage temperature, and that of insects
mainly on storage temperature. 

1. Insects

Insects are the major cause of losses of stored grains.
Beetles, moths, and certain mites are serious pests of
stored grains. Table 17.12 lists the major insects of stored
cereal grains and their optimum growth temperatures (15,
22, 26). There are two major groups of storage insect,
external and internal infesters. Almost all are either bee-
tles (Coleoptera) or moths (Lepidoptera) (15). The nature
of insect damage is classified into three types: 1) grains
are bored inside, leaving the outer coat practically intact;
2) only the germ of grains is damaged; 3) a part of the
grains, including the outer coat, is eaten (22). Rice weevil,
maize weevil, granary weevil, lesser grain borer, and
Angoumois grain moth develop and feed inside kernels.
Infestation remains hidden until the adults emerge from
the kernels. Other beetles feed primarily on broken and
whole kernels. Grain-infesting insects are very sensitive
to temperature, but insensitive to moisture. Generally,
they grow slowly or not at all below 16°C, and cannot sur-
vive in temperatures of 42°C or above, and appear to
thrive best at about 29°C. Storage pests are well adapted
to live in a very dry environment.

Insects not only consume large quantities of grains but
also decrease the quality by the presence of insect frag-
ments, feces, and unnatural odors. Insects consume nutri-
tious components, encourage moisture uptake by the
infested grains, and promote growth of microorganisms.
When insect population reaches a certain level, tempera-
ture of stored grains will increase rapidly. If insects are at
over-growth, temperature may increase up to 45°C. When
microorganisms are associated, temperature may rise even
up to 75°C, causing massive spoilage of grains. Thus over-
growth of insects usually results in serious losses of grain
quality and quantity.

2. Microorganisms

Molds are also important damaging agents of stored grains.
Under favorable moisture, temperature, and relative humid-
ity, many molds can grow on grain surface. Common molds
founds in grains belong to the genera Aspergillus,
Fusarium, Penicillium, Alternaria, Cladosporium, and
Helminthosporium (22).

Cereals–Biology, Pre- and Post-Harvest Management 17-17



The most dangerous and important fungi are from
three genera: Aspergillus, Fusarium, and Penicillium (15).
Most storage fungi cannot survive at grain moisture con-
tent below 17%. They can survive at 50°C and above 65%
relative humidity, but are most destructive below 25°C
and above 80–85% humidity. Fungal damage to stored
grains includes losses of seed viability, nutritional and
apparent quality, processing properties, and production of
mycotoxins (e.g., aflatoxins and ochratoxin), heating,
mustiness, and decay. Aspergillus flavus, Furarium
graminearum, and Penicillium verrucosum produce alfla-
toxins, zearalenones, and citrinin/ochratoxins, respec-
tively. These toxins are important from the point of health
hazards. Aflatoxins are carcinogenic agents and ochra-
toxin can cause liver and kidney damage. Although myco-
toxins-induced diseases are rare in developed countries,
they commonly occur among rural populations in devel-
oping countries.

Bacteria are also found in stored grains, mainly
belonging to the families Bacillaceae, Pseudomona-
daceae, and Micrococcaceae. Activities of bacteria are
normally affected by temperature and moisture content of
the grains during storage. Bacteria require higher mois-
ture content (�20%) and higher humidity (�90–95%) for
their growth than fungi. Thermophilic bacteria can prolif-
erate at 55°C and raise the temperature of infected grains
to as high as 70–75°C. Bacterial damage to stored grains
is similar to that of fungi, but occurs more rarely.

3. Rodents

Vertebrates (rodents and birds) cause extensive damage to
grain in both field and store. Damage from rodents is a
serious problem at farmer’s and trader’s level. Commensal
rats and mice are the most destructive vertebrates on
Earth. There are 21 common species of rodents that attack
stored grains in different sites throughout the world (22).
In addition to house mice, Norwegian rats and mice are
conventional rodents. 

Not only do rodents eat large quantities of grains, they
also contaminate grains with urine, hairs, and excreta.
Rodents are energetic creatures and eat about 10% of their
body weight of food per diem. One rat will consume
around 10 kg of grain each year and excrete 2–5 kg of
droppings (15). Apart from consuming and contaminating
grains, certain rodents can damage containers (e.g., bags
and wooden, bamboo or mud bins, and make burrows in
walls, warehouse floor, and cables) and spread diseases.

4. Control Methods and Measures

a. Control of storage temperature and moisture 
An important measure of controlling insects and microor-
ganisms is to keep a safe storage environment with cool
temperature and low moisture. The recommended safe
storage moisture contents of most cereal grains range
from 13 to 15% (Table 17.11) (22–24). Lower tempera-
tures increase shelf life of grains by decreasing respiratory
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TABLE 17.12
Insects of Stored Cereal Grains and Their Optimum Growth Temperature

Common Name Scientific Name Optimum Temp. (°C) Minimum Temp. (°C)

Rice weevil Sitophilus oryzae L. 27–31 17
Maize weevil Sitophilus zeamais Motsch. 28 17
Grain weevil Sitophilus granaries L. 26–30 15
Angoumois grain moth Sitotroga cerealella Ol. 26–30 16
India meal moth Plodia interpunctella Hub. 28–30 –
Almond moth Ephestia cautella Walk 25 10
Rice moth Corcyra cephalonica Staint 28–30 10
Lesser grain borer Rhizopertha dominica F. 32–35 23
Larger grain borer Prostephanus truncatus – –
Rust red grain beetle Tribolium castaneum Herbst 32–35 22
Confused flour beetle Tribolium confusum J. du Val. 30–33 21
Drug store beetle Stegobium paniceum L. – –
Saw-toothed grain beetle Oryzaephilus surinamensis L. 31–34 21
Khapra beetle Trogoderma granarium Everts 33–37 24
Flat grain beetle Laemophiloeus pusillus Schonherr. – –
Long headed flour beetle Latheticus oryzae 35 –
Australia spider beetle Ptinus tectus 25–35 10
Cadelle beetle Tenebroides mauritanicus L. – –
Cigarette beetle Lasioderma serricorne F. – –
Flour or grain mite Acarus siro L. 21–27 7
Warehouse moths Ephestia spp. – –

Source: Adapted from Refs. 15, 22, and 26.



rate and inhibiting activities of insects and microorgan-
isms. When grains are cooled below 15°C, most insects
and fungi cannot grow. In developing countries, control of
such low temperature will greatly increase storage costs.
Generally, maintenance of temperature at about 27°C and
relative humidity below 70% during storage are impor-
tant. Frequent aeration during storage is necessary to
avoid formation of hot spots due to activities of insects
and microorganisms and to control uniform temperature
throughout storage environments.

b. Cleanliness 
Cleanliness is considered the most common means of
reducing or eliminating pest infestation. It is important to
thoroughly clean storage facilities before new grains are
stored. Old infested grains, empty bags or sacks, chaff,
webs, and other junk that may harbor insects must be
cleaned out. The floor, walls, and roof structure should be
brushed and sprayed with insecticide before storage.
Cleaning of harvesting equipment and transportation tools
is also required. Also, clean conditions around storage
area and facilities can help keep rodent numbers down. 

c. Use of fumigants and insecticides
Fumigants are quick-acting respiratory poisons which can
be applied to static grains. Commonly used fumigants are
methyl bromide, carbon disulfide, carbon tetrachloride,
ethylene dichloride, ethylene dibromide, chloropicrin,
hydrogen cyanide, and phosphine (3, 15). The effective-
ness of each fumigant is dependent on species of insects,
stage of development, temperature, humidity, application
method, fumigant concentration, storage facilities, etc.
Some recommendations for fumigation of stored grains
are shown in Table 17.13 (15). Because chemical fumi-
gants are also highly poisonous to man, precautions given
on the labels of the chemical containers must be strictly
followed. Great care is required in their application, and
staff must be trained well. Gas masks should be worn dur-
ing the use of fumigants. Storage bins and buildings that
have been fumigated must be opened for ventilation for
several hours or days before people can enter.

Insecticides that kill insects of stored grains belong to
the contact type which can penetrate the insect cuticle and

enter body tissue. Common contact insecticides include
pyrethrum (pyrethrins), chlorinated hydrocarbon insecti-
cides, organophosphorus insecticides, etc. (22). For exam-
ple, pyrethrins can be used to kill insects on walls and
floor of storage bins during cleaning, and can also be used
as protecting agent by spraying on the grains.

d. Control measures of rodents 
Rodents cause serious storage losses of cereal grains, par-
ticularly in developing countries. Relevant control meas-
ures include sanitation, removal of foods easily accessible
to rodents, proofing, trapping, use of ultrasonic devices,
biological control, single- or multi-dose poisons, tracking
poisons, fumigations, and the use of chemosterilants,
attractants, and repellants (22). The most common control
measures are sanitation, use of anticoagulants, and fumi-
gation of live burrows. Fumigation of live burrows with
aluminum phosphide is a cheap and effective method with
usually 100% killing after second fumigation.
Anticoagulants were tested and also found to be effective
in controlling rats.

e. Other control methods 
Other promising control methods have been investigated,
including modified atmosphere, irradiation, use of insect
sex attractants, insect growth regulators, insect
pathogens, parasites and predators, etc. (15, 22). As an
alternative to fumigation, grain storage atmosphere can
be made lethal or inhibitory to insects and microorgan-
isms by reducing oxygen concentration, increasing car-
bon dioxide or nitrogen concentrations, or creating a
partial vacuum (tight-air packaging). Radiation treat-
ments usually cause mutation, sterilization, or death of
insects and microorganisms, and are considered a control
method for stored grains. The use of sex attractants pro-
duced by insects has been investigated to control stored-
grain insects. Insect growth regulators can interfere with
either morphogenesis or molting of insects. These com-
pounds have intense biological activity, specificity, and
little or no vertebrate toxicity. Because of economic fac-
tors or chemical toxicity, these promising control meth-
ods have, however, not yet been commonly used for
stored grains.
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TABLE 17.13
Some Recommended Fumigants and Used Dosages of Stored Cereal Grainsa

Storage Structure or Situation Application Fumigants Dosage (g/tonne) Treatment Time (days)

Silos, deep bins Admixture during filling Phosphine 3–4 5
Flat bulk storage Admixture by probe Phosphine 3–4 5
Flat bulk storage Surface application Methyl bromide 34 1
Rail cars in transit Gas jets at top of stack Methyl bromide 58 1
Stacks under tarpaulinsb Gas jets at top of stack Methyl bromide 28–54 1

Source: Adapted from Ref. 15.
a Fumigating is conducted at 20–25°C.
b Different cereals require various dosage: wheat, 34 g/tonne; rice, 28 g/tonne; maize, 36 g/tonne; and sorghum and millets, 54 g/tonne.
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I. INTRODUCTION

In terms of agricultural production, cereals are the most
important source of human food and animal feeds but the
legume family, Leguminosae, encompasses an extremely
diverse group of herbs, vines, shrubs and trees (1). The
subfamily Papilionoideae has 600 genera and 13,000
species of plants which have fruits enclosed in a specific
pattern in elongated pods and whose roots form symbiotic
relationships with nitrogen-fixing bacteria in nodules.
Over 80 legume species are consumed world-wide and
represent the second most important food source. About
20 legume species are cultivated on an appreciable
hectareage. These legume crops are primarily herbaceous
annuals that can be consumed directly as mature dry
seeds, as immature green seeds, or as whole green pods. 

The most important food legumes are listed in Table
18.1 with their botanical names, global distribution, and
approximate annual production. Soybean and peanut are
grown widely for extraction of refined vegetable oils and
high protein meals, but also have important whole seed
uses. About one-half of the world production of peanut is
crushed for production of edible oil and meal for animal
feeds; much of the large U.S. crop is processed into
peanut butter or roasted for direct consumption. On the
other hand, over 80% of the world soybean production is
pressed for the edible oil and valuable soybean meal, and
only about 15% is processed directly into food products.

The low alkaloid sweet lupin (L.angustifolius) is a
protein supplement in ruminant feeds and, after removal
of 25% hull, in pig and poultry rations in Australia (Table
18.1). Lupinus albus, with 12% lipid, is grown in other



parts of the world. In efforts to breed an oilseed crop, lines
with 16% oil have been reported. 

Pulses have limited industrial applications and are
mainly consumed directly as whole or dehulled split seeds.
Common beans and dry peas constitute about one-half of
global pulse production of about 58 mt, and production is
widely distributed among countries in the Americas, Indian
sub-continent, Asia, and Europe (Table 18.1). However,
about 90% of global pulse utilization is concentrated in
developing countries. In these low-income food-deficit
areas, pulses contribute about 10% of the daily protein and
5% of the energy intake of human diets. 

Driven by increasing demand from West Asia, North
Africa, Central and South America, and India, production
and export of the principal pulses has expanded in North
America, Australia, China, Turkey, and Argentina. With
respect to world trade, common beans and dry peas are the
major imported pulses while lentils, chickpeas, and broad
beans are also purchased by low-income countries. 

II. MORPHOLOGY AND
MICROSTRUCTURES OF SEEDS

Compared to cereal grains, legume seeds are medium to
large in size (0.3–2.5 cm diameter), rounded in shape, with
relatively hard texture. Seeds vary from white to colored or
mottled in appearance and surfaces can be smooth, tex-
tured, or wrinkled (1). The proportions of the three major
seed components are 8–18% seedcoat, 80–90% cotyledons
(Figure 18.1), and 1–2% embryonic axis (not shown) (2).
The seedcoat or testa protects the embryonic structures
from water absorption, microbial and insect invasion. In
lentils, the seedcoat exhibits a pattern of conical papillae

on the surface, about 3 µm at the base (Figure 18.2C). The
outermost layer of the seedcoat is a thin waxy cuticle that
serves as a hydrophobic barrier (Figures 18.1 and 18.2C).
The major structure of the seedcoat is a single layer of ver-
tical, elongated palisade cells. The thick walls of the pal-
isade cells provide strength and rigidity to the seedcoat; the
wall thickness and depth determine the proportions of
‘hull’ that is characteristic of each species. The thin layer
of hourglass cells (5–6 µm thick) occurs, with intercon-
necting air spaces, below the palisade layer.

Between the hourglass cells and the cotyledon is a sep-
arate layer of flattened parenchyma cells (Figure 18.2C)
that constitute the residue of the once prominent
endosperm in the fertilized ovule (See Section IV.F,
Dietary Fibre). When seeds are decorticated during pro-
cessing, the endosperm layer separates with the seedcoat.
The seed embryo consists of the embryonic axis and two
cotyledons or seed leaves. The embryonic axis has a small
plumule (foliage leaves) with shoot-tip, an embryonic stem
(hypocotyl), and a radicle or root that are attached to, and
enclosed by, the cotyledons.

There are two openings in the legume seedcoat (2).
The small micropyle is the site where the pollen tube
entered the valve, and is closed in some species. The large
oval hilum is the scar where the seed was attached to the
pod and is large enough to be a major factor in regulation
of seed drying or rehydration (Figure 18.2A, B). Along
the hilum length, but behind the opening, is the tracheid
bar with numerous ducts that interconnect the pod and
seed vascular systems. Although not an opening, there is
a linear ridge on one end of the hilum, called the raphe,
that arose from the fusion of the pod to the seedcoat dur-
ing seed development (Figure 18.2A).
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TABLE 18.1
Scientific and Common Names and Annual Production of Important Food Legumes

Name Scientific Name Common Names Distribution Production (mt)

Proteinaceous Oilseeds
Peanut Arachis hypogaea L. Groundnut, goober India, China, USA 23
Soybean Glycine max (L) Merr. Soyabean, Japan pea USA, Brazil, China 175
Lupin Lupinus albus, luteus and Sweet lupin, tarwi Australia, Russia, Mediterranean 1

angustifolius L.

Starchy Pulses
Common bean Phaseolus vulgaris L. Haricot, dry bean Brazil, India, China 20
Dry pea Pisum sativum L. Field pea, garden pea Russia, China, France 10
Chickpea Cicer arietinum L. Bengal gram, chana India, Turkey, Pakistan 8.5
Fababean Vicia faba L. Broad bean, horse bean China, Ethiopia, Egypt 3.5
Lentil Lens culinaris Medik. Masur, red dhal India, Turkey, North America 3
Pigeon pea Cajanus cajan (L) Millsp. Red gram, Congo pea Asia, Africa, South America 3
Cowpea Vigna unguiculata (L) Walp. Black-eyed pea, kaffir bean Africa, Asia, Nigeria 1
Mung bean Vigna aureus, mungo, and Green, black, and golden gram India, China, Thailand 1

radiata (L.) Wilczek
Lima bean Phaseolus lunatus L. Butter bean, sieva bean USA, Central and South America �1



The two large cotyledons contain nutrient reserves to
support early shoot and root growth during germination
(Figure 18.1) (2). Their large parenchyma cells (100–
130 µm diameter) have thin tough cell walls (1–2 µm
thick) that are cemented together by a layer of pectic sub-
stances called the middle lamella (Figure 18.2D). There
are intercellular spaces between the cells, primarily at the
junctures of three or more adjacent cells that facilitate
water uptake and hydration. Each cotyledonary cell is
packed with round or oval starch granules (10–30 µm dia)
that have smooth surfaces, unlike the tightly packed angu-
lar granules in cereal endosperms. The legume starch
granules are embedded in a thick protein matrix which
also contains small protein granules.

III. THE HARD-TO-COOK PROBLEM

Most pulses are consumed directly as cooked whole or split
(dehulled) seeds, and long cooking times are characteristi-
cally required to achieve the desired degree of softness,
digestibility, and inactivation of heat-labile antinutrients.
Slow water uptake by seeds has been associated with long
cooking times, but dehulling and presoaking of seeds
overnight can reduce cooking time, often by as much as
75%. Soybean and dry pea have only 5–8% hulls that are
easily removed; other pulses contain 10–18% hulls that are
removed by abrasive dehullers, or after soaking or boiling.

Tang et al. (3) found that the initial moisture contents of
lentils markedly affected the route of moisture migration,
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FIGURE 18.1 Schematic diagram of the structure of a cross section through a lentil seed. (From Ref. 2.)

FIGURE 18.2 SEM micrographs of: (A) a gold-coated lentil seed illustrating the micropyle (mi), hilum (hil), and raphe (rap); (B)
the hilum opening exposing the tracheid bar; (C) the lentil seedcoat showing the cuticle (cut) layer on the surface of the palisade (pal)
cells, traces of hourglass (hg) cells in open spaces, parenchyma (par) layer, and the cotyledon surface (cot sur); (D) an exposed por-
tion of the cotyledon with the storage cell wall (sw) enclosing several starch (s) granules in the protein matrix (p), and the intercellu-
lar spaces (ic). (From Ref. 2.)



rate of water absorption, imbibition time, and proportion
of hardshell lentils. At moisture contents of 16–24%, mois-
ture diffused mainly through the large surface of the seed-
coat. The permeability of lentil seedcoats decreased with
decreasing moisture content because of reduced pore and
fissure sizes in the cuticle and palisade layers. When lentil
moisture content was at 12%, the hilum opening became
the dominant route for moisture to enter the seed. The
width of lentil hilum openings also decreased with mois-
ture content, and some hila were closed at 12% moisture
content. Impermeable seedcoat and concurrent closing of
the hilum opening resulted in hardshell lentils. The com-
plexity of the hardshell and hard-to-cook phenomena in
other legumes has been reviewed by Swanson et al. (4) and
Stanley (5). 

IV. CHEMICAL AND NUTRITIONAL
COMPOSITION

A. ENERGY

The metabolizable energy contents of legume oilseeds
are proportional to their oil or lipid contents (Table 18.2).
With over 50% lipid, peanuts average 2255 kJ/100 g
while soybean, lupin, and chickpea have 1695, 1565, and
1530 kJ/100 g, respectively. The starchy pulses contain
about 1440 kJ/100 g of metabolizable energy which is
similar to those of whole grain cereals but 5–7% less than
in milled cereal flours. The metabolizable energy in
pulses arises from their high compositions of starch and
protein, but is subject to the slow rates of digestion
described below.

B. LIPIDS

Most pulses are low in lipid, only 1–2% (Table 18.2), of
which one half are neutral lipids (mono-, di-, and triacyl-
glycerides) and the remainder are metabolic polar lipids
(phospholipids, glycolipids, sterols, sterol esters, and
lipoproteins) (6). On the other hand, the proteinaceous
oilseeds like peanut and soybean are rich in neutral lipids
and are commercial sources of edible oils. These neutral
lipids are stored in the cotyledons as oil bodies or sphero-
somes and contain primarily unsaturated and polyunsatu-
rated fatty acids in the triacylglycerols which have
important functional and nutritional attributes. Many
legumes contain linolenic acid as a component in the
lipids, as well as the bound enzyme lipoxygenase, so that
oxidative rancidity and off-flavor development are a prob-
lem once seed contents are mixed by grinding.

C. STARCH

While the oilseeds are nearly devoid of starch, it is the
main component in pulses (Table 18.2). The large starch
granules in the cotyledon cells are composed of a combi-
nation of two glucose polymers (7). Inside cell organelles
these polymers are synthesized into interwoven strands to
form the semicrystalline granules. Amylopectin, the larger
polymer, is an α-1,4-linked glucose chain with α-1,6
branches, with molecular weights in the millions.
Amylose is a smaller linear polymer composed of α-1,4-
linked glucose units, and few branches. The number of
glucose units in the amylose chain range from 1300 to
1900 among pulse species and the average molecular
weight is 177,000. In pulses, the proportion of amylose to
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TABLE 18.2
Energy and Chemical Constituents in Food Legumes

Energy Protein* Lipid Starch Sugars Ash Total Dietary Fiber

Common Name kJ/100 g % Dry Weight Basis

Proteinaceous Oilseeds
Peanut 2255 28 53 1 5 2 8
Soybean 1695 39 20 2 8 5 22
Lupin 1565 38 10 2 10 4 33

Starchy Pulses
Common bean 1468 24 2 42 5 4 21
Dry pea 1418 20 1 52 5 3 17
Chickpea 1520 19 6 50 7 3 18
Fababean 1430 28 2 45 4 3 17
Lentil 1442 24 1 52 6 2 13
Pigeon pea 1443 21 2 46 6 4 19
Cowpea 1442 24 1 47 7 4 15
Mung bean 1445 25 1 47 4 4 23
Lima bean 1420 21 1 43 5 5 23

* N � 5.7.



amylopectin by weight is about 33:67, but amylose con-
tents can vary from 20–65%. Tuber starches contain up to
20% amylose. Genotypes of the major cereals vary from
0–85% amylose, but 25% is normal for corn and wheat
starch. As a class, pulse starches are considered to be high
in amylose content.

The shape and size of starch granules are also charac-
teristic of the plant source, those of legumes being oval,
round, spherical, or kidney shaped with smooth surfaces
and no apparent fissures (7). The starch granules in pulses
vary widely in width (10–55 µm) and length (8–70 µm).
Most of the pulse starches are simple granules, the excep-
tion being wrinkled pea starch, which appears to be a mix-
ture of simple and compound granules, the latter being
composed of 3–10 subunits joined together. 

D. PROTEINS

The proteinaceous oilseeds are rich sources of protein,
and the defatted meals are major protein supplements for
cereal-based animal feeds (Table 18.2). Similarly, the
pulses at 18–30% protein are major sources of protein for
human nutrition in low-income countries.

There are enzymatic, structural, and globular storage
proteins in pulses. Storage proteins account for 70–80% of
seed nitrogen and occur within the cell as matrix or discrete
protein bodies (1). The major storage proteins are classified
as either legumin or vicilin, their subunit compositions and
molecular weights being characteristic of the species.
These are reported elsewhere under the appropriate section,
for the legume species. (see Chapters 5–7, 19.)

While pulses are considered to be good sources of
protein for human nutrition, their utilization may be quite
inefficient. The digestibilities of pulse proteins can vary
between 65 and 88%, depending on the structure and
composition of storage proteins (8). Most pulse proteins
are rich in essential amino acids, especially lysine and
threonine. However, they are deficient in sulphur-contain-
ing amino acids, methionine, and cystine. The biological
value of legume proteins, as measured by protein effi-
ciency ratio (PER), may vary from 0.2 to 2.0 where a bal-
anced protein like casein has a PER � 2.5. By blending a
low PER pulse with a source of cereal protein rich in sul-
phur amino acids, PER values in the range of 1.8–2.0 can
be obtained. 

The Kjeldahl method for determination of total
organic nitrogen (N) is a widely accepted procedure.
However, the selection of the appropriate nitrogen-to-pro-
tein conversion factor (N:P factor) for calculating total
protein content has been a point of controversy, and prac-
tices are not consistent among laboratories. Based on
amino acid composition, the true N:P factors for common
bean and dry pea were found to be 5.4, and the mean N:P
factor for 23 diverse food products was 5.7 � 0.3 (9). The
latter factor was recommended for all mixed or blended

food diets instead of the common factor of 6.25 which
exaggerates the true protein content.

E. TOXINS AND ANTINUTRITIVE FACTORS

Food legume seeds may contain a wide range of con-
stituents which have adverse effects on digestive enzyme
activity, digestibility, nutrition, and health (10). Most
commercial cultivars have been selected for reduced lev-
els of these factors and heat processing inactivates the
proteinaceous factors. Protease inhibitors in soybean, lima
bean, common bean, and chickpea retard proteolytic
enzyme activity (11). Lectins are polymeric proteins in
soybean and common bean that bind to monosaccharides
in glycoproteins of the cell membranes, causing lesions in
the intestinal mucosa and reduced nutrient absorption.
The presence of saponins in some cultivars of common
bean and cowpea can reduce feed intake and cause growth
depression, but the concentrations are usually too low for
significant effects. Goitrogenic substances in soybean and
peanut cause enlargement of the thyroid gland, an effect
that is counteracted by administrating iodine. Certain cul-
tivars of lima bean grown in some tropical countries con-
tain a cyanogenic glycoside that is enzyme-hydrolyzed to
release hydrogen cyanide during processing, causing out-
breaks of cyanide poisoning. Lupin cultivars have been
bred to eliminate alkaloids which are particularly poison-
ous but can be detected by their bitter taste. Vicine and
convicine in fababean can cause a haemolytic anemia
called favism in genetically susceptible individuals.
Fortunately, the broad bean/fababean cultivars are con-
sumed primarily as whole seeds and so can be readily
avoided if one is susceptible.

F. DIETARY FIBER

Recent definitions of dietary fiber include all components
of plant material that are resistant to the digestive secre-
tions of the human upper gastrointestinal tract. These
components are predominantly non-starch polysaccha-
rides and lignin associated with the structure of cell walls.
In legumes the main dietary fiber constituents are cellu-
lose, xyloglucans, galactomannans, pectic polyuronides,
and glycoproteins. While peanut is relatively low in total
dietary fiber, other legumes contain 13–23% (Table 18.2),
and are viewed favorably in control of many diseases
associated with Western diets.

The cell walls in legume cotyledons are relatively
thick (2) and resist physical disruption during processing
and cooking, and subsequently during their passage
through the alimentary tract (12). The cell walls constitute
a barrier to digestive enzymes and delay the rate of starch
and protein digestion. Thus legumes are an important
component of low calorie diets. A slow rate of glucose
absorption has been recorded for beans and other pulses,
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a favorable result for diabetics where high blood sugar
levels are a problem. Beans and lentils in Western diets
give relatively flat postprandial blood-glucose curves,
often expressed numerically as the “glycaemic index.”
The slow digestion of legume starch has been attributed to
the survival of intact cell walls after cooking, but evidence
is presented in a later section on slow digestibility of
starch granules as well (Section V.C).

Cell wall polysaccharides are also implicated in bind-
ing of essential minerals such as iron, zinc, and calcium
when diets contain a high proportion of legumes (12). This
adverse effect on mineral absorption in humans is exacer-
bated by the mineral binding effects of phytate (myo-inos-
itol hexaphosphate) that is associated with legume cell
walls. Mineral bioavailabilty can be greatly improved by
commercial dephytinization procedures in the preparation
of special dietary foods that are rich in fiber.

Most pulses are not rich sources of soluble fiber such
as gums, pectins, and β-glucans which have an important
role in controlling gastrointestinal and metabolic diseases.
Legumes with fully developed endosperms as the storage
organ, and reduced cotyledons in the seeds, have galac-
tomannans as the reserve carbohydrates. Guar and locust
bean contain water soluble gums with unique thickening
properties that have many uses in ice cream, cheese,
sauces, salad dressings and, industrially, in paper making,
drilling muds, etc. 

G. SUGARS

Food legumes in general contain significant concentra-
tions of free sugars (4–12%) (Table 18.2), which are com-
posed of about 40% disaccharides (sucrose mainly) and
60% α-galactosides (raffinose, stachyose, and verbas-
cose) (13). The latter group represents a problem for con-
sumers since the human digestive system lacks the
enzyme α-galactosidase. Thus this raffinose family of
oligosaccharides passes into the large intestine where sug-
ars are fermented anaerobically to produce gas.

H. ASH AND MINERALS

The ash content of pulses varies from 2–5% (Table 18.2).
Quantitatively, pulses contain significant amounts of
potassium, phosphorus, magnesium, and calcium (10).
The high potassium-low sodium ratios of pulses are
desired for people with hypertension. Pulses could be
good dietary sources of calcium and phosphorus but the
ratio is 1:2 while the desired balance is 2:1. Also, a high
proportion of phosphorus in pulses is present in phytic
acid bodies in the cotyledons which, during digestion,
bind calcium as an insoluble salt that is not absorbed in
the digestive tract (12). Pulses can provide a high propor-
tion of daily requirements of iron, magnesium, man-
ganese, and copper, but soluble minerals can leach into
the cooking water and be lost during drainage.

I. VITAMINS

Pulses are excellent sources of the water-soluble B vita-
mins, particularly thiamin, folic acid, and pantothenic
acid, and contain significant quantities of nicotinic acid,
riboflavin, and vitamin B6 (1,10). Differences between
pulse species and environmental effects are large, and
losses during domestic and commercial processing are
significant. Pulse seeds are low in vitamin C and fat-solu-
ble vitamins, although green seeds and pods can be good
sources of carotenes, vitamin C and E.

J. TANNINS AND POLYPHENOLS

The hulls of pulses contain about 50% cellulose, 20% hemi-
cellulose, 20% pectin-like and water-soluble carbohydrates,
and 2–12% lignin, condensed tannins, and procyanidin. The
hydroxyl groups of the latter compounds form cross-links
with proteins to cause seed hardening during storage and
decreased protein digestibility during cooking (5).

The combination of slow or incomplete cooking,
digestive enzyme inhibitors, low protein digestibility, and
oligosaccharides are limiting factors in pulse utilization
and contribute to the flatulence problem. Techniques for
reducing the content of flatulence-producing constituents
include breeding of low-oligosaccharides cultivars, ger-
mination before cooking, and use of hydrolytic enzymes. 

V. PULSE PROCESSING AND
UTILIZATION

A. HARVEST AND STORAGE

Some pulse species have an indeterminate growth habit;
new flowers and pods are produced continuously until
plant growth ceases due to heat, drought, or nutrient stress
(14). Early harvested seeds at high moisture content are
difficult to thresh, while low-moisture seeds from delayed
harvest are susceptible to shattering and mechanical
breakage. The optimum moisture content for threshing
pulses is between 14% and 19%, wet basis. Variable
topography in a field can result in seed moisture contents
ranging from 18–55% (15). For some pulses, it is a gen-
eral practice to swathe or chemically dessicate the crop so
that seeds are dried uniformly in the field prior to thresh-
ing. Dessication results in more rapid seed drying, but
longer cooking times have been reported. 

Moisture content of seed has a marked influence on
the storage stability of pulses. Thus, it is desirable to
adjust the freshly harvested seeds from 19–20% to �14%
moisture (14, 15). Artificial drying at maximum tempera-
tures of �50°C will minimize seed breakage during sub-
sequent handling, while heat treatments above 75°C will
decrease seed germination. 

Moisture content of the seeds continues to be an
important factor influencing the quality of pulses during
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storage. Aeration of seeds during storage will reduce heat
pockets and mold development. In tropical countries
where seeds are stored at high temperature (� 30°C) and
relative humidity (� 80%), pulses develop a hard-to-cook
(HTC) condition where seeds imbibe water slowly and fail
to soften upon cooking. Investigators now distinguish
between “hardshell” seeds that fail to absorb water and
soften during soaking and those which take up water
readily but fail to soften during cooking (HTC). Seedcoat
and hilum characteristics determine the development of the
hardshell condition while the properties of the cotyledon
cell walls affect cooking properties. Postharvest losses due
to pests, molds, cooking quality, and nutrition are substan-
tial in tropical countries, often up to 50% of the stored
pulse crop. 

B. TRADITIONAL PROCESSING

Pulses have the advantage over many crops in their sim-
plicity of preparation and in the variety of edible forms 
(1, 10). In many low-income countries, most pulses are
consumed in the home by soaking the dry seeds and cook-
ing in boiling water until soft. The cooking time should be
sufficient to gelatinize the starch granules in the cotyledons,
denature the proteins, and inactivate antinutritional factors.

Traditionally, pulses are soaked in cold water
overnight (8–24 h) (10). Hydration can be enhanced by
heating but microbial growth is also favored at elevated
temperatures. As well, leaching or diffusion of low-
molecular-weight constituents from the seed is acceler-
ated by heat. Pulses with thick, tough seedcoats are
abraded and cracked mechanically before soaking to pro-
mote moisture uptake. If seedcoats are unpalatable or con-
tain undesirable constituents like tannins, the soaked
seeds are hand-rubbed to remove the seedcoat and provide
faster cooking and more digestible cotyledons.

In many African and Asian countries, pulses are com-
monly dehulled (dehusked) by cracking or milling the
seeds, splitting the cotyledons, and even polishing the
abraded surfaces (10). Both dry and wet decortication
methods are practiced to produce dhal. Unfortunately, the
yields of split dhal at the rural level may be as low as 65%.
Industrial dehulling equipment to produce split peas,
pigeon peas, lentils and chickpeas is available commer-
cially. These units are generally expensive because the
technical requirements include high yield of splits with
minimal abrasion on the cotyledon surfaces. Polishing
with organic solutions is necessary for commercial trade.

Dhals have a short cooking time and so are suitable
for cooking with vegetables, condiments, and spices (10).
Commonly, the dhals are cooked to a soft texture, mashed,
and then boiled again with added water and other ingredi-
ents. Other home and industrial processing methods
involve roasting, puffing, or parching the pulse seeds or
dhal by applying dry heat at temperatures of 100–200°C

for 1–5 min. There are efficient roasters designed to apply
direct heat with hot sand or ceramic beads. Roasted whole
seeds or dhal have an appealing nutty flavor along with
improved protein quality.

In Asian countries, food legumes are soaked and held at
ambient temperatures for several days to facilitate germina-
tion (10). Enzymes activated during germination partially
hydrolyze (digest) proteins, starch, and oligosaccharides,
inactivate antinutrients, release minerals, and synthesize
many vitamins. The sprouted grains may be consumed
directly, or dehulled, roasted, and ground for use in blends
with other foods. 

The Japanese make extensive use of fermented soy-
bean and soy flours for preparing a variety of nutritious
food products. There is a similar range of Indonesian and
Indian dishes prepared from germinated or fermented soy-
bean, peanut, mung bean, and chickpea.

Canning greatly increases the convenience of using
pulses in urban areas but the cost of industrial processing
may be too high for low-income consumers. The dry peas,
beans, lentils, chickpeas, and cowpeas may be soaked in
brine or hot-water hydrated to inactivate enzymes, par-
tially cooked, blended with sauce combinations, canned,
sealed, and autoclaved, depending on the final product
(10). Pork and beans are popular in North America while
refried beans are a staple in Mexico.

C. RECENT ADVANCES IN STARCH FUNCTIONALITY

Pulses are occasionally ground into a flour for use in
soups, gruels, infant foods, porridges, and blended food
products. Unfortunately, the pulse flours hydrate poorly
and form viscous, lumpy slurries that do not cook uni-
formly. For this reason, pulses are frequently cooked as
whole seed or dhal before grinding to a paste and consum-
ing after further steaming, frying, deep-fat frying, or boil-
ing to give a product of uniform consistency. Also, when
raw pulses are ground into flour and stored, they soon
develop undesirable beany odors and flavors. Grinding
releases lipoxygenases that catalyze the formation of per-
oxides from unsaturated fatty acids, especially linolenic
acid, that degrade the fatty acid to low-molecular-weight
reactive and volatile compounds. Applying dry heat to
seeds for 6–8 min at 105°C will inactivate this enzyme,
obviating the need for blanching or steaming that require
immediate drying to control microbial contamination.

Refined pulse starches have few industrial or food
applications, such as in mung bean noodles or in carbon-
less paper, because the large granules, often 20–40 µm in
length, have a highly ordered crystalline structure with
amylose molecules being uniformly distributed through-
out the granule (16). In cereals and tubers, amylose occurs
in micelles that permit entry of water into the central cav-
ity of the granule and rapid water uptake, granule
swelling, and elution of starch molecules. But the pulse
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starches exhibit restricted swelling power and solubility
and are resistant to α-amylase attack. The high stability of
pulse starches to thermal processing results in long cook-
ing times for pulse flours as well as refined starches. 

Cooking properties of starches can be evaluated
experimentally in a recording viscoamylograph. Dilute
slurries of refined native starch granules (6–12%) are
stirred and heated at 1.5°C/min from 20–95°C and held at
95°C for 30 min before cooling. Cereal and root starches
take up water rapidly, swell to high slurry viscosities, but
the open granule structure progressively releases the amy-
lose and amylopectin molecules into solution. Then vis-
cosities drop rapidly as a free molecular slurry of starch is
formed. The exposed hydroxy groups on the starch mole-
cules are then free to interact and bond in various food and
industrial applications.

The typical lack of strong functional properties in
pulse starch products is illustrated in Figure 18.3 (17). The
scanning electron micrographs of samples taken from the
amylograph slurry of dry pea starch show slow granule

swelling and water uptake during heating from 30–95°C.
Only at near boiling are the granules expanded enough for
amylose molecules to diffuse out. After 30 min at 95°C the
slurry is still a mixture of partially disintegrated granules
and free molecular starch. On cooling, this mixture forms
a firm gel due to intermolecular bonding, but water is not
held firmly and syneresis occurs during storage or in food
preparations. Therefore, flours or refined starches from
corn, waxy corn, wheat, and potato are preferred over
legume starches for most food and industrial applications. 

Considerable variability in amylograph viscosity
curves among pulses has been noted by several investiga-
tors. For example, comparisons of the pasting viscosities
for navy, northern, kidney, pinto, and black bean
(Phaseolus vulgaris) identified black bean starch as being
similar to cereal starches (16). The somewhat smaller
granules of black bean exhibited a substantial increase in
granule size and viscosity in the initial sampling at 30°C
(Figure 18.4). Between 60°C and 75°C, the elution of
molecules, and granule degradation, was substantial. At
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60°C, 75°C, 95°C, and after 30 min at 95°C. (From Ref. 17.)



95°C, there were only remnants of granules remaining,
and after 30 min at 95°C, a slurry of free amylose and
amylopectin was achieved. Further evaluations of pulse
biotypes and cultivars are needed to find genotypes that
exhibit better cooking properties in order to open the
potential for starch extraction and utilization.

To expand the range in functional properties available
for modern food and industrial applications, cereal and
tuber starches are modified chemically by substituting
low concentrations of reactive groups onto starch chains
within the intact starch granule. Among the potential sub-
stitution groups used to modify corn starch (Figure 18.5),
acetylation and hydroxypropylation improved the cooking
properties of pulse starches but cross-linking with phos-
phorus oxychloride decreased water uptake and granule
dissociation (7). The most effective agent for improving
the cooking properties of native pulse starches is 3-chloro-
2-hydroxypropyltrimethylammonium chloride (17). The
formation of the cationic starch ether in a pulse starch
results in rapid granule dispersion at near 50°C, yielding

a complete molecular dispersion on heating to 95°C
(Figure 18.6). On cooling, the gel structure was firm and
syneresis was eliminated after storage of the gels at 4°C
and �15°C. Cationic starches are widely used as wet-end
additives in paper making to improve sheet strength, give
better retention of fines and as fillers. Cationization opens
the way for pulse starches to compete functionally with
modified corn, waxy corn, wheat and potato starches in a
variety of industrial applications. However, the markets
for these expensive modified starches are limited and
highly competitive.

D. RECENT ADVANCES IN PROTEIN FUNCTIONALITY

Characteristically, legume seeds are rich in protein and
contain intermediate to high levels of lysine and threonine
which are important in balancing deficiencies of these
essential amino acids in cereal diets (Table 18.3) (18).
Certain legume proteins, such as soybean, also exhibit
strong functional properties, especially water solubility,
water and fat binding, and emulsification. Thus soybean
flours, protein concentrates, and isolates have been used
widely as nutritional supplements and functional ingredi-
ents in processed and blended foods.

Due to the structural features of the cell walls and
starch granules, starchy legume flours have weaker func-
tional properties than defatted soybean or peanut flours.
To overcome the adverse effects of the starch component,
wet and dry milling processes have been developed to
separate the protein and starch fractions in pulses to bet-
ter assess the properties and potential uses of the protein.

The impact milling and air classification system (19)
is a dry method involving mechanical dehulling on a
resinoid disc, abrasive dehuller, followed by fine grinding
on an impact mill that reduces the particle size to less than
325 mesh (Figure 18.7). Then the impact-milled flour is
fractionated into light (protein) and dense (starch) parti-
cles by a single pass through an air classifier at a cut point
of 15 micron (800 mesh) diameter between the two frac-
tions. Usually the separated starch granules have consid-
erable protein matrix adhering to their surfaces, in which
case the starch fraction can be remilled and classified. The
two protein fractions differ in composition, but are usually
combined. The second milling will increase starch dam-
age and may not be advisable in certain applications for
this major component.

The wet milling process for pulses is adapted
from corn and soybean technology (Figure 18.8). The
coarsely ground flour is dispersed in dilute alkali,
hydrated, screened to remove fiber, and then passed
through a wet mill (20). Centrifugation of the slurry sep-
arates the starch granules, and the solubilized protein can
be precipitated at its isoelectric pH to yield a protein curd.
Washing the starch and protein isolates adds to the whey
and wash losses. 
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FIGURE 18.4 SEM-micrograph for a 9.5% (w/v) slurry of
native black bean starch taken from the amylograph at 30°C, 45°C,
60°C, 75°C, 95°C, and after 30 min at 95°C. (From Ref. 16.)
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In a comparative study of dry and wet milling (20), pea
flour containing 22% protein and 55% starch yielded an air-
classified fine fraction containing 53% protein and a coarse
fraction with 83% starch, dry basis (Figure 18.9). The fines
also contained some broken starch granules plus most of the
lipid, ash, sugars, flavour and colour compounds in the flour.
The recovery of starch in the coarse fraction was very high
(93%) but the starch content of 83% was not comparable to
commercial corn starch at 95–99%. 

The protein isolate from wet milling contained 88%
protein, like soy protein isolate, and a refined starch con-
taining �1.0% protein, as in corn starch (Figure 18.9).
The refined fiber was light colored and relatively free of
other constituents. The principal drawback of the wet
milling system was the substantial losses of protein and
starch in the whey and washes, and expensive effluent
recovery procedures would need to be implemented.

Direct comparisons of functionality in dry pea and soy-
bean proteins have been made (18, 20). The protein fraction
from air classification of pea flour was similar in protein
content to soybean flour and was very similar to soybean in
all functional properties (Table 18.3). The soybean isolate
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TABLE 18.3
Functional Properties of Flours, Protein Fractions, and Protein Isolates from Soybean and Dry Peas, Dry Basis

Nitrogen Water Oil Oil Foam Dry
Solubility Holding Absorption Emulsification Volume Product

Legume and Proteina Lysine Methionine Threonine Index Capacity Capacity Capacity at 60 min Colorb

Product % g amino acid/100 g protein % g/g sample g/g sample ml/g sample ml Units

Soybean
Flour 48 6.8 1.6 4.3 21 1.8 0.6 372 280 86
Isolate 82 6.3 1.5 4.1 31 3.2 1.1 451 95 85

Dry Pea
Flour 25 7.7 1.3 3.8 80 0.9 0.4 346 180 91
Protein fraction 47 7.5 1.2 3.7 65 1.4 0.7 372 280 88
Isolate 80 7.2 0.9 3.3 38 2.7 1.0 366 210 80

a N � 5.7.
b 100 � white, 0 � black.
Source: Ref. 18.
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was superior to pea isolate in oil emulsification but inferior
in foaming properties. The dominant color in all legume
products was creamy-yellow and only the pea isolate was
slightly darker than the other products.

Natural pea flour exhibited an exceptionally high nitro-
gen solubility (NSI) at the pH 6.6 used in this test while that
of defatted soybean flour was particularly low (Table 18.3).
Also the protein isolation procedure decreased the solubil-
ity of pea protein quite severely. To assess the effect of
impact milling and the alkaline extraction/isoelectric pre-
cipitation treatments on nitrogen solubilities of these
legumes, the pH dispersibility curves were determined
from pH 2–11 (Figure 18.10). The soybean flour and iso-
late gave almost complete recovery of the product nitrogen
as insoluble curd at pH 4–5, indicating the near absence of
nonprotein nitrogen material. In dry pea flour and protein
(concentrate) fraction, 10–15% of the total nitrogen was
soluble protein and nonprotein compounds. During protein
isolation, this soluble nitrogen appeared in the whey
(Figure 18.9). 

At pH levels above and below the isoelectric range, the
soybean proteins in both flour and isolate showed only
gradual increases in solubility (Figure 18.10). However, the
native proteins in pea flour and protein fraction gave high
nitrogen solubility values on both sides of the isoelectric

pH 4–5. The restricted protein solubility of both isolates
between pH 6–9 might be due to the alkaline extraction
treatment, acid denaturation, binding with phytin and, in
the case of soybean, solvent extraction and desolventizing.
For the pea, the alkaline and acid denaturation effect could
be minimized by extracting protein at pH 7–8, an advantage
over soybean.

In conclusion, the starch in pea flour had an adverse
effect on functionality. By removing the starch compo-
nent, the protein fraction exhibited comparable or supe-
rior functional properties to those of soybean flour, and
should have potential applications in meat emulsions,
bakery and beverage products. Pea protein isolate would
also compete favorably with soybean isolate if pea starch
has high value uses.

E. POTENTIAL FOR AIR CLASSIFICATION

Air classification offers several advantages over wet
milling. Only hulls, protein, and starch fractions are man-
ufactured. No water or chemicals are added, so there is no
effluent for disposal and microbial problems would be
minimal. Electricity is the only essential utility for the two
pieces of equipment, and the requirement for engineering
skills among operators would be minimal. A seed cleaner

18-12 Handbook of Food Science, Technology, and Engineering, Volume 1

60

50

40

30

20

10

P
er

ce
nt

ag
e 

of
 o

rg
in

al
 fl

ou
r 

w
ei

gh
t

Protein
fraction

Refined
starch

Refined
fiber

Starch
fraction

Whey and
washes

Dry process Wet process

Ash, lipid

Starch

Protein

Fiber

Proteinate

FIGURE 18.9 Yields of products from dry and wet milling of dehulled dry peas. (From Ref. 20.)



and grain dryer would be useful optional equipment as
well as baggers and loaders.

Since most of the pulses are grown and utilized in
low-income tropical and semi-tropical countries, the air
classification of pulses should be particularly applicable
in these areas. There is great market potential for the high
lysine protein fraction in formulated nutritional foods,
especially for infants. Also the wet milling of corn into
refined corn starch is not done commonly in tropical

countries. Therefore a legume starch fraction, manufac-
tured locally, should find markets where a 95% pure
starch at �1.0% protein is not essential.

Numerous studies have shown that nearly all pulses
which contain starch can be air classified into fine and
coarse fractions. Soybean and lupine yield no coarse frac-
tion (21). Also, the lipids in chickpea interfered with frac-
tionation efficiency and cause plugging of ducts during
product transfer. Common bean is the main legume grown
in low-income regions and has been evaluated extensively
by air classification. As shown in Table 18.4, the interme-
diate protein level in beans still gives a high yield of fines
(40%) with intermediate protein content (53%). The low
starch content of the bean results in a low yield of starch
fraction, which may be desirable if markets are limited.
The starch granules in dry peas and lentils separate fully
into high yields of starch fraction with high starch con-
tents and less protein contamination. The dry pea and
lentil fines are high in protein content although the yields
are low. Fababean is a high protein pulse that gives con-
sistently superior results in protein content of fines.
Unfortunately, the vicine and convicine in the flour (about
0.7%) separated into 1.4% in the fines and 0.3% in the
coarse fraction. When utilized as a supplement and func-
tional ingredient in foods, susceptible individuals would
not easily avoid the bean. 

Among more tropical pulses, mung bean gave high
yields and composition of protein and starch fraction
while cowpea and lima bean were intermediate to the
other legumes in air classification efficiency.

F. APPLICATIONS FOR AIR-CLASSIFIED FRACTIONS

Characteristically pulses have beany, bitter flavors which
are usually removed effectively by aqueous extraction
during soaking and cooking or wet milling. Unfortunately,
the adverse flavors are concentrated into the protein frac-
tions during air classification. Therefore, any potential
applications would need to include appropriate wet heat
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FIGURE 18.10 Nitrogen solubility curves for flours, air clas-
sified protein fraction and isolates of a) soybean and b) field pea.
(From Ref. 18.)

TABLE 18.4
Yield and Chemical Composition of Fine and Coarse Fractions from Air Classification of Impact-Milled Pulse
Flours, % Dry Basis

Flour Fine Protein Fraction Coarse Starch Fraction

Legume Proteina % Starch % Yield % Protein % Starch % Yield % Protein % Starch %

Common bean 25 46 40 53 1 60 7 76
Dry pea 22 55 34 55 3 66 6 84
Fababean 31 52 37 70 2 63 8 81
Lentil 23 55 37 53 5 63 5 85
Cowpea 25 48 39 49 3 61 9 77
Mung bean 27 53 40 60 5 60 5 84
Lima bean 23 50 39 48 1 61 8 80

a N � 5.7.
Source: Ref. 21.



treatments to remove steam-volatile constituents. For
example, blends of pea and fababean protein fractions
with wheat flour at the 15% substitution level were mixed
into dough, proofed, and baked by normal bread-making
procedures (22). Despite the high levels of dilution with
wheat flour, beany and grassy flavors did develop during
dough fermentation, but these were driven off during bak-
ing. Loaf volumes and crumb textures were adversely
affected by the supplements, but the addition of 2% vital
gluten and 1% of dough conditioner per 100 g flour gave
satisfactory bread volume and structure. Glycolipids like
sucrose monolaurate and polyoxyethylene-8-stearate
were the most effective conditioners.

Numerous attempts to prepare high-protein snack
foods and breakfast cereals by extrusion cooking have not
had commercial success. The protein fractions gave lim-
ited expansion, and the heat treatments in the barrel failed
to fully debitter the product. With a lower flavor profile,
extrusion of the starch fraction appeared feasible.
Recently, Wang et al. (23) used a twin-screw co-rotating
extruder to develop a pasta-like product from the pea
starch fraction. Screw configurations were designed to
gelatinize the starch, denature residual proteins, vent off
adverse flavors, and texturize the extrudate. The product
exhibited superior integrity, flavor, and texture after cook-
ing than wheat semolina pasta, although cooking losses
were higher. This product made entirely from the pea
starch fraction by twin-screw extrusion would be a nutri-
tional and functional alternative to wheat-based products
for consumers who cannot tolerate wheat gluten.
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I. INTRODUCTION

It is well known that soybean is originated in China, and
has been cultivated there for over 5,000 years. Soybean is
considered one of the five basic grains, along with rice,
wheat, barley, and millet, which are essential to the
Chinese diet and civilization. During the Qin Dynasty
(about 200 A.D.), soybean was introduced to Korea from
Northern China, and then to Japan and Southeast Asia.
Soybean did not appear in Europe and North America
until the 18th and 19th centuries, respectively. It is now
cultivated all over the world (1).

Fermented soybean foods use either whole soybeans
or soybean products as substrates, sometimes along with
other cereals. Fermented soyfoods are produced by spe-
cific microorganisms or by several microorganisms acting
in a sequential manner. The ultimate aim of fermentation
is to develop food products having certain desirable char-
acteristics such as flavor, aroma, texture, and keeping
quality. During fermentation, protein and carbohydrate
fractions are hydrolyzed into smaller constituents, which
increase digestibility. Vitamins are also accumulated in
the fermented products (2).

Despite the widespread cultivation of soybean, tradi-
tional fermented foods based on soybean are limited to the
Orient. Most traditional soyfoods are known to have orig-
inated in China, and were then introduced to other Asian
countries. After centuries of preparation, considerable
modification and adaptation in processes had been made
to suit specific environmental conditions and cultural
practices. These traditional foods are increasingly popular
in many Asian countries, and have been extensively devel-
oped and consumed in China, Korea, and Japan, and to a
lesser extent in Indonesia, India, Malaysia, and Thailand.
Table 19.1 lists some common indigenous fermented soy-
food products consumed in various parts of Asia (2, 3).

Since fermented soyfoods are nutritious and highly
digestible, they have played an important nutritional role
in the Oriental population in the past, and will continue
to do so in the future. Today, the preparation of many tra-
ditional fermented soybean products remains a household
art, and only a few (such as soy sauce and natto) have
evolved with modern biotechnological development and

are manufactured on a large scale. In this chapter, various
fermented soybean products are discussed with respect to
their preparation methods and utilization. Only products
that have an important influence and are produced in
large quantities are described.

II. SOY SAUCE (JIANGYOU)

Soy sauce is a dark brown liquid extracted from a fer-
mented mixture of soybean and wheat or soybean only,
with aroma and flavor similar to that of miso. First pro-
duced in the Zhou Dynasty (684–705 A.D.) in China, soy
sauce is now widely consumed in China, Japan, Korea,
and other Oriental countries, and is also used in North
America and Europe as a condiment and coloring agent
(4). Soy sauce is known as jiangyou (Mandarin) or chi-
angyu (Cantonese) in China, shoyu in Japan, kanjang in
Korea, Tao-yu or kecap in Indonesia, and tayo in the
Philippines (5).

A. QU (KOJI), KOJI STARTER, AND INOCULUM

Before describing the methods of preparing soy sauce, it
is necessary to introduce some terms commonly used in
fermented soybean products.

1. Qu (Koji)

Qu is the Chinese word for koji, and is an intermediate
product for making soy sauce, soy paste, douchi (soy
nuggets), kecap, and other similar products. Qu, which
contains a large variety of enzymes, is made by growing
molds on rice, barley, wheat, soybean, or a combination.

2. Koji Starter

Koji starter, also known as seed koji, koji seeds, or tane-
koji, provides spores of microorganisms to make koji.
Traditionally, wild spores of different molds were used as
the starter for soy sauce, soy paste, and soy nuggets.
However, in modern manufacturing, the making of koji
starter begins with the growth of a selected mold strain,
such as Asperigillus oryzae or A. sojae, in pure culture.
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Different raw materials are used and sterile conditions are
needed to avoid contamination.

3. Inoculum

Traditionally, in the making of soy sauce, soy paste, and
soy nuggets, fermenting product from a previous batch
was used as an inoculum to be mixed with salted koji and
cooked soybeans. In recent years, pure cultures of
Zygosaccharomyces rouxii, Torulopsis sp., and certain
lactic acid bacteria such as Pediococcus halophilus and
Streptococcus faecalis were used as inoculum, which
speeds up fermentation and reduces contamination by
weed yeasts and bacteria.

B. CLASSIFICATION OF SOY SAUCE

Differences among soy sauce samples are due to many
factors, such as raw ingredients, microorganisms used in
fermentation, processing conditions, and additives such as
sweeteners and preservatives (6). According to the prepa-
ration principles, soy sauce can be divided into three
groups: fermented soy sauce, chemical soy sauce, and
semi-chemical soy sauce. It can be further divided based
on differences in raw ingredients, methods of preparation,
or duration of aging. There are two major kinds of fer-
mented soy sauce in China according to fermentation pro-
cedures: 1) high-salt-high-water fermentated soy sauce, in
which soybeans or defatted soybean flakes and wheat
flour are used as raw materials; and 2) low-salt-semidried-
state fermentated soy sauce, in which defatted soybean
flakes and wheat bran are used as fermentation substrates.
Chemical soy sauce is made by acid hydrolysis and will
not be described in this chapter. To improve quality,
chemical soy sauce is often blended with fermented soy
sauce to semi-chemical products before being sold. 

Five types of shoyu are available in Japan: koikuchi,
usukuchi, tamari, shiro, and saishikomi. Of all the shoyu
consumed in Japan, 85% is of the koikuchi type (7).
Koikuchi is made from a mixture of soybean and wheat
kernels in almost equal amount and is characterized by a

deep reddish brown color and a strong, pleasant aroma
(7). Usukuchi, the second most popular type of shoyu, is
commonly used to preserve the original flavor and color
of foods. The remaining three types of shoyu are produced
and consumed only in isolated localities for special uses.
Tamari shoyu is similar to traditional Chinese soy sauce,
with a soybean:wheat ratio of about 9:1 to 8:2. In contrast,
shiro shoyu is made with a soybean:wheat ratio of 1:9 to
2:8, and fermentation is controlled to prevent color devel-
opment. Saishikomi shoyu is produced similar to koikuchi,
but the koji is mixed with raw soy sauce instead of a brine
solution.

Traditional Indonesian kecap is a Chinese style soy
sauce. However, industrial Indonesian kecap is a
Japanese-type product (8). 

C. PREPARATION OF SOY SAUCE

1. Chinese Jiangyou

Traditionally, Chinese soy sauce is produced from soy-
bean only, but for industrial preparation, wheat flour or
bran is added.

a. Traditional household method
The following is a typical method used in Northern China.
The raw materials for jiangyou making are soybean, salt,
and water. Soybean is selected and washed, and then
boiled until the beans are soft enough to mash. The
mashed soy mud is shaped into bean loaves of about 1–4
kg. The loaves are often made around the Chinese Spring
Festival, acting as qu. They are placed in a warm room for
spontaneous fermentation until the beginning of summer.
The fermented loaves are crushed into lumps and mixed
with water and salt in earthen vats. The vats are placed
outdoors and exposed to sunlight to increase the tempera-
ture. The later stage fermentation lasts for at least 30 days,
and the mixture is stirred thoroughly daily. The moromi
becomes thick and dark after fermentation, and has a
pleasant fermentative aroma and taste. The liquid is sepa-
rated and transferred to another jar, and exposed to sun-
light for several weeks. A premium grade soy sauce can
then be made. Fresh brine can be added to the mash two
or more times to extract the second and third grades soy
sauce. This is also followed by several weeks of exposure
to the sun.

b. Modern methods
Defatted soy meal and wheat bran are mixed at a ratio of
8:2 to 6:4, and the mixture is soaked in water and steamed.
After cooling, the mixture is inoculated with a small
amount of seed spores of Aspergillus sojae and/or
A. oryzae to make qu in about 22–30 hours at 35°C.

For low-salt-semidried-state fermented soy sauce, the
koji is mixed with 12–13°C Bé brine to make a moromi,
with a water content of about 50% and a salt content lower
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TABLE 19.2
Sugar Contents in Soy Sauce

Sugar Content (% w/w)

Glucose 2.05
Galactose 0.17
Mannose 0.06
Xylose 0.06
Arabinose 0.08
Unidentified sugars 0.23
Disaccharides 0.65
Polysaccharides 1.15
Total 4.45

Source: Adapted from Ref. 28.



than 10%. The moromi is fermented at a higher temperature
(40–45°C) for half a month, and mixed with additional brine
solution to increase the salt content to at least 15%. The
moromi is in a semi-liquid state. Lactic acid bacteria and
yeasts are added to the brine solution, and fermentation is
allowed to continue for half a month or longer at 30–35°C. 

For high-salt-high-water fermented soy sauce, the koji
is mixed with 18°C Bé brine, and fermentation is carried
out at 30°C or at room temperature for 3–6 months. This
method is adopted by most manufacturers. 

A combination of the above two methods has also been
used. The low-salt-semidried-state moromi is first fermented
at 40–42°C for 2 weeks, and then mixed with brine to form
a high-salt-high-water moromi, fermented at 35–37°C for
15–20 days, followed by fermentation at 28–30°C for
30–100 days. In order to save rice and wheat grains, liquid
hydrolysates of broken rice or wheat flour, produced by
�-amylase and �-amylase from wheat bran, are used by
some producers. The fermented mash is heated to more than
80°C and the liquid product is separated by gravity. The soy
sauce may be pasteurized or mixed with benzoic acid before
being clarified, bottled, and shipped to the market.

2. Japanese Shoyu

Although there are some variations in making different
types of Japanese soy sauce, the basic steps are the same,
including the treatment of raw materials, koji making,
brine fermentation, pressing, and refining (Figure 19.1). 

a. Treatment of raw materials
Soybeans or defatted soybean flakes are soaked in water to
increase the moisture content to about 60% and then
cooked with steam at 0.8–1.0 kg/cm2 gauge pressure for
40–45 minutes, or by a high temperature short time (HTST)
process (6–7 kg/cm2, 20–30 seconds). The wheat kernels
are heated with hot air at 150°C for 30–45 seconds at
atmospheric pressure, and the roasted kernels are cracked
into 4 to 5 pieces. When wheat flour and wheat bran are
used, they are steamed after being moisturized (5), then the
cooked soybeans are mixed with the roasted wheat (9). 

b. Preparation of koji
The treated raw materials are inoculated with 0.1–0.2%
seed spores of Aspergillus sojae and/or A. oryzae. After 2
to 3 days of solid culture at 25–28°C, the mixture
becomes a greenish yellow mass as a result of mold
growth and sporulation, and is called koji. 

c. Brine fermentation
Matured koji is mixed with an equal amount of brine to
make moromi. In general, the salt content is kept at
around 17% (10). At the initial stage, Penicillum
halophilus is added to the mash to produce lactic acid
which lowers the pH, and to prepare the appropriate con-
ditions for yeast fermentation to produce ethanol. The

microorganism also plays an important role in the quality
control of the mash, and has an influence on shoyu flavor
and taste. To control growth rate, it is necessary to keep
the fermenting mixture at 15°C in the first month, allow-
ing the pH of the mash to decrease slowly from 6.5 to 5.0.
Then Zygosacchararomyces rouxii and Candida species
are added as starters. The temperature of the moromi is
allowed to rise slowly from 15°C to nearly 28°C for vig-
orous alcoholic fermentation, and this temperature is kept
for 4 months. After the completion of alcoholic fermenta-
tion, the temperature is kept at 15°C for 1 month (9, 10).

Lactic acid bacteria and yeast cells interact in a mash,
and this affects the production of both lactic acid and
ethanol (11). Immobilization of lactic acid bacteria and
yeast cells in separate fermentors has been found to be
effective for speeding up the production of shuyo (12, 13). 

d. Pressing and refining 
The next step in shoyu processing is pressing and refining,
involving filtration, pasteurization, and packaging. The
aged moromi is pressed to separate the soy sauce from the
residue. The residue can be extracted with additional 20%
brine to increase the yield. After pressing, the filtered raw
soy sauce is pasteurized at 70–80°C for a few minutes to
inactivate residual enzymes and undesirable microorgan-
isms. It may be necessary to clarify the soy sauce further
by centrifugation or sedimentation. The product is treated
with caramel as a coloring agent and then packaged (9).
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3. Indonesian Kecap

Kecap is a liquid seasoning widely used in Malaysia and
Indonesia. In Indonesia, kecap is usually made by small-
scale producers in a traditional manner. Black soybeans
are used as the raw material (14). Commercial soy sauce
factories have been established in Indonesia, and they
apply modern Japanese technology for kecap production.
Defatted soybean flakes and wheat are used instead of
black soybeans (15).

In kecap processing, the cooked soybeans are made
into koji by mixing with mold inoculum consisting of vari-
ous species of Aspergillus. The koji is incubated for 48
hours in a room with controlled temperature and relative
humidity. At the end of the solid-state fermentation, the koji
is transfered to a fermentation tank containing brine at a
concentration of 20–25%. This process, moromi fermenta-
tion, lasts at least 2 months, and the pleasant aroma of
kecap is formed. Pediococcus halophilus is the dominant
microorganism during the brining stage in kecap fermenta-
tion (16). Kecap liquid is withdrawn at the end of moromi
fermentation and transferred to a sedimentation tank to pre-
cipitate the dispersed particles of raw kecap. Based on the
formulation, liquid kecap can be blended with other ingre-
dients to produce condensed kecap. The product is pasteur-
ized for 15 minutes to destroy spoilage microbes. Finally,
bottling and labeling of the end product are carried out. 

D. CHEMICAL AND BIOCHEMICAL CHANGES

DURING SOY SAUCE PROCESSING

Soy sauce is made by a two-step fermentation process with
a mixture of molds, yeasts, and bacteria using soybean and
wheat flour as raw materials. The first step involves fer-
mentation with Aspergillus sojae and/or A. oryzae to make
koji (9). During this period, enzymes from koji, such as
proteinases, peptidases, and amylases, hydrolyze most of
the proteins to peptides and amino acids, and almost all of
the starches to simple sugars. These become the nutrients
for the yeasts and lactic acid bacteria in the subsequent
step of brine fermentation. 

The second stage of fermentation involves Pediococcus
halophilus, Zygosaccharomyces rouxii, Candida versatilis,
and Candida ethellsii. All the microorganisms can tolerate
a salt concentration of 18–20%. However, the brine effec-
tively prevents the growth of undesirable microorganisms.
Sugars are fermented by the salt-tolerant microorganisms
into lactic acid, ethanol, and various aroma components
(10). Z. rouxii produces ethanol and 4-hydroxy-2 (or 5)-
ethyl-5 (or 2)-methyl-3 (2H)-furanone (HEMF). The latter
is considered one of the important compounds for soy
sauce flavor (12), reaching a maximum concentration at
16% NaCl when fermented by shoyu yeasts (13). Ethanol
(2–3%) and many aromatic components are produced by
Z. rouxii. The Candida yeasts produce phenolic compounds

such as 4-ethylguaiacol and 4-ethylphenol, which add char-
acteristic aroma to soy sauce (10).

The yeasts and koji culture have strong esterase activ-
ities which could be responsible for the decomposition of
the flavor esters during soy sauce brewing, lowering ester
flavor in the product. Glutamic acid and aspartic acid are
the major amino acids present in soy sauce, and the levels
of arginine, tryptophan, and cystine are decreased during
fermentation. The total acid content in soy sauce is about
0.95%, dominanted by lactic and acetic acids (9). The glu-
cose content in Japanese soy sauce is about 2.05%, differ-
ent from the Chinese traditional soy sauce which has little
fermentable sugars left for yeast growth after the growth
of Tetragenococcus halophilia cells (18). 

III. FERMENTED SOYBEAN PASTE
(DOUJIANG AND MISO)

Fermented soybean paste is a popular traditional season-
ing in Asia, especially in East Asia. It is commonly known
as jiang or doujiang in China, miso or misho in Japan,
jang in Korea, tacho in Indonesia, and taosi in the
Philippines. Chinese jiang is believed to be the oldest
form of fermented soy paste. According to the ancient
Chinese book, Analects of Confucius, it has a history of
more than 3,000 years (19). Miso and jang are considered
to be derived from doujiang. 

Fermented soybean paste is a light yellow to dark
brown thick paste. It has a very salty taste due to high salt
content (normally 12–15%, and ranges from 5% to 20%),
and has a special flavor of fermented soybean. It is usually
served with other foods as a seasoning or used as a condi-
ment in food preparation.

The process of doujiang making is very similar to that
of soy sauce preparation. The main steps include the
preparation of starter, qu or koji, mixing the starter with
salt and water, and fermentation. Figure 19.3 shows the
flow chart of doujiang making using pure culture starter.

A. PREPARATION OF DOUJIANG

1. Traditional Household Method

The traditional method of making doujiang is almost the
same as making jiangyou, but the liquid is not separated
from the paste. Another household method of doujiang
making differs from the former one mainly in the prepara-
tion of qu. Boiled soybean is mixed with a small amount
of wheat flour. The mixture is then spread onto a bamboo
tray and kept in an incubation room for a week to make qu.

2. Pure Culture Method

a. Preparation of starter
A mixture of soybean and wheat flour (in 2:3 to 3:2 ratios)
is used for making qu. The wheat flour is usually cooked
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by baking or steaming, which is labor and energy inten-
sive. Many producers therefore use raw flour directly. The
washed, soaked, steam-cooked, and cooled soybean is
mixed with the flour, and inoculated with 0.15–0.3% seed
spores. The process of qu making is the same as that in
soy sauce processing (Figure 19.2).

b. Fermentation
Figure 19.3 shows the fermentation steps involved in dou-
jiang making. Matured qu is poured onto a fermentation
container and pressed slightly. The temperature will soon
increase spontaneously to 40°C, and brine (14.5°C Bé) at
60–65°C is added. After the brine penetrates evenly into the
qu, small amount of fine salt is dusted on the surface. The 
temperature of the qu will reach 45°C, and fermentation is
carried out at this temperature for 10 days. Brine (24.0°C
Bé) and fine salt are added, and the mixture is thoroughly
stirred with a mechanical mixer or by compressed air. After
fermentation for another 4–5 days, the doujiang can be bot-
tled and marketed. 

B. PREPARATION OF MISO

The basic steps of miso manufacturing are similar to those
of doujiang making, including treatment of raw materials,
preparation of koji, mixing of ingredients, and fermentation.
However, miso is quite different from doujiang in terms of
raw materials, sensory characteristics, and usage (20). The
raw materials for miso making can be soybean alone or soy-
bean with rice or barley. The taste of miso is sweeter than
doujiang. Miso is often used to prepare various types of
soup, whereas doujiang is usually used as a seasoning. 

There are three kinds of miso, based on the use of raw
materials: soybean miso, rice miso, and barley miso. Rice

miso is used to illustrate the processing steps involved in
miso making (Figure 19.4). Unlike Chinese qu, rice is
used as the raw material for koji making. The washed and
soaked rice is steam-cooked and cooled. The cooked rice
is inoculated with tane-koji (Aspergillus oryzae). The soy-
beans are washed, soaked, steam-cooked (or boiled),
mashed, and cooled. The matured rice koji is mixed with
the cooked soybean paste, together with salt and other
species of microorganisms in the fermentation containers.
The mixture is fermented for more than 6 months, and the
rice miso is ready to be packed.

Since excessive salt intake is regarded as one of the
causes of hypertension, there has been increasing interest
in developing low-salt fermentated soy pastes. A salt-free
miso can be prepared by supplementing the koji with
ethanol (21), or ethanol with sugars and polyols (22).
Supplementation of ethanol in miso not only enables low-
salt fermentation but also enhances flavor formation (23).

C. CHEMICAL AND BIOCHEMICAL CHANGES

DURING MISO PROCESSING

Due to enzymatic hydrolysis of macromolecules such as
polysaccharides and proteins, fermented soy paste con-
tains digestible, small-molecular-weight components.
Unpasteurized miso has been found to have a vitamin B12

content ranging from 0.15–0.25 µg/100 g (24). During
fermentation, complex metabolites are formed and con-
tribute to the aroma and taste of the product. One of these
metabolites is HEMF, formed by Zygosaccharomyces
rouxii, with a strong cake-like aroma and a threshold
value of less than 0.04 ppb, and is regarded as the most
effective component in enhancing the aroma of miso (25).
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Free amino acids are also very important components
contributing to the taste of fermented soy paste.

IV. SUFU (DOUFURU)

Sufu is a soft cheese type product made from soymilk curd
(tofu) by the action of microorganisms (26). It has a long
history and written records date back to the Wei Dynasty
(220–265 A.D.) in China (27). Sufu has been widely con-
sumed by Chinese in a way similar to cheese by
Westerners, mainly as an appetizer or a side dish, e.g.,
with breakfast rice or steamed bread (26).

Because of the numerous dialects in China and diffi-
culties of phonetic translation from Chinese to English,
sufu has appeared in the literature under many different
names, such as tosufu, fu-su, fu-ru, toe-fu-ru, tou-fu-ru,
dou-fu-ru, teou-fu-ru, fu-ju, fu-yu, jiang-dou-fu, and foo-
yue (27). Officially, sufu should be named doufuru or furu
in Chinese.

There are many types of sufu prepared by various
processes in different parts of China. Three main types of
sufu can be identified according to processing methods
and fermentation microorganisms: mold-fermented sufu,
bacteria-fermented sufu, and enzymatically ripened sufu.
Sufu can also be classified based on color and flavor, due
to different dressing mixtures used in the ripening stage.
According to the color and flavor of the products, sufu can
be classified as red sufu, white sufu, grey sufu, sauce sufu,
and colored sufu (28). Figure 19.5 shows the different
types of commercial sufu products.

A. MANUFACTURING PROCESSS OF SUFU

1. Mold-Type Sufu

Four steps are involved in the manufacturing of mold-type
sufu: preparation of soybean curd (tofu), preparation of

pehtze with a pure mold culture (fermentation), salting,
and ripening. Figure 19.6 shows the flow chart of sufu
manufacturing. 

a. Preparation of tofu
Soybeans are washed, soaked in water overnight or at
25°C for 5–6 hours, and ground. After removing the
residue by filtering, soybmilk is collected. In order to
inactivate the growth inhibitors and to remove some of the
beany flavor, the soymilk is heated to a boil. The curdling
process is initiated by the addition of salts, such as cal-
cium sulfate and magnesium chloride when the milk has
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been cooled to about 82°C. Generally, 20% more
coagulant is used to produce tofu for sufu than for regular
tofu production. Coagulant is added at a concentration of
2.5–3.5% (coagulant/dry soybean, w/w). The mixture is
agitated vigorously to obtain a homogenous coagulum,
and then set aside for 15 minutes to complete the coagu-
lation. The coagulum is pressed to remove excess whey,
and the resulting tofu is cut into cubes of desired sizes. 

b. Preparation of pehtze (pizi)
The tofu cubes (2.5 � 3 � 3 cm) are placed in a tray with
pinholes at the top and bottom to aid air circulation. They
should be separated from one another since the mold
mycelia must develop on all sides of the cubes. When the
cubes are cooled to 35–40°C, they are inoculated by
spraying on their surfaces with a pure culture of an appro-
priate fungus. The inoculated cubes, pehtze (or pizi) are
usually incubated at 20–24°C for 3 to 7 days, with tem-
perature and time dependent on the fungal starin used. For
Actinomucor taiwanensis and some Mucor strains, the
best fermentation temperature is above 30°C (29, 30).
During incubation, the pehtze cubes are covered with
white mycelia (Figure 19.7).

c. Salting
After the pehtze cubes are separated from each other and
the mycelia on the surface are rubbed down, they are piled
up in a jar with salt spread between layers. During the

salting period, the pehtze absorbs salt (not over 15%) and
loses water, resulting in shrinkage and increase in hardness.
Normally, the salting period lasts for 7–12 days, and the
salted pehtze is washed with salty water. After being air-
dried, it is transferred to another jar for further processing.
The added salt not only retards mold growth, but most
importantly, the salt solution releases mycelia-bound pro-
teases which are not extracellular and can be easily eluted
by salt or other ionic solutions, but not by water (31).

d. Ripening
Ripening involves a series of biochemical reactions cat-
alyzed by microbial enzymes. The differences among var-
ious types of sufu are mainly due to the use of different
dressing mixtures during ripening. The basic and most
common brine contains 12% NaCl and rice wine with
about 10% ethyl alcohol. Other ingredients include yellow
wine, red kojic rice, soy mash, pimiento, fennel, garlic,
shallot, ginger, etc. The ripening time varies for different
sufu types with different dressing mixtures. Normally it is
allowed to age for 2 to 6 months. The product is then bot-
tled with brine and marketed.

2. Bacterial-Type Sufu

The preparation of tofu is the same as in the mold-type
sufu. The tofu cubes are steamed at 1 kg/cm2 for 20 min-
utes. After cooling to 20–30°C, the cubes are salted for 24
hours and washed with water, put into fermented trays,
and incubated at 28–30°C for 5 to 6 days after inocula-
tion. When the pehtze is covered with bacteria and
secretes a yellow liquid, it is dried at 50–60°C for 8 to 10
hours. The dried pehtze is placed into jars with a dressing
mixture of salt, red kojic rice, rice wine containing 50%
ethyl alcohol and other seasonings. The jars are sealed and
incubated at 35°C for 20 days. More dressing mixture is
then added and a further 50 days of fermentation is carried
out, resulting in the production of a red sufu (32). 
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B. MICROORGANISMS FOR FERMENTATION

Usually, the microorganisms for mold-type sufu are
Mucor spp. (33), and for bacteria-type sufu Bacillus spp.
or Micrococcus spp. (34). The organisms must develop
enzyme systems having high proteolytic and lipolytic
activities, and also have white or light yellowish
mycelium to ensure that the final product has an attractive
appearance. The texture of the mycelial mat should also
be dense and thick to prevent any distortion in the shape
of the fermented cubes. Of course, the mold growth
should not develop any disagreeable odors, astringent
tastes, or mycotoxin. Actinomucor elegans (35), Mucor
hiemalis, M. silvaticus, M. prainii (36), M. sufu (35), and
M. subtilisimus all possess these characteristics. Among
them, Actinomucor elegans and A. taiwanensis seems to
be the best organisms and are used commercially in
Beijing and Taiwan, respectively.

In addition to Mucor spp., Rhizophus spp.,
Aspergillus oryzae and Monascus spp. which are found in
red sufu, many other species of microorganisms have been
isolated, such as Penicilium, Cladosporium, Alternaria,
Bacillus, Staphylococcus, Micrococcus, and Corynebac-
terium. Some researchers suggested that yeasts and bacte-
ria play a role in the flavor and texture of sufu, and the
predominant halophile is identified as Tetragenococcus
halophila. Microorganisms isolated from sufu made in
different regions of China are listed in Table 19.3.

Han found that Bacillus cereus in a few sufu
samples was over 105 CFU/g, and Staphylococcus aureus
enterotoxin A was detected in some of the white and grey
sufu samples, indicating a potential hazard to consumers
(37). 

C. CHEMICAL AND BIOCHEMICAL CHANGES

DURING SUFU PROCESSING

During sufu manufacturing, glycerol esters are hydrolyzed
to fatty acids and glycerol, and glycerol is transformed into
organic acids by bacteria. Glutamic acid and leucine are
notably present in the water-soluble fraction. Alcohol is
produced during the brining and ripening process, and
esters are then chemically or enzymatically synthesized
from alcohol and fatty acids. Nucleic acids, such as guani-
dine nucleotide, are the degradation products after the
thalli have autolyzed, providing the delicious taste and
aroma of sufu along with the free fatty acids, organic acids,
esters, and seasonings in the dressing mixture such as
pimiento, pepper, curry, and sesame oil. The complex fla-
vor has been reported to contain 22 esters, 18 alcohols, 7
ketones, 3 aldehydes, 2 pyrazines, 2 phenols, and other
volatile compounds (38). The sugar content of ripen sufu is
about 5%, so it has a somewhat sweet taste. The added salt
imparts a salty taste to the products.

In spite of the differences in color and flavor, most types
of sufu have a similar proximate composition. As shown in
Table 19.4, sufu is a nutritious food. The vitamin B2 content
in red sufu is 0.42–0.78 mg/100 g, and in grey sufu, it is up
to 9.8–18.8 mg/100 g, lower only than that in animal livers.
Moreover, sufu contains vitamin B1 at 0.04–0.09 mg/100 g
and nicotinic acid at 0.5–1.10 mg/100 g. Minerals are abun-
dant in sufu, especially calcium, iron, and zinc (39). 

V. SOY NUGGETS (DOUCHI)

Soy nuggets (douchi in Chinese) are made by fermenting
soaked and boiled whole yellow soybeans or black 
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TABLE 19.3
Major Microorganisms Isolated from Sufu Made in
Different Regions of China

Microorganism Regions Where Sufu is Made

Mucor sufu Shaoxing, Suzhou, Zhengjiang
Mucor rouvanus Jiangsu
Mucor Wutongqiao Wutongqiao in Sichuan
Mucor feavus Wutongqiao in Sichuan
Mucor racemosus Taiwan, Niuhuasi in Sichuan
Mucor hiemalis Taipei
Mucor spp. Taiwan, Guangdong, Guilin, Hangzhou
Avtinomucor elegans Beijing, Taipei, HongKong
Rhizopus liquefiems Jiangsu
Aspergillus oryzae Jiangsu, Wutongqiao in Sichuan
Penicillium spp. Jiangsu
Alternaria spp. Jiangsu
Cladosporium spp. Jiangsu
Bacillus spp. Wuhan
Micrococcus luteus Kedong in Helongjiang
Saccharomyces Jiangsu, Wutongqiao in Sichuan

Source: Adapted from Ref. 33.

TABLE 19.4
Nutrient Composition of Sufu

Component Content (per 100 g)

Water 56.3 g
Protein 15.6 g
Fat 10.1 g
Carbohydrate 7.1 g
Crude fiber 0.1 g
Ash 1.12 g
Cholesterol Not detected
Caloric 703.4 KJ
Calcium 231.6 mg
Phosphorus 301.0 mg
Iron 7.5 mg
Zinc 6.89 mg
Vitamin B1 0.04 mg
Vitamin B2 0.13 mg
Nicotinic acid 0.5 mg
Vitamin B12 1.77 mg

Source: Adapted from Ref. 43.



soybeans with microorganisms, and are consumed as sea-
sonings (40). Douchi production involves two distinct
steps of fermentation. The first, which occurs during koji
making, is by fungi or bacteria (similar to natto making),
leading to enzyme production. The second is by yeast and
lactic acid bacteria, with added salt and seasonings such
as shallot, ginger, or garlic, and results in the production
of a delicious flavor. 

Douchi is the first traditional fermented soyfood to be
described in written records. It originated in China before
the Han Dynasty (206 B.C.). The first record of douchi was
in Si Ji, which was written by Si Maqian (about 104 B.C.).
In Ben Cao Gang Mu (Chinese Materia Medica), written
by Li Shizhen in the Ming Dynasty (1368–1644 A.D.),
some health-enhancing functions of douchi were
recorded, such as the enhancement of appetite, promotion
of digestion, inducement of sweat and recovery from
fatigue, soothing of the mood, and prevention of asthma,
etc. Products similar to douchi are also produced in other
Asian countries, for example, hamanatto in Japan, tao-si
in the Philippines, and tao-tjo in Eastern India (5).

A. DOUCHI VARIETIES

There are various types of douchi produced in China (see
Figures 19.8 and 19.9). According to the water content,
douchi can be classified into dry douchi and water douchi.
Dry douchi is fermented loose whole soybeans, produced
mainly in Southern China. Water douchi is fermented soy-
beans with additional water, and the final products are
sticky, somewhat like natto. It is made in Northern China
and the family-made products (Figure 19.9) belong to this
type (40). According to the selection of fermentation
microorganisms, douchi can be classified into three vari-
eties: Aspergillus-type, Mucor-type, and bacteria-type.
Among them, the Aspergillus-type is the earliest and most
common type.

B. PREPARATION OF DOUCHI

Douchi has been produced in China for a long time.
Because of the diversity of climate, some famous brands
are produced in various regions of China using different
processing methods. Figure 19.10 shows the flow chart
for the preparation of Aspergillus-type douchi.

1. Pre treatment of Raw Materials

Soybeans are cleaned to remove foreign matter and dam-
aged or decomposed beans. They are soaked in water for
2–7 hours at a temperature below 40°C, until the water
content reaches 45% (41). Boiling of soybeans is neces-
sary to destroy contaminating bacteria that could interfere
with fermentation, and to release nutrients required for
mold growth. Traditionally, soybeans are boiled at 100°
for 5 hours. For industrial preparation, soybeans are
steamed at 0.1 MPa for 45 minutes to 1 hour. For bacter-
ial-type douchi, soybeans are boiled at 100°C for 30–40
minutes.

The water content of soybeans should be controlled
after boiling, so that the microorganisms can multiply and
the beans remain intact. The best water content differs for
different douchi varieties, about 50% for Aspergillus-type
douchi and 45% for Mucor-type douchi (41). 

2. Making of Qu

a. Aspergillus qu
Boiled soybeans are cooled to 35°C and inoculated with
0.3% Aspergillus oryzae or other Aspergillus spores, then
incubated at about 25°C. If the temperature of soybeans is
increased to 35°C, they should be cooled down by turning
them over. When the soybeans are covered with yellow-
greenish mycelium, usually the fermentation time is about
72 hours, and the qu is matured.
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b. Mucor qu
Boiled soybeans are cooled to 30°C and inoculated with
0.5% Mucor strain spores, then incubated at 2–7°C, keep-
ing the internal temperature of the beans below 18°C by
ventilation. After 10–12 days, when the mycelium color
changes to grey with a few black spores, the product is
ready for harvest (41). 

c. Bacteria qu
After boiling and draining, the soybeans are sealed and
incubated at a high temperature (over 25°C) for 3–4 days.
When the soybeans are covered with mucilage with a spe-
cial flavor, the qu is matured.

3. Fermentation

Washing with water is a special processing step for the
preparation of Aspergillus-type douchi. The koji is washed
with water to remove the spores, mycelia, and part of the
enzymes. Spores will impart a bitter and astringent flavor to
the final product. Too much enzymes on the surface tend to
hydrolyze the macromolecules excessively, causing soluble
materials to increase, and the surface texture becomes
coarse. Ordinarily, the washing time is about 10 minutes
and the water content of the washed beans is 33–35%. After
washing, the soybeans are stacked in containers without
cover, and water is sprinkled occasionally to adjust the
water content to about 50%. 

Salt (18% w/w, soybean weight basis), a small
amount of sugar, and a selected flavoring such as cap-
sicum paste are mixed with the koji in order to obtain the
desirable flavor (42). The mixture is put into jars, and one
layer of soybean is loaded on top of another up to about
80% by volume. The jars are then sealed with plastic film. 

The Aspergillus-type douchi is fermented in the jars at
30–35°C for 4–6 months, traditionally under sunlight.
After fermentation, douchi are dried to 30% water content. 

For Mucor-type douchi, the soybeans are not washed
with water, but mixed with salt and flavoring directly.
Fermentation is carried out at about 20°C for 10–12 months. 

Salt is added to the soybeans to prevent metamor-
phose and to improve flavor, but the enzyme activities are
inhibited, with an increase in fermentation time. Non-salt
fermentation, carried out at a higher temperature
(55–60°C), can shorten the fermentation time to 3–4 days. 

C. CHEMICAL AND BIOCHEMICAL CHANGES

DURING DOUCHI PROCESSING

The protein, fat, carbohydrate, and vitamin contents in
douchi (Table 19.5) indicate that it is a nutritive food (43).
During fermentation, the levels of free amino acids
increase gradually (43). Glutamic acid is the predominant
amino acid, contributing to the delicious flavor of douchi.
Other types of flavor components are organic acids. In
douchi, lactic acid content is high, followed by acetic and
L-pyroglutamic acids (Table 19.5) (43).

VI. NATTO AND KINEMA

Natto is a whole or fractional, slimy, fermented soybean
product (Figure 19.11) which has a characteristic aroma.
It is made with soaked and steamed soybeans fermented
by Bacillus species. Natto was originated from China in
the Tang Dynasty, and was introduced to Japan along with
Buddhism (44). In Northeastern Japan, it has been pro-
duced for about 1000 years. It is now widespread in Japan,
and is also prepared in Korea, Thailand (thua-nao), and
India (kinema) (45). Natto is served for breakfast and din-
ner along with rice, and is sometimes consumed with
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FIGURE 19.9 Homemade douchi.
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FIGURE 19.10 Flow chart of Aspergillus-type douchi manu-
facturing.



shoyu and mustard. It can also be used as an ingredient for
sauce production or as a flavoring agent. 

A. PREPARATION OF NATTO

Natto preparation is relatively simple when compared to
other fermented soybean products which employ a series
of microorganisms, such as sufu and soy sauce. Only one
organism, Bacilli subtilis, an aerobic Gram-positive rod
bacterium, is involved in the fermentation of natto.
Bacillus natto, classified as a related strain of B. subtilis,
is the most commonly used strain. Many new strains have
been bred and are used to make natto, such as strains with
high �-glutamyltranspeptidase (GTP) activity (46), high
thrombolytic activity (47), and high elastase activity (48),
or strains that produce highly viscous products. 

The traditional and industrial manufacturing processes
for natto are shown in Figure 19.12. Round and small

soybeans with high content of soluble sugars are the ideal
raw materials to produce natto. Since these soybeans have a
small diameter, the steaming time can be shortened.
Meanwhile, soluble sugars provide a carbon source for
microbial growth, as well as a sweet taste to the final prod-
uct. Soybeans are cleaned and soaked overnight in water,
then cooked at 1.5 kg/cm2 pressure for 30–40 minutes.
Traditionally, the cooked soybeans are wrapped with rice
straw, and kept in a warm place for 1–2 days. The rice straw
provides B. subtilis and absorbs the unpleasant ammonia
odor. In the industrial process, soybeans are inoculated with
1–3% pure culture suspension of B. natto and then packed
in trays. After fermentation at 40°C for 18–24 hours, the
beans are covered with a white sticky coating, and the prod-
ucts are ready for harvesting. In addition to refrigeration,
drying at a low temperature is another effective method for
prolonging the shelf life of natto.

B. CHEMICAL AND BIOCHEMICAL CHANGES

DURING NATTO PROCESSING

One characteristics of B. subtilis is that it can secrete
many extracellular enzymes such as proteases, amylases,
GTP (49), levansucrase, and phytase (50). During fer-
mentation, the quantity of soluble and dialyzable matters
increases from 22% and 6% to 65% and 40%, respectively
(51). Some chemical reactions are catalyzed by these
enzymes, with the formation of flavors and sticky materi-
als, including 2, 3-butanediol, acetic acid, propionic acid,
iso-butyric acid, and �-polyglutamic acid (52). A 60-fold
increase in free amino acids was observed during fermen-
tation, which accounted for about 26% of the total amino
acid content (53). Since there is no lipase, the fat and fiber
content of soybeans are kept almost constant (54). The
content of soluble sugars, the carbohydrate source for
B. natto, is very low. The levels of oligosaccharides such
as sucrose, raffinose, and stachyose decreased during
soaking, boiling, and fermentation (55).

C. KINEMA

Kinema is an indispensable dietary component in Nepal
and the hilly regions of the Eastern states of the Indian
subcontinent, where it has long been used as a meat sub-
stitute. Kinema is fried in oil, then cooked in water with
vegetables and spices to prepare a thick curry, and eaten
as a side dish with rice (56).

1. Preparation 

To make traditional kinema, soybeans are washed, soaked
overnight in water until soft and crushed lightly to dehull,
boiled for about 90 minutes, crushed to grits, wrapped in
fern leaves and sackcloth, and left to ferment for 1–3 days in
a warm place (25–30°C) until the beans have a typical alka-
line, kinema flavor and a desirable sticky consistency (57). 
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TABLE 19.5
Nutrient Composition of Douchi

Components Content (per 100 g)

Water 35–50 g
Protein 20 g
Fat 7.1 g
Carbohydrate 21.4 g
Total acid 1.5 g
Formal nitrogen 0.7–1.0 g
Calcium 184 mg
Phosphorus 198 mg
Iron 5.5 mg
Vitamin B1 0.13 mg
Vitamin B2 0.23 mg
Nicotinic acid 3.2 mg

Source: Adapted from Ref. 43.

FIGURE 19.11 Natto.



2. Microorganisms

Bacillus subtilis is the dominant microorganism and the
sole fermentation organism found in kinema. Enterococcus
faecium, Candida parapsilosis, and Geotrichum cadidum
are the accompanying flora in kinema samples (58, 59).
Among all starter cultures isolated from kinema, Bacillus
subtilis KK2:B10 and GK-2:B10 are the best strains for
improved kinema production (60). Organoleptically, the
monoculture fermentation of soybean by B. subtilis pro-
duced the best quality kinema (61). 

3. Microbiological Safety

Although Staphylococcus aureus has not been detected
in any of the tested kinema samples, Bacillus cereus
and Escherichia coli were present in several market sam-
ples, and some of them have the ability to produce diar-
rhoeal enterotoxin. Enterobacteriaceae and Coliform
bacteria exceeded 105 CFU/g in most samples. It has
been concluded that the traditional way of making
kinema and its culinary use in curries is safe. However,
for novel applications of kinema, safety precautions are
advisable (58).

VII. TEMPEH

Tempeh is a fermented soyfood consisting of dehulled and
tender-cooked soybeans bound together by a dense cot-
tony mycelium of fragrant white Rhizopus mold into com-
pact cakes or patties (62). It is a popular traditional
Indonesian food produced by solid state fermentation
(SSF). The technology was introduced by immigrants
from Southeast China, and the product is similar to the
Chinese douchi. Tempeh was then introduced to Malaysia,
the Netherlands, and North America by Indonesian immi-
grants. It has now become quite popular in the United
States and attracts attention in Japan and many European
countries, particularly in the vegetarian market as a sub-
stitute for meat (63).

A. TYPES OF TEMPEH

Depending on the raw materials, several types of tempeh
are produced in Indonesia, including the soybean tempeh,
okara tempeh, velvet tempeh, and coconut or peanut
presscake tempeh, or mixtures of these. In other countries,
tempeh is made with other raw materials, such as common
bean, lupin, horsebean, chickpea, and wheat.

Sold fresh, refrigerated, or frozen, tempeh is usually
sliced and fried until its surface is crisp and golden brown,
and it has a nice flavor and texture, which can be
compared to those of fried chicken or fish sticks. Hence,
tempeh is often consumed as a main dish or as a meat
substitute, and has become a key source of protein in
vegetarian diets. Most of all, the high vitamin B12 content
led to its popularity among vegetarians in the Western
world since plants do not contain this type of vitamin
(64). 

Tempeh can be served with grains and eggs for break-
fast, or after frying, in salads, sandwiches, burgers, sauces,
and soups for lunch or dinner. 

B. MANUFACTURING PROCESS OF TEMPEH

Tempeh can be homemade or produced in factories. There
are two dehulling methods, namely wet dehulling and dry
dehulling. Figure 19.13 shows the flow chart of tempeh
production in temperate climate regions (62).
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TABLE 19.6
Organic Acid Content in Different Douchi Products

Douchi Type Product Acetic Acid L-Pyroglutamic Acid Lactic Acid

Aspergillus type Tianmashan koji 8.70 3.61 9.41
Tianmashan douchi 38.94 7.98 88.89
Yipinxing koji 5.87 1.10 2.94
Yipinxing douchi 19.24 5.10 80.82

Mucor type Yongchuan 3.40 5.10 12.89
Black soybean 1.51 4.22 1.80

Whole soybean
↓

Cleaned
↓

Soaked overnight
↓

Steamed
↓

↓
↓↓

Strained and cooled

Inoculated Packed with straw
↓ ↓

Packed Fermented
↓ ↓

Incubated Fresh natto
↓

Matured
↓

Fresh natto

FIGURE 19.12 Traditional and industrial processes of natto
making.



1. Pretreatment of Raw Materials

Soybeans are cleaned and dehulled. Cleaning will remove
damaged beans and foreign matter. Since the fermentating
microorganism Rhizopus oligosporus cannot grow on
whole soybeans, dehulling is essential. Wet dehulling is
performed by hands or foots after precooking and the
hulls are separated by skimming (65). Dry dehulling is
performed by cracking the seeds with a stone or burr mill,
followed by separation of the hulls with an air stream or
by gravity separation (66).

2. Acidification and Cooking

Acidification lowers the pH, normally to 4.8–5.0, favoring
mold growth and restricting the growth of potential
spoilage bacteria (67, 68). Traditionally, soybeans are
soaked in hot (initially at 100°C) or room temperature
water for 8–22 hours, and bacterial fermentation results in
acidification. Nowadays, acidification of soybeans is done
by the addition of an acidulant such as vinegar, lactic acid,
or acetic acid to the cooking water (66). 

A basic boiling period, typically 40–60 minutes, is
required to soften the beans and to kill spoilage bacteria
and their spores. The cooked soybeans are drained, cooled
to about 38°C, and dried till the moisture content reaches
45–55% (66, 69). 

3. Inoculation and Incubation

After cooling, the cooked soybeans are inoculated.
Usually 106 viable spores of Rhizopus oligosporus per
100 g of cooked soybeans gave optimal mold growth (70).
Then the soybeans are packed and placed in a warm place

for fermentation. Traditionally, banana leaves or other
large leaves are used as tempeh containers. Nowadays,
perforated polyethylene bags, tofu tubs, aluminum trays,
or slatted wooden trays covered with perforated polyeth-
ylene sheets are used (71).

Temperature, time, and relative humidity are the three
crucial factors in temeph fermentation. The best relative
humidity is between 70 and 85%. Fermentation can be car-
ried out at a temperature ranging from 25 to 37°C. The stan-
dard procedure in Indonesia is fermentation at 25°C for
44–52 hours, but moderate temperature fermentation (31°C)
and high temperature fermentation (37°C) are recom-
mended as well (69, 71). High temperature fermentation
favors growth of R. oligosporus and Klebsiella pneumoniae,
and the products contain more vitamin B12 than those with
moderate temperature fermentation, but the shelf life is
shortened and temperature control is more difficult (62).

4. Harvesting, Storage, and Preservation

When soybeans are covered with and bound together by
white mycelia, fermentation is completed. Fresh tempeh
can last for several days at room temperature without
obvious changes, and its shelf life can be prolonged by
freezing, drying, frying, dehydration, canning, or other
preservation methods. In addition, blanching or steaming
is also an effective means to extend shelf life. 

C. MICROORGANISMS FOR TEMPEH MAKING

Wet dehulling tempeh production involves two distinct
stages of fermentation. The first stage, which occurs dur-
ing soaking, is bacterial, resulting in acidification and the
growth of Bacillus cereus is prevented. The second stage
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FIGURE 19.13 Wet and dry dehulling methods of tempeh making in temperate climate regions



is fungal, resulting in the growth of white mycelium on
the bean cotyledons (68).

1. Microorganisms for Acidification 

Lactic casei, Enterococcus faecium, Streptococcus dys-
galactiae, and Staphylococcus epidermidis are the pre-
dominant species responsible for acidification (72), and
Citrobacter diversus, Enterobacter agglomerans, E. cloa-
cae, Klebsiella pneumoniae, and K. oacenae are present
during soaking (73). Lactic and Streptococci spp. domi-
nate the flora in both the unacidified and the acidified
soaking water, while yeasts and coliforms are found only
in unacidified water (74).

2. Microorganisms for Solid State Fermentation

There are three basic types of starters for tempeh fermenta-
tion: 1) pure culture mold starters typically containing only
Rhizopus oligosporus spores, 2) mixed pure culture starters
such as R. oligosporus and Klebsiella pneumoniae, and 3)
mixed culture starters for traditional tempeh, containing a
mixture of molds, bacteria, and/or yeasts. Because of its
strong protease and lipase activity, R. oligosporus is the
principal mold species used to make tempeh, and R.
oligosporus NRRL 2710 is the recommended commercial
strain (72). Other Rhizopus species such as R. oryzae, R.
chinensis, R. arrhizus, and R. stolonifer are also considered
suitable for tempeh making (75, 76).

The Rhizopus strains form riboflavin, nicotinic acid,
nicotinamide, ergosterol, and vitamin B6, but do not pro-
duce physiologically active vitamin B12 (75, 76). Vitamin
B12 is synthesized by bacterial strains of Propionibac-
terium, Pseudomonas, Clostridium, and Streptomyces
(77), and include Klebsiella pneumoniae, K. terigena, K.
planticola, and Enterobacter cloacae (72). K. pneumoniae
and Citrobacter freundii show the best vitamin B12 forma-
tion capability. In order to increase vitamin B12 content,
the mold and bacterium mixed pure culture starters have
been used (69).

3. Microbiological Safety

Rhizopus oligosporus inhibited the growth, sporulation,
and aflatoxin production of Asperigullius flavus, and no

botulinal toxins were produced during the normal fermen-
tation time of 24 hours or less (67). In early commercial
tempeh production, Enterobacteriaceae and lactic acid
bacteria were found in a majority of the samples, and
Staphylococcus aureus, Bacillus cereus, and Escherichia
coli were found in some samples at a level of 105 CFU/g.
Yersinia enterocolitica was found in several samples,
whereas Salmonella was not observed (63). Regardless,
traditional tempeh is regarded as a safe food (69). 

D. CHEMICAL AND BIOCHEMICAL CHANGES

DURING TEMPEH PROCESSING

The composition of soybean is significantly altered by the
physical and chemical treatments and the action of
enzymes during fermentation in the making of tempeh
(Table 19.7). Rhizopus spp. produces a variety of
enzymes, including carbohydrases, lipases, proteases,
endocellulase, xylanase, arabinase, α-D-galactosidases,
etc. (72). Solid and nitrogen losses occur mainly during
dehulling, soaking, and cooking, with little loss during
fermentation. The initial pH increases to a high level after
fermentation, hence biological acidification does not
resulted in a sour tasting product (68). Tempeh is a nutri-
tive food, as shown by its nutrient composition (Table
19.7). There is no marked difference in protein content
between tempeh and unfermented soybeans, but an
increase in free amino acid content can be observed dur-
ing fermentation. 

Tempeh is virtually non-flatulent since raffinose,
stachyose, and other flatulence-causing carbohydrates
found in soybeans are reduced. Tempeh is easily digested
and can be tolerated by patients suffering from dysentery
and nutritional edema (78).

R. oligosporus and R. oryzae have strong lipase activ-
ities and can break down soybean lipids into stearic, oleic,
linolenic, linoleic, and palmitic acids, with linoleic acid
predominating (79). The concentrations of calcium, phos-
phorus, iron, copper, zinc, magnesium, and manganese
tend to be increased during fermentation, but potassium
concentration decreases to a large extent (80). The
bioavailability of zinc, calcium, iron, and magnesium
increases due to their strong chelating properties, leading
to a decrease in phytic acid content.
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TABLE 19.7
Chemical Compositions of Tempeh Products

Tempeh Moisture (%) Protein (%) Fat (%) Carbohydrate (%) Fiber (%) Ash (%)

Fresh 60.4 19.5 7.5 9.9 1.4 1.3
Deep-fried 50.0 23.0 18.0 8.0 2.0 1.0
Freeze-dried 1.9 46.2 23.4 25.8 2.7 2.7
Fermented with Rhizopus sp. T-3 8.3 40.8 19.7 19.4 5.4 6.4
Cooked soybean 63.5 16.0 9.0 7.6 2.1 1.8

Source: Adapted from Refs. 2 and 73.



Riboflavin, pyridoxine, and nicotinic acid concentra-
tions increase significantly over the 72-hour fermentation
period as a result of their synthesis by different strains of
Rhizopus, but the thiamine concentration decreases
slightly (81). The highest reported value of vitamin B12

content in tempeh was 6.2 µg/1370 g. During fermentation,
the total amount of vitamin E remains constant but the con-
tent of free tocopherols decreases (81). 

VIII. HEALTH BENEFITS OF FERMENTED
SOYBEAN PRODUCTS 

Fermented soyfoods have some beneficial effects on
human health, arising mainly from certain metabolically
transformed components. Some examples of the health
benefits of fermented soyfoods are illustrated below.

Angiotension inhibitory enzyme (ACE) activity has
been detected in soy sauce, leading to reduced blood pres-
sure in hypertensive rats after oral administration (82).
Peptides with ACE activities were also found in water sol-
uble fractions of sufu (83), water extracts of douchi (43),
and natto extracts (84).

Isoflavones exist as aglycon in fermented soybean
products. Isoflavones, genistein in particular, inhibit the
activity of protein tyrosine kinases, thus reducing the risk of
cancer (85). 8-Hydroxydaidzein, 8-hydroxygenistein, and
syringic acid isolated from miso had high DPPH (1,
1-diphenyl-2-picrylhydrazyl) radical-scavenging activities
(86). 6, 7, 4�-Trihydroxyisoflavone, and glycitein (87), 6, 7,
4�-trihydroxyisoflavone, daidzein, and genistein may be
responsible for the antioxidant activity of tempeh (88).
Natto also has antioxidation activity on unsaturated fatty
acids, and shows protective effects on the free radical-medi-
ated cellular damage induced by cumene hydroperoxide
(89). Certain components such as saturated hydrocarbons
(C30–C32, especially hentriacontane) are present in natto
and they have possible antitumor-promoting activity (90).
Lactic bacteria from miso could bind hereroccyclic amines,
which are mutagenic and exist in cooked foods, especially
fried and toasted foods rich in protein (91).

The insoluble peptides in sufu can lower cholesterol
level in blood serum (85). Moreover, peptides with the
capacity of binding cholic acid were found in water-insol-
uble fractions of sufu. A water-solube extract of douchi
was found to exert a strong inhibitory activity against rat
intestinal α-glucosidase (92). It was found that douchi has
an anti-hyperglycemic effect and may have potential uses
in the management of type-2 diabetic patients (93).

A strong fibrinolytic enzyme, nattokinase, and at least
three pro-urokinase activators (PUA) which are different
from nattokinase, have been purified from natto (94, 95).
An enzyme with a strong fibrinolytic activity was purified
from douchi (96). Natto is the only food known that natu-
rally contains vitamin K2 (97), which may contribute to
the relatively lower fracture risk in Japanese women (98).

Bacillus natto is effective in restraining the growth of
Salmonella spp., Escherichia coli O157:H7, and microor-
ganisms that can induce typhoid fever and diarrhea.
Staphylococcal enterotoxin A (SEA) was fragmented into
small peptides by subtilisin, an extracellular proteinase
produced by Bacillus natto (99). 
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I. DEFINITION OF VEGETABLES

A vegetable is defined as “an edible, usually succulent
plant or a portion of it eaten with staples as main course
or as supplementary food in cooked or raw form” (1).

II. IMPORTANCE OF VEGETABLES

More than 10,000 plant species are eaten as vegetables
worldwide. Among these species, only 50 or so are com-
mercially important (2). Vegetables contribute to humans
essential minerals, vitamins, dietary fibers, proteins, fats,
starches, and energy. Vegetables are a major source of vita-
min C. The amounts of carotenes in pumpkins, capsicum
peppers, and tomato are useful to mankind. Dietary fibers
in vegetables include cellulose, hemicellulose, pectic sub-
stances, and lignin that are important in preventing several
human diseases. Vegetables also neutralize the acid sub-
stances produced by other high-energy food (3). While
organic acids and volatile compounds are responsible for
flavor and aroma, chlorophyll, carotene, and anthocyanin
make up the colors. Vegetables not only form an essential
part of a well-balanced diet, but the flavor, aroma, and color
also make them important in human diet and appetite (4).

III. DOMESTICATION OF VEGETABLES

All modern crops had their earliest beginnings as wild
plants. These wild plants with specific characteristics
attracted humans to harvest them for medicinal (5), herbal,
or food purposes. Then the seeds and other plant parts were
dispersed. It was the beginning step during plant domestica-
tion. Vegetables were brought into cultivation 10,000 years
ago, so humans produced sufficient vegetables of their own.
The following artificial selection creates gene recombina-
tion of higher yield and better quality (6). Evolution of con-
sumption, production techniques, socio-economic interest,
general political climate, production policy, international
competition, and trade agreements made the structure of
today’s vegetable exploitation heterogeneous (7).

IV. CLASSIFICATION OF VEGETABLES

Vegetables are commonly grouped according to botany,
edible parts, life cycle, sensitivity to temperature, family
grouping, or accepted use (2). Other classification schemes
include sensitivity to soil pH and chilling damage, tolerance
to nutrient levels and salt, and depth of rooting (2–4, 8–10).

A. BOTANICAL CLASSIFICATION

Botanical classification is based on morphology, anatomy,
embryology, physiology, biochemistry, etc. The succes-
sive groupings of plants are kingdom, division, subdivi-
sion, phylum, subphylum, class, subclass, order, family,
genus, and species (2, 8), Predominant vegetables belong
to the class Angiospermae that is grouped into subclasses
Monocotyledoneae and Dicotyledoneae. Most vegetables
belong to the Dicotyledoneae. There are fewer monocot
vegetables, i.e., sweet corn, asparagus, yam, onion, etc.
The genus and species make up the scientific name that is
accepted worldwide. The climate requirements, the use
for economic purposes, the disease and insect controls of
a particular family or genus are often similar. Well-known
families of vegetables are Solanaceae, Brassicaceae,
Fabaceae, Alliaceae, and Apiaceae (10).

B. CLASSIFICATION BASED ON EDIBLE PART

Classification of vegetables by edible part informs a grower
or handler about specific cultural or handling techniques.
Common groupings includes root, stem, leaf, immature
flower bud, fruit, and sprout. Root crops include carrot,
radish, beet, turnip, and sweet potato. Stem vegetables are
asparagus and potato. The yield and quality of root and stem
vegetables are affected by soil texture, fertility, and irriga-
tion. Leafy crops include lettuce, cabbage, celery, spinach,
kale, and mustard that are very perishable. Edible parts of
cauliflower, broccoli, and artichoke are immature flower
buds. Immature fruits are harvested from pea, snap bean,
lima bean, summer squash, cucumber, okra, sweet corn, and
eggplant, but actually we eat the immature seeds of lima
bean and sweet corn. Edible parts of cucurbits (pumpkin,
white gourd, squash, muskmelon, and watermelon), tomato,
and pepper are mature fruits (1–3, 8–10).

C. CLASSIFICATION BASED ON TEMPERATURE

Vegetables are separated into warm-season and cool-sea-
son vegetables based on temperature requirements for
optimum growth and development. Warm-season crops are
adapted to 18~29°C, intolerant to frost and mostly grown
for edible fruits. Exceptions are sweet potato for storage
root and New Zealand spinach for leaves. Cool-season
vegetables have optimum growth at cooler temperature
and are shallower rooted and smaller sized. Cool-season
crops are grown for edible stems, leaves, roots, and imma-
ture flower parts. Asparagus, Brussel sprouts, broccoli,
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cabbage, celery, garlic, onion, pea, radish, artichoke, and
spinach are cool-season vegetables. Harvested parts are
usually stored near 0°C except potato (2, 8–10).

The sub-groupings of cool-season crops into hardy
and half-hardy vegetables, and warm-season crops into
tender and very tender vegetables, are based on the ability
of young plants to withstand frost, and the ability of seeds
to germinate at low temperatures. Hardy vegetables gen-
erally tolerate moderate frost without injury. Tender veg-
etables are susceptible to damage during cold weather.
The very tender vegetables are easily damaged by light
frost (10).

D. CLASSIFICATION BASED ON LIFE CYCLE

Vegetables are also classified based on their life span.
Most vegetables are annuals that complete life cycles
within one growing season. Biennial vegetables require
two seasons for completing their life cycle. Many cole
crops such as broccoli, cauliflower, cabbage, and root
crops such as carrot are biennials but grown as annuals.
Perennial vegetables complete their life cycle in more
than two years. Rhubarb, globe artichoke, and asparagus
are grown commercially as true perennials. Tomato, pep-
per, eggplant, potato, and sweet potato are perennials in
their native environments but are grown as annuals for
production in temperate regions (2, 3, 8–10).

V. TYPES OF VEGETABLE GROWING

There are several types of vegetable growing such as home
gardening, commercial production, and processing pro-
duction. Commercial vegetable production, includes at
least three categories: fresh market, processing, and con-
trolled environment production (5, 11).

A. HOME GARDENING

People grow vegetables in their own gardens to save
money, for outdoor leisure, for fresher tasting and better
quality vegetables, and for better nutrition and improved
health (2).

B. COMMERCIAL PRODUCTION

The goal of commercial production of vegetables, either
for fresh use or processing is only for economic profit.

Fresh Market. The harvested vegetables are sold for
fresh use (2, 5, 11).

a. Market Garden. Market gardens are located
near but on the outskirts of population centers.
A wide variety but small scales of high-profit
crops are grown intensively and year-round.
The harvested vegetables are for local con-
sumption (2, 5, 11).

b. Truck Farm. Truck farms are often located in
inexpensive rural areas and near transportation
systems. One or two crops are grown on a large
acreage for distant markets. Transport over
large distances permits specialization and the
de-localization of production (2, 11).

c. Controlled Environment Production. Vege-
tables are grown in the modified environment
for optimal plant growth. Light, temperature,
humidity, nutrients, and even composition of
atmosphere may be controlled. Investment and
production costs including heating and cooling
are expensive (5).

C. PROCESSING PRODUCTION

Vegetables are highly perishable. Post-harvest decay is esti-
mated to be more than 20~50% in the tropics and subtrop-
ics. Processing is one of the various feasible technological
measures to reduce high post-harvest losses of vegetables
(3). Now in processing production, vegetables are grown in
the field as raw materials for processing, usually on large
acreage, harvested by machines and through contracts. The
contract specifies some production techniques, price at a
given quality, and standards for acceptance of harvest.
Growers usually have a low margin of profit (11).

VI. CONSUMPTION OF VEGETABLES

The per capita consumption of vegetables varies among
countries and regions, according to people’s eating habits
and the supply. The average world consumption of veg-
etables is around 85 kg per person per year, with around
120 kg per capita in industrialized countries (12), and
around 30 kg per capita in developing countries such as in
sub-Saharan Africa and 150 per capita in China (7).

VII. COMMERCIALLY IMPORTANT
VEGETABLE CROPS

A. ROOT CROPS

Several root crops are grown especially for their edible
storage roots. They belong to different botanical families.
Only one enlarged (fleshy) underground root is produced
per plant for carrot (Apiaceae), table beet (Chenopodiac-
eae), radish, turnip, and rutabaga (Brassicaceae). Several
fleshy roots are produced from one plant for sweet potato
(Convolvulaceae). They are consumed either fresh or in
processed forms. Most root crops have long storage life
and extend the market supply over a long period. There
are other minor root crops produced more on a regional
basis, such as salsify (Tragopogon porrifolius) and black
salsify (Scorzonera hispanica) of Compositae, parsnip
(Pastinaca sativa) and celeriac (A. graveolens var.
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rapaceurm) of Apiaceae, yam bean (Pachyrrhizus erosus)
of Fabaceae, and horseradish (Armoracia rusticana) of
Brassicaceae (13, 14).

The carrots, table beet, radish, turnip, and rutabaga
are all direct-seeded to well-prepared seedbeds. After
emergence, plants are thinned to desired population den-
sity. The crops are established more easily under cool-
moist conditions (14).

1. Carrots [Daucus carota L. ssp. sativus
(Htoffm.) Arcang]

Cultivated carrots, originating in Afghanistan and central
Asia, became popular in Europe around the 13th century.
European settlers brought carrots to the U.S. in the 17th
century (15, 16). Carrots are now mainly grown in Asia
and Europe. The Eastern/Asiatic carrots have reddish pur-
ple (anthocyanin-containing) or yellow roots, pubescent
leaves, and a tendency for early flowering. Western carrots
have orange, yellow, red, or white roots, less pubescent
leaves and also a tendency to bolt. The western orange type
developed as selections from yellow carrots for high
carotenoid content were developed into modern cultivars.
In the U.S. carrots are mainly grown for the fresh market
with California being the leading state of acreage. For pro-
cessing, Washington State leads the production (14). 

Carrot is a cool-season crop with optimal mean grow-
ing temperatures ranging between 16 and 21°C. At these
temperatures, root color and shape are also optimized. At
a mean temperature of 12~13°C, roots tend to grow rela-
tively long and slender, whereas at a constant 24°C, roots
are shorter and thicker. Alternating low night and moder-
ate day temperature also tends to produce long and slen-
der roots. Temperature greater than 30°C, particularly in
later stages of development, induces undesirable strong
flavor and coarseness in the roots (16). 

Carrot cultivars are classified by root shape and date
of maturity (14):

a. Danvers: roots medium to long with broad
shoulders, tapering toward the tip (tapered tips).

b. Imperator: roots slender, slightly longer and
smoothly tapered, late maturing, good for stor-
ing, grown for winter market consumption. 

c. Nantes: roots nearly cylindrical shaped, medium
to long, early maturing, eaten fresh in summer. 

d. Chatenay: medium to short and tapered with
blunt end, maturing by mid-summer.

Carrots are usually mechanically harvested in 90~120
days of planting. Large-scale carrots are eaten raw,
cooked, or processed into juice. The harvest stage is
judged by suitability, before carrots achieve their full
potential size or weight. Fresh carrots are marketed either
topped or bunched with attached tops. Fresh cut-and-peel

baby carrots are also available; they may also be cut into
short pieces from mature carrots. Carrots are a good plant
source of provitamin A, containing about 5~8 mg/100 g of
β-carotene (14).

2. Radish (Raphanus sativus L.)

Radish is unknown in the wild state. Its origin may be in
the eastern Mediterranean or in China, with a long history
of cultivation. Now radishes are grown worldwide but
consumed in great quantities by the Chinese, Korean and
Japanese. Large variations exist in the shape, size, and
color of the roots. Radishes were among the first
European crops introduced into America by the Spaniards
and grown by the early colonists (14, 16).

Radish is a cool-season vegetable crop with optimum
growing temperature ranging between 15 and 20°C. At
higher temperature, the enlargement of roots is retarded
and results in coarseness and pungency (14).

Radishes are commonly grouped into four types (16):

a. Western or small radishes, usually consumed
raw as relishes.

b. Oriental radishes, with mild-flavored large
roots, usually cooked or pickled in the East.

c. Leaf radishes, consumed as greens by the
Chinese, also cultivated for fodder.

d. Rat-tailed radishes, cultivated in Asia with
young pods consumed raw, cooked, or pickled. 

In the U.S. garden radishes are very popular in home
gardens because of short growth cycle and easiness to
grow. The white, long-rooted types are also popular in
many regions.

3. Table Beets (Beta vulgaris L. Crassa Group)

Originating in Europe and Western Asia, the garden beet
or table beet is one of the various forms of Beta vulgaris
of the Chenopodiaceae family (17). It is closely related to
Swiss chard, sugar beet, and fodder beet. The leaf beets
were developed before the root beets, but the red root
beets were cultivated by the Romans. The root beet is
grown throughout Europe and America. The red pigment,
betanin (a nitrogen-containing anthocyanin), can be used
for food coloring. The table beet, introduced in 1800, is
one of the most popular home garden crops in the U.S. 

Table beets prefer a cool climate with sunny days.
Temperatures for optimum growth range between 16 and
19°C. During hot weather, the roots may become tough.
Beets are very sensitive to soil acidity, and require a pH of
6.2 to 6.8 (17).

Beet roots may vary in color and shape. The oblate to
globe-shaped, red-rooted types are most popular. Most of
the commercial production is for processing (14).
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4. Turnip [Brassica rapa L. var. rapa (DC.)
Metzz.] and Rutabaga [B. napus L. var. 
napobrassica (L.) Reichb.]

Both turnip and rutabaga are members of the Brassicaceae
family. They are similar in plant size and general charac-
teristics. Turnip is an ancient crop with its exact origin
unknown while rutabaga is a crop of European origin
known as Swede in Europe (13, 14). The turnip roots have
little or no neck and a distinct taproot, while rutabagas
have a thick neck bearing a number of leaf-base scars, and
roots containing the taproot and those originating from the
underside of the edible root.

Turnips and rutabagas are both cool-season crops,
requiring 15~18°C for best root growth. Turnips are easy
to grow and require a 2-month growth period. Rutabagas
grow less rapidly and require an additional 4 weeks of
growth.

Both turnip and rutabaga have swollen roots of differ-
ent colors or shapes. However, most turnip cultivars are
round and white-fleshed, and rutabaga cultivars are globe-
shaped with yellow flesh. There are also turnip cultivars
grown for green foliage (14).

5. Sweet Potato [Ipomoea batatas (L.) Lam]

Sweet potato, a member of the Convolvulaceae family,
was originated from tropical America. It was grown for
its storage roots in the New World long before Columbus
arrived. Storage root of sweet potato is a major carbohy-
drate source in developing nations. It contains about
27% carbohydrate, provitamin A, vitamin C, calcium,
and iron. Tender leaves and shoot tips are also used as
vegetables in Southeast Asia. Other than food, sweet
potato has industrial applications: as a source of starch,
glucose, syrup, and alcohol. It is also used as livestock
feed. Older vines are fodder for cattle, swine, and fish.
Some vining cultivars can be used as ground cover or for
ornamental purposes (18).

Sweet potato is a tender, warm-season crop. The best
growing temperatures are 29°C days and 21°C nights,
with an optimum mean of 24°C (14, 18). It is a perennial
but commonly grown as an annual. Adventitious buds
arise from fleshy storage roots, and develop into branch-
ing vines quickly covering the ground (18).

Sweet potato is vegetatively propagated by slips or
vine cuttings. Thin skin of storage roots is easily broken.
Four to seven days of 26.6~29.4°C and 85~90% RH cur-
ing promotes the formation of cork layers on wounded
surfaces that prevent decay (18).

Storage roots of sweet potato as food have two types:
soft-fleshed and firm-fleshed (18):

a. Soft-fleshed (wet): sweeter, softer, medium to
deep orange flesh, commonly used for baking.

b. Firm-fleshed (dry): yellow skin with white, yel-
low, or light orange flesh, mostly used for boil-
ing and frying.

B. STEM AND TUBER CROPS

Stem vegetables are those grown for their succulent ten-
der shoots (asparagus, bamboo shoots), fleshy stems
(kohlrabi, celtuce, strumous mustard), starchy under-
ground tubers (potato), corms (taro), and succulent rhi-
zomes (ginger). Among them, kohlrabi, celtuce, strumous
mustard, and asparagus are seed propagated, and others
are asexually propagated. The latter have low multiplica-
tion rate and need reliable sources for healthy growing
materials. In the United States, asparagus and potatoes are
of more commercial importance.

1. Potato (Solanum tuberosum L.)

The potato, native to the Andean regions of Peru and
Bolivia, has been cultivated since early civilization (19). It
is one of the most important food crops in the world. The
Spaniards introduced it to Europe and Irish immigrants
brought potatoes to New England in 1718. The potato is
referred to as the “Irish potato” because of its association
with the potato famine in Ireland in 1845–1846. Idaho and
Washington State are the largest producers of potatoes in
the United States (20).

Potatoes are grown for their tubers, the enlarged
underground storage stems. In addition to their starch
content, the tubers serve as a good source of vitamin C.
The potato is also a source of moderate levels of protein
and minerals. The protein of potato is richer in lysine
than that of cereal, and its biological value is high.
Potatoes can be cooked in a great variety of ways. They
can also be processed into chips, French fries, flakes,
and dehydrated products. French fries and potato chips
are popular food items worldwide (19).

Potatoes are asexually propagated by healthy tubers,
which are obtained from certified disease-free stocks
grown in favorable cool areas. The young shoots develop
from the buds or “eyes” of the seed tubers. It is a cool-sea-
son crop. The interaction of photoperiod and temperature
are the most important factors affecting plant and tuber
development. Long days delay the start of tuberization,
and temperatures above 30°C prevent tuber initiation.
Tubers are usually initiated about 45 days after planting.
Following tuberization, tuber enlargement is ideal at mean
temperatures of 17°C (19).

Based on skin color and texture, potato cultivars are
classified as white, red, or russet. Russet tubers tend to be
oblong and relatively dark colored and thick skinned at
maturity. There are early, midseason, and late cultivars
according to maturity time. Based on starch content or
specific gravity, potatoes are grouped into baking, boiling,
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and processing types. Russet Burbank, the leading cultivar
grown in the U.S., is excellent for frying and baking.
Kennebec is an excellent all-purpose potato (20).

2. Asparagus (Asparagus officinalis L.)

Asparagus, a dioecious perennial monocot, is a member
of the Liliaceae family (21). The region between the east-
ern Mediterranean and eastward to the Caucasus
Mountains is the center of origin of asparagus (22). It has
been cultivated for medicinal and food use for more than
2,000 years. In the 1600s it was introduced to America.
Commercial production is centered in California,
Washington State, and Michigan (23).

Priced as a gourmet item, asparagus produces 
tender spears, unexpanded shoots each year.
Nutritionally, asparagus is a source of vitamins A and C
(22). The plant is composed of ferns, a crown, and a root
system. The fern is a photosynthetically active modified
stem called a cladophyll. The crown is a series of rhi-
zomes (underground root-like stems) attached to the
plant base. Upper portions of the horizontal rhizome con-
tain the buds from which spears arise. Fleshy and fibrous
roots develop from the lower portion of the rhizome. The
fleshy roots act as storage organs. The carbohydrates
stored in crown and roots support spear growth in the
spring.

Asparagus grows best under conditions of high light
intensity, warm days, cool nights, low relative humidity,
and adequate soil moisture. Optimum productivity occurs
at 25~29°C during the day and 13~19°C at night (22).

Female plants generally produce larger spears than
males, but the males produce more smaller-diameter
spears. All male lines are developed for superior produc-
tivity with reduced seed production (23).

C. BULB CROPS

Bulb crops are all herbaceous monocot species of Allium
and are members of Alliaceae family. The genus Allium
contains about 500 species, mostly wild. The few species
cultivated as vegetables are grown for their fleshy leaf
bases and/or tender leaves. Only onions and garlic have
prominent bulbs; all others have “pseudostems.” All bulb
crops contain the thio-allyl compound alliin which breaks
down to give a number of volatile sulfur-containing com-
pounds and give the characteristic odor and pungency of
the crop. The chemical substances in onion and garlic
especially are believed to be associated with reduced
risks of cardiovascular diseases and certain cancers 
(21, 24).

The bulb crops are propagated by seeds (onion, Welsh
onion, and Chinese chives), cloves (garlic), or division
(Welsh onion and Chinese chive).

1. Onion (Allium cepa L. Cepa Group)

Originating in Central Asia, the common onion has been
cultivated for more than 4,000 years (24, 25). As an
important flavoring, onion is a very popular crop world-
wide. Asia is the largest producer, with Japan and China
taking a share of 27%. Columbus introduced the onion to
America and it soon spread to all parts of the Americas.
Onions have many culinary uses. They can also be
processed into dry products such as rings, flakes, and pow-
der for the food processing industry. Quercetin, a flavonoid
in onions, provides the protective effect against cancer.
Onions can be planted using sets (small bulbs produced in
previous season), transplants, and seeds.

Onions are cool-season crops with optimum growth
temperature ranging between 13 and 24°C. Onion bulbing
is usually favored by long days. However, the length of day
required for specific cultivars is different. Under favorable
day length, temperatures of 21~27°C are favorable for bulb
development. Low relative humidity extending into the
harvest and curing periods are desirable (24, 25).

Onions are usually grouped by their day length
requirement for bulbing. Within the group, there are early
and late maturing cultivars. Onions can also be grouped
into mild or pungent (26):

a. Short-day type (European onion): bulbing in
response to 10~11 h of day length, mild, soft-
fleshed bulbs for fresh use.

b. Intermediate-day type: bulbing in response to
12~13 h of day length, pungent, soft-fleshed
for fresh use.

c. Long-day type (Spanish onion): bulbing in
response to 14 or more hours of day length,
pungent, hard, good for storage.

Bulbs vary in skin color, shape, and size. There are more
yellow or brown onion cultivars than red or white cultivars.

2. Garlic (Allium sativum L.)

Originating in Central Asia, garlic has been cultivated from
at least 2000 B.C. Widely grown in Asia, garlic is eaten not
only for the bulbs, but also for its foliage and flower stalks.
Each plant develops the bulb underground, and 8~20
cloves together form a cluster covered by white or purplish
papery sheath. Garlic has long been believed to have med-
ical advantages in addition to its flavoring use. It is dehy-
drated to produce garlic powder and garlic oil capsules
made of garlic extracts as a diet supplement. In the U.S.
most garlic is produced in California for the bulbs. The
planting is carried out in late summer and fall from clean
and healthy cloves. The plants overwinter in the field and
resume rapid top growth after spring. Large cloves produce
greater yields than small cloves.
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Garlic is a cool-season crop with cloves germinating
best in temperatures of 20~25°C. The optimum tempera-
tures for plant growth and bulb development are 18~20°C
and 20~25°C, respectively. Bulbing is initiated as temper-
atures and day length increase (24, 25).

Garlic cultivars can be grouped by their day length
requirement for bulbing (26). Into “Late” and “Early”
types. They can also be grouped into hardneck and soft-
neck types. In the Orient, the softneck type is preferred for
foliage production (27).

D. COLE AND RELATED CROPS

Cole crops originated along the East Mediterranean and
Asia Minor. They are all members of the species Brassica
oleracea of the family Brassicaceae. During domestica-
tion, many cultivated types with distinct edible parts have
formed, including cabbage and Brussel sprouts (head),
kohlrabi (thickened stem), cauliflower and broccoli (inflo-
rescence), and kale and Chinese kale (foliage) (28–31). 

1. Cabbage (Brassica oleracea L. Capitata Group)

Cabbage has been used as food for more than 3,000 years.
The ancient Greeks held cabbage in high esteem. Cabbage
was probably introduced by the Romans or Celts from the
coastal regions of the Mediterranean Sea to the chalky
coasts of England and northwestern France. Present-day
cultivars most likely originated from wild non-heading
types. Now cabbage is very popular worldwide and is
grown extensively in Eastern Europe and the Far East (30).

Cabbage is a herbaceous biennial but grown as an
annual. During vegetative development, the plant produces
a succession of out-spreading leaves on a stem with very
short internodes. About 20 new leaves incurve, overlap,
and form a compact head. Leaves are broad, thick, fleshy,
heavily veined, and covered with wax. Cabbage is durable
for storing and shipping. It ranks higher than tomato but
lower than spinach in mineral content (30).

Cabbages are grown for three types of markets: fresh
market, late or stored market, and the sauerkraut market.
There are several types of cabbage head (31):

a. Wakefield: pointed, small, pointed head, early
maturing.

b. Copenhagen market: round, medium-large
head, early maturing. 

c. Flat Dutch: large, flat, very solid head.
d. Danish Ballhead: round-oval, medium-sized

head, relatively late maturing, storable. 
e. Savoy: medium-large, flat-globe-shaped head,

crinkly leaves, good quality for fresh market. 
f. Red: round, medium-sized heads, reddish-purple

leaf.

2. Cauliflower (Brassica oleracea L. var. botrytis L.)

Both cauliflower and broccoli are of the cabbage family
with cauliflower being more exact in environment and
cultural requirement. Cauliflower is grown for the curd
(head), which is the shortened shoot with bracts and
undifferentiated flower parts at the terminal end of the
plant axis. The curd may be white, creamy, yellowish
green, purple or orange. However, pure white curds are
preferred. Cauliflower was first mentioned in the U.S. in
1806. California leads in commercial production (30).

Optimum temperatures for growth are 15~20°C with
an average maximum of 25°C and minimum of 8°C.
Many tropical cultivars are early matured and require
higher temperature and long days for good vegetative
growth before forming curd. After the white head has
developed to 5~7.5 cm, it is protected from sunburn and
turning green by tying the outer leaves together over the
head center or just bending a few outer leaves to cover. In
Asia, blanching is achieved by covering the developing
head with a piece of spun-bonded material which can be
reused (28, 29).

Cauliflowers are generally grouped into three major
types by maturity (30):

a. Super Snowball (early): dwarf with medium
sized leaves and somewhat flattened, and
maturing in 50~55 days after transplanting.

b. Snowball (mid-season): larger and later, large
rounded and very dense curd, maturing 70~80
days after transplanting.

c. Winter (later): grown where winters are mild,
maturing 150 or more days after transplanting.

The later the maturity is, the larger the curd. In
California cauliflowers may also be grouped by curd size
and density.

3. Broccoli (Brassica oleracea L. var. italica Plenck)

Broccoli evolved from wild cabbage earlier than cauli-
flower and was cultivated by the ancient Romans (28).
However, it was relatively unknown in England until the
18th century. It was grown in the U.S. in the early 1800s
(28–30), but its popularity came much later.

Broccoli is similar to cauliflower in the structure of its
flower head. Unlike cauliflower, the edible plant portion is
the inflorescence consisting of fully differentiated imma-
ture flower buds and the tender portion of the upper stem.
These flower buds form a compact head. If the terminal
inflorescence is removed, secondary inflorescences may
develop in the axils of lower leaves.

Broccoli is the most nutritious of the cole crops in vita-
min content, calcium, and iron. Its anticancer properties
have been often reported. Per capita consumption 
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continues to increase. California is the largest producer in
the U.S. (30).

Broccoli is adapted to a range of soil types and can
tolerate heat to a greater degree than cauliflower. The opti-
mum temperatures for plant growth are 20~22°C and
18°C for head development. It is sensitive to boron defi-
ciency (28, 29).

There is no major subgroup for broccoli. Cultivars of
Calabrease, Green Comet, Green Duke, and Premium
Crop are popular (30).

E. OTHER LEAFY VEGETABLES

Greens are grown for leafy portions both for cooking and
salads. They are high in mineral and vitamin contents. All
greens are more of specialty crops except spinach, which
is produced on a large commercial scale. All greens in
North America are cool-season crops except New Zealand
spinach which is a warm-season crop (32).

Lettuce, endive-escarole, and chicory are leafy salad
vegetables. Their tender leaf blades with a little petiole
and stem are used fresh or raw in salads. They are excel-
lent dietary sources of bulk and fiber. Only lettuce is
grown on a large scale (34).

1. Chinese Cabbage, Pe-tsai (Brassica rapa L.
Pekinensis Group)

Chinese cabbage is native to China and eastern Asia (32).
Its recent popularity has resulted in a considerable increase
in production in Europe and the U.S. It produces an elon-
gated head. Moderate day and cool night temperatures are
essential for productivity and quality. Temperatures rang-
ing between 13~21°C are suitable for its growth (28).

High temperature during head formation causes a
loose head and increased incidence of tipburn. There are
several types of head: elongated, shorter, tall, and short
and compact (28, 32).

2. Spinach (Spinacia oleracea L.)

Spinach is thought to be native to Central Asia. It ranks
second only to broccoli in total nutrient concentration.
Spinach is used fresh and for canning, freezing, and
pureed baby food. Due to a short growth period of 30~50
days, annual spinach is cultivated between planting of
other vegetable crops (33). 

Spinach is usually dioecious, rarely monoecious.
Dioecious types produce extreme male and vegetative male.
The extreme male plant is small. While vegetative male and
female plants produce more foliage and flower later, they
are the preferred types for commercial production (33).

Spinach is a hardy, cool-season vegetable. It prefers
15~20°C for growth, 15°C for seed germination. Spinach
is direct-seeded. Sized seed and specialized belt seeders
are used to reduce seeding rate (33).

Cultivars of spinach are classified into three types (33):

a. Savoy type: large, fresh market use, suitable for
long distance shipment for less anaerobic respi-
ration.

b. Smooth-leaved: mostly for processing, preferred
for easy washing of leaves.

c. Semi-savoyed type: for both fresh market and
processing into frozen packs. 

3. Lettuce (Lactuca sativa L. var. capitata)

Lettuce is native to the Mediterranean and inner Asia
Minor. Until the 18th century, lettuce was widely used in
the Americas. Now the U.S. leads in the production and
consumption of lettuce in the world. Lettuce cannot be
processed. It is a leafy salad vegetable (34).

Lettuce prefers 24°C for seed germination, and
18~23/7~11°C of day/night temperatures for growth.
Lettuce is direct-seeded or transplanted. Coated or pel-
leted seeds are direct-seeded by seeders. Osmo-condition-
ing of seeds and fluid drilling are also used (34).

There are four distinct types of lettuce (34):

a. Crisphead type (Iceberg): large and solid head,
usually over 0.9 kg and 15.2 cm in diameter,
brittle and crisp leaves with prominent veins and
midribs, very large outer leaves in medium to
dark green, inner leaves tightly folded in light
color, most durable for shipping and handling.

b. Butter-head type (Boston, Bibb, or semi-head-
ing): smooth, soft, pliable leaves forming a
loose head, better table quality and more deli-
cate flavor than crisp-head type, leaves easily
torn and bruised, mainly for local markets,
often for greenhouse production.

c. Cos type (Romaine): long and narrow leaves,
upright plant, long and somewhat loose heads,
more tolerant to stress, best for local markets.

d. Loose-leaf type (bunching): not heading, early,
easy to grow, popular in home garden, not suit-
able for long distance shipment because of its
short market life, produced primarily in green-
houses in winter.

Stem lettuce or celtuce (L. sativa var. asparagina
Bailey) is grown for its thick, succulent stem. It is usually
cooked in stews and other dishes, or pickled. Stem lettuce
is popular in the Far East, but not widely grown in the U.S.

4. Celery (Apium graveolens L. var. dulce)

Celery originated in Sweden. It was initially used for
medicinal purposes. Now the long, fleshy, but low nutritive
content petiole is harvested for its flavor and texture,
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mostly for the fresh market. It is used mainly as a salad
crop, in soups, and a small portion is dehydrated. The
seeds are also used as a condiment for flavor (35).

Celery is a biennial but grown as an annual. Outer ribs
along the petiole’s abaxial length are composed mainly of
thick-walled collenchyma cells responsible for mechanical
strength and stringiness. Celery demands a particular cli-
mate. It prefers 15.6~18°C for growth. The production costs
per acre are the highest among all vegetable crops (35).

Celery cultivars are classified into two types (2).

a. Golden (yellow or self-blanching) type: golden
foliages, earlier, less vigorous, thinner petioles,
more sharply ribbed, stringy, more inferior in
eating and keeping quality, primarily for spe-
cialty markets.

b. Green type: green foliages.
(i) Utah type: predominate, many attractive

and well-overlapped petioles, a well-
developed heart.

(ii) Summer Pascal type: excellent eating
quality, generally lacking compactness,
few petioles, poor heart development,
less affected by cold, less likely to bolt in
early planting.

(iii) Slow Bolting type: less affected by cold,
less likely to bolt in early planting. 

Celeriac or knob root celery (Apium graveolens var.
rapaceum) is grown for its enlarged roots. Smallage 
(A. graveolens var. secalinum), grown long before celery,
is most popular in Asian and Mediterranean regions. It
produces rosettes of long, thin petioled leaves (16, 36).

F. FRUIT VEGETABLES

Fruit vegetables are grown for their fruits for consump-
tion. They are mainly grouped into cucurbits, legumes,
and Solanum fruits. Within the same botanical family, dif-
ferent crop species have similar cultural requirements and
pest problems. Other fruit vegetables include okra and
sweet corn.

1. Cucurbitaceae

The Cucurbitaceae, a very important food crop family, has
been consumed and utilized by human beings for more
than 10,000 years. The gourd family consists of 118 gen-
era, only 9 of which are used as vegetables. Among them,
three genera, i.e., Cucumis, Citrullus, and Cucurbita, are
of more commercial importance in the world; however, the
others are of greater importance in Asia or other regions.
These include the genera Benincasa, Lagenaria, Luffa,
Momordica, Sechium, and Trichosanthes. The genera
Cucurbita (pumpkin and squash) and Sechium (chayote)
were domesticated in the Americas while the others were

of old World origin (originating in Asia and Africa). All are
warm season crops and very susceptible to cold injury.
However, some types adapt to cool and dry climates. They
are herbaceous annuals except chayote which can be
grown as perennial. These cultivated species of the
Cucurbitaceae family have similar plant habits and cultural
methods. They are also known as cucurbits or vine crops.
The plant is either a climbing or trailing vine or a bush
type. The bush type is of determinate growth and usually
bears earlier than vine type. The root system consists of a
deep taproot and highly branched short laterals with hori-
zontal distribution similar to the range of plant canopy.
They are grown mainly for their fruits. Other parts of the
plant may also be consumed for food such as the seeds of
watermelon and squash, the flowers of squash and luffa,
and the shoots of chayote. Indeterminate vines continue to
grow until the plant dies. Side shoots emerge from the leaf
axils. Large leaves are borne singly and alternate (38–41).

Most cucurbits are monoecious, producing female and
male flowers at separate nodes in the same plant. Usually
female flowers are borne singly and male flowers either
singly or in cluster in the leaf axils. Melons have andromo-
noecious type, producing perfect flowers and male flowers
in the same plant. The gynoecious types, producing only
female flowers, are also available in cucumber. The sex
expression, a genetic trait, can be modified by environ-
mental factors and growth regulators. High temperature
and long days favor male blooms, while low temperature
and short days favor female flowers. The use of ethephon
induces female flowering while gibberellic acid and silver
nitrate promote male flowers. The plants can be manipu-
lated for the purpose of seed production (38–41).

Most cucurbits can be grown from direct seeding or
by transplanting; however, special care is required for the
latter practice (43). The seedlings are grown in individual
containers to 3~4 true leaf stage to be transplanted. Most
crops are direct-seeded in the field in the U.S. The plant
spacing varies according to the plant types, with closer in-
row spacing for small vined and bush types than for large
vined ones. The plastic mulch can be used in the field to
raise the temperature for early plantings. A critical period
for water occurs during blooming and early fruit set. For
sufficient pollination of the plants, the beehives may be
brought into the field after female flowers bloom.
Cultivation, weed control, irrigation, and pest control are
managed similarly to all vine crops (39, 42).

a. Bitter melon (Momordica charantica L.)
Bitter melon, indeginous to the tropics of India or
Southeast Asia, is very popular in tropical areas. It is dis-
tinct from other vegetable cucurbits by its delicate
foliage, slender stems, and simple tendrils. The fruit sur-
face is studded with protuberance. The bitterness of the
fruit is due to momordicosides, glycosides of tetracyclic
triterpenoids. Immature fruits are less bitter and can be
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eaten raw or cooked. They may also be picked or dried
for later use. At maturity the fruits turn orange and split
open at the blossom end, to expose the bright red fleshy
arils surrounding the seeds. The sweet arils can be eaten.
Young shoots, leaves, and flowers are eaten as potherbs
in India and southeast Asia. All parts of the whole plant
are employed as folk medicine. The fruit of bitter melon
is a good source of vitamin C, and has been also investi-
gated as an agent inhibiting growth of the HIV virus. 

Bitter melon requires warm, sunny areas with fertile,
high water-retaining soils of pH 5.5~6.5. The optimum
temperatures for seed germination are 30~35°C, for vine
growth and fruiting, 25°C. Commercial crops are pro-
duced either on ground or on support in arch shape or in
triangle shape. The fruits are usually protected from light
and fruit flies with paper bags or crude fibers (42, 44).

The cultivated forms of bitter melon are grouped by
fruit color into white, light green, and green; by fruit
shape into spindle, pear-shaped, or elongated; by fruit size
shape into regular (up to 30 cm long and 10 cm in diame-
ter) and wild (up to 8 cm long and 4 cm in diameter); and
by the shape of protuberence.

b. Pumpkins and squashes (Cucurbita spp.)
Pumpkins and squashes consist of four of the five culti-
vated species of the genus Cucurbita. They originated in
tropical and subtropical America and have been culti-
vated for thousands of years. However, different types of
pumpkins and squashes are not easily distinguished by
botanical names or by morphological characteristics.
The inter-crossability among different types and among
species makes clear classification difficult. The classifi-
cation is largely based on culinary use and stage of
maturity. C. moschata is believed to have originated in
Central America or northern South America, C. maxima
in the Andes Mountains of South America, and both C.
pepo and C. argyrosperma in northern Mexico and the
southwestern U.S. After pumpkins were introduced to
China and Japan, they became important vegetable crops
there and many Oriental types were derived. This gives
much diversity in fruit shape color and size to the crop
(42, 44).

The crop requires a warm season with temperatures
between 18 to 30°C for optimum growth. Optimum tem-
peratures for seed germination are 25~30°C, and for fruit
development, 25~27°C. Growth period from planting to
harvest ranges from 40~60 days for summer squash to
80~140 days for pumpkins and winter squash. For early
production, a light loamy soil is desired. Sunny, dry
weather is important for successful pollination by honey-
bees and good fruit development (39, 42, 43).

C. maxima, in general, has better fruit quality in
flavor and texture than C. moschata. But C. moschata has
disease resistance and with stands high temperature bet-
ter than C. maxima. 

In the U.S. Cucurbita species with round and orange
fruits are called pumpkins, while those that have fruits of
other colors and shapes are called squashes (39, 43):

(i) Summer squash: Commonly C. pepo, grown
for their immature fruits with soft skin, includ-
ing yellow crook neck and straight neck, scal-
lop squash, cocozelle, and zucchini.

(ii) Winter squash: including all four Cucurbita
species, grown for mature fruits usually with
hard rind, such as acorn, hubbard, butternut,
banana, and orange marrow. 

(iii) Pumpkins: mostly C. pepo and C. moschata,
grown for their ripe fruits used as an ingredient
in pies. 

The naked-seeded pumpkins are grown for their seeds
to be roasted for snacks. C. maxima can grow to jumbo
size (22~45 kg) for exhibition purposes.

c. Cucumber (Cucumis sativa L.)
Both cucumber and melon are members of genus Cucumis;
each belongs to a different subgenus. Cucumber is indige-
nous to India and has been cultivated for more than 3,000
years. It also has a long history in China where it is con-
sidered a secondary center of genetic diversification. Early
travelers brought cucumber to Mediterranean countries
(42). In the early 14th century, cucumber was cultivated in
the U.K. It was introduced to the U.S. by 1539. Now
cucumber is widely used as fresh and processed products.
The leading U.S. States for fresh market cucumbers are
Georgia and Florida, while Michigan, North Carolina, and
Texas lead in processing type production (43).

Cucumber requires temperature of 30°C during the
day, 20°C at night for optimum plant growth. The seeds
germinate best in 25~30°C, and in this range, fruits
develop rapidly. The crop growth rate increases steadily as
the temperature increases to 32°C (42, 43). Glasshouse
cultivation is also common for the cucumber in Northern
Europe, Asia, and the Middle East.

Cucumbers are divided by use into slicing type and
pickling type, by culture into outdoor type and green-
house type (39, 43):

(i) Pickling cucumber: fruits cylindrical in shape
with blocky ends and a medium green color.

(ii) Slicing cucumber: smooth, symmetrical, and
white-spine fruits longer than pickling type,
with glossy, dark-green skin.

(iii) Greenhouse cucumber: mostly parthenocarpic
(set fruit without pollination).

d. Wax gourd (Benincasa hispida (Thunb.) Cogn)
Wax gourd is the only species of the genus Benincasa,
which is named for Italian botanist Count Benincasa. The
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species name refers to the pubescence on the foliage and
immature fruit. Of Indo-Malayan origin, wax gourd is an
important vegetable in India, China, the Philippines, and
elsewhere in Asia. Both mature and immature fruits are
consumed, either cooked or picked. The mature fruits har-
vested in summer can be stored at 13~15°C and 70~75%
RH for over 6 months. The name winter melon refers to
its long storage life. The fruits are especially valued for
their high water content, bland taste, and cooling proper-
ties. The sliced pulp is dried for later use, and sometimes
candied in sugar syrup. The candied fruits are boiled to
make the popular summer drink, wax gourd tea, served as
a seasonal and festival specialty. The Chinese steam the
entire mature fruit as a soup tureen with various stuffed
ingredients. In addition to the food value, wax gourd is
also important in traditional medical practices. The rinds
and seeds are part of various medications throughout
Southern Asia. The fruit wax is sometimes collected to
make candles. Mo-kwa (B. hispida var. Chieh-qua How.),
a botanical form of wax gourd, is usually grown for its
immature fruit which is about 0.4~0.7 kg and 18~25 cm
long. It is high yielding and more heat tolerant.

Wax gourd grows best in sunny, moderately dry areas.
It requires fertile, well-drained soils of pH 5.5~6.4. The
optimum temperatures for seed germination are 30~32°C
and for plant growth and fruiting 24~27°C (42, 44). The
cultivated forms of wax gourd can be divided by fruit
shape into long cyclindrical and short cylindrical; by fruit
size into small (1.5~5 kg) and large (7~20 kg); and by skin
color and the presence of waxy white bloom on fruits into
dark green, light green, and waxy. 

e. Other Cucurbits
As many Asian immigrants moved to the U.S. other cucur-
bits of Asian or African origin become common in areas
with large Oriental populations. These crops include
immature fruits of smooth luffah (Luffa aegyptaca Miller),
angled loofah [L. acutangula (L.) Roxb.], bitter melon
(Momordica charantia L.), bottle gourd [Lagenaria sicer-
aria (Mol.) Standl.], wax gourd or Mo-kwa, the immature
fruits of Benincasa hispida. Among these, bitter melon
also has medical use (42, 44).

2. Legumes

Vegetable legumes, all dicotyledonous annuals, are mem-
bers of the Leguminosae (Fabaceae) family. The immature
fruits are important vegetables and the dry seeds are an
important staple food. In some, the leaves, tender shoots, or
the roots are harvested and used as vegetables (47).
Legumes may be classified according to the position of the
cotyledons in the germinated seedlings. Epigeal is the type
where cotyledons are above the ground; hypogeal is the
type where cotyledons remain underground. Many legumes
can assimilate their own source of nitrogen as a result of a
symbiotic relationship with bacteria of Rhizobium in their

root nodules. However, before successful symbiotic rela-
tionship is established, the crop still needs adequate supply
of nitrogen in the soil for growth (46, 47).

Peas and broad beans are cool season crops while
beans are warm season crops, intolerant of frost. Each
legume species has strains or varieties adapted to a partic-
ular range of conditions. All vegetable legumes are direct-
seeded to the field. The pole type or the tall cultivars are
usually supported or trained to poles. Generally bush types
require less time for flowering than the pole cultivars (48).

a. Common bean, Snap bean (Phaseolus vulgaris L.)
Common bean is the most widely cultivated bean in the
genus Phaseolus. Over 7,000 years ago, on common bean
originated in Central and South America. It was intro-
duced to Europe in the 16th century and soon spread to
other parts of the Old World (47). Beans are marketed
fresh, canned, or frozen. Wisconsin is the largest bean-
producing state for processing and Florida leads in fresh
market production (48, 49).

The optimum soil temperature range for germination
is 25~30°C. The optimum temperature range for growth is
16~30°C. Temperature above 30°C at flowering can cause
flowers to abort. Vine types are adapted to cooler temper-
atures than bush types. The desirable maturity character-
istics are undersized seed development and low sidewall
fibers (47–49).

Common beans are divided into bush and vining types
according to growth habits, and fresh market and process-
ing cultivars according to uses. Based on pod color, com-
mon beans are either green-podded or yellow-podded,
sometimes even purple-podded. Beans may also be classi-
fied by shape of the pod or color of the seeds (48).

b. Lima bean (Phaseolus lunatus L.)
There are two types of lima beans, the large-seeded and
small-seeded types. They originated in both Central and
South America before 5000 B.C. (47). The Native Americans
spread the crop and it became an important vegetable crop
in the U.S. It can be consumed fresh, frozen, or canned. The
lima bean growth habit is similar to the common bean.
California is the only state to harvest dry lima beans, both
baby lima beans and large-seeded ones (48, 49).

Lima beans require a slightly warmer climate than
common beans (47). They germinate at 15~30°C with an
optimum soil temperature of 25°C. Mean monthly temper-
atures of 15~24°C are necessary to grow the crop. The
small seeded type, being less restrictive, can tolerate hotter
and drier conditions than the large-seeded one (47).

The U.S. cultivars have seed coats of white, creamy,
buff, or light green. The large-seeded type is narrowly
adapted, but is of better quality. The small-seeded type is
grown widely (48):

(i) Bush type: productive with small seeds, ex.
Henderson, Early Thorogreen.
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(ii) Pole type: largely for home gardens (Pierce),
producing small seeds.

c. Peas (Pisum sativum L. ssp. sativum)
As one of the most ancient crops, peas originated in the
eastern Mediterranean region and Near East. Peas can be
dated to 7,000~9,000 years ago (47, 48). Dry peas were
utilized as food in Europe from very early days and green
peas were not used until the 16th century (46). The edi-
ble podded types evolved in more recent times. In the
Orient, the tender shoots of peas are used as greens (50).
The term English pea reflects many cultivars of peas
developed and grown in England. Columbus brought the
pea to North America where it quickly spread to all parts.
Commercial production in the U.S. is primarily for pro-
cessing, including canning and freezing. Seeds are either
smooth or wrinkled; the former is starchy and the latter is
sweeter (48, 49).

Peas thrive in cool and moist weather. The crops grow
best at mean temperatures of 13~18°C. Long days and cool
temperature accelerate flowering. The smooth-seed types
are more adapted to cool weather conditions than the 
wrinkle-seeded types. The edible podded types are more
adapted to warm conditions than the green pea types. Heat
units are commonly used to predict harvest dates for the
processing industry (47).

There are several types of peas, including shelled
peas, edible podded peas, and dry peas. Pea cultivars are
classified by seed color, growth habit, seed quality, and
pod appearance (48, 49):

(i) Dry peas: light green seed color, starchy.
(ii) Canning peas: most determinate, light green

and sugary seeds.
(iii) Freeze peas: most determinate, dark green and

sugary seeds.
(iv) Edible podded peas: pods lacking the stiff,

papery inner parchment, the whole pods con-
sumed.
(a) Snow peas: sugary seeds slightly enlarged.
(b) Snap peas: sugary seeds more developed

and pod wall thickened.

d. Southern pea [Vigna unguiculata (L.) Walp.
ssp. unguiculata (L.) Walp.]

The origin of Southern pea is rather obscure. It is possibly
of tropical African origin (47) or from India (47, 48). There
are three distinct cultivar groups in Vigna unguiculata, char-
acterized by growth habit and pod character (48). The
immature pods of all three are used as vegetables. The yard-
long bean is more popular to the Southeast Asians with pods
ranging from 30 to 75 cm in length. Catjang cowpea has
erect small pods 7~12 cm long with small and cylindrical
seeds. It is more common in India. Southern peas, also

known as black-eye peas, are mostly confined to the south-
ern U.S. They are grown primarily for the green shelled
seeds, a large amount of which are processed and canned or
frozen (48).

Southern pea grows best in hot, dry climates.
Optimum temperatures for growth are 27~30°C during
the day and 17~22°C at night. It tolerates heat better than
common beans or lima beans. Fresh market peas may be
harvested 16~17 days after bloom (47).

Cultivars of southern pea differ in maturity, in pod
color, crowding of seeds in the pods. Black-eye peas refer
to those having a dark outline or eye around the hilum.
Other major types include purple hulled and creamy yel-
low. The large cultivars are well suited for pick-your-own
and local sale (49).

3. Solanum Fruits

Solanum fruit crops, all of tropical origin, are members of
the  Solanaceae family. They include tomato, peppers (both
bell pepper and chili), and eggplant, all grown as annuals
for commercial production. Tremendous phenotype varia-
tions are available in fruit shape, size, and color. They are
warm season crops with eggplant being more heat tolerant
than pepper and tomato. Chili pepper can grow in higher
temperature than bell pepper. The potato, in the same genus
as the eggplant, is discussed under stem and tuber crops
(20, 52).

These crops share similar disease problems. In some
countries, grafting culture of tomato and eggplant on
resistant stocks is used to combat soil-borne diseases.
Early production can be forced by planting transplants to
fields mulched by plastics. Direct seeding can be success-
fully used for later, especially processing, production.
Transplants are usually greenhouse grown in plugs.
Tomato and bell pepper are grown in glasshouses or other
protective structures in some regions where climate limits
field production (20).

a. Tomato [Lycopersicon esculentum (L.) Mill]
The tomato originated in the Andes of South America and
evolved from the cherry tomato (L. esculentum var.
cerasiforme). However it was introduced from Mexico to
Europe early in the 16th century (37, 52). Early use of
tomato was hampered by the belief that it was poisonous,
because many of the Solanum species contain alkaloids.
The tomato was introduced to the U.S. in 1710, and was
produced in New Orleans in 1779 (51, 52).

On a worldwide basis, tomato is one of the most impor-
tant vegetables or salad plants (37). The acid sweet taste and
unique flavor account for its popularity and diverse usage.
Although not among the most valuable crops in nutrient
contents, tomato is an important source of vitamins A and C
because of the substantial per capita consumption. The U.S.
leads in total tomato production and processing. California
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and Florida lead the nation in fresh market and processing
tomato, respectively (20).

Tomato requires temperatures of 25~30°C for opti-
mum germination. Day temperatures of 25~30°C with
night temperatures of 16~20°C are optimal for growth and
flowering (20, 51, 52). Fruit set is best between 18~24°C
with night temperatures more critical than day tempera-
tures. Cultural practices of pruning, staking, and caging
are used to increase light interception and aeration for
production enhancement.

Tomatoes are classified as determinate and indetermi-
nate in growth. Higher planting densities are given to the
former type to compensate for their lower yield potential.
Tomatoes are grouped into fresh market, processing, and
home garden types according to use. Processing cultivars
are usually determinate and ready for harvest in 75 days
after field setting. The greenhouse tomatoes are indeter-
minate and the home garden types may be either determi-
nate or indeterminate. Variation in shapes (globe to pear),
fruit color (yellow, pink, and red), and size (cherry, beef)
exist in different cultivars (20). 

b. Pepper (Capsicum annuum L.)
With a long history of cultivation of more than 7,000 years,
peppers are native to tropical and subtropical America (52).
Among the five domesticated species in the genus
Capsicum, C. annuum is the most widely cultivated and
economically important species and includes both bell pep-
per and chili pepper. C. frutescens has small fruits. Tabasco
is the best known cultivar and is grown commercially for
making Tabasco sauce (20, 54).

Columbus introduced peppers to Europe, and subse-
quently to Africa and to Asia. Peppers were soon inte-
grated into people’s cuisine due to the characteristic flavor
and pungency. In addition to use as food or spices, pep-
pers are also used in pharmaceutical products such as pep-
per plaster. The pepper is an indispensable food in many
countries. Asia is the largest producer with China leading
in world production (53). In the U.S. New Mexico leads
in chili pepper production while California leads in bell
pepper production (55). Peppers are good sources of vita-
mins C and A.

The pepper is a warm-season crop. The optimum tem-
perature for pepper growth and development is higher
than that for tomato. The seeds germinate rapidly in
25~30°C. The base growing-degree-days temperature is
18°C. The average temperature for optimum growth is
21~30°C, for fruit set 20~25°C, and for color develop-
ment 18~24°C. The plants are not photoperiod sensitive
for flowering. The small fruit cultivars are more tolerant
to high temperature extremes (51–53).

Peppers are classified into two main types, the sweet-
fleshed fruit and the pungent fleshed fruit. They can also
be grouped by fruit appearance and use. Classified by pod

type, there are bell, pimiento, cheese, ancho, cayenne,
Cuban, jalapeno, serrano, wax, and cherry, among others.
Important commercial types are listed as follows (20, 54):

(i) Bell type: large blocky fruit with three to 
four lobes and thick flesh, mature green fruits
harvested for fresh market, mature colored
fruits in red, orange, or gold also in commer-
cial markets.

(ii) Cherry peppers: round or slightly flattened
fruits, orange to deep red when harvested,
sweet or hot, small or large.

(iii) Chili type: pungent and thin flesh fruit, from
cherry size to slender fruit up to 20 cm long.

(iv) Pimento peppers: fruit sweet with thick wall,
conical or heart-shaped, turning red at maturity.

(v) Tabasco peppers: fruits 2.5~7.5 cm long, slim,
tapered, and highly pungent.

Peppers can be fresh, canned, brined/pickled, frozen,
fermented, dehydrated, and extracted for oleoresin (53).

c. Eggplant (Solanum melongena L.)
Native to India, eggplant is not as popular as tomato or
pepper as a vegetable. However, it is widely used in
China, India, Japan, and many Mediterranean countries.
The name eggplant is believed to reflect the early forms
with small, white fruits resembling eggs. There are in gen-
eral three forms of eggplants: round egg-shape fruits, long
slender fruits, and dwarf plant form (20, 51, 52). Fruit tis-
sues contain high levels of phenolics; upon cutting they
are quickly oxidized by enzymes, resulting a brown dis-
coloration of the flesh (51).

Introduced to American gardens in 1806, the eggplant
was primarily an ornamental curiosity until the 20th cen-
tury. Commercial eggplant acreage is primarily located in
Florida and New Jersey (20).

Eggplant is very sensitive to low temperatures and it
requires a relatively long, warm growing season.
Optimum temperatures for seed germination are
24~32°C, for growth and development, day temperatures
of 22~30°C and night temperatures of 18~24°C. The
elongated fruit type tends to be more resistant to high tem-
perature than the round fruit type. To have high yield,
plants require high light intensity (51, 52).

There are two basic types of eggplants based on fruit
shape (52):

(i) Standard oval shaped type: large, smooth,
glossy purplish-black fruit.

(ii) Oriental type: long slender purple-black fruit.

There are also types with white, yellow, or apple-
green-colored fruits.
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4. Sweet Corn (Zea mays L.)

Sweet corn is a monocot of the Poaceae (Gramineae) fam-
ily. An ancient crop dating from about 5,000 B.C., corn
originated in the highlands of central and southern
America. Sweet corn originated from a mutation of grain
corn (56). Corn was not popular initially because it was
difficult to store. Commercial sweet corn production began
about 200 years ago in the U.S. The U.S. leads the world
in sweet corn production. In addition to fresh use, a con-
siderable volume is processed by canning and freezing of
kernels after removal from the cob (57).

Corn plants are monoecious with male flowers borne
as the terminal inflorescence on the main stem and female
flowers borne as lateral ear shoots. The basal nodes of an
ear shoot are concentrated with little internode space. They
form a tight husk around the developing ear. Each individ-
ual kernel is a single-seeded fruit composed of a small
embryo and a large endosperm. Sweet corn kernels contain
less starch, and more sugar and water-soluble polysaccha-
rides which are responsible for the creamy texture (56).

The optimum temperature range for corn growth is
24~30°C. In general, the warmer the air temperatures, the
faster the corn will grow to maturity (57). However, moder-
ate temperatures are optimum for carbohydrate accumula-
tion. Cool nights are particularly important at harvest time.
Plants flower sooner when days are short. The crop is sensi-
tive to soil acidity, requiring a soil pH of 6.0~6.8. It requires
high water, but not waterlogging and high fertilization.

Sweet corn cultivars are classified by kernel color (yel-
low, white, and bicolor), maturity date (early and late), and
use (market, freezing, canning, or shipping) Classified by
kernel sweetness, there are the following (57):

(a) Standard sweet corn: containing the recessive
su 1, traditional sweet corn flavor and texture.

(b) Modified sugary sweet corn: containing the sug-
ary enhancer gene se, high sugar, thin pericarp.

(c) Supersweet corn: containing recessive sh 2 gene,
higher in sugar, lower in starch, tougher skinned.

G. BEAN SPROUTS

Bean sprouts are produced mostly from germinated seeds
of mungbean [Vigna radiata (L.) Wilcz] and soybean
[Glycine max (L.) Merr]. The use of bean sprouts has long
history in China. The seeds are soaked for 24 h, sprouted,
and allowed to grow in the dark for several days before
harvest for consumption. The etiolated hypocotyls and
young cotyledonary leaves are eaten with other vegetable
dishes (58). The sprouts are a good source of vitamins B1

and B2 and dietary fiber. More than 20 kinds of sprouts
have been developed. Among them, pea sprouts and alfalfa
sprouts are popular vegetable sprouts grown from legume
seeds. Light exposure a few days before harvest produces
pea sprouts green in color. Sprouts are grown under light

to harvest green sprouts. Daily watering is necessary. The
growth of sprouts does not require supplemental nutrients
but depends on the storage reserve of the seeds. Given
optimum temperature for seed germination, water for
sprouts to grow, and proper aeration, bean sprouts can be
produced year round in controlled environments (58).
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I. INTRODUCTION

Vegetables are considered a significant part of all major
dietary guidance systems. Their many chemical elements
and compounds are known to affect thousands of physio-
logical functions and to promote health (1). This chapter
provides an overview of nutrients and non-nutrient phyto-
chemicals commonly found in vegetables, along with a
description of the basic nutrient profile for vegetables in
general. Factors affecting nutrient variations, both natu-
rally occurring and due to processing, are summarized.
Lastly, this chapter reviews many of the purported health
benefits derived from various vegetable phytochemicals.

II. NUTRIENTS

A. NUTRIENTS

About a century ago, researchers observed that growth
and survival of animals was directly affected by various
individual components in foods. These components were
termed nutrients and were to be considered required for
normal growth and health. In the early 1900s, researchers
began to focus on the disease-preventing properties of

vegetables. McCollum and colleagues realized that the
addition of vegetables to a seed diet was necessary to pre-
vent deficiency conditions in omnivore species (2).
Researchers then realized that a diet deficient in even a
single essential nutrient (required from food), could result
in a dietary deficiency disease or even death (3).

Strictly speaking, nutrients are compounds that
cannot be synthesized by the human body from other
chemicals or cannot be synthesized rapidly enough to
meet the needs of the body. Thus, by the classical defini-
tion of nutrient, the term “essential nutrient” is redundant.
However, the terms “non-essential nutrient” or “dispensa-
ble nutrient” are sometimes used to describe chemical
compounds that are contained in foods and have a func-
tion in the body, but are typically synthesized by the body
in adequate amounts.

As nutrition science evolved, a third category of nutri-
ents has been identified as “conditionally essential.” This
terminology is used to describe substances that may
become essential under specific conditions that reduce the
body’s capability to synthesize adequate amounts of the
compound. This may be caused by changes in physiolog-
ical demands due to a genetic defect, a disease condition,
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the stress of surgery, or the use of certain drugs such as
statins and Co-enzyme Q10 (4,5).

Presently, there are approximately 50 individual food
elements and chemical compounds identified as essential
nutrients. These nutrients are classified into six broad
chemical categories based on chemical structure and func-
tions including water, proteins, fats, carbohydrates, vita-
mins, and minerals. Table 21.1 lists nutrients by
essentiality category and the basic physiological functions
of providing energy, structure, or regulation of the body’s
thousands of chemical reactions.

Nutrients frequently act in concert to regulate specific
physiological functions. For example, calcium, magne-
sium, and potassium regulate muscle contraction and
relaxation (7,8). Vitamins B-6, B-12, and folate function
in concert to prevent the excessive accumulation of homo-
cysteine, which in turn reduces the risk of coronary artery
disease (9).

The proper proportion of specific nutrients is also
important in maintaining health. For example, the ratio of
omega-3 fatty acids (primarily from fish oils and some
vegetable oils) to omega-6 fatty acids (primarily derived
from many vegetable oils) is an example of the essential-
ity of correct nutrient proportions. Both types of fatty acid
are essential for regulating eicosanoid synthesis which in
turn affects physiological functions such as blood pres-
sure, inflammation, and blood clotting. The appropriate
proportion of omega-3 to omega-6 fatty acids is 1 to 4 up
to 1 to 10. An imbalance of these fatty acids appears to be
related to various chronic health problems (10).

Nutrients, even essential nutrients, are known to be
harmful in excessive amounts. The Institute of Medicine
has published both the recommended levels of intake and
the tolerable upper intake levels for many nutrients. These
recommendations provide guidelines on what constitutes
generally safe ranges of intake and what levels of a nutri-
ent may be excessive and even harmful to humans
(11–14).

The use of certain drugs may require nutrient intake to
be maintained within a more narrow range. For example,
excess vitamin K intake, even from naturally occurring
plant sources, can interfere with the function of common
blood anticoagulant drugs (15).

B. NUTRIENT PROFILES

Foods from various common food groups (meat and poul-
try, milk products, fruits, vegetables, grains, and beans)
have classic nutrient profiles or distinctive nutrient finger-
prints. Typically, these nutrient profiles are expressed as
the amount of various key nutrients typically contained in
100 grams of edible portion.

Compared to other food group nutrient profiles, veg-
etables provide the nutrient characteristics that most con-
sumers perceive as health promoting (Table 21.2).

Vegetables contain no cholesterol, very little fat, sugar,
and sodium, yet provide concentrated sources of many
vitamins and minerals. There are literally hundreds of
vegetables, with the majority of these cultivated in Asia
(17). Table 21.3 presents representative nutrient ranges
and means for 38 of the more commonly consumed veg-
etables in America (18).

C. FACTORS AFFECTING NUTRIENT COMPOSITION

OF VEGETABLES

Biological, chemical, and physical factors all affect the
nutrient composition of vegetables. For these reasons,
nutrient values for any particular vegetable may differ
significantly from published values commonly used in
databases. Table 21.4 presents a partial list of factors that
can significantly affect variability of nutrient content in
foods. Comprehensive texts and research papers (as well
as references cited within) are referenced in this table for
those interested in a deeper understanding of any single
production factor.

Because of the virtually endless possibilities of factor
combinations, there is no definite set of rules dictating
how the exact nutrient composition of any single plant
may vary from the usual. Vitamins and minerals, rather
than protein, fat, and carbohydrates, are the nutrients
likely to have the greatest variation even within a single
plant species.

Vitamins, functioning as cell regulating cofactors,
will continue to be utilized by the plant even after being
harvested (24). Other factors such as heating, acid, or
alkaline exposure, and processing techniques that cause
oxidation can decrease the vitamin concentration to a
fraction of the initial value (25).

The content of some minerals in plants is dependent
upon the amount of a particular element available in the
soil for the growing plant. For example, depending upon
the selenium content in the soil, plants may have very low
levels of selenium or contain toxic amounts.(26).

D. BIOAVAILABILITY

Even though vegetables may contain ample quantities of
nutrients and phytochemicals, some vegetables also con-
tain chemicals that bind with nutrients and phytochemi-
cals making the beneficial compounds unavailable for
absorption. An understanding of these bioavailability con-
siderations is essential to avoid using nutrient data of veg-
etables in a misleading way (27,28).

Nutrient antagonists can significantly decrease the
bioavailability of nutrients from foods. High levels of one
mineral may competitively reduce the absorption of another
mineral element. For example, magnesium interferes with
calcium absorption (29). Zinc also is known to interfere
with magnesium absorption (30). Phytochemicals, like
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dietary fiber and phytic acid, can reduce the bioavailability
of minerals such as iron or calcium.

Minerals are the nutrient class most commonly
affected by decreased bioavailability. Most commonly, the
low availability of the mineral to the body is due to 
the mineral’s chemical form or to other components in 
the diet. Bioavailability for each mineral can vary exten-
sively. For example, on the average, a human absorbs
from the diet about 1 to 10% of the iron and manganese,
1 to 20% of the zinc, and 15 to 40% of the magnesium and
calcium. These percentages will vary based on the quan-
tity of food components such as dietary fiber and oxalic
acid which bind with minerals making them unavailable

for absorption. Spinach is a good example of a vegetable
with relatively high levels of calcium that are virtually
unavailable to the body due to the high oxalate concentra-
tion in the spinach. Consequently, listing spinach as a
food that is high in calcium is technically correct, how-
ever, it is deceiving because it is not a good source of cal-
cium for humans (31).

Another factor that can affect the bioavailability of
minerals is the physiological status of a person. For some
minerals, the efficiency of absorption is increased (within
certain limits) during times of dietary deficiency and the
absorption efficiency is decreased during times of high
intake (32).
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TABLE 21.3
Vegetable Composition Based on 100 g Edible Portion as Raw or Minimally Prepared for Consumption.
Range Information Based on Various Sources Including USDA Nutrient Database Series 14 and Others

Vegetable Water (g) kilocalories Fat (g) Protein (g) Total Carbohydrates* (g) Sugar (g) Fiber (g)

Artichoke (globe) 80–86 17–70 0.3–0.4 0.5–4.5 13 2 0.8–5.4
Asparagus 92–93 9–27 0.2 2.2–3.9 4.6 1.3–2.3 0.0.7–2.1
Beet root 83–89 44–58 Tr - 0.7 1.3–1.8 10 6–7.3 0.6–3.1
Broccoli 89–91 28 Tr - 0.3 3.1–4.0 5.3 0.4–2 1.3–3
Brussels sprouts 84–89 16–58 Tr - 0.5 2.4–4.4 8.7 3.6–4 1.3–4.6
Cabbage 86–93 8–36 Tr - 0.7 1.4–3.3 5.4 2.7–3.8 0.6–3.4
Carrot 84–95 19–47 Tr - 0.7 0.6–2.0 10.1 5.4–7.5 0.6–2.9
Cassava 50–74 120–153 Tr - 0.7 0.7 27 1.2 0.6–1.7
Cauliflower 84–92 11–34 Tr - 0.3 1.8–3.4 5.2 2.4–2.6 0.8–2.4
Celery 89–96 5–22 Tr - 0.5 0.7–2.0 3.7 1–1.2 0.7–2.7
Chard 91–94 16–19 0.2–0.4 1.5–2.6 3.8 0.8–1.1 0.6–1.6
Chayote 74–95 24–29 0.1 0.8 5.1 – 0.4–0.6
Cucumber 91–97 9–16 Tr - 0.2 0.6–1.4 2.8 1.8–2.6 0.3–0.7
Eggplant 89–94 15–38 Tr - 0.7 0.7–2.4 6.7 2.1–4.2 0.9–2.5
Endive 93–94 11–24 Tr - 0.2 1.6–1.8 3.4 0.3–1.0 0.8–2.2
Leek 71–92 25–52 Tr - 0.4 1.3–2.5 7.6 1–4 1.0–3.3
Lettuce 92–97 11–27 Tr - 0.5 0.8–1.6 2.2 1.1–2.2 0.3–1.4
Mustard 68–89 10–28 Tr - 0.3 1.6–2.4 2.1 0.4–0.9 1.8–3.7
Onion 81–93 13–49 Tr - 0.35 0.9–2.2 8.6 5.2–6.7 0.5–1.7
Parsley 68–89 21–60 Tr - 1.0 3.7–5.2 6.9 Tr 0.9–9.1
Parsnip 79–83 56–83 Tr - 0.5 1.5–1.7 19.5 5.5–9.5 2.2–4.4
Pea 65–81 49–138 Tr - 0.8 4.6–8.2 15.6 2.3–7.4 1.8–5.5
Peppers 70–93 27–37 0.1–0.7 1.2–2.0 6.4 1.7–13.9 0.5–2.7
Plantain 58–74 116–128 0.05–0.8 1 31.2 5.6 0.3–2.3
Pumpkin 80–96 15–36 Tr - 0.2 0.6–1.8 4.9 2.5–3.2 0.5–1.3
Potato 71–85 75–109 Tr - 0.1 1.6–2.3 25.2 0.3–1.6 0.3–2.4
Radish 92–95 15–22 Tr - 1.1 0.7–1.2 3.6 2.0–3.4 0.5–1.0
Spinach 91–93 16–35 0.3 2.3–5.1 3.5 0.3–0.4 0.6–2.7
Summer squash 86–95 19–44 0.03–0.3 0.6–1.5 4.4 1.0–3.9 0.3–1.9
Sweet corn 57–80 86–142 0.8–2.1 2.9–4.5 19 3.2–5.2 0.6–3.2
Sweet potato 60–80 98–125 0.04–0.7 1.4–2.8 24.3 5.4–11.6 0.5–2.3
Taro 54–83 111–142 0.1–0.5 0.5–2.9 34.6 1 0.4–5.1
Tomato 90–96 14–23 Tr - 1.26 0.7–1.2 4.7 1.2–3.4 0.4–1.8
Turnip 87–93 11–35 Tr - 0.2 0.6–1.1 6.5 3.8–4.6 0.7–2.8
Watercress 90–94 11–29 Tr - 0.6 1.7–3.1 1.3 0.2–0.6 0.5–3.3
Yam 54–84 104–116 0.03 - 4 1.5–2.4 27.6 0.5 0.4–3.9
Zucchini 95–98 7–16 Tr 0.4 4 1.3–2.2 0.6–1.4

(Continued)



III. NON-NUTRITIVE PHYTOCHEMICALS

A. PHYTOCHEMICALS

Many components of foods are not strictly required by
the body for growth and daily maintenance, yet some
of these components may promote health and help
prevent disease. It has become common to call these
compounds by the general term phytochemicals when
present in plant foods or zoochemicals when present in
animal foods. Some phytochemicals are conspicuous by
their colors (carotenoids) or flavors (tannins); however,
the presence of many other phytochemicals is not as
evident.

In 1919, E.V. McCollum wrote in his book The Newer
Knowledge of Nutrition, “A plant structure, or an animal
body is an exceedingly complex mixture of chemical sub-
stances many of which are themselves individually as
complicated in their structure as the most complex
machine. The first step in the direction of reaching an
understanding of the chemistry in the living mass, must
involve the separation and the study of the structural units
of which the tissues are composed” (2, p. 2).

Although McCollum was likely writing this about
nutrients, his statement is as true today as nearly a century
ago. Presently the field of nutrition is identifying and
quantifying thousands of non-nutritive phytochemicals.
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TABLE 21.3
(Continued )

Ascorbic acid Vitamin A Thiamine Riboflavin Niacin Folic Acid Calcium Iron 
Vegetable (mg) (IU) (mg) (mg) (mg) (µµg) (mg) (mg)

Artichoke (globe) 5–33 16 0.07–0.2 0.01–0.17 0.1–1.3 66 19–74 0.02–1.0
Asparagus 11–41 100–550 0.1–0.23 0.08–0.3 0.8–1.1 25–156 13–28 0.5–2.0
Beet root Tr - 6 Tr - 35 0.01–0.03 0.01–0.06 0.06–0.4 20–80 15 32 0.4–2.8
Broccoli 40–93 700–1550 0.06–0.07 0.12–0.2 0.6 50–71 48–160 0.9–1.5
Brussels sprouts 35–128 50–720 0.06–0.13 0.08–0.19 0.4–1.04 14–86 10–53 0.1–2.5
Cabbage 20–220 Tr - 1330 0.03–0.17 0.03–0.21 0.15–1.55 20–37 30–204 0.5–1.9
Carrot 4–58 1660–28130 0.04–0.1 0.03–0.06 0.2–1.16 10–14 27–57 0.2–1.2
Cassava 9–48 10–240 0.04–0.23 0.02–0.1 0.25–1.4 22 23–91 0.6–3.6
Cauliflower 8–114 Tr - 20 0.04–0.13 0.04–0.06 0.25–0.89 30–48 13–43 0.2–1.9
Celery 5–15 Tr - 220 0.02–0.5 0.02–0.5 0.2–0.4 7–28 31–53 0.4–9.9
Chard 30–72 390–3300 0.04–0.07 0.06–0.14 0.61–1.14 14 51–176 1.4–4.0
Chayote 8–20 Tr - 50 0.01–0.03 0.02–0.04 0.4–0.45 18 12–13 0.3–0.4
Cucumber 5–19 Tr - 215 0.02–0.1 0.02–0.11 0.1–0.6 6–13 14–23 0.3–0.8
Eggplant 1–5 Tr - 65 0.05–0.08 0.02–0.04 0.5–0.8 14 6–36 0.4–1.0
Endive 7–12 560–2050 0.06–0.08 0.1–0.8 0.4 142 44–52 0.8–2.8
Leek 4–32 10–405 0.03–0.8 0.02–0.1 0.2–0.5 24 30–85 1–2
Lettuce 3–33 40–2200 0.04–0.14 0.03–0.1 0.2–0.5 20–73 17–107 0.05–4.0
Mustard 25–102 970–3030 0.04–0.09 0.06–0.2 0.36–0.8 29–73 65–220 0.7–4.5
Onion 6–10 Tr - 170 0.02–0.03 0.02–0.04 0.1–0.2 19 20–52 0.2–0.5
Parsley 90–200 1220–5200 0.08–0.2 0.11–0.6 0.53–1.8 40–183 130–325 2.3–19.2
Parsnip 10–18 Tr 0.07–0.11 0.05–0.09 0.2–0.7 20–58 36–57 0.6–1.5
Pea 12–35 50–600 0.25–0.52 0.06–0.15 1.3–3.3 8–63 13–52 1.2–3.6
Peppers 73–342 40–750 0.03–0.1 0.02–0.18 0.3–2.17 22 9–29 0.5–1.5
Plantain 6–54 15–910 0.02–0.1 0.01–0.1 0.16–1.4 26 2–23 0.1–2.1
Pumpkin 4–20 50–10820 0.03–0.05 0.03–0.08 0.4–0.9 9 15–66 0.3–0.8
Potato 8–64 Tr - 10 0.04–0.16 0.02–0.04 0.8–5.1 6–11 4–13 0.5–1.4
Radish 6–43 Tr - 10 Tr - 0.04 0.01–0.05 0.2–0.65 10–27 21–52 0.3–1.9
Spinach 1–59 800–6720 0.05–0.15 0.08–0.24 0.35–0.75 53–194 60–595 0.8–4.5
Summer squash 3–46 Tr - 1200 0.02–0.1 0.01–0.4 0.2–1.4 8–26 9–40 0.2–2.4
Sweet corn 7–10 Tr - 170 0.15–0.2 0.06–0.1 1.7 46 2–9 0.5–0.7
Sweet potato 7–68 3340–17050 0.1–0.15 0.03–0.14 0.41–1.56 10–11 14–45 0.6–1.3
Taro 3–8 Tr - 5 0.03–0.27 0.03–0.1 0.06–1.16 19 18–150 0.7–2
Tomato 19–48 50–625 0.04–0.11 0.02–0.12 0.45–0.91 5–15 5–14 0.4–1.2
Turnip 17–37 Tr - 5 0.03–0.07 0.03–0.06 0.4–0.94 4–15 30–65 0.01–0.5
Watercress 37–153 450–4700 0.05–0.2 0.09–0.3 0.2–1.38 9–50 63–222 1.3–5.1
Yam Tr - 13 Tr - 200 0.05–0.15 0.01–0.03 0.1–0.55 16 8–37 0.5–1.2
Zucchini 2–5 240 Tr - 0.04 0.04 0.2–0.4 17 13–14 0.2–0.4

* USDA database values only — expressed as total carbohydrate by difference; includes sugar, starch, and dietary fiber. Tr � trace amount.
Source: Refs. 16, 18.
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Many of these plant chemicals have been identified as
having health-promoting qualities. A partial list of veg-
etable phytochemicals linked to beneficial biological
activities is presented in Table 21.5. Other phytochemicals
have negative effects upon health either by inhibiting spe-
cific nutrient utilization or by being toxic (57).

B. PHYTOCHEMICAL PROFILES

The development of chemical profiles for vegetable phy-
tochemicals is in its infancy. Due to the enormity of the
task, it will likely be decades before good phytochemical
profiles exist.

C. FACTORS AFFECTING PHYTOCHEMICAL

COMPOSITION OF VEGETABLES

Many of the factors that affect nutrient composition (i.e.,
genetics, environmental factors, and processing) likely
also affect the phytochemical composition of vegetables.
This is especially true for the phytochemicals functioning
as antioxidants. However, information on this topic is
extremely limited.

IV. HEALTH BENEFITS DERIVED FROM
VEGETABLES

Modern society has dramatically affected how we eat.
Since the introduction of T.V. dinners, it appears that con-
venience greatly influences people’s food choices.
Researchers have found that monkeys or apes foraging in
the wild appear to get far higher levels of many essential

nutrients and beneficial phytochemicals relative to their
body weight than the average American (58).

Without a doubt, vegetables can be considered more
nutrient dense (nutrient content per kilocalorie of food)
than foods from other food groups. However, the phyto-
chemicals in vegetables may provide equally important
benefits for the prevention of chronic diseases like cancer
and heart disease (59).

Research on the purported health benefits of vegeta-
bles focuses on two main areas of study:

1) Maintenance of gastrointestinal tract health and
2) Reduction of chronic disease risk

A. GASTROINTESTINAL TRACT HEALTH

The gastrointestinal tract (GI-tract) is the gateway through
which the body transports nutrients and phytochemicals
into the circulation for delivery to body cells. A complex
network of internal organs and tissues is responsible for
the digestion or breakdown of food components into com-
pounds and elements that can be absorbed into the body.
In addition, the GI-tract serves as a protective barrier to
prevent some substances from entering the body (60).

Due to the extremely active and chemically hostile
internal environment necessary to accomplish the diges-
tive process within the GI-tract, cells along the 25–30 feet
of intestine are exposed to a great deal of chemical and
physical damage. Consequently, many of these cells have
only a three- to five-day life span. This constant turnover
of GI-tract cells results in continuous cellular replacement
and repair of damage.

TABLE 21.4
Factors That Can Affect Nutrient Content of Foods or Reported Nutrient Values

General References Relating to Multiple Factors (19–22)

Agriculture Production Environmental
Genetics: species and plant variety Geography, Altitude, Climate, Pest control, Season,

Sunlight, Soil composition/fertilization, Water

Harvesting, Shipping, and Storage
Plant maturity, harvesting time and method; Added Food Ingredients and/or Supplemented
Ripeness of plant, Harvesting time and temperature, with Nutrients
Time before, during, and after processing

Level and Type of Processing Preparation Methods
Fresh, Canned, Frozen, Concentrated, Dehydrated, Whole or cut, Cut/grind size,
Dried, Fermented, Salted, Smoked, With/without Mixed/whipped/blended, hot/cold preparation, Dry
sweeteners, salt, fat, added liquid or moist heat frying, Cooled/frozen

Heat Processing Laboratory Analysis (23)
Pasteurization, Irradiation, Ultra-high Sampling scheme, Chemical analysis methods,
temperature, High-temperature short Laboratory procedures, Use of calibration
term, Microwave, Pressure standards, Intra-laboratory variation,

Inter-laboratory variation, Data transcription

Source: Refs. 18–23.
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There is a significant amount of nutrient recycling
from injured GI-tract cells which allows many nutrients to
be digested and absorbed along with new food compo-
nents. This combination of recycled and dietary nutrients
is utilized to support adequate replacement of the cell lin-
ing of the GI-tract.

Over the last decade there has been an increase in the
number of reported cases of various gastrointestinal dis-
eases. Two of the most common GI-tract diseases are
diverticulitis (inflammation of small pouches formed
along the gastrointestinal tract) and gastro-esophageal
reflux disease (GERD), the common cause of indigestion
which causes the pain popularly called “heartburn” (61).
In fact, GERD is so common and chronic in the United
States that Prilosec® was one of the world’s top-selling
drugs in the year 2000.

Diverticulitis and GERD have one significant dietary
factor in common. Both of these conditions appear to be
related to years of inadequate dietary fiber intake (61,62).
Ironically, fiber is the most abundant phytochemical in
vegetables.

Vegetables contain both soluble and insoluble forms
of dietary fiber. The physiological effects of these two
dietary fiber types have both similarities and some signif-
icant differences.

Both soluble and insoluble fiber types hold water and
create bulk inside the GI-tract. Soluble fibers slow the rate
of stomach emptying into the small intestine. It is thought
that the stomach distension caused by fiber bulk and the
slower stomach emptying produces an extended feeling of
satiety after a meal (63,64). Intake of high soluble fiber
also tends to decrease the overall nutrient absorption rate
and may also reduce the amount of nutrients and phyto-
chemicals absorbed. This can benefit those with problems
in the management of blood glucose and may reduce the
absorption of cholesterol (65). Excessively high intake of
dietary fiber can interfere with the absorption of minerals.

B. IMMUNE SYSTEM HEALTH

The immune system is part of the body’s natural defense
system against disease and disease-producing conditions.
Approximately 80 percent of the immune system is
located directly adjacent to the GI-tract. Ordinarily, undi-
gested food molecules, microorganisms, and many toxins
cannot readily cross through the intestinal lining and do
not enter the circulatory system. However, disruptions to
the integrity of the GI-tract can challenge the immune sys-
tem beyond its capacity to maintain health (60).

C. CHRONIC DISEASE

Many phytochemicals have been associated with preventing
or decreasing the incidence of disease. Disease conditions
and related mechanisms that are purported to be affected by
various phytochemicals are summarized in Table 21.5.

No doubt there are numerous triggers in the initiation
of cancer and heart disease. And although there may be
many varied mechanisms of phytochemicals with anti-
cancer and heart promoting properties, one mechanism
may be related to the antioxidant property shared by many
of these compounds. The process of normal cellular
metabolism produces chemicals that are reactive oxygen
species like hydrogen peroxide and the superoxide anion
free radical. It is thought that free radical production
causes a secondary oxidative stress whenever there is an
imbalance of antioxidants to oxidants. This can occur with
an excess of oxidation stress or an inadequate amount of
antioxidants in the diet.

Research has shown that antioxidants are involved in
delaying many diseases and conditions that are associated
with aging such as cancer, heart disease, decreased
immune functioning, and visual and cognitive impairment
(66). A number of vitamins, minerals, and phytochemicals
provide antioxidant protection in the body. Based on a per
gram or per kilocalorie basis, vegetables contain signifi-
cant amounts of antioxidants.

Dietary phytoestrogens may help reduce the risk of
developing certain hormone-stimulated cancers such as
breast and prostate cancers. However, much more
research on this relationship is needed since some studies
indicate that phytoestrogen compounds may stimulate
progression of some types of cancer (67).

Flavonoids such as those found in onions, tea, and red
wine also are under study for potential cancer prevention.
The possible mechanisms of action may vary from one
flavonoid to another. They may prevent cancer cell prolif-
eration through specific enzyme inhibition (68).

V. SUMMARY

As a major category of foods, vegetables have a variety of
qualities and characteristics that supports common recom-
mendations to include them as a significant part of a bal-
anced and varied diet. They serve as important sources of
a wide variety of vitamins and minerals essential for nor-
mal human nutrition.

Vegetables supply these nutrients in forms that are
generally low in energy and fat, making them more “nutri-
ent dense” than most other food sources. The nutrient con-
tent of a particular vegetable can vary, with the extent
dependent on the nutrient, and a variety of factors includ-
ing plant genetics, agricultural factors, storage and han-
dling, processing, packaging, and preparation. Nutrient
content values in databases generally reflect averages.

The extent to which a vegetable food is a good source
of a nutrient also depends on type of processing and the
bioavailability of the nutrient. In some cases, a vegetable
can contain high levels of a mineral such as calcium or
iron, but the form of the mineral or interfering compounds
in the vegetable allow very little of the mineral to be
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absorbed into the body. Some nutrients are not found in
vegetables, including vitamins D and B-12 and the long
chain omega-3 fatty acids commonly found in fish oils
and some species of algae.

In addition to nutrients, vegetables provide a great
variety of non-nutrient chemical compounds commonly
called phytochemicals. The potential benefits and risks of
various phytochemicals found in vegetables represent an
increasingly active area of nutrition research. The body of
scientific research to date supports the inclusion of a wide
variety of vegetables in the human diet for reducing the
risk of developing a number of disease conditions that
tend to develop with age. Additional research is needed to
clarify more specific risks and benefits of various types of
chemical compounds found in vegetables.
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I. INTRODUCTION

This book is not the proper forum to present the manufac-
turing process for all categories of canned vegetables
being marketed in the United States. This chapter pro-
vides a short description of requirements for the major
commercial canned vegetables.

In the United States, two federal agencies have the
responsibility to make sure that the canned vegetables in
the market are safe and do not pose any economic fraud.
The U.S. Food and Drug Administration issues regula-
tions to achieve both goals. The U.S. Department of

Agriculture issues voluntary guides to achieve the same
goals. The information in this chapter has been modified
from such regulations and guidelines.

II. CANNED CORN

Canned sweet corn is the product prepared from clean,
sound kernels of sweet corn packed with a suitable liquid
packing medium which may include water and the creamy
component from corn kernels. The tip caps are removed.
The product is of the optional styles.
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III. CANNED GREEN BEANS AND
CANNED WAX BEANS

A. GENERAL DESCRIPTION

Canned green beans and canned wax beans are the foods
prepared from succulent pods of fresh green bean or wax
bean plants conforming to the characteristics of
Phaseolus vulgaris L. and Phaseolus coccineus L. Such
food is so processed by heat, in an appropriate manner
before or after being sealed in a container as to prevent
spoilage.

Requirements are provided for optional color and
varietal types; styles of pack; ingredients; and labeling.

Optional color types are Green or Wax. Optional vari-
etal types include:

1. Round. Beans having a width not greater than
1-1/2 times the thickness of the bean; or

2. Flat. Beans having a width greater than 1-1/2
times the thickness of the bean.

Optional styles of pack:

1. Whole. Whole pods of any length.
2. Shoestring or sliced lengthwise or French style.

Pods sliced lengthwise.
3. Cuts. Transversely cut pods not less than 

19 mm (0.75 in) long as measured along the
longitudinal axis, which may contain the shorter
end pieces that result from cutting such pods.

4. Short cuts. Pieces of pods cut transversely of
which 75 percent, by count, or more are less
than 19 mm (0.75 in.) in length and not more
than 1 percent by count are more than 32 mm
(1-1/4 in) in length.

5. Diagonal cuts. Pods cut in lengths as specified,
except the pods are cut at an angle approxi-
mately 45 deg. to the longitudinal axis.

6. Diagonal short cuts. Pods cut in lengths as
specified, except the pods are cut at an angle
approximately 45 deg. to the longitudinal
axis.

7. Mixture. Any mixture of two or more of the
styles specified.

Optional ingredients are:

1. Salt.
2. Monosodium glutamate.
3. Disodium inosinate.
4. Disodium guanylate.
5. Hydrolyzed vegetable protein.
6. Autolyzed yeast extract.
7. Nutritive carbohydrate sweeteners.

8. Spice.
9. Flavoring (except artificial).

10. Pieces of green or red peppers or mixtures of
both, either of which may be dried, or other
vegetables not exceeding in total 15 percent by
weight of the finished product.

11. Vinegar.
12. Lemon juice or concentrated lemon juice.
13. Glucono delta-lactone.
14. Mint leaves.
15. Butter or margarine in a quantity of not less than

3 percent by weight of the finished product.
16. When butter or margarine is added, emulsifiers

or stabilizers, or both, may be added.
17. No spice or flavoring simulating the color or

flavor imparted by butter or margarine is used.

B. LABELING

The name of the food is “green beans’’ or “wax beans’’ as
appropriate. Wax beans may be additionally designated
“golden’’ or “yellow.’’

A declaration of any flavoring that characterizes the
product:

1. A declaration of any spice, seasoning, or gar-
nishing that characterizes the product, e.g.,
“with added spice,’’ or, in lieu of the word
“spice,’’ the common name of the spice, e.g.,
“seasoned with green peppers.’’

2. The words “vacuum pack’’ or “vacuum
packed’’ when the weight of the liquid in the
container is not more than 25 percent of the net
weight, and the container is closed under 
conditions creating a high vacuum in the 
container.

3. The name of the optional style of bean ingredi-
ent, if a product consists of a mixture of such
styles, the words “mixture of’’ the blank to be
filled in with the names of the styles present,
arranged in the order of decreasing predomi-
nance, if any, by weight of such ingredients.

4. If the product consists of whole beans and the
pods are packed parallel to the sides of the con-
tainer, the word “whole’’ may be preceded or
followed by the words “vertical pack,’’ or if the
pods are cut at both ends and are of substan-
tially equal lengths, the words “asparagus
style’’ may be used in lieu of the words “verti-
cal pack.’’

5. If the product consists of short cuts or diagonal
short cuts, a numerical expression indicating
the predominate length of cut in the finished
food may be used in lieu of the word “short,’’
e.g., “1/2 inch cut.’’
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The following may be included in the name of the food:

1. The word “stringless’’ where the beans are in
fact stringless.

2. The name of the optional varietal type, or the
specific varietal name, e.g., “Blue Lake Green
Beans,’’ or both.

3. If a term designating diameter is used, it should
be supported by an exact graphic representation
of the cross section of the bean pod or by a state-
ment of the maximum diameter in common or
decimal fractions of an inch and, optionally, by
the millimeter equivalent stated parenthetically.
The diameter of a whole, cut, diagonal cut, or
short cut is determined by measuring the thick-
est portion of the pod at the shorter diameter of
the bean perpendicular to the longitudinal axis.

IV. CANNED MUSHROOMS

A. LEGAL REQUIREMENT

The FDA has established a standard of identity for canned
mushrooms. Some aspects are presented below.

1. Definition

Canned mushrooms is the food properly prepared from
the caps and stems of succulent mushrooms conforming
to the characteristics of the species Agaricus (Psalliota)
bisporus or A. bitorquis, in one of the optional styles,
packed with a suitable liquid medium which may include
water; and may contain one or more safe and suitable
optional ingredients. The food is sealed in a container and,
before or after sealing, is so processed by heat as to pre-
vent spoilage.

2. Styles

The optional styles of the mushroom ingredient are:

1. Buttons—consisting of whole mushrooms with
attached stems not exceeding 5 millimeters (0.2
inch) in length, measured from the bottom of
the veil.

2. Whole—consisting of whole mushrooms with
attached stems cut to a length not exceeding the
diameter of the cap, measured from the bottom
of the veil.

3. Quarters—consisting of buttons or whole style
cut into four approximately equal parts.

4. Slices or sliced—consisting of buttons or
whole style of which not less than 50 percent
are cut parallel to the longitudinal axis of the
stem and 2 millimeters to 8 millimeters (0.08
inch to 0.32 inch) in thickness.

5. Random sliced—consisting of buttons or whole
style sliced in a random manner.

6. Pieces and stems—consisting of pieces of caps
and stems of irregular shapes and sizes.

3. Optional Ingredients

Optional ingredients are:

1. Salt.
2. Monosodium glutamate.
3. Disodium inosinate.
4. Disodium guanylate.
5. Hydrolyzed vegetable protein.
6. Autolyzed yeast extract.
7. Ascorbic acid (vitamin C) in a quantity not to

exceed 132 milligrams for each 100 grams
(37.5 milligrams for each ounce) of drained
weight of mushrooms.

8. Organic acids (except no vinegar is permitted),
only where the inside metal of the container is
fully enamel-lined and in glass containers with
fully enamel-lined caps. Ascorbic acid is an
example.

9. Calcium disodium ethylenediaminetetraacetate
(CaNa2 EDTA) in a quantity not to exceed
200 parts per million for use to promote color
retention.

4. Fill of Container

1. The fill of the mushroom ingredient and pack-
ing medium container is not less than 90 per-
cent of the total capacity of the container.

2. The drained weight of the mushroom ingredi-
ent is not less than 56 percent of the water
capacity of the container.

B. GENERAL PROCESSING

Canned mushroom is considered a low acid canned food
and there are stringent regulations govering its manufac-
ture. This section provides some background information.
A commercial processor must comply with basic federal
requirements.

1. Types and Varieties

All cultivated mushrooms belong to the species Agaricus
campestris. Various bracket fungi, puffballs, and other
fungi have been used as food, but none has been grown
commercially in this country. Mushrooms are classified as
white, cream, or brown, depending on the color of the cap.
Those grown for canning are almost exclusively of the
white variety. In the East and Midwest the white variety
is also the principal kind grown for fresh mushroom 
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consumption, while in the West and in Canada a fair quan-
tity of the cream variety is used. Of course, in the last two
decades or so, many varieties of mushrooms are available
from imports, e.g., countries in the Pacific Rim.

2. Growing Requirements

Since mushrooms, like all fungi, do not possess chloro-
phyll with which to manufacture carbohydrates from CO2

absorbed from the air, they must obtain carbohydrates and
other nutrients by growing on organic material containing
these ingredients. Compost is the favorite growing
medium in commercial mushroom houses.

Unlike plants possessing chlorophyll, mushrooms can
grow in tare in darkness. A cool, moist atmosphere is most
favorable for their development. Caves and abandoned
mines have been used extensively for the growing of
mushrooms.

Most mushrooms are grown in houses constructed
especially for the purpose. Cinder blocks are a favorite con-
struction material. The houses should be well insulated
against cold in winter and heat in summer, and should have
heating facilities for use in winter and means for keeping
the air moist when the outside humidity becomes low.

Most houses produce two distinct crops a year. Each
crop consists of several “breaks.” After the mushrooms are
harvested the north beds are covered with a new layer of
“casing” soil and watered down for the next growth of mush-
rooms. After several such “breaks,” the beds are cleaned out
and filled with fresh compost. The entire cycle area may be
completed in as little as three months or even less, up to as
long as seven months, depending largely on temperature.

Higher temperatures usually mean a greater propor-
tion of small land mushrooms.

Artificial air conditioning enables some growers to
obtain three crops a year.

The months of October to May, inclusive, are the
months of heaviest production. Harvesting is light during
the warm weather months. A few growers maintain pro-
duction during the summer by means of artificial air con-
ditioning.

3. Harvesting and Delivery

Most canners grow the greater part of the mushrooms they
use, purchasing the remainder of their requirements from
other growers. Some canners grow for canning exclusively;
others grow both for the fresh market and for processing.

Mushrooms are pulled from the beds with roots
attached before the “veil” or membrane breaks open and
exposes the “gills.” Depending upon the contract between
the packer and grower, the mushrooms may be delivered to
the plant either with or without roots attached. In the latter
case, the roots are cut from the mushrooms in the growing
houses by the harvesters. In either case they are placed in
baskets holding from three to as much as ten pounds for

delivery to the plant. Obviously, unlike small growers,
large corporations use a more advanced system to handle
this harvesting and delivery. 

Freshly harvested mushrooms with the root portion
attached will remain fresh longer than if the root portion
has been removed. Mushrooms frequently grow in clus-
ters, which may contain from three to five or more units.
The units may vary in size from tiny to large in the same
cluster that developed from one root.

Mushrooms deteriorate rapidly after picking, becom-
ing discolored and wilted. They should be delivered to the
cannery or processor promptly after picking. When mush-
rooms cannot be processed promptly after delivery to the
cannery, they should be placed in a refrigerated room at a
temperature of 36° to 37°F until needed. Refrigeration
permits the supplies to be carried overnight to begin can-
ning operations the following morning, or late weekend
deliveries may be carried over to Monday morning.

Mushrooms must be handled carefully at all times to
avoid bruising, which results in dark discolored areas.

C. PREPARATION AND CANNING

The following description of a canned mushroom opera-
tion is reasonably typical. The order, methods, and equip-
ment may vary from plant to plant, especially a small
versus a big one.

After delivery to the plant, mushrooms which cannot
be processed immediately are placed in refrigerated stor-
age until they can be processed.

The baskets of mushrooms are taken to the cutting
line for removal of root stubs and stems. In most plants the
cutting operation is performed mechanically, although
some plants may still be cutting by hand. The stem may
undergo one or two cuttings, depending on the style of
mushrooms desired, whether whole or button.

In the case of whole mushrooms, only the root portion
of the stem is removed by the mechanical cutter. If the
style of buttons is desired, the cutters first remove the root
portion of the stem which is carried away for waste. The
rest of the stem is then removed by cutting immediately
below the veil. This portion of the stem is used in the style
of stems and pieces.

1. Washing, Trimming, and Sorting

After cutting, both the caps and stems are conveyed to a
spray washer which removes the clinging bits of casing
soil or other dirt. The mushrooms then pass over an inspec-
tion belt where seriously blemished mushrooms may be
trimmed or sorted out. Misshapen, blemished, trimmed,
and broken mushrooms are sorted out and placed with
other mushroom material for the stems and pieces style.

Mushrooms with partially open veils may be placed
with the pieces delivery material, or be added to the buttons
or whole mushrooms intended for one of the sliced styles.
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2. Sizing

Mushrooms intended for whole mushrooms or buttons are
conveyed by means of water flume or other techniques to
the sizers.

The mushrooms may be sized in a revolving drum
sizer submerged in water. Rotary size graders which are
not immersed in water may also be used. A submerged
sizer minimizes bruising and gives the mushrooms
an additional washing. The caps float upward from the
sizer and each size is floated off into a separate holding
tank.

The buttons may be separated into six different sizes.
The larger sizes are generally sliced and the smaller sizes
packed as buttons. Price lists of packers may quote sizes
in terms of number of buttons per 8-ounce can as 20/40,
40/60, 60/80, or l00/120. The same size designations
apply when the mushrooms are packed in smaller sized
cans. For example, the 40/60 size would pack between 20
to 30 buttons in a 4-ounce can.

3. Slicing

Mushrooms intended for slicing are generally sliced prior
to blanching; however, slicing may be performed after
blanching. The mushrooms are passed through a mechan-
ical slicer with circular knives which cut them into slices
of predetermined thickness. A shaker screen removes the
small pieces after slicing.

Three styles of sliced mushrooms are produced:
1) Sliced Whole; 2) Sliced Buttons; and 3) Random Sliced
Whole.

“Sliced Whole” style is prepared by aligning the
mushrooms prior to slicing so that the mushroom is sliced
lengthwise from stem to apex.

“Sliced Buttons” style is prepared by positioning the
mushrooms prior to slicing so that the mushroom is sliced
parallel to the longitudinal axis.

“Random Sliced Whole” style is prepared by slicing
the mushroom in any direction.

4. Blanching

The mushrooms are flumed from the holding tanks or
slicer to the blancher. The purpose of blanching is to
shrink the mushrooms in order to obtain the proper fill.
Shrinkage is due to loss of mushroom juice. Mushrooms
may shrink as much as 30 to 40 percent in size in
blanching

Mushrooms may be blanched by immersing in water
at a temperature of 200°F or more. The usual method,
however, is to pass the mushrooms through a continuous
steam blancher where they are exposed to live steam for
a period of 5 to 8 minutes. In some cases the mushrooms
may be filled into the cans and then blanched in the cans.
Since iron tends to discolor mushrooms, the blancher

should be made of stainless steel or other non-corrosive
metal. During blanching, the color of some white vari-
eties may change from near-white to a light tan or buff
color.

5. Filling and Weighing

Whole or Button styles are generally filled into the can
by hand while a semi-automatic filler is usually used for
slices and piece pack. After filling, the cans are moved by
belt conveyor in front of the weighers, who weigh
the individual cans and adjust the fill so that the
finished product will meet the required minimum drained
weight.

As a safety factor, weighers generally overfill the cans,
usually in accordance with a schedule of overfill weights
which vary according to can size and style of pack.

Cans may vary considerably in weight, particularly in
the smaller sizes. Deficient drained weights have been
found to be due in some cases to the use of an unusually
light can as tare by the weigher. The weigher should
choose a tare can of average weight.

6. Brining and Cooking

After weighing, a salt tablet which may also contain
ascorbic acid is added and cans are moved under taps of
hot water, the temperature of which may range from 190°
to 200°F. The taps are adjusted to fill cans to overflow-
ing. A hot brine solution is sometimes used instead of the
water and salt tablet. It is generally unnecessary to use an
exhaust on the filled cans since a sufficiently high vac-
uum is obtained for most purposes by the addition of hot
water.

After closing, the cans are processed in retorts under
steam pressure. After processing, the cans may be cooled
by water in the retort or a cooling tank. The cans should
be cooled to 90° to l00°F, in order to check the cook but
leave cans warm enough to dry off readily and prevent
rusting.

7. Modern Technology and FDA Regulations

The information in this section on mushrooms must be
interpreted in terms of the following premises:

1. Depending on the size and operation of a proces-
sor, the use of new equipment and machinery
has eliminated a lot of problems that used to
accompany the processing of mushrooms.

2. If used properly, food additives can contribute
to the proper processing of mushrooms.

3. Always be concerned that mushrooms in a con-
tainer are subject to the important regulations
promulgated by the FDA for low acid canned
and acidified foods.
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V. CANNED ONIONS

A. PRODUCTION

1. Varieties

Yellow globe onions, a commercial term applied to sev-
eral different varieties and strains of onions, are preferred
by processors of onions. The more acceptable varieties are
the Southport yellow globe and the yellow globe Danver.
Western processors for the most part use only the yellow
globe Danver.

2. Harvesting

The customary period at which to harvest onions for can-
ning is in the fall when the tops of the onions have begun
to turn greenish yellow. Usually the crop is dug by a hoe
or an implement which turns the ground exposing the
onions to the surface. After the onions are taken from the
ground they are thrown in windrows or piles in the field,
where they remain until the tops are completely dry. After
curing sufficiently, the tops are cut or pulled off close to
the bulbs. The onions are then placed in sacks or crates
and are placed in storage or shipped.

B. PREPARATION AND CANNING

1. Receiving

Onions are usually delivered to the cannery in sacks or
crates, and are placed in storage until used. Well-cured
onions will keep for several months if stored in a well-ven-
tilated place. In some areas it may be necessary to store
them in an enclosed shed for protection against freezing.
Onions will sprout within a few months if stored in a warm
place. Badly spoiled onions become soft. The fresh fruit and
vegetable inspection service inspects a large volume of
onions for shippers and buyers at time of shipment or in
receiving markets. Onions delivered to canners may or may
not have been officially inspected.

Generally the onions are emptied from sacks onto a belt
conveyor, carrying them to a sizer which eliminates over-
and under-sized onions. From the sizer the onions are placed
in buckets or pans on a “merry-go-round” sorting table
where ends of the onions are trimmed and onions possess-
ing rot, decay, or other serious defects are discarded.

2. Peeling

From the “merry-go-round” sorting table, the onions are
conveyed to a carborundum peeler which tends to loosen
the outer skin of the onion bulb. As the onions leave the
carborundum peeler they pass through a continuous lye
peeler containing a three to ten percent lye solution,
depending upon the variety and character of the onions,
which further loosens the outer scales of the onion bulb.

3. Washing

Following the peeling process, the onions pass through a
rotary screen washer where adhering portions of the outer
loosened scales are washed off under a strong spray of
water. A closely controlled check is necessary to assure
complete removal of the lye solution from the onion bulbs.

4. Pre-Removing of Blemishes and Defects

After washing, the onions are moved by conveyer belt to
an inspection table where onions containing blemishes are
removed.

5. Sizing

Normally onions are separated into three size classifica-
tions: tiny, small, and medium. Each processor has devel-
oped his own particular sizing operation. However, for the
most part onions exceeding an inch and one-half in diam-
eter and those with a diameter of less than 5/8 of an inch
are not used for canning.

6. Final Removing of Blemishes and Defects

As the onions come from the sizer, they are conveyed onto
a final inspection table where loosened scales, loose cen-
ters, onions possessing blemishes, or excessive discolored
onions are removed.

7. Filling

The onions are then filled into cans or glass jars and a suf-
ficient amount of hot brine is added for proper fill. After
the cans or glass jars are filled they are quickly closed. In
packing onions, the product is acidified to assure sterili-
zation and to prevent spoilage. A pH of 4.5 is most desir-
able. The acid solution may be used as a dip, or may be
added direct to the containers in the filling operations.

8. Defects

a. General
Immediately after ascertaining the uniformity of size and
shape, segregate any defects in the following groups in
accordance with the definitions outlined by the USDA.

b. Extraneous vegetable material
Remove from each container the pieces present and
arrange all the extraneous material such as loose skins and
dried onion tops. Extraneous vegetable material refers to
harmless vegetable material and the material falling into
this category is evaluated with respect to its effect on the
overall requirements for the grade classification. No toler-
ance is provided for extraneous vegetable material of a
different origin than the onion plants such as weeds and
weed seeds. When such extraneous material is found the
supervisor should be contacted.
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c. Blemished onions
A blemished onion is one that is affected by surface or
internal discoloration to such an extent that the appear-
ance or eating quality is materially affected. The follow-
ing are examples of onions scoreable as being blemished:

1. Staining. Onions that show brown or streaked
discoloration from lying on the ground.

2. Seed Stems. Onions often throw up stalks on
which to bear seeds during the later part of their
growth. When harvested the seed stems are cut
or broken off leaving thick tough stems extend-
ing through the centers of the onions. Onions
possessing tough or woody seed stems should
be considered blemished onions.

3. Sunburn. Sunburn is a green discoloration
caused byexposure of the bulb to the sun and is
normally present only on the outer scale of the
onion bulb. This condition should not be con-
fused with the natural greening of certain vari-
eties of onions wherein the green color may be
present in the outer scales of the onion bulbs.

4. Sunscald. This injury takes place at harvest
time when the bulbs are exposed to heat and
bright sunlight. The tissue of the exposed area
of the bulb will scald and become soft and slip-
pery. When temperatures are reduced and the
onions are exposed to the air, the scalded tissue
loses moisture by evaporation and leather-like
areas are produced which may be bleached
almost white.

5. Freezing injury. This injury is recognized by
the watersoaked appearance, soft feel, and dis-
coloration appearing in a portion of the scales
or scales. The affected area normally has a
translucent or paper-like appearance.

6. Smudge. Smudge is characterized by black
blotches or aggregations of minute black or dark-
green dots on the outer scales. These dots are
often arranged in concentric rings. Generally the
lesions are on the outer scales but they may be
found on inner scales. On the fleshy scale of the
bulb the fungus produces sunken yellowish spots.

7. Surface Molds. Surface molds may be black,
blue, or gray in color and may be found grow-
ing either on the outer scales or frequently
between the outer scales of the bulb.

8. Rot. Several types of rot may be present in
onions, some of which are bacterial soft rot,
blue mold rot, fusarium rot, and green mold rot.
Normally onion bulbs affected by rot have a
water-soaked appearance with various discol-
orations of outer or inner scales. Canned onions
should not contain any units showing rot other
than an accidental unit.

d. Seriously blemished onion
A seriously blemished onion is an onion that is affected by
surface or internal discoloration to such an extent that the
appearance or eating quality is seriously affected. Insect
injury, wherever the insect bite extends through the scale
of an onion bulb, is very noticeable and should be consid-
ered seriously blemished. Dark pathological areas which
are unsightly are considered seriously blemished.

9. Mechanical Damage

Onion bulbs mechanically damaged by crushing, gouging,
or trimming should be classified as damaged only when
the condition materially affects the eating appearance or
quality of the bulb.

10. Loose Scales or Pieces of Scales

Loose scales or pieces of scales are those not attached to
an onion bulb. Do not aggregate pieces of scales to give
the equivalent of one loose scale.

11. Detached Center

Detached center is when the center portion of the onion
bulb has become detached. The onion bulb thus damaged
is scored as a defect and the loose centers which have
become detached are disregarded.

12. Well Trimmed

Determining whether onions are well trimmed is judged
entirely on an appearance basis. In meeting the require-
ment for well trimmed the top and root of the onion
should be neatly removed. Onion bulbs with off-slant cuts
that materially affect the appearance of the unit are not
considered well trimmed.

VI. CANNED PEAS AND DRY PEAS

Canned peas is the food prepared from fresh or frozen
succulent seeds of the pea plant of the species Pisum
sativum L. but excluding the subspecies macrocarpum.
Only sweet wrinkled varieties, smooth-skin varieties, or
hybrids thereof may be used. The product is packed with
water or other suitable aqueous liquid medium to which
may be added one or more of the other optional ingredi-
ents. Such food is sealed in a container and, before or
after sealing, is so processed by heat as to prevent
spoilage.

In addition to the optional packing media, the follow-
ing safe and suitable optional ingredients may be used:

1. Salt.
2. Monosodium glutamate.
3. Disodium inosinate.
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4. Disodium guanylate.
5. Hydrolyzed vegetable protein.
6. Autolyzed yeast extract.
7. One or any combination of two or more of the

dry or liquid forms of sugar, invert sugar syrup,
dextrose, glucose syrup, and fructose.

8. Spice.
9. Flavoring (except artificial).

10. Color additives.
11. Calcium salts, the total amount of which added

to firm the peas should not result in more than
350 milligrams/kilogram (0.01 ounce/2.2
pounds) of calcium in the finished food.

12. Magnesium hydroxide, magnesium oxide,
magnesium carbonate, or any mixture or com-
bination of these in such quantity that the pH of
the finished canned peas is not more than 8, as
determined by the glass electrode method for
the hydrogen ion concentration.

13. Seasonings and garnishes.
14. Pieces of green or red peppers or mixtures of

both, either of which may be dried, or other
vegetables not exceeding in total 15 percent of
the drained weight of the finished food.

15. Lemon juice or concentrated lemon juice.
16. Mint leaves.
17. Butter or margarine in a quantity not less than

3 percent by weight of the finished food, or
other vegetable or animal fats or oils in a quan-
tity not less than 2.4 percent by weight of the
finished foods.

18. When butter, margarine, or other vegetable or
animal fats or oils are added, emulsifiers or sta-
bilizers or both may be added, but no color,
spice, or flavoring simulating the color or fla-
vor imparted by butter or margarine may be
used.

A. LABELING

The name of the food is “peas’’ and may include the
designation “green.’’ The term “early,’’ “June,’’ or “early
June’’ should precede or follow the name in the case of
smooth-skin peas or substantially smooth-skin peas, such
as Alaska-type peas or hybrids having similar characteris-
tics. Where the peas are of sweet green wrinkled varieties
or hybrids having similar characteristics, the name may
include the designation “sweet,’’ “wrinkled,’’ or any com-
bination thereof. The term “petit pois’’ may be used in
conjunction with the name of the food when an average of
80 percent or more of the peas will pass through a circu-
lar opening of a diameter of 7.1 millimeters (0.28 inch). If
any color additive has been added, the name of the food
should include the term “artificially colored.’’

The following should be included as part of the name
or in close proximity to the name of the food:

1. A declaration of any flavoring that character-
izes the food.

2. A declaration of any spice, seasoning, or garnish-
ing that characterizes the product, e.g., “seasoned
with green peppers,’’ “seasoned with butter,’’
“seasoned with ______ oil,’’ the blank to be filled
in with the common or usual name of the oil,
“with added spice,’’ or, in lieu of the word spice,
the common or usual name of the spice.

3. The words “vacuum pack’’ or “vacuum
packed’’ when the weight of the liquid in the
container is not more than 20 percent of the net
weight, and the container is closed under con-
ditions creating a high vacuum in the container.

VII. CANNED PUMPKIN AND CANNED
SQUASH

A. PRODUCTION

1. Varieties

The names pumpkin and squash are popularly applied to the
fruits of the species of the genus Cucurbita, namely 
C. pepo, C. maxima, and C. moschata. In general, the term
pumpkin is applied to the late maturing or fall varieties of 
C. pepo and C. maxima. The principal varieties of C. pepo
and C. maxima used for canning are the Connecticut field
pumpkin, Dickinson pumpkin, Kentucky field pumpkin, the
Boston marrow squash, and the Golden Delicious squash.

2. Harvesting

Pumpkin and squash should not be harvested for canning
until fully matured. Harvesting is usually done after the
leaves begin to turn yellow. Mature pumpkin or squash
have a hard rind which can be dented only with difficulty
with the thumbnail. If picked too green the under portions
of the pumpkin will have a greenish color and this may be
carried over into the finished product. Pumpkin and
squash are usually harvested starting approximately
September 15 in the Midwest and Northeast States, and
October 1 in the Pacific Northwest.

B. PREPARATION AND CANNING

1. Receiving

Pumpkin and squash are usually delivered as harvested and
stored at the cannery until used. Well-matured pumpkin or
squash will keep for several weeks if stored in a well-ven-
tilated place. In some areas it may be necessary to store
them in an enclosed shed for protection against freezing.
Normally no inspection is made of pumpkin or squash
received by the plants.
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2. Washing

Whole pumpkins or squashes are fed by hand or conveyed
into a combined tank and spray washer, consisting of a
rotary drum partially submerged in a tank of water. The
combined soaking and rotary motion loosens adhering dirt
which is removed by strong sprays of water. Grit some-
times becomes embedded in the rind, necessitating thor-
ough washing.

3. Trimming

From the washer the pumpkins or squash pass to the
inspection belt where stems are knocked off by hand and
blossom ends, scar tissue rot, and other blemishes are
trimmed out.

4. Cutting

In some canneries the trimmers also cut the pumpkin or
squash into halves or quarters with long knives and scrape
out the seeds and stringy pulp by hand. In many plants
mechanical cutters are used into which the whole units (or
halves) are fed by a conveyor cutting the units in pieces.
Strong sprays of water help knock out most of the seeds,
which drop from the cutter through small perforations.

Where the units are cut and the seeds and pulp
removed in separate operations, the cut pieces pass to a
revolving drum where they are tumbled under strong
sprays of water which remove most of the seeds and pulp.

Where seeds are to be saved for planting, they may
undergo further washing to separate them from the pulp.

Cut pieces are in some cases passed over an inspec-
tion belt where imperfect pieces and internal rot, not visi-
ble from the outside, may be picked out by hand.

5. Wilting (Steaming)

The cut pieces are cooked in live steam until they are ten-
der all the way through. The length of time necessary
depends upon the size of the pieces and the nature of the
equipment in which the steaming is done. The following
are examples in which the wilting or steaming may be
accomplished:

1. In metal baskets in retorts, either under pres-
sure or at atmospheric pressure.

2. In continuous metal box wilters. The pieces are
carried through on a continuous belt and are
subjected to live steam.

3. In wilting towers. These are tall cylindrical silo-
like structures into which the cut pieces are fed
continuously at the top by conveyor and
removed at the bottom by a screw conveyor. The
pumpkin or squash is continuously treated with
live steam as it passes through the wilting tower.

6. Pressing

The wilted pumpkin or squash is soggy with liquid which
is a mixture of condensed steam and pumpkin or squash
juice. The product is treated to remove excess liquid in
order to attain the desired consistency in the canned prod-
uct. This is done by putting the wilted pumpkin or squash
through an adjustable press. In certain plants the pressing
and wilting are done simultaneously by the use of augers
inside of cone-shaped perforated screens.

7. Pulping

The pressed pumpkin or squash goes to the pulper or
cyclone to remove hard particles, pieces of stems, seeds,
fiber, and other extraneous material. In some cases the prod-
uct is first put through a coarse, heavy cyclone to remove the
bulk of extraneous material and an ordinary cyclone to
reduce the size of the particles. For the latter a screen with
perforations 1/8 inch in diameter is commonly used.

Some processors use what is commercially known as
a Fitz mill. This machine, constructed with hammer and
knife edges on opposite sides, reduces or pulps pumpkin
by a combined impact mashing action.

8. Finishing

From the pulper the product goes to the finisher which
removes the finer bits of seeds or other material and gives
the final product the desired physical character. There is a
difference of opinion among canners as to the most desir-
able size of the particles of pumpkin in the finished prod-
uct. Some prefer a very smooth product which can be
obtained by using a very fine finisher; others feel that the
canned pumpkin or squash should have a noticeable
amount of grainy structure and, therefore, use a finisher
that is relatively coarse.

9. Preheating

The filling temperature of the prepared pumpkin or squash
is an important part of processing. Heat penetration of the
product is very slow because of its physical character, and
the temperature at the beginning of the process is corre-
spondingly important. By use of the preheater, it is possible
to fill all of the cans at a uniform high temperature.

The preheater is usually a straight piece of pipe sur-
rounded by a larger pipe. The product is pumped through
the smaller internal pipe and the space between the two
pipes is filled with steam, the temperature of which can be
controlled. The rate of flow of the product through the
pipe and the temperature of the steam determines the tem-
perature at which it goes to the filler. The preheater nor-
mally raises the temperature of the product to 190–200°F.
To prevent scorching the preheater is usually constructed
so that it will shut off automatically if, for any reason, the
flow through the inside pipe is stopped.
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10. Filling

The hot pumpkin or squash goes directly to the filler and
into cans. If the thickness of the product at this point is too
great, the product may not be handled properly by the
filler. If, for any reason, the filler or closing machine is
forced to stop for any length of time all of the pumpkin
material should be put back with the material going
through the preheater. Pumpkin or squash has a corrosive
action on tin-plate and should be packed in enamel-lined
cans. It is important to fill the cans completely so that the
product is in contact with the entire inner surface of the
cover when the can is sealed. Even a small headspace may
result in some discoloration after processing.

11. Processing

The filled cans should be processed promptly. High clos-
ing temperature may be offset by undue delay between
closing and starting of the process time. A partially filled
crate of cans should be sent at once to the retort rather
than waiting any length of time for additional cans.

12. Cooling

Prompt and adequate cooling is especially important since
canned pumpkin has a slow heating and cooling rate.
Failure to cool the product promptly may result in 
overcooking and loss of color and may be directly respon-
sible for spoilage by thermophilic bacteria. Cooling is usu-
ally accomplished by moving the metal retort baskets
through a long tank of water by means of an overhead end-
less chain. The speed of the chain is regulated according to
the degree of cooling desired. Cold water is kept continu-
ously flowing into the tank to hold down the temperature.
Immediately after cooking, while the cans are distended by
heat and internal pressure, minute openings in the double
seams may be present. Cooling water contaminated with
bacteria may be drawn through seam openings as pressure
in the cans is replaced by vacuum; therefore, water in the
cooling tank should be kept clean. Some canners cool by
means of a water spray in order to reduce the contamina-
tion hazard.

VIII. CANNED VEGETABLES

Additional production descriptions are provided for the
following vegetables: artichokes, asparagus, bean sprouts,
shelled beans, lima or butter beans, beets, beet greens,
broccoli, Brussels sprouts, cabbage, carrots, cauliflower,
celery, collards, dandelion greens, kale, mustard greens,
leaves of the mustard plant, okra, onions, parsnips, peas,
black-eye or black-eyed peas, field peas, green sweet pep-
pers, red sweet peppers, pimientos (pimentos), potatoes,
rutabagas, salsify, spinach, potatoes, sweet, Swiss chard,
truffles, turnip greens, turnips. 

Table 22.1 provides a basic description of each canned
vegetable. Column I describes the canned vegetable. The
vegetable ingredient in each such canned vegetable is
obtained by proper preparation from the succulent veg-
etable described in column II of the table. If two or more
forms of such ingredient are designated in column III of
the table, the vegetable in each the form is an optional
ingredient. To the vegetable additional ingredients
(required or permitted) are added, and the food is sealed in
a container and so processed by heat as to prevent spoilage.

Water is added to the vegetable ingredient may be
added except that pimientos may be canned with or without
added water, and sweet potatoes in mashed form are canned
without added water. Asparagus may be canned with added
water, asparagus juice, or a mixture of both. Asparagus
juice is the clear, unfermented liquid expressed from the
washed and heated sprouts or parts of sprouts of the aspara-
gus plant, and mixtures of asparagus juice and water are
considered to be water when such mixtures are used as a
packing medium for canned asparagus. In the case of arti-
chokes, a vinegar or any safe and suitable organic acid,
which either is not a food additive as defined or if it is a
food additive as so defined, is used in conformity with reg-
ulations established, is added in such quantity as to reduce
the pH of the finished canned vegetable to 4.5 or below.

The following optional ingredients may be added in
the case of the vegetables in Table 22.1.

An edible vegetable oil, in the case of artichokes and
pimientos, and snaps, in the case of shelled beans, black-
eyed peas, and field peas.

In the case of all vegetables (except canned mashed
sweet potatoes), one or more of the following optional
seasoning ingredients may be added in a quantity suffi-
cient to season the food.

1. Refined sugar (sucrose).
2. Refined corn sugar (dextrose).
3. Corn syrup, glucose syrup.
4. Dried corn syrup, dried glucose syrup.
5. Spice.
6. A vinegar.
7. Green peppers or red peppers, which may be

dried.
8. Mint leaves.
9. Onions, which may be dried.

10. Garlic, which may be dried.
11. Horseradish.
12. Lemon juice or concentrated lemon juice.
13. Butter or margarine in a quantity not less than

3 percent by weight of the finished food. When
butter or margarine is added, safe and suitable
emulsifiers or stabilizers, or both, may be
added. When butter or margarine is added, no
spice or flavoring simulating the color or flavor
imparted by butter or margarine is used.
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TABLE 22.1
Canned Vegetables, Source, and Optional Forms of Vegetable Ingredients

I—Name or Synonym of III—Optional Forms of 
Canned Vegetable II—Source Vegetable Ingredient

Artichokes Flower buds of the artichoke plant Whole; half or halves or halved; whole
hearts; halved hearts; quartered hearts

Asparagus Edible portions of sprouts of the
asparagus plant, as follows:
3 and 3/4 in. or more of upper end; Stalks or spears
3 and 3/4 in. or more of peeled upper end Peeled stalks or peeled spears

Not less than 2 and 3/4 in. but less than Tips
3 and 3/4 in. of upper end

Less than 2 and 3/4 in. of upper end Points
Sprouts cut in pieces Cut stalks or cut spears
Sprouts from which the tip ha been Bottom cuts or cuts—tips removed

removed, cut in pieces
Bean sprouts Sprouts of the Mung bean
Shelled beans Seed shelled from green or wax

bean pods, with or without snaps (pieces
of immature unshelled pods)

Lima beans or butter beans Seed shelled from the pods of the lima
bean plant

Beets Root of the beet plant Whole; slices or sliced; quarters or
quartered; dice or diced; cut; 
shoestring or French style or julienne

Beet greens Leaves, or leaves and immature root, of
the beet plant

Broccoli Heads of the broccoli plant
Brussels sprouts Sprouts of the Brussels sprouts plant
Cabbage Cut pieces of the heads of the cabbage plant
Carrots Root of the carrot plant Do
Cauliflower Cut pieces of the head of the cauliflower plant
Celery Stalks of the celery plant Cut; hearts
Collards Leaves of the collard plant
Dandelion greens Leaves of the dandelion plant 
Kale Leaves of the kale plant
Mustard greens Leave of the mustard plant
Okra Pods of the okra plant Whole; cut
Onions Bulb of the onion plant Do
Parsnips Root of the parsnip plant Whole; quarters or quartered; slices 

or sliced; cut; shoestring or French
style or julienne

Black-eye peas or Seed shelled from pods of the black-eye
black-eyed peas pea plant, with or without snaps (pieces

of immature unshelled pods)
Field peas Seed shelled from pods of the field pea

plant (other than the black-eye pea
plant), with or without snaps (pieces of
immature unshelled pods)

Green sweet peppers Green pods of the sweet pepper plant Whole; halves or halved; pieces; dice
or diced; strips; chopped

Red sweet peppers Red-ripe pods of the sweet pepper plant Do
Pimientos or pimentos Red-ripe pods of the pimiento, pimento, Whole; halves or halved; pieces; dice or

pepper plant diced; slices or sliced; chopped
Potatoes Tuber of the potato plant Whole; slices or sliced; dice or diced;

pieces; shoestring or French style or
julienne; French fry cut
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In the case of all vegetables, the following optional
ingredients may be added:

1. Salt.
2. Monosodium glutamate.
3. Disodium inosinate.
4. Disodium guanylate.
5. Hydrolyzed vegetable protein.
6. Autolyzed yeast extract.

In the case of all vegetables flavoring (except artifi-
cial) may be added.

In the case of bean sprouts, lima beans, carrots, green
sweet peppers, red sweet peppers, and potatoes, any safe
and suitable calcium salts may be added as a firming
agent.

In the case of canned artichokes packed in glass con-
tainers, ascorbic acid may be added in a quantity not 
to exceed 32 milligrams per 100 grams of the fin-
ished food.

In the case of canned asparagus, ascorbic acid, ery-
thorbic acid, or the sodium salts of ascorbic acid or ery-
thorbic acid may be added in an amount necessary to
preserve color in the “white’’ and “green-tipped and
white’’ color types.

In the case of canned asparagus packed in glass con-
tainers, stannous chloride may be added in a quantity not
to exceed 15 parts per million calculated as tin (Sn),
except that in the case of asparagus packed in glass con-
tainers with lids lined with an inert material, the quantity
of stannous chloride added may exceed 15 parts per mil-
lion but not 20 parts per million calculated as tin (Sn).

In the case of canned black-eyed peas, disodium
EDTA may be added in a quantity not to exceed 145 parts
per million.

In the case of potatoes, calcium disodium EDTA may
be added in a quantity not to exceed 110 parts per million.

A vinegar or any safe and suitable organic acid for all
vegetables (except artichokes, in which the quantity of such
optional ingredient is prescribed by the introductory text) in
a quantity which, together with the amount of any lemon
juice or concentrated lemon juice that may be added, is not
more than sufficient to permit effective processing by heat
without discoloration or other impairment of the article.

The name of each canned vegetable is designated in
column I of the table.

When two or more forms of the vegetable are speci-
fied in column III of the table, the label should bear the
specified word or words, showing the form of the veg-
etable ingredient present, except that in the case of canned
spinach, if the whole leaf is the optional form used, the
word “spinach’’ unmodified may be used in lieu of the
words “whole leaf spinach.’’

If the optional ingredient specified is present, the label
should bear the statement “______ oil added’’ or “With
added ______ oil,’’ the blank being filled in with the com-
mon or usual name of the oil.

If asparagus juice is used as a packing medium in
canned asparagus, the label should bear the statement
“Packed in asparagus juice.’’

If the optional ingredient specified is present, the label
should bear the statement “With snaps.’’

The name of the food should include a declaration of
any flavoring that characterizes the product as specified,
and a declaration of any spice or seasoning that character-
izes the product; for example, “with added spice,’’ “sea-
soned with red peppers,’’ “seasoned with butter.’’

Wherever the name of the vegetable appears on the
label so conspicuously as to be easily seen under custom-
ary conditions of purchase, the words and statements spec-
ified should immediately and conspicuously precede or
follow such name, without intervening written, printed, or
graphic matter, except that the varietal name of the veg-
etable may so intervene.
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TABLE 22.1
(Continued )

I—Name or synonym of III—Optional Forms of 
Canned Vegetable II—Source Vegetable Ingredient

Rutabagas Root of the rutabaga plant Whole; quarters or quartered; slices or 
sliced; dice or diced; cut

Salsify Root of the salsify plant
Spinach Leaves of the spinach plant Whole leaf; cut leaf or sliced; chopped
Sweet potatoes Tuber of the sweet potato plant Whole; mashed; pieces or cuts or cut

(longitudinally cut halves may be 
named on labels as halves or halved in 
lieu of pieces or cuts or cut)

Swiss chard Leaves of the Swiss chard plant
Truffles Fruit of the truffle
Turnip greens Leaves of the turnip plant
Turnips Root of the turnip plant Whole; quarters or quartered; slices or

sliced; dice or diced; cut



IX. CANNED CHILI SAUCE

Chili sauce is the product prepared from mature, clean,
sound, tomatoes of the red or reddish varieties which are
peeled and chopped or crushed, or all (or a portion) of the
tomatoes may be chopped, crushed, or macerated and the
peelings screened out in a manner so that at least a sub-
stantial portion of the seed remains in the product, to
which is added salt, spices, vinegar, nutritive sweetening
ingredients, and to which may be added vegetable flavor-
ing ingredients such as chopped onion, chopped green or
red pepper, chopped green tomatoes, chopped celery, and
sweet pickle relish in such quantities as will not materially
alter the appearance of the product with respect to the pre-
dominance of the tomato ingredient, and any other ingre-
dients permissible under FDA regulations and standards.
The chili sauce is processed in accordance with good
commercial practice; is packed in hermetically sealed
containers; and is sufficiently processed by heat, before or
after sealing, to assure preservation of the product. The
refractive index of the filtrate of the chili sauce at 20°C is
not less than 1.3784.

A. INGREDIENTS

1. Tomato Pulp

The primary ingredient in chili sauce is red tomatoes. The
tomatoes may be hand peeled and broken up by stirring or
the tomatoes may be prepared by any one of a number of
machines especially designed for the purpose, or there
may be a combination of whole peeled tomatoes and more
or less macerated tomatoes from which the peelings have
been removed by screening. These machines are usually
similar to the tomato pulper or finisher, except that the
holes through which the tomato material is forced are usu-
ally quite large. They are not nearly as efficient as the
usual finishing machine at removing the peeling and
defects from the tomatoes. For economic reasons some
manufacturers have resorted to using a large amount of
cyclone pulp and a small amount of hand-peeled or
mechanically peeled tomatoes or tomatoes which have
been forced through small openings. In general the more
of the larger pieces of tomato material present, the better
the pulp is for chili sauce.

2. Sugar

The use of any of the nutritive sweetening ingredients is
permitted in this product. The usual sweetener is sugar
(sucrose). The solids of chili sauce are usually brought up
higher by the use of sugar and lowered by concentrating
the tomatoes than is usual with catsup. Some manufactur-
ers use as much as 1/2 more sugar than they do with cat-
sup yet finish at about the same point with respect to
soluble solids.

3. Spices, Salt, and Acids

Most of the same spices are used in chili sauce as in the
manufacture of catsup, except that garlic is seldom used in
chili sauce. The proportions of the various spice ingredients
are not standardized between manufacturers. Salt and vine-
gar are used in about the same proportions as with catsup.

4. Other Ingredients

The other ingredients, such as onion, bell peppers, celery,
and sweet pickle relish, contribute to the flavor of the
product and also provide body to the finished product; that
is, they provide part of the consistency and most of the
chewiness of the finished chili sauce. The ingredients
used and the proportions of the ingredients used vary
widely from packer to packer; therefore, quite a variety of
flavors can be expected in chili sauces. The onion ingre-
dient is often dehydrated onion flakes. Red or green diced
dehydrated peppers are often used.

5. Manufacture

Most important in the manufacture of chili sauce is the
preparation of the tomato pulp.

6. Tomato Pulp

Where peeled tomatoes are used for a part or all of the
tomato pulp they are usually taken from the regular canning
lines after at least a partial preparation by mechanical or
hand peeling, trimming, and coring. There is usually some
selection of the raw tomatoes that are to be run through chili
sauce preparation machines. Some packers divert very ripe
tomatoes that need no trimming to the chili sauce lines
while others box-sort or load-sort the tomatoes and trim
them on the conveyer belts. This trimming removes defec-
tive parts and stems that would become defects in the sauce.
The trimmers may or may not remove most of the green
portions of the tomatoes depending on the machinery used
and the manufacturer’s desires with respect to the appear-
ance of chili sauce. If green pepper, pickle relish, or green
tomatoes are added green shouldered tomatoes are not usu-
ally trimmed. Manufacture consists of combining the ingre-
dients in a manner so that the finished chili sauce will have
the desired qualities of color, consistency, finish, absence of
defects, and flavor. The tomato pulp, whether from broken
peeled tomatoes or from special chili sauce machines, or
cyclone juice to which some tomato material containing
tomato seed is added, is run to kettles, usually steam jack-
eted, and reduced by boiling to about one-half the original
volume. Concentration in vacuum pans is particularly satis-
factory for this operation.

7. Adding Other Ingredients

Onion is often added at the beginning of the boil. The
other ingredients may be added at any time but the
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sugar is usually added late to prevent caramelization.
Spices, if in the form of oils or cream of spice, are
usually added late to prevent evaporation of the flavor
ingredients.

8. The Finishing Point

Because of the nature of the ingredients there is no accu-
rate means of determining a correct finishing point which
will apply to all formulae. The first batches when starting,
or after any major change in formula, are dropped when
they appear to be about correct. As with tomato catsup the
consistency of the hot sauce may be measured by any suit-
able device and the refractive index may be taken.
Succeeding batches can then be adjusted by these instru-
ments by increasing or decreasing the boiling or by adjust-
ing the amounts of pulp and sugar to the desired result.

9. Processing

Chili sauce is usually closed at about 180°, at which tem-
perature further processing is usually not necessary.
Foaming may occur at higher temperatures and an addi-
tional process is usually given if the sauce is closed at
lower temperatures.

X. CANNED TOMATOES

Canned tomatoes is the food prepared from mature toma-
toes conforming to the characteristics of the fruit
Lycopersicum esculentum P. Mill, of red or reddish vari-
eties. The tomatoes may or may not be peeled, but should
have had the stems and calicies removed and should have
been cored, except where the internal core is insignificant
to texture and appearance.

Canned tomatoes may contain one or more of the safe
and suitable optional ingredients, be packed without any
added liquid or in one of the optional packing media, and
be prepared in one of the styles. Such food is sealed in a
container and before or after sealing is so processed by
heat as to prevent spoilage.

One or more of the following safe and suitable ingre-
dients may be used:

1. Calcium salts in a quantity reasonably necessary
to firm the tomatoes, but the amount of calcium
in the finished canned tomatoes is not more than
0.045 percent of the weight, except that when
the tomatoes are prepared in one of the styles
specified the amount of calcium is not more than
0.08 percent of the weight of the food.

2. Organic acids for the purpose of acidification.
3. Dry nutritive carbohydrate sweeteners when-

ever any organic acid is used, in a quantity rea-
sonably necessary to compensate for the
tartness resulting from such added acid.

4. Salt.
5. Spices, spice oils.
6. Flavoring and seasoning.
7. Vegetable ingredients such as onion, peppers,

and celery, that may be fresh or preserved by
physical means, in a quantity not more than 
10 percent by weight of the finished food.

A. PACKING MEDIA

Packing media includes:

1. The liquid draining from the tomatoes during
or after peeling or coring.

2. The liquid strained from the residue from
preparing tomatoes for canning consisting of
peels and cores with or without tomatoes or
pieces thereof.

3. The liquid strained from mature tomatoes
(tomato juice).

4. Tomato paste, or tomato puree, or tomato pulp
complying with the compositional require-
ments.

1. Styles

Styles may be:

(a) Whole.
(b) Diced.
(c) Sliced.
(d) Wedges.

2. Name of the Food

The name of the food is “tomatoes,’’ except that when
the tomatoes are not peeled the name is “unpeeled toma-
toes.’’

The following should be included as part of the name
or in close proximity to the name of the food.

(a) A declaration of any flavoring that character-
izes the product as specified.

(b) A declaration of any added spice, seasoning, or
vegetable ingredient that characterizes the
product, (e.g., “with added ______’’ or, “with
______’’ the blank to be filled in with the
word(s) “spice(s),’’ “seasoning(s),’’ or the
name(s) of the vegetable(s) used or in lieu of
the word(s) “spice(s)’’ or “seasoning (s)’’ the
common or usual name(s) of the spice(s) or
seasoning(s) used) except that no declaration of
the presence of onion, peppers, and celery is
required for stewed tomatoes.

(c) The word “stewed’’ if the tomatoes contain
characterizing amounts of at least the three
optional vegetables listed.
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(d) The styles: “Diced,’’ “sliced,’’ or “wedges’’ as 
appropriate.

(e) The name of the packing medium: “tomato
paste,’’ “tomato puree,’’ or “tomato pulp’’ or
“strained residual tomato material from prepara-
tion for canning.’’ The name of the packing
medium should be preceded by the word “with.’’

(f) The following may be included as part of the
name or in close proximity to the name:

The word “whole’’ if the tomato ingredient is whole or
almost whole, and the weight of such ingredient is not less
than 80 percent of the drained weight of the finished food
as determined in accordance with the method prescribed.

The words “solid pack’’ when none of the optional
packing media are used.

The words “in tomato juice’’ if the packing medium 
is used.

The name of each ingredient used should be declared
on the label as required.

The standard of quality for canned tomatoes is as 
follows:

The drained weight is not less than 50 percent of the
weight of water required to fill the container

The strength and redness of color is not less than that
of the blended color of any combination of the color discs.

Blemishes per kilogram (2.2 pounds) of the finished
food cover an area of not more than 3.5 cm (0.54 square
inch) which is equivalent to 1.6 cm (0.25 square inch) per
pound based on an average of all containers examined.

If the quality of canned tomatoes falls below standard
with respect to only one of the factors of quality specified,
there may be substituted for the second line of such gen-
eral statement of substandard quality (“Good Food—Not
High Grade’’) a new line to read as follows:

“Poor color’’ or
“Excessive peel’’ or
“Excessive blemishes.’’

3. Fill of Container

The standard of fill of container for canned tomatoes is a
fill of not less than 90 percent of the total capacity of the
container.

If canned tomatoes fall below the standard of fill of
container, the label should bear the general statement of
substandard fill

XI. CANNED TOMATO JUICE

Tomato juice is the food intended for direct consumption,
obtained from the unfermented liquid extracted from
mature tomatoes of the red or reddish varieties of
Lycopersicum esculentum P. Mill, with or without scalding
followed by draining. In the extraction of such liquid, heat
may be applied by any method that does not add water
thereto.

Such juice is strained free from peel, seeds, and other
coarse or hard substances, but contains finely divided
insoluble solids from the flesh of the tomato in accordance
with current good manufacturing practice. Such juice may
be homogenized, may be seasoned with salt, and may be
acidified with any safe and suitable organic acid. The juice
may have been concentrated and later reconstituted with
water and/or tomato juice to a tomato soluble solids con-
tent of not less than 5.0 percent by weight.

The food is preserved by heat sterilization (canning),
refrigeration, or freezing. When sealed in a container to be
held at ambient temperatures, it is so processed by heat,
before or after sealing, as to prevent spoilage.
The name of the food is:

1. “Tomato juice’’ if it is prepared from uncon-
centrated undiluted liquid extracted from
mature tomatoes of reddish varieties.

2. “Tomato juice from concentrate’’ if the finished
juice has been prepared from concentrated
tomato juice as specified or if the finished juice
is a mixture of tomato juice and tomato juice
from concentrate.

Each of the ingredients used in the food should be
declared on the label as required.

The standard of quality for tomato juice is as follows:
The strength and redness of color complies with spe-

cific requirement.
Not more than two defects for peel and blemishes,

either singly or in combination, in addition to three
defects for seeds or pieces of seeds, defined as follows,
per 500 milliliters (16.9 fluid ounces):

(a) Pieces of peel 3.2 millimeters (0.125 inch) or
greater in length.

(b) Blemishes such as dark brown or black parti-
cles (specks) greater than 1.6 millimeters
(0.0625 inch) in length.

(c) Seeds or pieces of seeds 3.2 millimeters (0.125
inch) or greater in length.

If the quality of the tomato juice falls below the stan-
dard, the label should bear the general statement of sub-
standard quality.

In lieu of such general statement of substandard qual-
ity when the quality of the tomato juice falls below the
standard in one or more respects, the label may bear the
alternative statement, “Below Standard in Quality
______,’’ the blank to be filled in with the words:

(i) “Poor color’’
(ii) “Excessive pieces of peel’’

(iii) “Excessive blemishes.’’
(iv) “Excessive seeds’’ or “excessive pieces of seed.’’

The standard of fill of container for tomato juice is not
less than 90 percent of the total capacity, except when the
food is frozen.
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If the tomato juice falls below the standard of fill, the
label should bear the general statement of substandard fill.

XII. CANNED TOMATO CONCENTRATES,
“TOMATO PUREE,” “TOMATO PULP,”
OR “TOMATO PASTE”

Tomato concentrates are the class of foods each of which
is prepared by concentrating one or any combination of
two or more of the following optional tomato ingredients:

1. The liquid obtained from mature tomatoes of
the red or reddish varieties (Lycopersicum
esculentum P. Mill).

2. The liquid obtained from the residue from
preparing such tomatoes for canning, consist-
ing of peelings and cores with or without such
tomatoes or pieces thereof.

3. The liquid obtained from the residue from par-
tial extraction of juice from such tomatoes.

Such liquid is obtained by so straining the tomatoes,
with or without heating, as to exclude skins (peel), seeds,
and other coarse or hard substances in accordance with
good manufacturing practice. Prior to straining, food-
grade hydrochloric acid may be added to the tomato mate-
rial in an amount to obtain a pH no lower than 2.0. Such
acid is then neutralized with food-grade sodium hydrox-
ide so that the treated tomato material is restored to a pH
of 4.2 + 0.2. Water may be added to adjust the final com-
position. The food contains not less than 8.0 percent
tomato soluble solids as specified.

The food is preserved by heat sterilization (canning),
refrigeration, or freezing. When sealed in a container to be
held at ambient temperatures, it is so processed by heat,
before or after sealing, as to prevent spoilage.

One or any combination of two or more of the follow-
ing safe and suitable ingredients may be used in the foods:

1. Salt (sodium chloride formed during acid neu-
tralization should be considered added salt).

2. Lemon juice, concentrated lemon juice, or
organic acids.

3. Sodium bicarbonate.
4. Water.
5. Spices.
6. Flavoring.

The name of the food is:

1. “Tomato puree’’ or “tomato pulp’’ if the food
contains not less than 8.0 percent but less than
24.0 percent tomato soluble solids.

2. “Tomato paste’’ if the food contains not less
than 24.0 percent tomato soluble solids.

3. The name “tomato concentrate’’ may be used in
lieu of the name “tomato puree,’’ “tomato

pulp,’’ or “tomato paste’’ whenever the concen-
trate complies with the requirements of such
foods, except that the label should bear the
statement “for re-manufacturing purposes
only’’ when the concentrate is packaged in No.
10 containers (3.1 kilograms or 109 avoirdu-
pois ounces total water capacity) or containers
that are smaller in size.

4. “Concentrated tomato juice’’ if the food is pre-
pared from the optional tomato ingredient
described and is of such concentration that upon
diluting the food according to label directions as
required, the diluted article will contain not less
than 5.0 percent by weight tomato soluble solids.

The following should be included as part of the name
or in close proximity to the name of the food:

1. The statement “Made from’’ or “Made in part
from,’’ as the case may be, “residual tomato
material from canning’’ if the optional tomato
ingredient is present.

2. The statement “Made from’’ or “Made in part
from,’’ as the case may be, “residual tomato
material from partial extraction of juice’’ if the
optional tomato ingredient present.

3. A declaration of any flavoring that character-
izes the product and a declaration of any spice
that characterizes the product, e.g., “Seasoned
with ______,’’ the blank to be filled in with the
words “added spice’’ or, in lieu of the word
“spice,’’ the common name of the spice.

The label of concentrated tomato juice should bear
adequate directions for dilution to result in a diluted arti-
cle containing not less than 5.0 percent by weight tomato
soluble solids, except that alternative methods may be
used to convey adequate dilution directions for containers
that are larger than No. 10 containers (3.1 kilograms or
109 avoirdupois ounces total water capacity).

A. FILL OF CONTAINER

The standard of fill of container for tomato concentrate, as
determined by the general method for fill of container, is
not less than 90 percent of the total capacity, except when
the food is frozen.

XIII. TOMATO CATSUP

Catsup, ketchup, or catchup is the food prepared from one
or any combination of two or more of the following
optional tomato ingredients:

1. Tomato concentrate as described.
2. Lemon juice, concentrated lemon juice, or safe

and suitable organic acids may be used in quan-
tities no greater than necessary to adjust the pH.
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3. The liquid derived from mature tomatoes of the
red or reddish varieties Lycopersicum esculen-
tum P. Mill.

4. The liquid obtained from the residue from
preparing such tomatoes for canning, consist-
ing of peelings and cores with or without such
tomatoes or pieces thereof.

5. The liquid obtained from the residue from par-
tial extraction of juice from such tomatoes.
Such liquid is strained so as to exclude skins,
seeds, and other coarse or hard substances in
accordance with current good manufacturing
practice. Prior to straining, food-grade
hydrochloric acid may be added to the tomato
material in an amount to obtain a pH no lower
than 2.0. Such acid is then neutralized with
food-grade sodium hydroxide so that the treated
tomato material is restored to a pH of 4.2 ± 0.2.

The final composition of the food may be adjusted by
concentration and/or by the addition of water. The food
may contain salt (sodium chloride formed during acid
neutralization should be considered added salt) and is sea-
soned with optional ingredients (see above).

The food is preserved by heat sterilization (canning),
refrigeration, or freezing. When sealed in a container to be
held at ambient temperatures, it is so processed by heat,
before or after sealing, as to prevent spoilage.

One or any combination of two or more of the fol-
lowing ingredients in each category is added to the tomato
ingredients:

1. Vinegars.
2. Nutritive carbohydrate sweeteners.
3. Spices, flavoring, onions, or garlic.

4. Labeling.
5. The name of the food is “Catsup,’’ “Ketchup,’’

or “Catchup.’’

The following should be included as part of the name
or in close proximity to the name of the food:

1. The statement “Made from’’ or “Made in part
from,’’ as the case may be, “residual tomato
material from canning’’ if the optional tomato
ingredient or tomato concentrate containing the
ingredient is present.

2. The statement “Made from’’ or “Made in 
part from,’’ as the case may be, “residual tomato
material from partial extraction of juice’’ if the
optional tomato ingredient or tomato concen-
trate containing the ingredient is present.

The name “tomato concentrate’’ may be used in lieu
of the names “tomato puree,’’ “tomato pulp,’’ or “tomato
paste’’ and when tomato concentrates are used.

A. FILL OF CONTAINER

The standard of fill of container for catsup is not less than
90 percent of the total capacity except when the food is
frozen, or when the food is packaged in individual serving-
size packages containing 56.7 grams (2 ounces) or less.
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I. INTRODUCTION

This book is not the proper forum to discuss the manufac-
ture of every processed vegetable available in the market.
However, regulatory agencies such the Department of
Agriculture (USDA) and the Food and Drug
Administration (FDA) have issued some minimal criteria
for each processed vegetable such as what they are, what
types and styles are available and so on. The information
in this chapter describes each available frozen vegetable
product and has been modified from the product grades
(USDA) and product standards (FDA). Product standards
and product grades are established to achieve two objec-
tives: assure product safety and minimize economic fraud.

The information provided here has one major objec-
tive: to remind a commercial processor what each frozen
vegetable is and the applicable criteria for particular
products.

II. FROZEN ASPARAGUS

Frozen asparagus consists of sound and succulent fresh
shoots of the asparagus plant (Asparagus officianalis).
The product is prepared by sorting, trimming, washing,
and blanching as necessary to assure a clean and whole-
some product. It is then frozen and stored at temperatures
necessary for preservation.

1. TYPES

1. Green or all-green consists of units of frozen
asparagus which are typically green, light-
green, or purplish-green in color.

2. Green-white consists of frozen asparagus spears
and tips which have typical green, light-green,
or purplish-green color to some extent but
which are white in the lower portions of stalk.

2. STYLES

Spears or stalks style consists of units composed of the
head and adjoining portion of the shoot that are 3 inches
or more in length. Tips style consists of units composed of
the head and adjoining portion of the shoot that are less
than 3 inches in length. Center cuts or cuts style consists
of portions of shoots (with or without head material) that
are cut transversely into units not less than one-half inch
in length and that fail to meet the definition for cut spears
or cuts and tips style.

Cut spears or cuts and tips style consists of the head
and portions of the shoot cut transversely into units 2
inches or less but not less than one-half inch in length. To
be considered this style head material should be present in
these amounts for the respective lengths of cuts:

1. 1-1/4 inches or less. Not less than 18 percent
(average), by count, of all cuts are head material.

2. Longer than 1-1/4 inches. Not less than 25 per-
cent (average), by count, of all cuts are head
material.

III. FROZEN LIMA BEANS

Frozen lima beans are the frozen product prepared from
the clean, sound, succulent seed of the lima bean plant
without soaking, by shelling, washing, blanching, and
properly draining. They are then frozen in accordance
with good commercial practice and maintained at temper-
atures necessary for the preservation of the product.

1. TYPES

1. Thin-seeded such as Henderson, Bush, and
Thorogreen varieties.

2. Thick-seeded Baby Potato such as Baby
Potato, Baby Fordhook, and Evergreen. Thick-
seeded, such as Fordhook variety.

IV. FROZEN BEANS, SPECKLED BUTTER
(LIMA)

Frozen speckled butter (lima) beans are the frozen prod-
uct prepared from the clean, sound, freshly-vined (but not
seed-dry) seed of the speckled butter (lima) bean plant
(Phaseolus limensis). The skins of the seed are pigmented
and the external colors range from variegated speckling of
green, pink, red, and/or lavender to purple. The product is
prepared by shelling the pods; by washing, blanching, and
properly draining the seeds that have been sorted and
blended or otherwise prepared in accordance with good
commercial practice. They are frozen in accordance with
good commercial practice and maintained at temperatures
necessary for the preservation of the product.

V. FROZEN BROCCOLI

Frozen broccoli is the product prepared from the fresh,
clean, sound stalks or shoots of the broccoli plant
[Brassica oleracea (Italica group)] by trimming, washing,
blanching, sorting, and properly draining. The product is
frozen in accordance with good commercial practice and
maintained at temperatures necessary for its preservation.

1. STYLES

1. Spears or stalks are the head and adjoining por-
tions of the stem, with or without attached
leaves, which may range in length from 9 cm
(3.5 in.) to 15 cm (5.9 in.). The spears or stalks
may be cut longitudinally.

2. Short spears or florets are the head and adjoin-
ing portions of the stem, with or without
attached leaves, which may range in length
from 2.5 cm (1 in.) to 9 cm (3.5 in.). Each short



spear or floret must weigh more than 6 g
(0.2 oz). The short spears or florets may be cut
longitudinally.

3. Cut spears or short spears are cut into portions
which may range in length from 2 cm (0.8 in.)
to 5 cm (2 in.). Head material should be at least
62.5 g (2.2 oz) per 250 g (8.8 oz) and leaf mate-
rial should not be more than 62.5 g (2.2 oz) per
250 g (8.8 oz).

4. Chopped spears or short spears are cut into por-
tions which are less than 2 cm (0.8 in.) in length.
Head material should be at least 12.5 g (0.4 oz)
per 50 g (1.8 oz) and leaf material should not be
more than 12.5 g (0.4 oz) per 50 g (1.8 oz).

5. Pieces or random cut pieces are cut or chopped
portions of spears or short spears or other units
which do not meet the requirements for cut or
chopped styles.

VI. FROZEN BRUSSELS SPROUTS

Frozen Brussels sprouts are the frozen product prepared
from the clean, sound succulent heads of the Brussels
sprouts plant (Brassica oleracea L. var. gemmifera) by
trimming, washing, blanching, and properly draining. The
product is frozen in accordance with good commercial
practice and maintained at temperatures necessary for its
preservation.

VII. FROZEN CARROTS

Frozen carrots are the clean and sound product prepared
from the fresh root of the carrot plant (Daucus carota) by
washing, sorting, peeling, trimming, and blanching, and
are frozen in accordance with good commercial practice
and maintained at temperatures necessary for the preser-
vation of the product.

1. STYLES

Wholes (or whole carrots) retain the approximate
confirmation of a whole carrot.

Halves or halved carrots are cut longitudinally into
two units.

Quarters or quartered carrots are cut longitudinally
into four approximately equal units. Carrots cut
longitudinally or cut longitudinally and cross-
wise into six or eight units approximating the
size and appearance of quartered carrots are also
permitted in this style.

Slices or sliced carrots are sliced transversely to the
longitudinal axis.

Diced carrots consist of approximate cube-shaped
units.

Double-diced carrots consist of approximate rectan-
gular shapes that resemble the equivalent of two
cube-shaped units.

Strips are carrots that consists of approximate
French-cut shapes, with flat-parallel or corru-
gated-parallel surfaces, one-half inch or more in
length.

Chips are carrots that consist of predominately
small-sized units (such as less than one-half
cube) and variously shaped pieces or slivers in
which the longest-edge dimension approximates
not more than one-half inch.

Cut carrots consist of cut units that do not conform to
any of the forgoing styles.

VIII. FROZEN CAULIFLOWER

Frozen cauliflower is prepared from fresh flower heads of
the cauliflower plant (Brassica oleracea botrytis) by trim-
ming, washing, and blanching, and is frozen and maintained
at temperatures necessary for preservation of the product.

1. STYLES AND REQUIREMENTS

1. Clusters are individual segments of trimmed
and cored cauliflower heads, which measure
not less than 20 mm (0.75 in.) in the greatest
dimension across the top of the unit. A maxi-
mum of 10%, by weight, of clusters less than
20 mm (0.75 in.) in the greatest dimension
across the top of the unit are allowed.

2. Nuggets or small clusters are individual seg-
ments of trimmed and cored cauliflower heads,
which measure from 6 mm (0.25 in.) to less
than 20 mm (0.75 in.) in the greatest dimension
across the top of the unit. A maximum of 20%,
by weight, of clusters, 20 mm (0.75 in.) or
greater, and a maximum of 10%, by weight, of
clusters less than 6 mm in the greatest dimen-
sion across the top of the unit are allowed.

IX. FROZEN CORN ON THE COB

Frozen corn on the cob is the product prepared from
sound, properly matured, fresh, sweet corn ears by remov-
ing husk and silk, by sorting, trimming, and washing to
assure a clean and wholesome product. The ears are
blanched, then frozen and stored at temperatures neces-
sary for the preservation of the product.

1. STYLES

1. Trimmed. Ears trimmed at both ends to remove
tip and stalk ends and or/cut to specific lengths.
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2. Natural. Ears trimmed at the stalk end only to
remove all or most of the stalk.

2. LENGTHS

1. Regular. Ears which are predominantly over
3-1/2 inches in length.

2. Ears which are predominantly 3-1/2 inches or
less in length.

Colors of frozen corn on the cob: Golden (or yellow);
white.

X. FROZEN LEAFY GREENS

Frozen leafy greens are the frozen product prepared from
the clean, sound, succulent leaves and stems of any one of
the plants listed below by sorting, trimming, washing,
blanching, and properly draining. The product is
processed by freezing and maintained at temperatures
necessary for its preservation. Any functional, optional
ingredient(s) permissible under the law may be used to
acidify and/or season the product.

1. TYPES

Beet greens.
Collards.
Dandelion greens.
Endive.
Kale.
Mustard greens.
Spinach.
Swiss chard.
Turnip greens.
Any other “market accepted” leafy green.

2. STYLES

1. Leaf consists substantially of the leaf, cut or
uncut, with or without adjoining portion of the
stem.

2. Chopped consists of the leaf with or without
adjoining portion of the stem that has been cut
into small pieces less than approximately
20 mm (0.78 in.) in the longest dimension but
not comminuted to a pulp or a puree.

3. Pureed consists of the leaf with or without
adjoining portion of the stem that has been
comminuted to a pulp or a puree.

XI. FROZEN OKRA

Frozen okra is the product prepared from the clean, sound,
succulent, and edible fresh pods of the okra plant

(Hibiscus esculentus) of the green variety. The product
may or may not be trimmed, is properly prepared and
properly processed, and is then frozen and stored at tem-
peratures necessary for preservation.

1. STYLES

1. Whole okra consists of trimmed or untrimmed
whole pods of any length that may possess an
edible portion of the cap. The length of a whole
pod is determined by measuring from the outer-
most point of the tip end of the pod to the outer-
most point of the stem end of the pod, exclusive
of any inedible stem portion that may be present.

2. Cut okra is trimmed or untrimmed whole pods,
which may possess an edible portion of cap,
and which have been cut transversely into
pieces of approximate uniform length. The
length of a unit of cut okra is determined by
measuring the longitudinal axis of the unit.

XII. FROZEN ONION RINGS, BREADED,
RAW OR COOKED

Frozen breaded onion rings, hereinafter referred to as
frozen onion rings, is the product prepared from clean and
sound, fresh onion bulbs (Allium cepa) from which the
root bases, tops, and outer skin have been removed. The
onion bulbs are sliced and separated into rings, coated
with batter (or breaded), and may or may not be deep fried
in a suitable fat or oil bath. The product is prepared and
frozen in accordance with good commercial practice and
maintained at temperatures necessary for the proper
preservation of the product.

1. TYPES

The type of frozen onion rings applies to the method
of preparation of the product, and includes:

1. French fried onion rings that have been deep
fried in a suitable fat or oil bath prior to freez-
ing.

2. Raw breaded onion rings that have not been oil
blanched or cooked prior to freezing.

XIII. FROZEN PEAS

Frozen peas is the food in “package’’ form, prepared from
the succulent seed of the pea plant of the species Pisum
sativum L. Any suitable variety of pea may be used. It is
blanched, drained, and preserved by freezing in such a
way that the range of temperature of maximum crystal-
lization is passed quickly. The freezing process should not
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be regarded as complete until the product temperature has
reached �18°C (0°F) or lower at the thermal center, after
thermal stabilization. Such food may contain one, or any
combination of two or more, of the following safe and
suitable optional ingredients:

XIV. PEAS, FIELD AND BLACK-EYE

Frozen field peas and frozen black-eye peas, hereafter
referred to as frozen peas, are the frozen product prepared
from clean, sound, fresh, seed of proper maturity of the
field pea plant (Vigna sinensis), by shelling, sorting, wash-
ing, blanching, and properly draining. The product is frozen
and maintained at temperatures necessary for preservation.
Frozen peas may contain succulent, unshelled pods (snaps)
of the field pea plant or small sieve round type succulent
pods of the green bean plant as an optional ingredient used
as a garnish.

XV. FROZEN PEPPERS, SWEET

Frozen sweet peppers are the frozen product prepared
from fresh, clean, sound, firm pods of the common com-
mercial varieties of sweet peppers, which have been prop-
erly prepared, may or may not be blanched, and are then
frozen in accordance with good commercial practice and
maintained at temperatures necessary for the preservation
of the product.

1. TYPES

Type I, green.
Type II, red.
Type III, mixed (green and red).

2. STYLES

1. Whole stemmed: whole unpeeled pepper pods
with stem and core removed.

2. Whole unstemmed: whole unpeeled pepper
pods with stems trimmed to not more than 1/2
inch length.

3. Halved: whole stemmed, unpeeled pepper pods
which have been cut approximately in half
from stem to blossom end.

4. Sliced: whole stemmed, unpeeled pepper pods
or pieces of pepper pods which have been cut
into strips.

5. Diced: whole stemmed, unpeeled pepper pods
or pieces of pepper pods which have been cut
into approximate square pieces measuring 1/2
inch or less.

6. Unit: a whole unpeeled pepper pod or portion
of a pepper pod in frozen sweet peppers.

XVI. FROZEN POTATOES, FRENCH FRIED

Frozen French fried potatoes are prepared from mature,
sound, white or Irish potatoes (Solanum tuberosum). The
potatoes are washed, sorted, and trimmed as necessary to
assure a clean and wholesome product. The potatoes may
or may not be cut into pieces. The potatoes are processed
in accordance with good commercial practice which
includes deep frying or blanching in a suitable fat or oil
and which may include the addition of any ingredient
permissible under the law. The prepared product is frozen
and is stored at temperatures necessary for its preser-
vation.

1. TYPES

Frozen French fried potatoes are of two types, based prin-
cipally on intended use, as follows:

1. Retail type. This type is intended for household
consumption. It is normally packed in small
packages that are labeled or marked for retail
sales. It may be otherwise designated for such
use.

2. Institutional type. This type is intended for the
hotel, restaurant, or other large feeding estab-
lishment trade. Primary containers, usually 5
pounds or more, are often not as completely
labeled as for retail sales.

2. STYLES

Styles of potatoes are grouped into general, strips, slices,
dices, and Rissolé.

The style of frozen French fried potatoes is identified
by the general size, shape, or other physical characteris-
tics of the potato units. Styles with cut units may be fur-
ther identified by substyles as follows:

1. Straight cut refers to smooth cut surfaces and
2. Crinkle cut refers to corrugated cut surfaces.

The strips style consists of elongated pieces of
potato with practically parallel sides and of any cross-
sectional shape. This style may be further identified by
the approximate dimensions of the cross-section, for
example:

1/4 � 1/4 inch
3/8 � 3/8 inch
1/2 � 1/4 inch, or
3/8 � 3/8 inch 

Shoestring refers to strip, either straight cut or crinkle
cut, with a cross section predominantly less than that of a
square measuring 3/8 � 3/8 inch.
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Slices is a style that consists of pieces of potato with
two practically parallel sides, and which otherwise con-
form generally to the shape of the potato. This style may
also contain a normal amount of outside slices.

Dices consists of pieces of potato cut into approxi-
mate cubes.

Rissolé is a style that consists of whole or nearly
whole potatoes.

Any other individually frozen French fried potato
product may be designated as to style by description of
the size, shape, or other characteristic that differentiates it
from the other styles.

3. LENGTH DESIGNATIONS

The length designations described in this section apply to
strip styles only.

Frozen French fried potato strips are designated as to
length in accordance with the following criteria. Percent,
as used in this section, means the percent, by count, of all
strips of potato that are 1/2-inch in length, or longer.

1. Extra long. Eighty (80) percent or more are 
2 inches in length or longer; and 30 percent or
more are 3 inches in length or longer.

2. Long. Seventy (70) percent or more are 
2 inches in length, or longer; and 15 percent or
more are 3 inches in length or longer. 

3. Medium. Fifty (50) percent or more are 
2 inches in length or longer.

4. Short. Less than 50 percent are 2 inches in
length or longer.

XVII. FROZEN POTATO, HASH BROWN

Frozen hash brown potatoes are prepared from mature,
sound, white or Irish potatoes (Solanum tuberosum) that
are washed, peeled, sorted, and trimmed to assure a clean
and wholesome product. The potatoes so prepared are
blanched, may or may not be fried, and are shredded or
diced or chopped and frozen and stored at temperatures
necessary for their preservation.

1. STYLES

1. Shredded. Shredded potatoes are cut into thin
strips with cross-sectional dimensions from
1 mm by 2 mm to 4 mm by 6 mm and formed
into a solid mass before freezing.

2. Diced. Diced potatoes are cut into approximate
cube shape units from 6 mm to 15 mm on an
edge and loose frozen. They contain not more
than 90 grams, per sample unit, of units smaller
than one-half the volume of the predominant
size unit.

3. Chopped. Chopped potatoes are random cut
pieces predominantly less than 32 mm in their
greatest dimension and loose frozen.

XVIII. FROZEN VEGETABLES, MIXED

Frozen mixed vegetables consist of three or more succu-
lent vegetables, properly prepared and properly blanched;
may contain vegetables (such as small pieces of sweet red
peppers or sweet green peppers) added as garnish; and are
frozen and maintained at temperatures necessary for the
preservation of the product.

1. KINDS AND STYLES OF BASIC VEGETABLES

It is recommended that frozen mixed vegetables, other than
small pieces of vegetables added as garnish, consist of the
following kinds and styles of vegetables as basic vegetables:

1. Beans, green or wax: Cut styles, predominantly
of 1/2 inch to 1-1/2 inch cuts.

2. Beans, lima: Any single varietal type.
3. Carrots: Diced style, predominantly of 3/8 inch

to 1/2 inch cubes.
4. Corn sweet: Golden (or Yellow) in whole ker-

nel style.
5. Peas: Early type or sweet type.

2. RECOMMENDED PROPORTIONS OF

INGREDIENTS

It is recommended that frozen mixed vegetables consist of
three, four, or five basic vegetables in the following pro-
portions:

1. Three vegetables. A mixture of three basic veg-
etables in which any one vegetable is not more
than 40 percent by weight of all the frozen
mixed vegetables.

2. Four vegetables. A mixture of four basic veg-
etables in which none of the vegetables is less
than 8 percent by weight or more than 35
percent by weight of all the frozen mixed veg-
etables.

3. Five vegetables. A mixture of five basic vegeta-
bles in which none of the vegetables is less than
8 percent by weight or more than 30 percent by
weight of all the frozen mixed vegetables.
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I. INTRODUCTION

Fruits, either fresh or processed, form an important part of
our daily diet, and demand is increasing in all affluent
countries of the world. This has become possible because
of the availability of the improved quality and extended
variety of fruits throughout the year. Recent advances in
agricultural technology have contributed significantly to
the improved production of fruits throughout the world. In
addition, the critical advances in fruit processing technolo-
gies, refrigeration, transportation, storage and distribution
have made it possible for consumers to enjoy these prod-
ucts year-round. The emphasis in fruit processing is shift-
ing now from traditional methods like canning, freezing
and dehydration to “fresh cut” or “minimal processing.”
Because present-day consumers prefer food products that
contain fruit, food processors are using more fruits as
value-added ingredients (fruit concentrates, pulps, candied
pieces, etc.) in their formulations, like snacks, baby foods,
baked goods and many other processed foods. At the same
time, the variety of fruits available for extended periods
throughout the year in developed countries has increased.
Many tropical fruits that were earlier considered exotic and
expensive are now being commonly consumed as fresh
produce.

Fruit consumption has witnessed unprecedented
growth during the past few decades. Current nutrition
studies are making consumers more informed about the
health benefits of various fruit constituents. The impor-
tance of vitamins, minerals, antioxidants, dietary fiber and
a long list of phytochemicals present in fruits are being
discussed daily in the print and television media. Now, the
idea of nutrient clusters also supports the need for a varied
healthy diet that contains recommended servings of fruits
and vegetables (1). A diet that lacks fruits and vegetables
rarely supplies the levels of nutrients needed for optimal
health. The world population is also ageing and life
expectancy is increasing with every passing decade. This
prompts us to understand the relationship of nutrition to
ageing and to study the effect of dietary requirements on
an aged population. The role of phytochemicals present in
fruits and vegetables in promoting health and reducing the
risk of various chronic diseases among the older adults is
now attracting the attention of health professionals (2).

II. BIOLOGY OF FRUITS

Fruit, in strict botanical terms, is the fleshy or dry ripened
ovary of a plant, which encloses the seed or seeds.
Therefore, mangoes, apricots, bananas, grapes, bean pods,
almonds, tomatoes and cucumbers are all technically
fruits. However, the term fruit is restricted to the ripened
ovaries that are sweet and either succulent or pulpy. A
fruit, when developed from only the carpellary structures,
is called a true fruit or, if it is developed from a superior

ovary, a superior fruit. Fruits with accessory parts are
called accessory fruits (grapes, dates and plums), or
because of their frequent development from inferior
ovaries, are called inferior fruits (bananas, pears and wal-
nuts). Invariably, the true fruits develop from the superior
ovaries of hypogynous or perigynous flowers, but the
accessory fruits usually develop from the inferior or part-
inferior ovaries of epigynous or semiepigynous flowers.
The number of ovaries and flowers that constitute the
fruits also characterizes fruits. A simple fruit is derived
from one ovary (e.g., apples), whereas an aggregate fruit is
developed from several ovaries of one flower (e.g., straw-
berries). A multiple or collective fruit is developed from
the structures of ovaries and accessories of several flowers
consolidated into a mass (e.g., figs and pineapples).
Simple fruits are either true or accessory fruits, but the
aggregate and multiple fruits are always accessory fruits.

The classification of fruits is based on numerous cri-
teria, e.g., dehiscence versus indehiscence, dry versus
fleshy, textural quality, morphology, development, rela-
tionship of ovary to other reproductive parts of the plant
and number of carpels and seeds present therein. Fleshy
fruits are generally indehiscent, but with a few exceptions.
The major types of simple fleshy fruits include a pome
with a thin inner part (endocarp) and fleshy outer part
(e.g., pear and pomegranate); the latter is a leathery pome.
The drupe (stone fruit, e.g., cherry, peach, plum) has an
outer exocarp (skin) in the fruit wall, a central fleshy
mesocarp (flesh) and an inner stony endocarp or stone.
The berry has the entire center of fruit as fleshy (e.g.,
grapes, bananas, kiwi), whereas hesperidium, a modified
berry, has a thick, leathery separate outer rind (e.g., citrus
fruits).

Fruits are very perishable in nature because these are
living and respiring tissues. Based on the post-harvest pat-
terns of respiration, fruits are classified as climacteric and
nonclimacteric (3). Climacteric fruits, such as mango,
banana, pear, apricot, guava, kiwi, papaya, peach, fig,
plum and apple, produce large amounts of carbon dioxide
and ethylene; the production rates of these gases coincide
with ripening. These fruits can be harvested at an early
mature stage and ripened artificially with ethylene gas (4).
The nonclimacteric fruits, such as the orange, strawberry,
grape, lime, lemon, pineapple, grapefruit and cherry, show
no change in their low production rates of these two gases
during ripening and post-harvest storage. Nonclimacteric
fruits, if picked too early, are generally sour and of poor
quality because they ripen gradually over a long period of
time. Environmental factors, like temperature, relative
humidity and atmospheric gaseous composition, greatly
influence the respiration rate and shelf life of fruits during
post-harvest storage. Handling methods should be chosen
carefully so that they maintain fruit quality and chemical
composition. The delay between harvesting, cooling, pro-
cessing and consumption may lead to direct losses in
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quality (water loss and decay) and indirect losses in flavor
and nutritional quality. The harvesting at an appropriate
stage of maturity is, therefore, important for better post-
harvest shelf life and final fruit quality (5). 

III. EDIBLE FRUITS OF THE WORLD

Fruits are grown in temperate, subtropical and tropical cli-
mates of the world. Among the fruits grown in temperate
and subtropical regions, oranges are the leading groups of
fruit in terms of production, which are mainly processed
into juice (Table 24.1). Bananas are the second leading
fruits and are consumed mainly in fresh form. The major
portion of grapes the third leading fruits, goes into juice,
wine production and dried fruits, i.e., raisins (6). The major
grape-growing countries of the world are Italy, France, the
United States, Spain and Russia. The fourth leading group,
apples, are mostly eaten as fresh, but reasonable quantities
are also processed into juice, dried or canned. Kiwi is
another fruit that has become increasingly popular in the
international market. The production of fruits is increasing
rapidly throughout the world and fruits are becoming great
foreign exchange earners for the developing countries.

Banana, mango, papaya and pineapple are the important
tropical fruits that have gained commercial importance in
international trade (7). Mangoes and lychees are becoming
immensely popular fruits among the Asian population all
over the world. The United States is the leading producer
of fruits in the world, is followed by Brazil, Italy, India,
France, Russia and China (6, 8). A few of the important
examples of fruits grown in each of the climatic regions of
the world (9) are presented in Table 24.2.

IV. COMPOSITION OF FRUITS

Fruits and their processed products are not only colorful,
flavorful and appealing to the eye, but are also vital sources
of essential vitamins, minerals, dietary fiber and a host of
important health-promoting phytochemicals (10). In addi-
tion to these nutrients, they also contain complex carbohy-
drates and proteins (Tables 24.3–24.5). Fruits are good
sources of calcium, phosphorus, iron and magnesium.
They also supply a major portion of vitamin C in our diets.
Green-, yellow- and orange-colored fruits are rich sources
of β-carotene (a provitamin A). A substantial portion of the
complex carbohydrates in fruits is present as cellulose,
hemicellulose, pectic substances and lignins, which serve
as dietary fiber in our diets. Dietary fiber content and com-
position of some of the important fruits, determined by the
Association of Official Analytical Chemists (AOAC)
method (11) as well as the Uppsala method (12), are pre-
sented in Table 24.6. The dietary fiber constituents neu-
tralize the acid produced by meats, milk products and other
high protein foods in our diets. The presence of polyphe-
nols, anthocyanins and phytochemical constituents is now
being examined for their protective role against cardiovas-
cular diseases and certain types of cancer (13). 

Water is the most abundant constituent of most fresh
fruits, at usually around 80%, but some fruits, like apples
and oranges, may contain more than 90% water (15). Some
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TABLE 24.1
World Production of Major Fruits (1000 MT)

Fruit Production Fruit Production

Oranges 63,838 Plums 7,836
Bananas 58,975 Peaches 10,923
Grapes 58,466 Papayas 5,024
Apples 56,087 Strawberries 2,682
Mangoes 23,428 Apricots 2,295
Pineapples 12,794 Avocadoss 2,342
Pears 13,318 Grapefruits & Pomelos 5,038
Plantains 29,501 Raspberries 306

Source: Ref. 6.

TABLE 24.2
Classification of Fruits Based on Climatic Region

Temperate Region Subtropical Region Tropical Region

Pome fruits: Apple, Asian pear (Nashpati), Citrus fruits: Orange, grapefruit, tangerine, Major tropical fruits: Banana,
European pear, quince mandarin, lemon, lime, pomelo mango, papaya, pineapple

Stone fruits: Peach, plum, nectarine, Non-citrus fruits: Kiwifruit, figs, olive, Minor tropical fruits: Cashew apple,
apricot, cherry, almond, chestnut, pomegranate, cherimoya, ber (Zizyphus), guava, carambola, durian, longan,
lychee, walnut, pecan bael (Aegle marmelos), date fruit (Phoenix passion fruit, mangosteen, rambutan,

dactylifera L.), loquat (Eribotrya japonica tamarind, sapota, coconut, amla 
Lindl.), persimmon (Diospyros), phalsa (Phyllanthus emlica L.), jackfruit 
(Grewia subinaegualis L.), jamun (Syzygium (Artocarpus heterophyllus) 
cuminii Skeels)

Small fruits and berries: Grape, strawberry,
raspberry, cranberry, blueberry, blackberry,
currant, gooseberry

Source: Ref. 9.



fruits, like bananas, jackfruit, dates and grapes, are rich in
carbohydrates (mainly sugars), whereas others, like nuts,
dried apricots and figs, are good sources of proteins and
amino acids. A few fruits, like avocados, olives and nuts,
are exceptionally rich in oils and fats. In general, most fruits
typically contain between 10 to 25% carbohydrates, less
than 1% proteins and very small amounts (less than 0.5%)
of fat. Some exceptions like dates have about 77.97 to
79.39% total sugars at the kimri stage of maturity (16), avo-
cados have a fat content ranging from 15.5 to 23.4% (17)
and olives have a fat content ranging from 15 to 30% (18).

Sucrose, glucose and fructose are the main sugars
found in most fruits, although sorbitol is present in rea-
sonable amounts in some fruits (cherry, plum and pear).
The total sugars are present mainly in the cytoplasm, and
range from 0.9% in limes to 16% in fresh figs. Sucrose

content could be in traces in cherries to more than 8% in
ripe bananas and pineapples. Fructose, being sweeter than
sucrose and glucose, has a desirable influence on the taste
of fruits. Starch is present as small granules within the
cells of immature fruits, which is converted to sugars as
the fruit matures and ripens. Cellulose, hemicellulose,
pectic substances and lignins are the other polysaccha-
rides, which are the major constituents of cell walls. These
compounds are broken down into simpler and more solu-
ble components during fruit ripening (19).

Fruits contain less than 1% proteins, except in fruit
nuts, such as almonds, pistachios and walnuts (~20% pro-
tein). It is mainly the enzymes that constitute this 1% pro-
tein, and these enzymes are responsible for catalyzing
various metabolic processes involved in fruit ripening and
senescence viz. polygalacturonase hydrolyzes pectic sub-
stances, resulting in fruit softening, and polyphenoloxidase
catalyzes oxidation of phenolics, leading to browning of cut
apples. Ascorbic acid oxidase catalyzes oxidation of ascor-
bic acid, and thus lowers the nutritional quality of fruits.
Chlorophyllase removes the phytol ring from chlorophyll,
which leads to loss of green color during ripening of fruits. 

Most fresh fruits are low in lipids (0.1 to 0.2%),
except avocados, nuts and olives. Lipids are present in the
cell membranes, as a part of surface wax and cuticle. The
surface wax contributes to fruit appearance, and the cuti-
cle protects against water loss and pathogens. The type of
fatty acids present determines the flexibility of cell mem-
branes, with higher saturation resulting in rigid cells. 

Organic acids are major intermediary products of
metabolism and are further oxidized through the Krebs
cycle to provide energy for the maintenance of cell
integrity. The acidity of most fresh fruits is due to these
organic acids. Certain fruits, like lemons, may contain as
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TABLE 24.3
Proximate Composition (%) of Major Fruits Grown in
the World (Based on Total Edible Parts)

Fruit Water Energy Protein Fat Carbohydrate Minerals

Grapes 81.6 67 1.3 1.0 15.7 0.4
Oranges 86.0 49 1.0 0.2 12.2 0.6
Bananas 75.7 85 1.1 0.2 12.6 0.6
Apples 84.4 58 0.2 0.6 14.5 0.3
Mangoes 83.4 59 0.5 0.2 15.4 0.4
Pineapples 85.4 52 0.4 0.2 13.7 0.3
Pears 83.2 61 0.7 0.4 15.3 0.4
Plums 81.1 66 0.5 0.2 17.8 0.4
Peaches 89.1 38 0.6 0.1 9.7 0.5
Papayas 90.7 32 0.5 0.1 8.3 0.4
Apricots 85.3 51 1.0 0.2 12.8 0.7
Avocados 74.4 80.5 1.8 20.6 – 1.2
Strawberries 89.9 37 0.7 0.5 8.4 0.5

Source: Refs. 7, 8 and 10.

TABLE 24.4
Mineral Contents (mg/100 g of Total Edible Parts) of
Major Fruits Grown in the World

Fruit Calcium Phosphorus Iron Magnesium

Grapes 16 12 0.4 13
Oranges 41 20 0.4 11
Bananas 8 26 0.7 33
Apples 7 10 0.3 8
Mangoes 12 12 0.8 –
Pineapples 18 8 0.5 –
Pears 8 11 0.3 7
Plums 18 17 0.5 9
Peaches 9 19 0.5 10
Papayas 20 13 0.4 –
Apricots 17 23 0.5 12
Avocados 14 27 0.7 23
Strawberries 21 21 1.0 12

Source: Refs. 7, 8 and 10.

Table 24.5
Vitamin Content (Per 100 g of Total Edible Parts) of
Major Fruits Grown in the World

Fruit Vitamin A Thiamine Riboflavin Nicotinic Ascorbic
(IU) (mg) (mg) acid (mg) acid (mg)

Grapes 100 0.05 0.03 0.3 4
Oranges 200 0.10 0.04 0.4 50
Bananas 190 0.05 0.06 0.7 10
Apples 90 0.03 0.02 0.1 4
Mangoes 630 0.05 0.06 0.4 53
Pineapples 15 0.08 0.04 0.2 61
Pears 20 0.02 0.04 0.1 4
Plums 300 0.08 0.03 0.5 5
Peaches 1330 0.02 0.05 1.0 7
Papayas 110 0.03 0.04 0.3 46
Apricots 2700 0.03 0.04 0.6 10
Avocados – 0.07 0.12 1.9 11
Strawberries 60 0.03 0.07 0.6 59

Source: Refs. 7, 8 and 10.



much as 4.17 to 4.64% acidity, citric acid being the pre-
dominant one (20). Malic and citric acids are the most
abundant in most fruits, except the tartaric acid in grapes
and the quinic acid in kiwi fruits. The titratable acidity of
fruits plays an important role in determining the maturity
of most of these fruits. Acid content of fruits usually
decreases during the ripening process as these are used in
respiration or converted to sugars (21). 

Pigments are the chemicals responsible for the charac-
teristic color of skin and the flesh of fruits. In general, peel
tissues of white and yellow flesh nectarines and peaches,
and yellow and red plums, contain higher levels of phe-
nols; anthocyanins and flavonols are almost exclusively
located in this tissue (22). Many changes occur in these
pigments during maturation and ripening of fruits. Fruit
color is, therefore, used as an index of maturity and stage
of ripeness in many fruits. The color of fruits also changes

during the period of post-harvest in cold storage. Changes
in the color and anthocyanin content have been investi-
gated during the development and ripening of strawberries
and pomegranates (23, 24). An increase in phenylalanine
ammonia lyase (PAL) activity correlates with anthocyanin
production in strawberries. The anthocyanins increase in
pomegranate and low bush blueberry fruits during cold
storage (24, 25). PAL activity and anthocyanin concentra-
tion in the skin of harvested apples increases after irradia-
tion with UV and white light (26). The anthocyanin
content in apples is adversely affected by higher carbon
dioxide levels (73%) during cold storage (27), but a mod-
erate carbon dioxide atmosphere (10 kPa) prolongs the
storage life and maintains the quality of pomegranate,
including adequate red color intensity of the arils (28).

β-Carotene is a precursor of vitamin A, and not only
imparts color to fruits, but is also important in terms of
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TABLE 24.6
Dietary Fiber Content and Composition of Fruits (g/100 g of Total Edible Parts)

Uppsala Methodb

Soluble Fiber Insoluble Fiber
Dry AOACa Total Neutral Uronic Neutral Uronic Klason
wt., Total Fiber, Sugars, Acids, Total, Sugars, Acids, Lignin, Total,

Sample FW fiber, FW FW DW DW DW DW DW DW DW

Apples
Applesauce, canned 11.5 1.4 1.2 1.0 1.5 2.5 6.5 1.3 0.4 8.2
Macintosh, unpeeled 15.3 2.3 1.8 0.4 1.7 2.1 7.0 1.7 1.3 10.0
Apricots
Dried 69.4 7.7 7.1 0.9 2.1 3.0 5.3 1.3 0.7 7.3
Fresh, unpeeled 11.3 1.6 1.5 0.7 3.5 4.2 6.4 1.3 1.0 8.7
Berries
Blackberry, frozen 17.9 7.0 6.5 0.9 1.9 2.8 13.5 3.3 16.5 33.4
Cranberry sauce, 39.4 1.4 1.1 0.2 0.5 0.7 1.2 0.1 0.7 2.0

frozen
Raspberry, red, fresh 12.3 4.4 4.1 1.1 2.4 3.5 9.9 1.7 18.7 30.3
Strawberry, frozen 10.7 1.9 1.7 1.2 2.6 3.8 5.7 1.4 5.1 12.2
Grapes
Black, seeded 21.5 1.0 0.9 0.2 0.1 0.3 1.3 0.9 1.5 3.7
Red, seedless 21.3 1.3 1.0 0.1 0.2 0.3 1.5 0.8 2.1 4.4
Oranges
Mandarin, canned 16.1 0.3 0.2 0.2 0.1 0.3 0.6 0.4 0.2 1.2
Temple, fresh 14.7 1.7 1.5 0.7 1.5 2.2 4.8 2.8 0.5 8.1
Valencia, fresh 13.1 1.6 1.5 0.9 1.1 2.0 4.5 3.7 0.8 9.0
Peaches
Canned in fruit juice 15.8 1.5 1.4 1.1 2.0 3.1 3.9 1.1 0.9 5.9
Fresh, unpeeled 13.3 1.9 1.7 1.5 3.0 4.5 6.5 1.0 1.1 8.6
Fresh, peeled 12.4 1.6 1.3 1.1 2.7 3.8 4.5 0.9 1.0 6.4
Plums
Canned in heavy 27.0 2.1 1.8 1.0 1.5 2.5 2.9 0.5 0.8 4.2
Syrup
Prunes 65.8 8.0 7.3 1.3 2.6 3.9 4.3 1.0 1.8 7.1
Prunes, fresh 16.6 2.2 1.9 0.7 2.1 2.8 4.3 1.4 2.6 8.3

aMean of four measurements, bMean of two measurements, FW = Fresh weight, DW = Dry weight.

Source: Ref. 14.



nutritional quality. Most of the carotenoid pigments are
quite stable and remain intact in fruit tissues, even after
senescence, processing and storage. The elucidation of
biosynthesis pathway in plants has opened up new possi-
bilities to manipulate/engineer fruit cultivars rich in provi-
tamin A carotenoids (29). A combination of biochemical
and genetic approaches has led to the isolation of a key
gene, lycopene-epsilon-cyclase, responsible for the rela-
tive proportions of β-carotene and lycopene in tomato
fruits (30). Among the phenolics, anthocyanins occur 
as glycosides and are water soluble, unstable during pro-
cessing as well as to changes in pH. These glycosides are
readily hydrolyzed by enzymes to free anthocyanins,
which may be further oxidized by phenoloxidases to yield
brown-colored oxidation products. The green color
imparted to fruits by chlorophyll is influenced by pH
changes, oxidation and the action of the enzyme chloro-
phyllase. 

The plant polyphenols occur naturally in plant foods,
like teas, fruits, juices and grape seeds. Grape seed tannins
are known to exhibit remarkable antioxidant effects (31).
The total phenolic compounds are higher in immature
fruits than in the mature fruits, and usually range between
0.1 and 2% on a fresh weight basis. These include chloro-
genic acid, catechin, epicatechin, leucoanthocyanidins,
flavonols, cinnamic acid derivatives and simple phenols.
Chlorogenic acid occurs widely in fruits and is responsi-
ble for the enzymatic browning of cut or damaged fruit
tissues. The phenolic content of red grapes is about 20–50
times higher than of white grapes (32). Apart from nutri-
tional significance, these polyphenols are associated with
color in fruits and vegetables and contribute to flavor sen-
sations like astringency and bitterness (33). Anthocyanins
are responsible for the bright red and purple colors of
fruits and flowers (34). The astringency is directly linked
to the phenolic content and decreases during fruit ripen-
ing, as the phenolics are converted from soluble to insol-
uble, nonastringent form (35). These phenolic compounds
are plant secondary metabolites and play an important
role in plant-derived food quality, as they affect various
quality attributes, such as appearance, flavor and health-
promoting properties (36). 

Fresh as well as processed fruits are important sources
of vitamins in the human diet. Apricot, peach, papaya,
cherry, orange, cantaloupe and watermelon are good
sources of β-carotene (provitamin A), whereas Indian
gooseberry, strawberry, orange, grapefruit, kiwi, papaya
and cantaloupe are important sources of ascorbic acid.
Peach, banana, orange, apricot, avocado, grapefruit and
apple also contain appreciable amounts of certain B-com-
plex vitamins. The levels of some of these vitamins may
be reduced during processing into various products, as
some of these are sensitive to heat, oxygen, light, pH and
certain trace minerals. Banana, peach, orange and apple
are rich in potassium, whereas orange, banana, peach,

raisin and fig are rich in phosphorus. Citrus fruits, like
tangerine, grapefruit and orange, contain good amounts of
calcium, and strawberry, banana, apple and orange are
rich in iron. On a fresh weight basis, the dietary fiber con-
tent of fruits ranges from 0.5 to 1.5%. The dietary fiber
comprises cellulose, hemicellulose, lignin and pectin,
which are derived from the cell wall and skin of fruits (9). 

Chemical composition of fruits is affected by a num-
ber of preharvest and post-harvest factors. Among the pre-
harvest factors, genetics (like cultivars and rootstocks) are
known to influence raw fruit composition, durability and
response to processing. As an example, several reports are
available on the genetic improvements of grape vines (37,
38). Similarly, climatic factors, like light intensity, signif-
icantly affect the concentration of certain vitamins, and
temperature influences mineral uptake and metabolism
due to its effect on transpiration rate. Cultural practices
like fertilizer application affect the mineral content of
fruits while pruning/thinning influences nutritional com-
position by changing fruit density and size (39).

V. STRUCTURAL PROPERTIES OF FRUITS

Fruits are consumed not only for their nutritional value, but
also for pleasure. The type of sensations one experiences
as the fruit deforms and fractures during the initial stage of
chewing determines our acceptance or rejection. Over the
years, food processors have developed many methods to
evaluate structural properties (such as modulus, fracture
stress and strain) and to relate these parameters to the tex-
tural quality of fruits. Fruit firmness is another important
mechanical property in determining the quality and
ripeness behavior of fruits. A more fundamental under-
standing of the relationship between structural properties
and microstructure of fruits is a prerequisite for any
improvements in the textural qualities of these food prod-
ucts. Single edge notch bend tests were employed to relate
mechanical properties to food texture (40). These workers
reported good agreement between the measured (3.4 � 0.3
MPa) and calculated (3.0) Young’s modulus (E values) for
apples. The fracture toughness, KIc, fracture energy, Gc,
and yield stress, σy, values for apples were reported to be
10.1 � 1.4 kPa m½, 39.6 � 10.5 Jm�2 and 0.3 � 0.1 MPa,
respectively. The firmness of pear fruit is a function of the
mechanical properties of cell wall, cell properties like tur-
gor and bonding between neighboring cells (41). A sig-
moidal relationship between fruit firmness and tensile
strength of tissue soaked in isotonic solutions is observed.
The major mechanism of tissue failure involves cell wall
failure and cell fracture at high firmness and intercellular
debonding at low firmness. The stress-hardening of the cell
wall in response to an increase in cell turgor increases the
cell wall elastic modulus. Fruit firmness decreases from
100 to 20 N and from 60 to 25 N during the ripening of
European and Asian pears, respectively. Tissue and cell
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extension at maximum force declines as fruit softens.
During fruit ripening, the hydrolysis of pectins present in
the middle lamella leads to tissue breakdown by cell-to-
cell debonding rather than the cell wall rupture. 

As the mechanical properties are a function of ripen-
ing, these parameters can be used to discriminate between
batches of certain types of fruits based on their degree of
ripeness. Mechanical parameters can be used in assessing
the optimum stage of ripening for harvest of Burlat sweet
cherries using a penetration test, a compression test
between two plates, and a compression-relaxation test
(42). Based on compression-relaxation data, the calcu-
lated “apparent secant modulus” seems to be the most
useful single mechanical parameter to clearly classify
batches and to distinguish different varieties. Data in
Table 24.7 show that the maximum penetration force
ranges from 6.2 N (for very green cherries) to 1.8 N (for
purple cherries). The hardness decreases as the cherries
mature, but a sharp reduction in force occurs between
stages red and very red, which are used as optimum stages
of harvesting.

Firmness is a critical parameter of textural quality of
apples. Information on the mechanical properties of apple
flesh and intact apples is required to develop suitable
methods for the sorting of whole apples according to firm-
ness. Apple firmness is affected by many factors such as
pre-harvest factors (genetics, fertilizers and other nutrients,
breeding for fruit size, use of plant regulators); and post-
harvest factors (maturity at harvest, pre-storage treatment
with calcium, heat, plant regulators, storage atmosphere)
(43). Calcium chloride treatment (2%) is effective in firm-
ing the apples (44). After six months of storage, treated
samples had textural characteristics values equal to or bet-
ter than the control treated with water only. The involve-
ment of calcium ions in the maintenance of apple tissue
during storage is suggested (45). The infiltration with 

calcium ions increases the tensile strength of tissue from
air-stored apples to 85% of that of untreated controlled
atmosphere-stored fruits. Both the movement of calcium
ions from the middle lamella and loss of its binding sites
occur during fruit softening, thus affecting the fruit texture.
The softening of apricots during canning is accelerated
when chelators, such as organic acid anions, remove struc-
tural calcium from the cell wall once the cell membrane is
lyzed during heat processing (46). Infiltration of these
apricot fruits, susceptible to softening, with calcium chlo-
ride before processing gives firmed canned products. 

The stone cells also influence the firmness of Asian,
European and Chinese pears (47). Fruit firmness increases
with the increase in weight of stone cells, but soluble solid
content is not affected. Weight of stone cells (per g of fruit)
is negatively correlated with fruit size. Different cultivars
show differences in the weight and size of stone cells. The
degree of ripeness, specimen orientation and location
within the apple tissue affect the failure stress, strain and
energy and apparent modulus of elasticity (Young’s mod-
ulus). Failure stress is the highest in vertical direction and
lowest in tangential direction (48). Young’s modulus is
significantly (p < 0.05) higher in radial samples than in
tangential and vertical samples. The bottom sections give
the largest values for failure stress and Young’s modulus,
and the top sections give the lowest values for Young’s
modulus. A non-destructive method has been developed to
determine fruit elasticity using the coefficient of elasticity
(49). The coefficient of elasticity is the ratio of compres-
sive stress to deformation. While using different types of
penetrometers, coefficient of elasticity shows a close cor-
relation with compressive stress and an acceptable correla-
tion with rupture stress for apples. The coefficient of
elasticity can be used to characterize stress-strain behavior
of fruits, as it is a good indicator of firmness for both sci-
entific and practical evaluation. 
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TABLE 24.7
Mechanical Parameters for Burlat Sweet Cherry with Skin (Mean Values)

Parameter Very Green Green Red Very Red Purple

Penetration Test
Max. penetration force, N 6.2 (1.1) 4.3 (0.6) 4.2 (0.6) 2.3 (0.4) 1.8 (0.2)
Compression test
Force to bioyield, N 51.0 (10.6) 30.0 (5.3) 19.3 (1.7) 14.1 (1.9) 13.5 (1.2)
Terminal slope, N cm�1 1.5 (0.4) 0.8 (0.2) 0.4 (0.1) 0.3 (0.0) 0.2 (0.0)
Compression-Relaxation Test
Maximum force, N 6.1 (0.7) 4.7 (0.4) 3.5 (0.5) 2.0 (0.3) 1.4 (0.3)
Residual force, N 3.7 (0.5) 2.8 (0.3) 2.1 (0.3) 1.2 (0.2) 0.9 (0.2)
Residual force/Maximum force 0.61 0.60 0.60 0.60 0.64
Relaxed force, N 2.4 (0.2) 1.9 (0.1) 1.4 (0.2) 0.8 (0.1) 0.6 (0.1)
Apparent secant modulus, N 76 (8.6) 59 (5.0) 43 (5.8) 25 (3.6) 18 (3.6)

Mean values of 20 cherries, and, in parentheses, 95% confidence interval.

Source: Ref. 42.



Size of individual fruits among their class is an impor-
tant parameter that determines the textural attributes and
consumer acceptability. Among the three size classes,
� 8 mm, 9–10 mm and 11–12 mm of Maine wild blue-
berries, consumers prefer the largest size (50). The com-
pression test using an Instron testing machine measuring
force and deformation to the point of rupture of individual
blueberries relates to consumer acceptance. The con-
sumers prefer larger 11–12 mm berries as these show
lower stress and strain values, i.e., easier to chew. The
compression tests reveal significant differences among all
three size classes with respect to apparent modulus. A lin-
ear relationship is observed between the sensory texture
and the elastic modulus (Tables 24.8 and 24.9).

The curve generated by the texturometer by plotting
force as a function of time is known as a texture profile.
This curve when analyzed in conjunction with the sensory
texture parameters defined by Szczesniak (51), such as
fracturability, hardness, cohesiveness, adhesiveness,
springiness, gumminess and chewiness, is known as texture
profile analysis technique and still used for food samples.
Mechanical parameters of food samples measured by a tex-
turometer correlate well with the sensory scores obtained

by using a trained texture profile panel. This correlation
indicates that the food texturometers have the capability to
measure certain characteristics in a similar manner to those
perceived by the human mouth. This texture profile analy-
sis technique has been employed in a number of fruits such
as pears (52), peaches (53) and apples (54). A typical tex-
ture profile curve is presented in Figure 24.1. Five meas-
ured and two calculated parameters, originally suggested
by Szczesnaik (55) and Friedman et al. (56), modified by
Bourne (57) are described as follows:

1. Fracturability (earlier called brittleness) is
defined as the force at the first significant break
in the first positive bite area (PA1).

2. Hardness is defined as the peak force (PP1)
during the first compression cycle.

3. Cohesiveness is defined as the ratio of the pos-
itive force area during the second compression
cycle to the positive force area during the first
compression cycle, or PA2/PA1.

4. Adhesiveness is defined as the negative force
area for the first bite (NA1), representing the
work required to pull the plunger away from
the food sample.

5. Springiness (originally called elasticity) is
defined as the height to which the food recov-
ers during the time that elapses between the end
of the first bite and the start of the second bite.

6. Gumminess is defined as the product of hard-
ness and cohesiveness.

7. Chewiness is defined as the product of gummi-
ness and springiness.

Texture profile analysis (TPA) is a useful technique to
evaluate such structural properties of fruits. For more
information on TPA, the reader is referred to the book by
Rao and Rizvi (58).
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TABLE 24.8
Means Separation of Mechanical Tests for
Engineering Stress and Strain and Modulus of
Elasticity by Berry Size

Berry Size Mechanical Test*

Peak Force, Deformation, Modulus of Elasticity,
mN mm mN/mm2

8 mm 0.323a 0.00481a 25.72a
9–10 mm 0.307a 0.00455a 17.70a
11–12 mm 0.304a 0.00395b 14.49b

*Means with different letters are significantly different (p � 0.05). 

Source: Ref. 50.

TABLE 24.9
Regression Model Results of Panelist and Berry Size
with Respect to Sensory and Mechanical Attributes

Attribute Panelist Berry Size Model R-Square

Sensory Attribute
Flavor Y Y 0.597
Texture Y Y 0.559
Overall Y Y 0.635
Mechanical attribute
Peak force Y N 0.539
Deformation at peak force Y Y 0.561
Modulus of elasticity Y Y 0.685

Y indicates significance at the 0.05 level.

Source: Ref. 50.
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FIGURE 24.1 A typical texture profile curve with a two-bite
compression cycle. (Source: Ref. 58.)



Fresh-cut fruit slices have become quite popular
among consumers in the U.S. Apart from type of cultivars
and storage conditions, fruit size and firmness are the
other two important parameters that affect the quality of
fresh-cut fruits. Among the factors affecting the quality of
fresh-cut pears, fruit ripeness based on flesh firmness of
44 to 58 N is optimal for fresh-cut pear slice processing
(59). The pear slices obtained from smaller size fruits
(122–135 g) undergo a greater cut surface discoloration
and deteriorate faster than slices obtained from larger
fruits (152 g). Similarly, the optimal ripeness for prepar-
ing fresh-cut peach slices is the ripe stage having greater
than 13–27 N flesh firmness (60). However, the optimal
ripeness for preparing fresh-cut nectarine slices is the par-
tially ripe (greater than 27–49 N) or ripe (greater than
13–27 N flesh firmness) stages. The size of fruits also
determines their acceptance among consumer popula-
tions. Hampson et al. (61) reported that age groups dif-
fered slightly in apple fruit size preference. Fruit diameter
considered ideal for dessert use ranged from 7.4 to 7.6 cm
among various age groups. 

Volatile compounds extracted from hyuganatsu fruits
(Citrus tamurana Hort. ex Tanaka) vary with a fruit size
of 100 to 350 g (62). Sesquiterpene contents are the high-
est in larger fruits, trans-beta-farnesene is lower in middle
range fruits and l-carvone tends to increase with fruit size.
As fruit size has a great influence on market price, pro-
cessing quality and consumer acceptance, fruit breeders
aim to produce larger fruits with better quality through the
application of various plant growth regulators (63). The
application of thidiazurin (TDZ) increases the fresh fruit
weight and yield of kiwifruit nearly 13 and 22% with 2
and 10 ppm TDZ, respectively (64). A higher dose (10
ppm) gives slightly rounder fruits than the control and
during ripening, no significant change in soluble solids,
flesh firmness, glucose, fructose, sucrose and starch is
observed. The application of CPPU [N-(2-chloro-4-
pyridyl)-N�-phenyl urea] at concentration ranging from 

4 to 8 mg/l increases maximum fruit size without causing
fruit asymmetry in apples (65). 

A number of chemical thinning treatments for apples
are known to influence their ripeness and processing
quality (66). Carbaryl alone, 2-1-naphthylacetic acid
(NAA) and ethephon improve fruit size, but the benzy-
ladenine/gibberellic acid is ineffective as a thinner and
fruit size is not altered at harvest. Although ethephon
shows promise as a fruitlet thinner and a promoter of
ripeness in Paula red cv, these beneficial effects must be
balanced against possible adverse effects on storage life
of this fruit. The application of NAA (30 ppm) plus
ethephon (500 ppm) is also beneficial in advancing fruit
maturity, enhancing fruit color, increasing fruit size and
providing better sensory quality with higher soluble
solids and low acidity in pear (Pyrus communis L.) cv
LeConte (67). As the source-sink balance is critical in the
papaya fruit set, fruit development and sugar accumula-
tion, defoliation and fruit removal can be employed to
alter fruit size and quality (68). Fruit thinning increases
the new fruit set and ripe fruit total soluble solids in
papaya. Larger fruit size, faster fruit development and
higher sugar contents are observed in immature fruits
when old fruits are removed.

Porosity is another important physical property that
plays a significant role during fruit processing operations,
such as impregnation of fruit chunks in sugar syrups or
their own juices. The porosity behavior of a few fruits
(apple, strawberry, mango, peach and kiwi fruit) during
vacuum impregnation treatments to determine deforma-
tion and impregnation levels through the hydrodynamic
mechanism (HDM) and the deformation-relaxation phe-
nomena (DRP) is important (69). Porosity and other phys-
ical characteristics of these fruits are presented in Table
24.10. The ratio of effective porosity (εe) to fruit porosity
(ε) obtained from the density data is lower than 1 in almost
all the fruits. This indicates that only a fraction of fruit
pores is available to HDM action. DRP affects the volume
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TABLE 24.10
Some Physical Characteristics of Fruits

Apple, Mango, cv Tommy Strawberry, Kiwi Fruit, Peach,
Characteristic cv Golden Atkins cv Chandler cv Hayward cv Miraflores

Fruit density1 0.787�0.014 1.022�0.005 0.984�0.009 1.051�0.006 1.038�0.005
Solid/liquid density1 1.0548�0.0008 1.13�0.02 1.05�0.009 1.076�0.006 1.0654�0.001
Fruit porosity 25.4�1.4 9.9�1.3 6.3�1.6 2.3�0.8 2.6�0.5
Water activity 0.985�0.00 0.9895�0.0007 0.9923�0.0015 0.992�0.000 0.9920�0.0010
Moisture content2 0.835�0.016 0.7868�0.0007 0.911�0.007 0.815�0.011 0.820�0.002
Ripeness index3 44.1�1.9 43.69�0.16 48.0�1.3 10.0�0.3 31�2
Soluble solids4 15.3�0.4 17.8�0.5 7.2�0.6 14.28�0.13 15�2
pH 3.833�0.012 4.29�0.00 3.36�0.02 3.527�0.008 3.91�0.14
Fruit acidity5 0.346�0.009 0.408�0.009 0.149�0.010 1.43�0.05 0.49�0.04

1 (Kg/m3), 2(Kg water/Kg of sample), 3(Soluble solids/fruit acidity), 4(°Brix), 5(Kg prevailing acid/100 Kg of sample).

Source: Ref. 69.



fraction of impregnated liquid in all fruits. Post-harvest
fruit density can also be used in sorting fruits according to
taste, because density is an indicator of dry matter, starch
and sugars in unripe and in kiwifruit ripened during stor-
age (70). The soluble solids (being mainly sugars) corre-
late to fruit density, and can be used for sorting kiwi fruit
according to taste. The floating or sinking of this fruit in
saline solutions could be used as a rapid method for this
purpose.

VI. MORPHOMETRIC PROPERTIES

Fruits come in various shapes, ranging from round to oval,
oblique, oblong, oblate, obovate, elliptical, truncate,
unequal, ribbed, regular, irregular, cylindrical, conical or
pyramidal (71). The morphology of fruits can be evaluated
by considering either bulk or individual units, but it is
important to have information on the accurate estimate of
shape, size, volume, specific gravity, surface area and other
physical characteristics. Specific charts can be prepared for
different fruits and using these charts, the shape of the fruit
can be described either by a number on that chart or by the
above-mentioned descriptive terms. The shape of fruits has
significance in harvesting, handling, grading, processing
and packaging operations. Most of the harvested fruits are
graded roughly according to size and appearance. The size
and shape of fruits are variable and depend upon the culti-
vars, climate and agricultural practices followed during
growth of crops. Figure 24.2 shows an example of a stan-
dard chart describing shapes of fruits and vegetables (72). 

VII. MICROSCOPIC PROPERTIES

The study of physical properties of fruits requires some
knowledge of their structure as well as their relationship
to the chemical composition. As an example, citrus fruit
consists of three distinctly different parts: the epicarp con-
sists of the colored portion of the peel, called flavedo, and
contains carotenoid pigments as well as oil glands (73).
These oil glands contain essential oils characteristic of
each citrus cultivar. Immediately under the epicarp is the
mesocarp or albedo, a thick, white, spongy layer, rich in
pectic substances and hemicelluloses. The combined
albedo and flavedo are called the pericarp, but is com-
monly known as peel or rind. Next to the albedo is the edi-
ble portion of citrus fruits or the mesocarp. The mesocarp
consists of many segments and, inside each segment, is
located juice sacks or vesicles (Figure 24.3). 

Many chemical components are distributed among var-
ious tissues of the citrus fruit. For example, flavanone gly-
cosides are present in higher concentrations in the albedo
than the juice sacks or the flavedo (74), and the bitter prin-
ciples (limonin) are the highest in seeds and membranes
(75). In contrast, grape berries always occur in clusters. A
cluster consists of peduncle, capstem, rachis and berries.
The grape bunch shape could be cylindrical, conical,
pyramidal or globular. The grape berry consists 
of skin, pulp and seed. The seeds may vary from 0 to 4 
per berry and are rich in tannins (5–8%) and oil (10–20%).
The skin constitutes 5–12% of the mature grape berry and
contains most of the aroma, coloring and flavoring compo-
nents. The juice accounts for 80–90% of the grape berries. 
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In physiological terms, a fruit can be defined as a
structural entity arising from the development of the tis-
sues that support the ovule. The basic function of fruit is
the dispersal of seeds for the propagation of the species.
Unripe fruits generally have rigid, well-defined struc-
tures, whereas ripe fruits have soft and diffused cell
walls. An early model of the plant primary cell wall, in
which cellulose fibrils are coated with hemicellulose and
embedded in a matrix composed of pectin and protein
(Figure 24.4), has been proposed by Keegstra et al. (76).
This model has been further developed over the years
and it provides an adequate basis to investigate fruit
ripening. 

The plant cell consists of a cytoplasm surrounded by
a cell wall. Each cell is attached to adjacent cells by a
pectin-rich middle lamella. The cytoplasms of these cells
are interconnected with each other through plasmades-
mata, which, in ripe fruits, provide a degree of cohesion.
As long as the cell continues to register growth, its cell
walls remain thinner. At this stage of fruit development,

it is known as the primary cell wall and consists of
roughly 90% polysaccharides and 10% protein. The pri-
mary cell wall components can be further classified into
pectic polysaccharides (34%), hemicellulose (24%), cel-
lulose (23%) and hydroxy proline-rich glycoprotein
(19%). The ratio of these constituents varies in cell walls
of different plants (77). The way in which various com-
ponents of the cell wall are linked with each other is not
exactly known yet. It is believed that the various domains
of pectic substances are covalently linked together to
form complex molecules. It is suggested that the xyloglu-
can, which is the major hemicellulose in primary cell
walls, is strongly held to the surface of cellulose fibers
through hydrogen bonds. The glucuronoarabinoxylan
may bind to themselves as well as to the cellulose in cell
walls (78). Such interactions would help in the formation
of cross-links of polymers in primary cell walls. 

The hydroxyproline-rich glycoprotein has regions of
helical conformation, which are likely to give a rod-like
molecule to serve structural function in plant cells (79). It
has also been proposed that glycoproteins could be held
in the cell walls by phenolic cross-links, which may be
glycoprotein-protein or glycoprotein-polysaccharide in
nature (80). A number of phenolic materials, like ferulic
acid, p-coumaric acid and other unidentified phenols,
have been isolated from plant cell walls. Ferulic acid
alone accounts for 0.5% of the cell wall and is suggested
to be linked to the nonreducing termini of arabinose
and/or galactose-containing regions of pectic substances.
Such residues can cross-link to form diferuloyl bridges,
which would reduce extensibility of plant cell walls and
could also play a role in resistance to fungal pathogens
(81). 

In addition, a number of cell wall models have been
proposed to account for some of the cell wall properties
viz. their strength in withstanding turgor pressure; their
ability to grow without loss of strength; and their behav-
ior under chemical and enzymatic attack. A modified
updated cell wall model is presented in Figure 24.5 (82).
The major features of this model indicate that several lay-
ers of pectin form an outer network around the cell wall
constituting the middle lamella. The pectic molecules are
interconnected through covalent bonds as well as calcium
bridges. Some regions of pectic molecules are strongly
hydrogen bonded with xyloglucans, but the pectins also
have some covalently linked glucose and xylose sugars.
Under these pectin layers are several layers of cellulose
fibers, which are noncovalently associated with xyloglu-
cans. Xyloglucan-associated cellulose is cross-linked
through hydroxyproline-rich glycoproteins in a noncova-
lent manner involving isodityrosine bridges (83).

Cell number, volume and weight that determine fruit
weight are hormonally controlled during fruit growth.
Most of the fruits develop by cell enlargement accompa-
nied by cell division, which may continue briefly (e.g., in
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peaches and other stone fruits) or until the end of fruit
maturity (e.g., citrus fruits). Usually, all parts of the fruits
do not grow at the same rate. In the case of apples, 25%
of the total volume of fruit is contributed by the expan-
sion of intercellular spaces. In the case of kiwi, the cells
may enlarge more than 10–15 times. Some fruits (e.g.,
avocado) may increase 300,000 times in size compared
with their flowers. Large fruits generally require addi-
tional anatomical features for nutrition or support or both
for the developing seeds. Extra phloem in fruit vascular
bundles and the increased amount of vascular tissues in
the fruit wall and septa supply these nutrients to the
developing seeds in large fleshy fruits. Collenchyma and
sclerenchyma are common supportive and protective tis-
sues, and the long axes of these cells are oriented cross-
wise to provide a mechanically strong structure to the
fruits. 

As large-sized fruits bring higher prices for the grow-
ers, the fruit breeders direct their research programs to
achieve this objective (84). After the cessation of cell
division, peach fruit growth depends mainly on cell
enlargement. Mesocarp cells do not grow uniformly dur-
ing the rapid fruit growth and maturation stage, and the
length of radial cells near the stone is greater than that of
the outer areas of the peach fruit. Flesh cell division con-
tinues 4–5 weeks after blooming, and increases in size
only thereafter. In the case of the wild peach
Ohatsumomo, cells divide more slowly than the commer-
cial cultivars. This wild peach has the fewest and the
smallest cells, thereby, giving a very small fruit. Similar

observations by Cano-Medrano and Darnell (85) on 
blueberry fruits indicated that the differences in final fruit
size between pollinated and GA-induced parthenocarpic
blueberry fruits were due to differences in cell enlarge-
ment rather than increase in cell numbers. Similarly, the
size of apple fruits of Jonagold and Fuji cultivars is
observed to be a function of cell numbers rather than cell
diameter (86). However, in the case of early maturing
American Summer Pearmain, Tsugaru and Senshu culti-
vars, fruit size correlates positively with cell diameter.

The texture of fruits is also affected by the changes in
cell wall components that may take place during chilling
or heat processing treatments. Various cytochemical and
structural changes during cold storage affect the quality of
peaches (87). Mealiness in fruits develops due to chilling
injury as a result of separation of mesocarp paremchyma
cells resulting in increased intercellular spaces and accu-
mulation of pectic substances in the intercellular matrix.
No structural change is observed in the cellulosic compo-
nent of cell walls of peach fruit. In peaches having a leath-
ery texture, mesocarp parenchyma cells collapse, the
intercellular spaces increase and the pectin-positive stain-
ing in the intercellular matrix is significantly higher. As
the internal breakdown progresses, dissolution of middle
lamella, cell separation, irregular thickening of the pri-
mary cell wall and plasmolysis of the mesocarp
parenchyma cells are observed. Addition to cell wall
degradation leading to fruit softening, starch hydrolysis
(possibly producing cell turgor changes) might also be
involved in the softening of kiwifruit during storage at
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0°C (88). As the softening of kiwi fruit progresses, more
uronic acids and neutral sugars (galactose, arabinose and
rhamnose) usually associated with pectic substances are
detected.

Cell structure of fruits is related to their fracture
behavior. Cell size and intercellular spaces influence the
values of fracture toughness and fracture energy (40). In
addition to cell size, cell wall chemistry also influences
the mechanical properties of fruits and, hence, texture.
Currently, there is a lot of interest in the mechanical prop-
erties of plant cell walls. Fruits derive their textural qual-
ities from the strength and stiffness of these cell walls,
bonding between the adjacent walls and the turgor pres-
sure. Deformation of plant cells by a fine probe provides
a measure of cell wall stiffness that is responsible for
many of the mechanical properties of fruits (89). 

Fruits are generally harvested at the fully mature stage,
when the development and growth in size have ceased. In
fully mature fruits, many physical as well as chemical
changes take place that convert these fruits to a more palat-
able form. Astringency decreases due to reduced tannin
content. Specific flavors are developed due to increased
sweetness and lower acid content. The softening caused by
breakdown of the cell wall structure in the pulp is often
accompanied by a change in coloration. Chlorophyll in the
chloroplasts of the outermost cells decreases while the
carotenoids and anthocyanins develop in the fully mature
fruits. Most of these changes are brought about by the coor-
dinated action of a group of hydrolytic enzymes on the cell
wall constituents. Apart from protein (mainly enzymes)
synthesis, starch and pectic substances hydrolysis are the
major biochemical changes occurring during fruit ripening.
During normal ripening, polygalacturonase (PG) activity
increases while the pectin esterase (PE) activity decreases.
Any imbalance in their activity could lead to inadequate
hydrolysis of pectic polymers, with increased accumulation
of higher- molecular-weight pectin with low levels of ester-
ification. The woolliness defect in nectarines is possibly
due to the accumulation of these pectic polymers (90).
Changes in cellulase (endo-β-1, 4-D-glucanase) activity are
also associated with the modifications in cell wall struc-
tures during fruit ripening (91). 

For further detailed description of the physical prop-
erties of fruits and food materials, the reader is referred to
two excellent books in this area by Mohsenin (72) and
Rao and Rizvi (58). 

VIII. PROCESSING AND FUNCTIONAL
PROPERTIES

Processing and functional properties of fresh fruits are of
paramount importance because these affect the accept-
ability of fresh or processed fruit products by consumers.
A set of quality characteristics important for consumer

acceptance is associated with each fresh fruit or its
processed products. A list of characteristics identified as
important for consumer acceptance of fruits and vegeta-
bles is reviewed by Kader (92). Unfortunately, no single
parameter/property can establish consumer acceptance
forever since consumer tastes and preferences change
with time and are also influenced by cultural factors.
Careful evaluation of fruits in terms of consumer accept-
ance criteria is essential to identify target markets. As an
example, German consumers prefer a fuller-flavored
grapefruit, whereas French consumers prefer the one that
is sweeter (93). Similarly, regional preferences exist for
apples in the United States; New Englanders look for a
tart taste, whereas Southerners prefer a sweeter one (94).
Most packers and wholesale and retail dealers buy fruits
on the basis of grades and standards established by the
concerned agencies in each country. 

IX. MATURITY INDICES

Maturity at harvest is one of the most important factors
affecting the rate of change of quality during post-harvest
handling and processing into finished products. Various
biochemical and physiological changes occurring at the
final stages of fruit development result in making these
fruits palatable and acceptable to consumers. Maturity
indices for fruits can be determined by estimating dura-
tion of development, measuring size, weight or density;
physical attributes like color, firmness, moisture or total
soluble solids content; chemical attributes like starch,
sugar, acidity, flavor and aroma constituents; or the mor-
phological characteristics (95, 96). 

A. SIZE, MASS AND DENSITY

Size, mass and density can easily be employed as maturity
indices. Each fruit becomes larger as it matures on the
plant, although other production factors like moisture and
soil fertility also affect the size of fruits. As an example,
fruit size is considered the most effective method of seg-
regating strawberries into different maturity classes (97).
Similarly, specific gravity is used as an index of maturity
in pineapples (98). 

B. COLOR

Color is another useful measure of maturity in many fruits.
Uniformity and intensity of color is important for appear-
ance qualities and processing properties. Chlorophyll
tends to disappear as the fruit matures on the plant as well
as during handling and storage. On the other hand, antho-
cyanins are synthesized in light while fruits are attached to
the plant, but are not affected greatly during post-harvest
handling and storage. The pigments of grapes, antho-
cyanins (red, blue, purple and black), are modified by
attachment of a glucose molecule. The basic part of grape
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pigments is made up of the five anthocyanins, namely,
cyanidin, peonidin, delphinidin, petunidin and malvidin.
The red pigments in grapes (anthocyanins) reach their full
potential at complete maturity (99). Total anthocyanin
content shows the greatest potential as a maturity index for
raspberries (100). For the color measurement of horticul-
tural crops, a number of techniques, like visual color
matching charts, guides and dictionaries to match, light
reflectance meter, light transmission meter, delayed light
emission measurement and determination of various pig-
ments (e.g., chlorophyll, carotene, lycopene, xanthophylls,
anthocyanins), are now available. Standard color chips are
now available for assessing the maturity of peaches (101).
Colorimeters can also be used for this purpose (102). The
technique of delayed light emission has the advantage of
not being affected by orientation of multicolored fruits
like papaya (103), cantaloupes (104) and peaches (105). 

C. FIRMNESS

Firmness or softness of fruit is an important processing
property that is affected by the stage of maturity and storage.
Firmness is also an important textural quality attribute and
is usually combined with other attributes, such as color and
flavor, for use as an index of both maturity and processing
quality of fruits. Use of firmness and total soluble solids as
an index of maturity of kiwifruit, have been recommended
by Crisosto et al. (106). Firmness can be measured using
penetration force (Magness-Taylor pressure tester, Effegi
penetrometer, Instron universal testing machine); fibrous-
ness and toughness by shear force measurement using
Instron, or resistance to cutting by a fibrometer or chemical
analysis for crude fiber and lignin content; measurement of
water content as an indication of succulence; measurement
of extractable juice as an indication of juiciness; or by sen-
sory evaluation for grittiness, crispness, mealiness, chewi-
ness and oiliness. A nondestructive firmness tester is
available for assessing the maturity of avacados (107).
Firmness is a simple, rapid technique for measuring the har-
vest maturity of apples (108) and pears (109). 

D. SOLIDS CONTENT

Moisture or solid contents are being used effectively as
maturity indices of fruits for processing purposes. Iodine
staining of starch has been used as a measure of assessing
maturity in apples (110). Sugars are the industry standard
to assess the maturity of cantaloupe and other melons.
Soluble solids have been suggested as a maturity index for
sweet cherries (111), and Brix-to-acid ratio for citrus
fruits (112), whereas both soluble solids and acidity are
used to assess maturity in grapes (113). Mango is another
popular specialty fruit of great economic importance to
the tropical regions, in which sugars and acids influence
its consumer acceptability (114, 115). As a result of starch
hydrolysis from increased amylase activity (116), sucrose

is the major sugar in ripe mango fruits. Among the reduc-
ing sugars, glucose is reported to be the major sugar by
Selvaraj et al. (117), whereas fructose was identified as a
predominant sugar by Medlicott and Thompson (118) and
attributed this contradiction to the varying cultivars and
storage conditions used by these workers.

E. FLAVOR

Flavor is another important processing property and con-
sumption attribute critical to consumer acceptability and
hidden attributes of fruits (119). Sweetness is a function
of sugar concentration and sourness is a function of acid-
ity, and their ratio determines the flavor of fruits because
consumers perceive sweetness or sourness in terms of
sugar:acid ratio. Sugar concentration is usually estimated
by measuring the percentage of soluble solids (°Brix)
using a refractometer (120) and acidity by titration
against a standard base. The Brix-to-acid ratio (BAR) is
used to assess the relative sweetness or sourness for most
of the fruits for processing purposes. Lack of attention to
flavor compounds in breeding programs has led to flavor
mediocrity in many fruits. The lack of information on fla-
vor compounds available to breeders on this complex
trait is the main reason for this. Using gas chromatogra-
phy, as many as 225 volatile compounds have been
reported for grape cultivars (99, 121), although every par-
ticular cultivar emits a special aroma. Many fruits contain
a single volatile compound, described as character impact
compound, that imparts the flavor message by itself.
Some examples of these character impact compounds
given by Shewfelt (122) are ethyl-2-methylbutyrate in
apples, γ-decalactone in peaches and isoamylacetate in
bananas. However, the full aroma of any fruit is a subtle
combination of many compounds, which makes it diffi-
cult for food scientists to duplicate fruit flavors in artifi-
cial beverages. A number of volatile compounds have
been identified to be associated with the distinctive
aroma of fresh as well as processed fruits. These aroma
compounds, in combination with sweet, sour, salty,
astringent and bitter sensations, endow characteristic fla-
vors to various fruits and their products. The type of cul-
tivars, post-harvest processing and storage treatments are
some of the factors that affect the flavor properties of var-
ious fruits and their processed products (123, 124). The
task of preserving and improving the aroma of fruits will
probably be difficult. For example, some treatments cur-
rently used to prevent decay or to preserve texture and
color can damage aroma quality. A higher concentration
of carbon dioxide is usually used to reduce decay in
strawberries and other similar crops, but it can induce fer-
mentation (125). Similarly, lower oxygen levels, while
extending the shelf life of apples and other pome fruits,
can reduce aroma at stress levels, and may even cause
off-flavors (126).
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X. PROCESSING OF VARIOUS FRUITS

A. GRAPES

The grape cultivars are classified according to table, juice,
wine and raisin purposes. Table grapes are consumed as
fresh fruit or processed into juice. They should have large
clusters and berries of appealing appearance, fine flesh
with low acidity and high sugar content, and a few or no
seeds (99). In the case of colored grapes, heating the
crushed berries for 10–15 min at 60–63°C is necessary to
extract the coloring matter (127). This heating step is not
required in white grapes. Frozen grape juice concentrates
are available commercially, but their production is less
compared with orange juice concentrate. Wine grapes are
processed into juice and fermented by yeast to make wine,
or distilled to make a number of beverages (e.g., brandy).
The wine grapes should have small clusters with round
berries set compactly, with soft, juicy flesh of high acidity
and low pH (128). After wine, raisins are the second most
important product made from grapes (129). Raisin grapes
are a special category of table grapes, having thin skin,
firm flesh with higher sugar content and moderate to low
acidity, with berries loosely attached in the clusters. 

B. CITRUS FRUITS

Apart from consumption as fresh fruits, citrus fruits are
processed mainly into juice, frozen concentrate, jam, mar-
malade, squash, candied peel and certain by-products,
such as pectin, citric acid and peel oil. Juice is the most
popular product prepared from citrus fruits and may be
canned, frozen or chemically preserved (130). Frozen
concentrated orange juice is by far the most important
processed product from citrus in the U.S. The popularity
of this product has been decreasing recently, as consumers
prefer natural or minimally processed food products
(131). Sound and mature fruits with the highest possible
juice quality are desirable for producing orange juice. The
color, flavor, yield and total soluble contents of the fruit
increase with the maturity of oranges. The best quality
orange juice can be produced if the Brix-acid ratio is
between 13 and 19, 15 being the preferred one. Mid-sea-
son or late-season oranges give better yield and quality of
juice than the early-season fruits (132). An excessive
amount of peel oil in juice is undesirable. However, a cer-
tain amount of peel oil (0.01–0.02%) is considered to be
necessary for obtaining maximum flavor (133). 

C. DATE FRUIT

Date palm (Phoenix dactylifera L.) is an important food
crop in the Middle Eastern countries. Rygg (134)
reviewed the detailed description of the date growing
regions of the world, date varieties and general cultivation
practices. Four maturity stages have been recognized in

date fruits, i.e., kimri, khalal, rutab and tamer (135). At
the kimri stage, the fruit is hard in texture, green in color
and can be used for making pickle, relish and chutney (16,
136). Depending upon the cultivar, the khalal stage fruit
develops a yellow, red, purple or yellow-scarlet color, but
retains a firm texture and can be used for making jam, but-
ter, dates-in-syrup or for eating as fresh dates (137, 138).
The rutab stage is characterized by softening of the half
portion of the fruit, developing a dark brown color and
increased sweetness and can be used for jam, butter, date
bars, date paste or eaten as fresh (139). During the tamer
stage, the whole of the fruit becomes soft in texture, wrin-
kled, relatively drier, and dark in color and attains maxi-
mum sweetness (140). The tamer fruits can be further
dried for prolonged shelf life during storage. The chemi-
cal composition of date fruit varies with maturity. The
total sugars in date fruits at the kimri stage range from
32.99 to 38.20%, but are increased to 77.97 to 79.39% at
the tamer stage of maturity. The ranges of protein, fat, ash,
pectin, tannin and crude fiber contents of tamer stage date
fruits are 2.1–2.4, 0.1–0.2, 1.6–2.0, 1.3–1.9, 0.4–0.4 and
2.5–2.9%, respectively (141).

The majority of the date fruit is harvested at the tamer
stage and enters the trade for consumption as such (142).
Recently, the quantities of processed dates have been
increasing rapidly as a result of encouragement and sup-
port being provided to the date fruit processing industry
by governmental agencies. The development of newer
processed date fruit products would increase the eco-
nomic value of this crop immensely (143). Due to
increased production and a decreased tendency towards
direct consumption of date fruits, the introduction of
processed products holds a great future for this important
food crop of this arid region of the world. 

D. BANANA

Bananas are one of the most important fruits grown in the
tropics. About 50% of the bananas produced are consumed
in Africa as a cooked vegetable and are often called plan-
tains. A number of processed products, such as juice, pulp,
puree, concentrate, canned slices, fruit bars, powder, wine,
brandy and deep-fried chips, have been prepared from ripe
as well as unripe bananas (144). Among all these products,
banana puree is by far the most important processed prod-
uct prepared from the pulp of ripe fruit. Puree finds uses in
dairy desserts, bakery items, mixed fruit drinks, sauces and
as a part of special diets in hospitals and nursing homes. 

E. APPLE

Apples are processed into a variety of products, such as
juice, concentrate, sauce, butter, preserve, vinegar, cider,
wine, brandy, candy, jam, jelly and canned products.
Apples are also dried as rings, chips or cubes. Edible pectin
is also produced from the waste of the apple processing
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industry. Apple juice, in the form of clarified apple juice
(made using pectinol enzymes), natural apple juice, pulpy
apple juice and as fruit cocktail blends, is second only to
orange juice in Europe and North America (145–147).
Apple juice contains most of the soluble components of
original apples, such as sugars, acids (mainly malic acid)
and various other carbohydrates. 

F. MANGO

India contributes about 64% of the world production of
mangoes. The mango fruit is highly perishable, highly
susceptible to disease, extremes of temperature and phys-
ical injury, and international trade in fresh mango has
been limited. However, a number of products, such as
canned mango pulp, juice, nectar, squash, beverage, jam,
chutney, pickle, mango leather and raw mango powder,
are routinely prepared (6). Mango is one fruit that is
processed and used at almost every stage of its growth.
Raw mango fruit is mainly used for the preparation of raw
mango powder, chutney and pickle (148, 149). Mango
puree made from ripe mango is one of the most important
processed products, which finds further utilization in var-
ious other products, such as nectar, squash, jam and
ready-to-serve beverages. Puree is canned for long-term
storage and marketing worldwide (150). Mango pulp can
also be preserved using 350–700 ppm of sulfur dioxide,
but there are reservations among consumers towards sul-
fited foods due to objectionable odor and toxicity (151).
Mango fruit beverages are very nutritive drinks and are
extremely popular in India and other Asian countries
(152). Mango beverages with 20% puree in the formula-
tion and with 20°Brix taste very sweet, so most of these
mango drinks are adjusted to only 15°Brix, because less
than 15% puree adversely affects the color and flavor of
the mango beverages during storage. 

Mango, being rich in a desirable strong flavor of its
own, lends itself to be blended with a number of other
fruits for the preparation of fruit juice cocktails (153).
Blends of mango puree with papaya, orange, kinnow,
apple, guava, pear, peach and apricot could be used in
many foods (154). Peeled slices/cubes obtained from ripe
or semiripe mango fruits can be preserved in sugar syrup,
especially from some Indian mango cultivars, such as
Saheb Pasand, having a TSS of 30°Brix that has bright-
colored pulp and a firm texture (155). Mango leather,
another popular product, is prepared by drying mango pulp
to a final moisture content of about 15%. For the prepara-
tion of mango leather, an ideal ratio of 25:0.3 for TSS:acid
has been suggested (156). Pectin when used at a rate of 0.5
to 0.75% improves the texture of mango leather. 

G. PINEAPPLE

The pineapple is one of the most important commercial
fruits of the world, and is mainly used in processed form

as dessert fruits, or as canned pineapple in the form of
slices, rings, chunks, fruit cocktails or in the preparation
of juice and jams. Most of the world’s pineapple produc-
tion is canned, largely as slices, juice, chunks and diced
pineapple (157). Pineapple juice contains neutral polysac-
charides (mainly galactomannan), which are removed
using pectinase, cellulase and hemicellulase enzymes
(158). Pineapple juice stored at higher temperature (37°C)
loses its color rapidly, but it can be stored at room tem-
perature for 12–15 months without any serious loss in
quality or nutritive value (159). Pineapple concentrate can
also be prepared, which can be stored satisfactorily at
10–38°C by adding sulfur dioxide without any significant
loss in color or flavor (160). Although attempts have been
made to prepare pineapple juice powder by freeze-drying,
the product has not become commercially viable (161). 

H. PEAR

Pears have been consumed primarily as fresh fruit,
although a part of pear production has been processed into
juice, wine, candy, dried and canned products (162). Pears
are a good source of pectin, sugars and thiamine. Pear
fruit is reported to help in maintaining a desirable
acid/base balance in the human body. Because of its low
sucrose content, pear fruit is also recommended for dia-
betics. The pear fruit is either canned as juice, or as
chunks in fruit cocktail along with other fruits. Puree pre-
pared from pear fruit finds uses in baby foods, pear butter
and jams. Pear juice concentrate is finding wider applica-
tions in beverages and fruit spreads. Pear candy prepared
from sand pear and Bagygosha cultivars are reported to
retain about 50% of the ascorbic acid during 40 weeks of
storage at room temperature (163). The stone pear is suit-
able for jam, chutney, clarified juice and preserve (164). 

I. PLUM

Plums are generally consumed as fresh fruit, and only a
small quantity is used for canning, dehydration and bev-
erages. Whole plums fruits with higher sugar content and
firm flesh are dried and are called prunes. More than 50%
of the total world production of plums comes from the
U.S., the former U.S.S.R., China and Romania (6). Apart
from canning, plums are used for the preparation of jam,
jelly, beverages, wines and brandy. Prune juice produced
from dried plums is rich in minerals and acts as a mild lax-
ative. Use of pectolytic enzymes increases the yield of
prune juice and aids in easy filtration (165). Pectolytic
enzymes not only increase plum juice yield, but also dras-
tically decrease the apparent viscosity and improve the
color and clarity without affecting the flavor (166). A nat-
ural plum juice containing pulp has also been prepared
recently (167). Being high in acidity, no more than 40% of
plum juice can be used in the preparation of beverages
like sweetened plum juice. About 20% of enzymatically
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extracted plum juice with 15°Brix has been found to be
optimum for preparing nectar (168). 

Preparation of plum juice concentrate is one of the
best options of utilizing fruit during glut seasons. Plum
juice can be concentrated under vacuum to 73°Brix. This
juice concentrate has higher total soluble solids, reducing
sugars, total solids, browning and viscosity, but the pectin
content and acidity are slightly reduced (169). Firmer
fruits are generally preferred for canning than softer
fruits. Softening of ripe plums during canning can be pre-
vented using 500 ppm of calcium chloride (170). About
75% of the world supply of dried prunes comes from
California and the Pacific Northwest. Dried prunes, prune
flakes, nuggets and granules are also produced commer-
cially for use as fillings in bakery products. Low-moisture
prune powder is also available for use as a sweetening and
flavoring agent in whole wheat and rye bread formula-
tions. The plum pulp is also utilized in ice cream mix,
confectionery items and meat sauces (171). Wine or
brandy prepared from fruits other than grapes are referred
to by the name of that fruit used. Plum wines are quite
popular in Germany and many Pacific coastal states of the
U.S. The method for making plum wine or brandy is sim-
ilar to that of grapes (172).

J. PEACH

Peach and its smooth-skin mutant nectarine are some of
the most important stone fruits in temperate regions of the
world. Apart from consumption as fresh fruit, peaches are
usually canned. Only a small portion is utilized as frozen
or dried or used as jams, peach conserve, marmalade,
peach butter, fruit bar, pickle and beverages (173). Peach
puree is the basic starting material for the preparation of
many other products, such as jam, nectar, juice, baby
foods and ready-to-serve beverages. Initial color and vis-
cosity of puree have been considered as important quality
characteristics for further processing (174). Commercial
canning of peaches is the major industry in the world.
Peaches can be canned as whole, halves, quarters or
slices, usually in sugar syrup or juices of other fruits
(175). The peach fruit for canning should be picked at or
near optimum maturity and should be of uniform large
size (a dia of 6.03 cm or more), good yellow color and of
good cooking quality (176). Steep preservation is another
simple technique that could be used for peaches (177). 

K. BERRIES

Juices from berries are widely used for the manufacture of
jams, jellies, beverages, wine, fruit yogurt and ice cream
(178). To increase juice yield from berries, pectolytic
enzymes are added to the pulp (0.1g/kg of fruit). The
enzymes are allowed to act on the cell wall pectic sub-
stances to release juice. The juice could be preserved by
the addition of antimicrobial agents (potassium benzoate

or sodium sorbate) followed by pasteurization (179). The
juice can also be concentrated, but the susceptibility to
undesirable changes in flavor during storage has hindered
its application in food and beverages (180). Wines from
strawberry, raspberry and kiwifruit are also prepared
(181–183). Use of pectolytic enzymes for increasing juice
extraction yield is essential for making wine with desir-
able clarity, color and flavor. 

L. APRICOT

All of the mechanically harvested apricots (roughly more
than 50% of total production) in the U.S. are used for pro-
cessing, mostly for canning. About 84% of the total pro-
duction of apricots in the U.S. is canned, dried and frozen
(184). The canning process for apricots is the one typi-
cally used for most stone fruits. The textural quality of
canned apricots is affected by a number of factors, such as
sterilization conditions, maturity of fruits and storage con-
ditions. Even immature fruits can be canned after treating
them with ethylene for two days (185). Dried apricots are
another important snack, becoming popular with present-
day consumers because of their desirable color, flavor and
nutritive value. Dried apricots are produced from fully
ripe and plump fruits (186). High natural sugar level and
low pH of dried apricots prevents microbial spoilage and
enzymatic deterioration in quality during storage. The
apricot fruits unsuitable for canning are utilized for the
preparation of juice and concentrates. The juice concen-
trate can be used for the preparation of nectar and baby
foods. The concentrated juice can also be dried to obtain
powder that can be used in bakery products, beverages,
jellies and desserts (165). Because of excellent natural fla-
vor, apricots are also processed to jams, jellies and pre-
serves. Due to higher susceptibility to browning and
oxidation during freezing, frozen apricots are not very
popular. 

M. BY-PRODUCTS OF THE FRUIT PROCESSING

INDUSTRY

Fruits are marketed either as fresh produce or processed
as frozen, dehydrated, canned, pureed, juices, jams, jel-
lies, marmalades, pickles, chutney and in many more
forms. During these processing operations, a large pro-
portion of fruit ends up as residue that needs to be handled
properly to avoid environmental pollution while generat-
ing additional revenue for the processing industry. The
wastes arising out of the fruit processing industry can be
utilized for the preparation of human food, animal feed,
fertilizers, soil conditioners or for landfill (187). 

Dietary fiber is extracted from apple and pear pomace
to obtain a product containing 56 and 77% fiber, respec-
tively. This product has the consistency of whole wheat
flour with a bland taste and is utilized in baked goods,
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breakfast cereals, granola products, laxatives, pharmaceu-
tical preparations and pet foods (188). Peels and cores
from apples can be utilized to produce vinegar and jelly
juice stock. Apple pomace can be extracted with liquid car-
bon dioxide to produce an intensely flavored fraction.
Pectin is an important by-product from the apple process-
ing waste. Different apple cultivars are reported to vary in
pectin yield, jelly grade and other qualities of the extracted
pectin (150). Pectin extracted with alcohol from apple
pomace can be dried to 5% moisture content and used for
jam and jelly-making. About 250 g of citric acid can be
obtained by growing Aspergillus niger on apple pomace
(one kg solids) under controlled conditions. Around
30–35% of the pear fruit ends up as waste during canning
operations. The waste from pear fruit processing industries
has been used in the preparation of vinegar, brandy, dena-
tured alcohol and sugar syrup or has also been dried for use
as cattle feed (170). Kiwifruit peel is another suitable
source of citric acid production. In the presence of 2%
methanol at 30°C, about 100 g of citric acid per kg of
kiwifruit peel can be produced by solid-state fermentation
using Aspergillus niger (193). Apple pomace can be used
as animal feed, either fresh or as dried product (150).

Citrus fruit processing waste can be utilized for the
production of citric acid, but the process is uneconomical
because citric acid now produced by microbial fermenta-
tion is much lower in cost. Citrus peels contain 2.5 to
5.5% pectin, which can be extracted with acidified water.
After centrifugation, the clarified pectin solution is dried
to obtain pectin powder. By the cold pressing method,
fresh orange peel also yields about 0.54% superior quality
oil, which finds uses in juice and squash manufacture
(199). Guava fruit is another important source of food-
grade pectin. During the extraction of pectin by hot water-
boiling, use of sodium hexametaphosphate or 1:1 mixture
of ammonium oxalate and oxalic acid at 0.25–0.75% con-
centration gives higher yields of pectin with high jelly
grade (200). 

About 40 to 60% of the fruit intake ends up as waste
in the mango processing factories. This fruit waste con-
sists of 12–15% peel, 5–10% pulp waste and 15–20%
mango seed kernel (160). The pectin obtained from
mango peel is comparable with the pectin extracted from
citrus peel (161). Mango peel is a very good source of
sugars (48.1%), pectin (12.9%), protein (3.9%), fiber
(8.4%), tannins (2.3%) and minerals (2.9%; all values on
dry basis) and constitutes about 13% of the mango fruit
(161). Good quality pectin obtained from mango peel can
be used in the manufacture of jam, jelly, marmalades and
many pharmaceuticals. Depending upon the cultivars,
mango kernel (or stone) is about 45.7 to 72.8% of the
mango fruit and is a good source of starch (57.8%), fat
(13.7%), tannins (10.6%) and protein (7.1%) on a dry
basis (162). Among the other by-products, mango kernel
fat has attracted major attention because it could be a very

good substitute for tallow and cocoa butter in soups and
confectionery products (201, 202). Cake left after the
extraction of kernel oil could substitute for wheat and
maize flour in animal feed as it is a good source of many
essential amino acids. Mango peel is also suitable as a
supplement in fish feed. The waste from mango process-
ing plants can be used for biogas production. Recently, a
mixture of 5-(12-cis-hepta decenyl) and 5-pentadecyl
resorcinol has been isolated from mango peel, and this has
been found to be effective against Alternaria alternata, a
fungus that causes black spot disease in mango fruit (163).

Guava seeds are usually discarded during processing,
but these seeds are rich in oil (5–13%), which can be uti-
lized in salad dressing. Guava seed oil is especially rich in
essential fatty acids, such as oleic (54%) and linoleic
(29%) acids (203). 

Green banana fruit, pseudostems and foliage are good
sources of energy and serve as cattle feed after supple-
mentation with a protein source. About 1000 banana
plants can yield 20–25 tonnes of pseudostems, which con-
tain about 5% edible starch that finds a number of indus-
trial uses (145). Banana stem waste is another important
waste product that can be used for growing food yeast
(146). The pineapple processing industry waste can be uti-
lized for the preparation of several products, such as citric
acid, cattle feed, sugar syrup, wine, bromolain enzyme,
wax and sterols (169). Peach processing generates a lot of
waste in the form of peel, seeds and trimmings, which
contain proteins, polysaccharides, sugars, amino acids
and pectin. After enzymatic treatment, peach solid waste
may be utilized for ethanol production (186).

Production of citric acid from fruit processing solid
wastes using Aspergillus niger in solid-state fermentation
has been suggested (193). Apart from these specific by-
products of commercial value, the waste from most of the
fruit processing plants could be utilized in animal feeds and
production of ethanol, biomass and many other chemicals. 

XI. NUTRITIONAL AND HEALTH
PROPERTIES

Consumption of fruits and vegetables by adults in the U.S.
has not reached the recommended level suggested by
nutritionists and other health professionals.
Unfortunately, children consume even less. Various gov-
ernmental agencies, professional associations, food
processors and health organizations are making efforts to
encourage increased consumption of fruits and vegetables
(204), because intake of fruits and vegetables has an
inverse association with the risk of cardiovascular dis-
eases and mortality in the U.S. population (205). Fruits
are rich not only in dietary fiber, vitamins and minerals,
but a number of bioactive compounds present therein are
strong antioxidants and function to modify the metabolic
activation/detoxification of carcinogens. 
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A. FRUITS AND DIETARY FIBER

A low intake of dietary fiber is associated with a spectrum
of degenerative diseases, such as constipation, diverticular
disease, coronary heart disease, hiatus hernia, appendicitis,
varicose veins, piles, diabetes, obesity, bowel cancer and
gallstones (206). Soluble dietary fiber, including pectic sub-
stances and hydrocolloids, is present in fruits, vegetables,
legumes and oat bran. By-products from fruit processing
industries are potential sources of both soluble and insolu-
ble dietary fiber in our diet (207). Association between fruit,
vegetable and dietary fiber consumption and colorectal can-
cer risk in the U.S. population has been observed (208). The
total fruit and vegetable consumption is inversely associ-
ated with colorectal cancer risk, but subanalyses show this
association is largely due to fruit consumption. The associ-
ation is stronger and the dose-response effect is more evi-
dent among those individuals who consume the lowest
amounts of fruits and vegetables (less than 1.5 servings)
compared with those who consume greater amounts (more
than 2.5 servings/d). 

To assess the role of certain tropical fruits, such as
lychee, guava and ripe mango, in the prevention of cardio-
vascular diseases, contents of total and water-soluble
dietary fiber are determined by Gorinstein et al. (209).
Lychee, guava and ripe mango had a total fiber content of
2.2, 5.6 and 3.1 g/100 g fresh fruit and soluble fiber of 1.05,
2.7, 1.51 g/100 g fresh fruit, respectively. Use of lychee,
guava and ripe mango could be suitable for the prevention
of cardiovascular disease through dietary methods. The
non-starch polysaccharides in Starkspur Supreme
Delicious apples from Arkansas ranges from 1.41 to 1.98
g/100 g fresh fruit (210). Total fiber contents in four berries
(blackberries, cranberries, red raspberries, strawberries)
ranges from 1.0 to 7.0% fresh weight (14). Peeling and can-
ning changes the uronic acid and neutral sugar contents of
soluble and insoluble fiber fractions of several fruits. 

Rosado et al. (211) analyzed 24 fruits for dietary fiber
contents. The total dietary fiber (wet weight basis) ranged
from 0.3 to 7%, and soluble fiber contents (% of total
dietary fiber) ranged from 6 to 44%. The total dietary fiber
contents in 47 Italian fruits range from 0.22 to 6.47 g/100 g
for fresh fruits and 5.0 to 30.0 g/100 g for dry fruits (212).
Marlett (213) analyzed 23 fruits and reported a mean
dietary fiber content of 1.4 ± 0.7 g/100 g fresh weight, and
13 to 20% of this was soluble fiber fraction. Pectin con-
stituted 15 to 30% of the total dietary fiber contents
among fruits. The total dietary fiber contents of five fruits
that are most commonly consumed in Malaysia range
from 1.5 to 3.6% on a fresh weight basis (214). The incor-
poration of prunes in the diet as a source of dietary fiber
lowers plasma low-density-lipoprotein cholesterol more
significantly (3.9 mM) than when grape juice (4.1 mM) is
consumed (215). Prunes also significantly lower fecal bile
acid content of lithocholic acid. Fecal output is nearly

20% higher after consuming prunes, but the total bile acid
content is unchanged. 

B. PHYTOCHEMICALS IN FRUITS

Oxygen during normal metabolism yields a number of
reactive oxygen species (ROS), most of which are free rad-
icals having an odd number of electrons. These reactive
species initiate lipid peroxidation, a chain reaction that can
oxidize DNA, proteins (enzymes) and cell membranes
(216). It is now proposed that oxygen free radicals are
involved in several pathological conditions, such as oxida-
tion of LDL and development of atherosclerosis, different
stages of cancer development, autoimmune destruction of 
β cells leading to diabetes, inflammatory damage in
asthma, in rheumatoid arthritis, age-related macular degen-
eration (AMD) and oxidation of lens proteins leading to
cataracts (217). To neutralize these reactive species, the
body’s defense system is equipped with a few enzymes,
some high-molecular-weight antioxidant proteins, and
some low-molecular antioxidants, like ascorbate, vitamin
E, β-carotene, glutathione and uric acid. If this balance is
overwhelmed, oxidative stress builds up and this becomes
the underlying cause of aging and some of the age-related
diseases, such as cancer, cataracts, AMD and cardiovascu-
lar disease (218). Fruits have the ability to protect us against
this free radical damage if consumed regularly. Fruits, like
prunes, raisins, blueberries, cranberries and blackberries,
have the highest antioxidant capacity, followed by straw-
berries, raspberries, plums, oranges, red grapes, red cher-
ries, kiwi fruit, pink grapefruit, bananas and apples (219).

Many bioactive phytochemicals (or neutraceuticals)
present in fruits have the ability to provide immense health
benefits to us. These phytochemicals include terpenoids,
phenolics, alkaloids and fiber. The role of these compounds
against cancers, coronary heart disease, diabetes, hyperten-
sion, inflammation, microbial, viral and parasitic infec-
tions, ulcers, etc., has been recently reviewed (220). In
addition to primary antioxidants, such as ascorbate, vitamin
E and carotenes, most of the other phytochemicals present
in fruits act as antioxidants to reduce the oxidative damage
caused to lipids, proteins, nucleic acids and other cellular
targets by reactive oxygen species (ROS). The effect of
these antioxidants on changes in oxidative stress status
associated with aging and other chronic conditions, like
diabetes, cardiovascular diseases, cataracts and age-related
macular degeneration, is being actively explored at Tufts
Nutrition Antioxidant Research Laboratory (2). Although
many other foods (such as vegetables, whole grains and
whey proteins) also play an important role, the contribution
of fruits to human nutrition and health is equally important.

C. FRUIT INTAKE AND CANCER RISK

The relation between cancer risk and the consumption of
fruits and vegetables is now gaining a lot of attention
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(221). Diets rich in fruits and vegetables are more strongly
related to a lower risk of epithelial cancers of the respira-
tory and digestive tract. However, the intake of fruits and
vegetables does not show a strong association with hor-
monally related cancers such as breast, endometrium,
ovary and prostrate. No information is available on the
total intake of phenolic phytochemicals. If this group
includes anthocyanins, flavanols, isoflavones, phenolic
acids and tannins, the total phenolic phytochemical intake
may be up to hundreds of milligrams per day (222). This
intake could be even higher in populations where red wine,
soy products, lentils and beans are consumed. This infor-
mation on the intake of phenolic phytochemicals would be
useful because most of these phenolics have antioxidant
properties with similar biological activities. Some of these
phenolics trap nitrates and prevent the formation of muta-
genic N-nitroso compounds in foods (223). The intake of
these N-nitroso compounds is known to induce cancers of
the nasopharynx, esophagus and stomach (224). In a recent
study, regular consumption of fruits was strongly associ-
ated with reduced risk of many types of cancers (225). The
strongest evidence correlates with the reduced risk of the
mouth, esophagus, pharynx, lung, stomach and colon,
whereas moderately strong evidence exists for cancers of
the breast, pancreas and bladder.

D ANTIOXIDANTS/PHYTOCHEMICALS IN FRUITS

Until recently, fruits were known only as a source of cer-
tain vitamins, minerals and dietary fiber, but now a num-
ber of nonessential bioactive compounds (phytochemicals)
are attracting the attention of food scientists and health
professionals. Among the vitamins present in fruits, ascor-
bic acid has been investigated extensively. Ascorbic acid is
a water-soluble antioxidant, which can easily be oxidized
to form a free radical semidehydroascorbic acid that is
quite stable. As ascorbic acid can lose an electron very eas-
ily, it is a very effective antioxidant in cytoplasm of bio-
logical systems (226). Blood levels of vitamin C above 
49 µmol/L have been associated with a 64% reduced risk
of cataracts in a Mediterranean population (227). Although
more than 600 carotenoids have been identified so far, only
about 50 of these possess vitamin A activity. Carotenoids,
being lipid-soluble, act as antioxidants to protect the cell
membranes of biological systems by quenching singlet
oxygen and scavenging free radicals. Lycopene has the
greatest antioxidant activity, followed by α-carotene,
β-carotene, lutein and cryptoxanthin (228). Autumn olive
(Elaeagnus umbellata Thunb.) bears yellow or brilliant red
berries, which are very rich in lycopene (229) containing 15
to 54 mg from naturalized plants and 17 to 48 mg/100 g of
fresh fruit from four cultivars with red-pigmented fruit. In
contrast, the fresh tomato fruit had only about 
3 mg of lycopene per 100 g. In addition, this fruit also 
contained α-cryptoxanthin, β-carotene, lutein, phytoene

and phytofluene. This newly identified fruit (Autumn
olive) can become an excellent source of lycopene and
other carotenoids in our diet.

Lutein is a well-known carotenoid, whose intake has
been shown to be inversely associated with ocular dis-
eases, such as cataracts and age-related macular degener-
ation (230, 231). Lutein offers protection to the cells of
the macula by acting as an antioxidant against the reactive
oxygen species (232). The consumption of carotenoids
from various sources does not reduce plasma carotenoid
concentrations in the medium term, thus suggesting the
eating of a diet rich in a variety of fruits and vegetables
(233). Limonoids (terpenes) present in citrus fruits are
shown to inhibit Phase I enzymes and induce Phase II
detoxification enzymes in the liver and provide protection
against cancer (234).Vitamin E is another major lipid-sol-
uble antioxidant that protects the polyunsaturated fatty
acids in cell membranes against free radicals and singlet
oxygen species. Glutathione, selenium and flavonoids are
the other water-soluble antioxidants. About 2000 chemi-
cal distinct flavonoids (flavonols, flavones, flavanones,
isoflavones and flavanols) are present in fruits that may
have antioxidant activity. 

Phenolics, such as tannins and flavonoids, present in
fruits have also been studied extensively as antioxidant
protectants for humans. Plant phenolics are mostly pro-
duced through phenylpropanoid pathways and comprise a
variety of compounds, such as cinnamic acids, benzoic
acids, flavonoids, proanthocyanidins, stilbenes, coumarins,
lignans and lignins. They are known to be strong antioxi-
dants and prevent oxidative damage to DNA, lipids and
proteins, which may play a role in chronic diseases like
cancer and cardiovascular disease (235). Ferulic acid 
(a phenolic compound), a component of the plant cell wall,
has the ability to mop up damaging free radicals and reac-
tive oxygen species (236). One possible use for ferulic acid
may be as a stimulant for sperm motility in fertility treat-
ments or during in vitro fertilization. The polymeric tan-
nins from grape seeds function as antioxidants and
neutralize the effects of oxidative stress induced both by
the deficiency of other vitamins and an atherogenic diet
(31). Flavonoids are known to perform against free radi-
cals, free radical-mediated cellular signaling, allergies,
inflammation, platelets aggregation, ulcers, tumors,
microbe viruses and hepatotoxins (237). Catechins and
gallic acid present in grapes and berries have free radical
scavenging activity, and inhibit eicosanoid synthesis and
platelet aggregation. 

Anthocyanidins are water-soluble flavonoids that are
the principal pigments in fruits and are known to have
antioxidative properties (238). Among the flavonoids,
anthocyanins are reported to possess higher antioxidant
activity as measured by oxygen radical absorbance capac-
ity (ORAC) equivalents (239). On a fresh weight basis,
the anthocyanin content in fruits, such as blackberries,
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blueberries, cranberries, raspberries, strawberries and
boysenberries, may range from 200 to 4950 mg/kg. An
intake of 100 to 150 g of these fruits could easily give us
100 to 200 mg of anthocyanins, which are well above the
suggested levels (240). Intake of two to five servings of
fruits and vegetables per day would result in 1200 to 1640
ORAC equivalents for the person and may be responsible
for the health benefits achieved with increased consump-
tion of these foods. The polyphenols from blueberries and
cranberries possess antioxidative and anti-inflammatory
activities in endothelial cells and are reported to be bene-
ficial in reducing initiation or development of cardiovas-
cular diseases (241). 

E. STABILITY OF PHYTOCHEMICALS DURING

PROCESSING

Food technologists are currently busy adding bioactive
phytochemicals for developing new food products. These
formulated foods will not only meet the nutritional needs
of growth and maintenance, but are also expected to pro-
vide additional health benefits to consumers. Some of
these targeted benefits are preventing disease and improv-
ing physical performance and the overall quality of life.
The biochemical aspects, physiological effects and health
benefits of phytochemicals in fruits were reviewed
recently (242). The topics covered are characteristics of
major fruit phytochemicals (phenols and carotenoids);
physiological effects of phenols, carotenoids and other
bioactive compounds (limonoids, ascorbate, limonene and
folate) found in citrus fruits; evidence of health benefits,
antioxidative and anticancer properties of bioactive com-
pounds present in berries; and composition and physio-
logical effects of phytochemicals in strawberries, apples,
melons and some other fruits. 

The antioxidant capacity of these phytochemicals is
affected not only by various horticultural factors, but also
by the food processing practices employed in the industry.
The antioxidant capacity due to phenols in blueberries is
decreased by food processing practices, such as heating
and aeration (243). The composition, antioxidative capac-
ity and levels of anthocyanins and total phenols in culti-
vated blueberries (Vaccinium corymbosum L.) and wild
blueberries (V. augustifolium Aiton) are influenced by the
method of extraction (244). The highest anthocyanin, total
phenolic contents and antioxidative capacity are observed
when aqueous methanol is used as a solvent. Irrespective
of the solvent used, wild blueberries give higher values for
these three parameters than the cultivated blueberries. 

The temperature, pH and oxygenation during extrac-
tion of anthocyanins affect the antioxidative activity of
extracted blueberries (245). Extraction of fruits at 60°C
gives higher recovery of anthocyanins and antioxidant
capacity than the extract obtained at 25°C, but subsequent
loss in anthocyanins during room temperature storage

occurs only in the former. Antioxidant capacity is higher in
pH 1 extracts than those at pH 4 and 7. Oxygenation is
detrimental to both the anthocyanins and antioxidant
capacity. The antioxidant capacity of these processed
products is positively correlated with anthocyanin
(R�0.92) and phenolic (R�0.95) contents, and negatively
correlated with percentage polymeric color (R�0.64). In
general, the higher the extent of processing treatment, the
lower is the antioxidant capacity. Simple colorimetric tests
for anthocyanins and phenols are available to evaluate
their antioxidant capacity in processed food products.

The antioxidant capacity, ascorbic acid, phenolics and
anthocyanins of small fruits (strawberries, raspberries, cul-
tivated and wild blueberries) during storage at 0, 10, 20
and 30°C for up to eight days are investigated (246). These
four fruits vary significantly in total antioxidant activity,
which is strongly correlated with the total phenolics 
(R�0.83) and anthocyanins (R�0.90). Antioxidant capac-
ity is three times higher in blueberry species than either
strawberries or raspberries. Ascorbic acid contents differ
significantly among these fruit species, strawberries and
raspberries having almost four times more ascorbate than
blueberries. No loss of ascorbate is observed after eight
days of storage at any of the temperatures in strawberries
or cultivated blueberries, but there are losses in two other
fruit species. Storage at a temperature higher than 0°C
increases antioxidant capacity of strawberries and raspber-
ries, and it is accompanied by increases in anthocyanins in
strawberries, and increases in anthocyanins and total phe-
nolics in raspberries. Ascorbic acid contributes very little
(0.4–9.4%) to the total antioxidant capacity of these fruits.
The increase in antioxidant capacity through post-harvest
phenolic synthesis, therefore, indicates the possibility of
enhancing the health benefits of these small fruit crops. 

XII. FUTURE CONSIDERATIONS

Fruits are grown universally in almost every part of the
world and serve as vital sources of essential vitamins,
minerals, dietary fiber and many other bioactive com-
pounds. Fruits are highly perishable in nature, and the
growth of post-harvest technology is essential to mini-
mize losses during their production, processing, handling
and transportation. Fruits are processed into a variety of
products, and are consumed either alone or in combina-
tion with grains, milk and milk products to provide maxi-
mum nutritional advantages to consumers. 

Apart from a botanical basis, fruits have been classified
solely on color or other physical properties. Most of these
physical properties (viz. size, mass, total solids, firmness,
density, color, specific gravity and porosity) are well corre-
lated with the chemical composition, nutritional value and
processing quality of finished products. The classification
based on color serves as a useful indicator, not only for the
fruit breeders, but also for the food scientists to look for
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many phytochemicals (e.g., carotenoids from yellow,
orange fruits, anthocyanins from colored fruits). This has
opened up a vast opportunity for fruit biotechnologists to
pursue a significant area of health-based fruit quality mod-
ification to selectively increase levels of different vitamins
and other phytochemicals in various fruit species in coming
years. This will give another boost to the fruit-based agro-
processing industry around the world. Considering the
scope of functional foods based on phytochemicals,
nowhere is the marketing transformation more visible than
among the fruit growers and processors. As most fruits con-
tain bioactive compounds that have extraordinary health-
promoting characteristics, the growers, cooperatives and
processors are quick to move these products to the frontline
of their marketing programs.

While phytochemicals in fruits clearly show promise
to prevent many diseases, important scientific questions
are yet to be answered. We have to look for the answers to
some of the questions like “Which of these phytochemi-
cals are more effective, what is the mechanism of their
action, and more importantly, how to preserve these bioac-
tive compounds during processing?” We also need to iden-
tify and quantify these bioactive compounds in foods, their
bioavailability, pharmacokinetics and metabolism in
humans, determination of the relationship between molec-
ular structure and antioxidant capacity, mutual interaction
of these phytochemicals in the human digestive tract when
consumed together, doses required for their effectiveness,
and their stability during processing, storage and distribu-
tion of these food products right up to our dining table.
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I. FROZEN FRUITS

A. APPLES

Frozen apples are prepared from sound, properly ripened
fruit of Malus sylvesfris (Pyrus malus); are peeled, cored,
trimmed, sliced, sorted, and washed; are properly drained
before filling into containers; may be packed with or with-
out the addition of a nutritive sweetening ingredient and
any other legally permissible ingredients and are frozen in
accordance with good commercial practice and main-
tained at temperatures necessary for the preservation of
the product.

The term “slices” means frozen apples consisting of
slices of apples cut longitudinally and radially from the
core axis.

B. APRICOTS

Apricots are the food prepared from mature apricots of
one of the optional styles specified, which may be packed
as solid pack or in one of the optional packing media
specified.

Such food may also contain one or any combination
of two or more of the following safe and suitable optional
ingredients:

1. Natural and artificial flavors.
2. Spice.
3. Vinegar, lemon juice, or organic acids.
4. Apricot pits, except in the case of unpeeled

whole apricots and peeled whole apricots in a
quantity not more than 1 apricot pit to each 227
grams (8 ounces) of finished frozen apricots.

5. Apricot kernels, except in the case of unpeeled
whole apricots and peeled whole apricots, and
except when an optional ingredient is used. 

6. Ascorbic acid in an amount no greater than
necessary to preserve color.

Such food is sealed in a container and before or after
scaling is so processed by heat as to prevent spoilage.

1. Optional Styles of the Apricot Ingredients

The optional styles of the apricot ingredients arc peeled or
unpeeled: (i) whole, (ii) halves, (iii) quarters, (iv) slices,
(v) pieces or irregular pieces.

Each such ingredient, except in the cases of unpeeled
whole apricots and peeled whole apricots, is pitted.

2. Packing Media

The optional packing media are (a) water, (b) fruit juice(s)
and water, (c) fruit juice(s).

Such packing media may be used as such, or any one
or any combination of two or more safe and suitable

nutritive carbohydrate sweetener(s) may be added. When
a sweetener is added as a part of any such liquid packing
medium, the density range of the resulting packing
medium expressed as percent by weight of sucrose
(degrees Brix) should be designated by the appropriate
name for the respective density ranges, namely:

When the density of the solution is 10 percent or more
but less than 16 percent, the medium should be designated
as “slightly sweetened water” or “extra light syrup,”
“slightly sweetened fruit juice(s) and water” or “slightly
sweetened fruit juice(s),” as the case may be.

When the density of the solution is 16 percent or more
but less than 21 percent, the medium should be designated
as “light syrup,” “lightly sweetened fruit juice(s) and
water,” or “lightly sweetened fruit juice(s),” as the case
may be. When the density of the solution is 21 percent or
more but less than 25 percent, the medium should be des-
ignated as “heavy syrup,” “heavily sweetened fruit
juice(s) and water,” or “heavily sweetened fruit juice(s),”
as the case may be.

When the density of the solution is 25 percent or more
but not more than 40 percent, the medium should be des-
ignated as “extra heavy syrup,” “extra heavily sweetened
fruit juice(s) and water,” or “extra heavily sweetened fruit
juice(s),” as the case may be.

3. Labeling Requirements

The name of the food is apricots. The name of the food
should also include a declaration of any flavoring that
characterizes the product and a declaration of any spice or
seasoning that characterizes the product; for example,
“Spice Added,” or in lieu of the word “Spice,” the com-
mon name of the spice, e.g., “Seasoned with Vinegar” or
“Seasoned with Apricot Kernels.”

When two or more of the optional ingredients speci-
fied are used, such words may be combined, as for exam-
ple, “Seasoned with Cider Vinegar, Cloves, Cinnamon
Oil, and Apricot Kernels.”

The style of the apricot ingredient and the name of the
packing medium preceded by “In” or “Packed in” or the
words “Solid Pack,” where applicable, should be included
as part of the name or in close proximity to the name of
the food, except that pieces or irregular pieces should be
designated “Pieces,” “Irregular Pieces,” or “Mixed Pieces
of Irregular Sizes and Shapes.”

The style of the apricot ingredient should be preceded
or followed by “Unpeeled” or “Peeled,” as the case may
be. “Halves” may be alternatively designated “Halved,”
“Quarters” as “Quartered,” and “Slices” as “Sliced.” When
the packing medium is prepared with a sweetener(s) that
imparts a taste, flavor, or other characteristic to the finished
food in addition to sweetness, the name of the packing
medium should be accompanied by the name of such
sweetener(s), for example, in the case of a mixture of
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brown sugar and honey, an appropriate statement would be
“________syrup of brown sugar and honey” the blank to be
filled in with the word “light,” “heavy,” or “extra heavy,” as
the case may be.

When the liquid portion of the packing media consists
of fruit juice(s), such juice(s) should be designated in the
name of the packing medium as follows.

In the case of a single fruit juice, the name of the juice
should be used in lieu of the word “fruit.”

In the case of a combination of two or more fruit
juices, the names of the juices in the order of predomi-
nance by weight should be used in lieu of the word “fruit”
in the name of the packing medium.

In the case of a single fruit juice or a combination of
two or more fruit juices any of which are made from con-
centrate(s), the words “from concentrate(s)” should fol-
low the word “juice(s)” in the name of the packing
medium and in the name(s) of such juice(s) when declared
as specified.

Whenever the names of the fruit juices used do not
appear in the name of the packing medium, such names
and the words “from concentrate,” should appear in an
ingredient statement.

4. Label Declaration

Each of the ingredients used in the food should be
declared on the label.

Frozen apricots are prepared from sound, mature,
fresh, peeled or unpeeled fruit of any commercial variety
of apricot, which are sorted, washed, and may be trimmed
to assure a clean and wholesome product. The apricots are
properly drained of excess water before filling into con-
tainers; may be packed with the addition of nutritive
sweetening ingredient(s) (including syrup and/or syrup
containing pureed apricots) and/or suitable antioxidant
ingredient(s) and/or any other legally permissible
ingredients(s).

The apricots are prepared and frozen in accordance
with good commercial practice and are maintained
at temperatures necessary for the preservation of the
product.

5. Styles of Frozen Apricots

(a) Halves are cut approximately in half along the
suture from stem to apex and the pit is
removed.

(b) Quarters are apricot halves cut into two approx-
imately equal parts.

(c) Slices are apricot halves cut into sectors
smaller than quarters.

(d) Diced are apricots cut into approximate cubes.
(e) Cuts are apricots that are cut in such a manner

as to change the original conformation and do
not meet any of the foregoing styles.

(f) Machine-pitted means mechanically pitted in
such a manner as to substantially destroy the
conformation of the fruit in removing the pit.

C. BERRIES

Frozen berries are prepared from the properly ripened
fresh fruit of the plant (genus 48 Rubus); are stemmed and
cleaned, may be packed with or without packing media,
and are frozen and stored at temperatures necessary for
the preservation of the product.

1. Types of Frozen Berries

(a) Blackberries
(b) Boysenberries 
(c) Dewberries 
(d) Loganberries 
(e) Youngberries
(f) Other similar types, such as nectar berries

2. Blueberries

Frozen blueberries are prepared from sound, properly
ripened fresh fruit of the blueberry bush (genus Vaccinium),
including species or varieties often called huckleberries, but
not of the genus Gaylussacia; they are cleaned and
stemmed, are properly washed, are packed with or without
packing media, and are frozen and maintained at tempera-
tures necessary for the preservation of the product.

Types of frozen blueberries are (a) native or wild type;
(b) cultivated type.

D. RED TART PITTED CHERRIES

Frozen red tart pitted cherries are the foods prepared from
properly matured cherries of the domestic (Prunes cera-
sus) red sour varietal group that have been washed, pitted,
sorted, and properly drained; they may be packed with or
without a nutritive sweetened packing medium or any
other substance permitted under federal regulations and
are frozen and stored at temperatures necessary for the
preservation of the product.

II. FROZEN JUICES

A. APPLE JUICE

Frozen concentrated apple juice is prepared from the
unfermented, unsweetened, unacidified liquid obtained
from the first pressing of properly prepared, sound, clean,
mature, fresh apples, and/or parts thereof by good com-
mercial processes. The juice is clarified and concentrated
to at least 22.9° Brix. The apple juice concentrate so pre-
pared, with or without the addition of legal ingredients, is
packed and frozen in accordance with good commercial
practice and maintained at temperatures necessary for the
preservation of the product.
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The Brix value of the finished concentrate should not
be less than the following for the respective dilution fac-
tor of frozen concentrated apple juice:

Dilution Factor Value of Concentrate: minimum Brix
(degrees)

1 plus 1 22.9
2 plus 1 33.0
3 plus 1 42.2
4 plus 1 50.8
5 plus 1 58.8
6 plus 1 66.3
7 plus 1 73.3

B. LEMON JUICE (FOR PREPARING FROZEN

CONCENTRATE FOR LEMONADE)

Lemon juice is the unfermented juice, obtained by
mechanical process, from sound, mature lemons (Citrus
limon (L.) Burm. f.), from which seeds (except embryonic
seeds and small fragments of seed which cannot be sepa-
rated by good manufacturing practice) and excess pulp are
removed. The juice may be adjusted by the addition of the
optional concentrated lemon juice ingredient in such
quantity that the increase in acidity, calculated as anhy-
drous citric acid, does not exceed 15 percent of the acid-
ity of the finished food. The lemon oil and lemon essence
(derived from lemons) content may be adjusted in accor-
dance with good manufacturing practice. The juice may
have been concentrated and later reconstituted. When pre-
pared from concentrated lemon juice, the finished food
contains not less than 6 percent, by weight, of soluble
solids taken as the refractometric sucrose value (of the fil-
trate), corrected to 20°C, but uncorrected for acidity, and
has a titratable acidity content of not less than 4.5 percent,
by weight, calculated as anhydrous citrus acid.

The food may contain one or any combination of the
safe and suitable optional ingredients. Lemon juice may
be preserved by heat sterilization (canning), refrigeration,
freezing, or by the addition of safe and suitable preserva-
tives. When sealed in a container to be held at ambient
temperatures, it is preserved by the addition of safe and
suitable preservatives or so processed by heat, before or
after sealing, as to prevent spoilage.

1. Optional Ingredients

The optional safe and suitable ingredients are (i) concen-
trated lemon juice (lemon juice from which part of the
water has been removed), (ii) water and/or lemon juice to
reconstitute concentrated lemon juice in the manufacture
of lemon juice from concentrate, and (iii) preservatives.

2. Labeling

The name of the food is “lemon juice” if the food is pre-
pared from unconcentrated, undiluted liquid extracted

from mature lemons; or if the food is prepared from
unconcentrated, undiluted liquid extracted from mature
lemons to which concentrated lemon juice is added to
adjust acidity.

The name is “lemon juice from concentrate” or
“reconstituted lemon juice” if the food is prepared from
concentrated lemon juice and water and/or lemon juice; or
if the food is prepared from lemon juice from concentrate
and lemon juice.

Frozen concentrate for lemonade is the frozen food
prepared from one or both of the lemon juice ingredients
together with one or any mixture of safe and suitable
nutritive carbohydrate sweeteners. The product contains
not less than 48.0 percent by weight of soluble solids
taken as the sucrose value.

When the product is diluted according to directions for
making lemonade which should appear on the label, the
acidity of the lemonade, calculated as anhydrous citric acid,
should be not less than 0.70 gram per 100 milliliters, and the
soluble solids should be not less than 10.5 percent by weight.

3. The Lemon Juice Ingredients

Lemon juice ingredients are lemon juice or frozen lemon
juice or a mixture of these or concentrated lemon juice or
frozen concentrated lemon juice or a mixture of these. For
this purpose, lemon juice is the undiluted juice expressed
from mature lemons of an acid variety, and concentrated
lemon juice is lemon juice from which part of the water
has been removed. In the preparation of the lemon juice
ingredients, the lemon oil content may be adjusted by the
addition of lemon oil or concentrated lemon oil in accor-
dance with good manufacturing practice, and the lemon
pulp in the juice as expressed may be left in the juice or
may be separated.

Lemon pulp that has been separated, which may have
been preserved by freezing, may be added in preparing
frozen concentrate for lemonade, provided that the
amount of pulp added does not raise the proportion of
pulp in the finished food to a level in excess of that which
would be present by using lemon juice ingredients from
which pulp has not been separated. The lemon juice ingre-
dients may be treated by heat, either before or after the
other ingredients are added, to reduce the enzymatic activ-
ity and the number of viable microorganisms.

C. FROZEN CONCENTRATE FOR ARTIFICIALLY

SWEETENED LEMONADE

Frozen concentrate for artificially sweetened lemonade
conforms to the description for frozen concentrate for
lemonade, except that in lieu of nutritive sweeteners it is
sweetened with one or more of the artificial sweetening
ingredients permitted by law, and the soluble solids spec-
ifications do not apply. When the product is diluted
according to directions that should appear on the label, the
acidity of the artificially sweetened lemonade, calculated
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as anhydrous citric acid, should be not less than 0.70 gram
per 100 milliliters. It may contain one or more safe and
suitable dispersing ingredients serving the function of dis-
tributing the lemon oil throughout the food. It may also
contain one or more safe and suitable thickening ingredi-
ents. Such dispersing and thickening ingredients are not
legal food additives.

The name of the food is “frozen concentrate for artifi-
cially sweetened lemonade.” The words “artificially
sweetened” should be of the same size and style of type as
the word “lemonade.” If an optional thickening or dis-
persing ingredient is used, the label should bear the state-
ment “_____ added” or “with added _____,” the blank
being filled in with the common name of the thickening or
dispersing agent used. Such statement should be set forth
on the label with such prominence and conspicuousness
as to render it likely to be read and understood by the ordi-
nary individual under customary conditions of purchase.

D. FROZEN CONCENTRATE FOR COLORED

LEMONADE

Frozen concentrate for colored lemonade conforms to the
description for frozen concentrate for lemonade, except
that it is colored with a safe and suitable fruit juice, veg-
etable juice, or any such juice in concentrated form, or
with any other legal color additive ingredient suitable for
use in food, including legal artificial coloring.

The name of the food is “frozen concentrate
for_______lemonade,” the blank being filled in with the
word describing the color, for example, “frozen concen-
trate for pink lemonade.”

E. GRAPEFRUIT JUICE

Grapefruit juice is the unfermented juice, intended for
direct consumption, obtained by mechanical process from
sound, mature grapefruit (Citrus paradisi Macfadven) from
which seeds and peel (except embryonic seeds and small
fragments of seeds and peel that cannot be separated by
good manufacturing practice) and excess pulp are removed
and to which may be added not more than 10 percent by
volume of the unfermented juice obtained from mature
hybrids of grapefruit. The juice may be adjusted by the
addition of the optional concentrated grapefruit juice ingre-
dients specified, but the quantity of such concentrated
grapefruit juice ingredient added should not contribute
more than 1 percent of the grapefruit juice soluble solids in
the finished food. The grapefruit pulp, grapefruit oil, and
grapefruit essence (components derived from grapefruit)
content may be adjusted in accordance with good manufac-
turing practice. The juice may have been concentrated and
later reconstituted with water suitable for the purpose of
maintaining essential composition and quality factors of the
juice. It may be sweetened with the dry nutritive sweeten-
ers. If the grapefruit juice is prepared from concentrate,

such sweeteners in liquid form also may be used. When
prepared from concentrated grapefruit juice, exclusive of
added sweeteners, the finished food contains not less than
10 percent, by weight, of soluble solids taken as the refrac-
tometric sucrose value (of the filtrate), corrected to 20°C,
and corrected for acidity by adding (0.012 + 0.193x-
0.0004x), where x equals the percent anhydrous citric acid
in sample, to the refractometrically obtained sucrose value.
Grapefruit juice, as defined in this paragraph, may be pre-
served by heat sterlization (canning), refrigeration, or freez-
ing. When scaled in a container to be held at ambient
temperatures, it is so processed by heat, before or after scal-
ing, as to prevent spoilage.

1. Optional Ingredients

The optional ingredients are (a) concentrated grapefruit
juice (grapefruit juice from which part of the water has
been removed); (b) water and/or grapefruit juice to recon-
stitute concentrated grapefruit juice in the manufacture of
grapefruit juice from concentrate; and (c) one or any com-
bination of two or more of the dry or liquid forms of sugar,
invert sugar syrup, dextrose, glucose syrup, and fructose.

The name of the food is “Grapefruit juice” if the food
is prepared from unconcentrated, undiluted liquid
extracted from mature grapefruit, or if the food is pre-
pared from unconcentrated, undiluted liquid extracted
from mature grapefruit to which concentrated grapefruit
juice is added to adjust soluble solids.

“Grapefruit juice from concentrate” is the name if the
food is prepared from concentrated grapefruit juice and
water and/or grapefruit juice; or if the food is prepared
from grapefuit juice from concentrate and grapefruit
juice. The words “from concentrate” should be shown in
letters not less than one-half the height of the letters in the
words “grapefruit juice.”

If any nutritive sweetener is added, the principal dis-
play panel of the label should bear the statement “sweetener
added.” If no sweetener is added, the word “unsweetened”
may immediately precede or follow the words “grapefruit
juice” or “grapefruit juice from concentrate.”

F. ORANGE JUICE

Orange juice is the unfermented juice obtained from
mature oranges of the species Citrus sinensis or of the cit-
rus hybrid commonly called “Ambersweet” [1/2 Citrus
sinensis � 3/8 Citrus reticulata � 1/8 Citrus paradisi
(USDA Selection: 1-100-29: 1972 Whitmore Foundation
Farm)]. Seeds (except embryonic seeds and small frag-
ments of seeds that cannot be separated by current good
manufacturing practice) and excess pulp are removed. The
juice may be chilled, but it is not frozen.

The name of the food is “orange juice.” The name
“orange juice” may be preceded on the label by the varietal
name of the oranges used, and if the oranges grew in a
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single State, the name of such State may be included in the
name, as for example, “California Valencia orange juice.”

G. PASTEURIZED ORANGE JUICE

Pasteurized orange juice is the food prepared from unfer-
mented juice obtained from mature oranges, to which may
be added not more than 10 percent by volume of the unfer-
mented juice obtained from mature oranges of the species
Citrus reticulata or Citrus reticulata hybrids. Seeds
(except embryonic seeds and small fragments of seeds that
cannot be separated by good manufacturing practice) are
removed, and pulp and orange oil may be adjusted in
accordance with good manufacturing practice. If the
adjustment involves the addition of pulp, then such pulp
should not be of the washed or spent type. The solids may
be adjusted by the addition of one or more of the optional
concentrated orange juice ingredients. One or more of the
optional sweetening ingredients may be added in a quan-
tity reasonably necessary to raise the Brix or the Brix-acid
ratio to any point within the normal range usually found in
unfermented juice obtained from mature oranges. The
orange juice is so treated by heat as to reduce substantially
the enzymatic activity and the number of viable microor-
ganisms. Either before or after such heat treatment, all or a
part of the product may be frozen. The finished pasteurized
orange juice contains not less than 10.5 percent by weight
of orange juice soluble solids, exclusive of the solids of
any added optional sweetening ingredients, and the ratio of
the Brix hydrometer reading to the grams of anhydrous cit-
ric acid per 100 milliliters of juice is not less than 10 to 1.

The optional concentrated orange juice ingredients
are frozen concentrated orange juice and concentrated
orange juice for manufacturing when made from mature
oranges; but the quantity of such concentrated orange
juice ingredients added should not contribute more than
one-fourth of the total orange juice solids in the finished
pasteurized orange juice.

The optional sweetening ingredients referred to are
sugar, invert sugar, dextrose, dried corn syrup, and dried
glucose syrup.

The name of the food is “pasteurized orange juice.” If
the food is filled into containers and preserved by freezing,
the label should bear the name “frozen pasteurized orange
juice.” The words “pasteurized” or “frozen pasteurized”
should be shown on labels in letters not less than one-half
the height of the letters in the words “orange juice.”

If the pasteurized orange juice is filled into containers
and refrigerated, the label should bear the name of the
food, “chilled pasteurized orange juice.” If it does not pur-
port to be either canned orange juice or frozen pasteurized
orange juice, the word “chilled” may be omitted from the
name. The words “pasteurized” or “chilled pasteurized”
should be shown in letters not less than one-half the height
of the letters in the words “orange juice.”

H. FROZEN CONCENTRATED ORANGE JUICE

Frozen concentrated orange juice is the food prepared by
removing water from the juice of mature oranges, to
which may be added unfermented juice obtained from
mature oranges of the species Citrus reticulata, other
Citrus reticulata hybrids, or of Citrus aurantiurn, or both.
However, in the unconcentrated blend, the volume of juice
from Citrus reticulata or Citrus reticulata hybrids should
not exceed 10 percent, and from Citrus aurantium should
not exceed 5 percent. The concentrate so obtained is
frozen. In its preparation, seeds (except embryonic seeds
and small fragments of seeds that cannot be separated by
good manufacturing practice) and excess pulp are
removed, and a properly prepared water extract of the
excess pulp so removed may be added. Orange oil, orange
pulp, orange essence (obtained from orange juice), orange
juice and other orange juice concentrate or concentrated
orange juice for manufacturing (when made from mature
oranges), water, and one or more of the optional sweeten-
ing ingredients may be added to adjust the final composi-
tion. The juice of Citrus reticulata and Citrus aurantium,
as permitted by this paragraph, may be added in single
strength or concentrated form prior to concentration of the
Citrus sinensis juice, or in concentrated form during
adjustment of the composition of the finished food. The
addition of concentrated juice from Citrus reticulata or
Citrus aurantium, or both, should not exceed, on a single-
strength basis, the 10 percent maximum for Citrus reticu-
lata and the 5 percent maximum for Citrus aurantiumi
prescribed by this paragraph. Any of the ingredients of the
finished concentrate may have been so treated by heat as
to reduce substantially the enzymatic activity and the
number of viable microorganisms. The finished food is of
such concentration that when diluted according to label
directions the diluted article will contain not less than
11.8 percent by weight of orange juice soluble solids,
exclusive of the solids of added optional sweetening
ingredients. The term “dilution ratio” means the whole
number of volumes of frozen per volume of frozen con-
centrate required to produce orange juice from concen-
trate having orange juice soluble solids of not less than
11.8 percent by weight exclusive of the solids of any
added optional sweetening ingredients.

The optional sweetening ingredients are sugar, sugar
syrup, invert sugar, invert sugar syrup, dextrose,
corn syrup, dried corn syrup, glucose syrup, and dried glu-
cose syrup.

If one or more of the sweetening ingredients are
added to the frozen concentrated orange juice, the label
should bear the statement “________added,” the blank
being filled in with the name or an appropriate combina-
tion of names of the sweetening ingredients used.
However, the name “sweetener” may be used in lieu of the
specific name or names of the sweetening ingredients.
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The name of the food concentrated to a dilution ratio
of is “frozen concentrated orange juice” or “frozen orange
juice concentrate.” The name of the food concentrated to a
dilution ratio greater than 3 plus 1 is “frozen concentrated
orange juice, _______plus l” the blank being filled in with
the whole number showing the dilution ratio; for example,
“frozen orange juice concentrate, 4 plus 1.” However,
where the label bears directions for making l quart of
orange juice from concentrate (or multiples of a quart), the
blank in the name may be filled in with a mixed number;
for example, “frozen orange juice concentrate, 41/3 plus 1.”
For containers larger than 1 pint, the dilution ratio in the
name may be replaced by the concentration of orange
juice soluble solids in degrees Brix; for example, a 62°
Brix concentrate in 3% gallon cans may be named on the
label “frozen concentrated orange juice, 62° Brix.”

I. REDUCED ACID FROZEN CONCENTRATED

ORANGE JUICE

Reduced-acid frozen concentrated orange juice is the food
that complies with the requirements for composition and
label declaration of ingredients prescribed for frozen con-
centrated orange juice except that it may not contain any
added sweetening ingredient. A process involving the legal
use of anionic ion-exchange resins is used to reduce the
acidity of the food so that the ratio of the Brix reading to the
grams of acid, expressed as anhydrous citric acid, per 100
grams of juice is not less than 21 to 1 or more than 26 to 1. 

The name of the food is “reduced acid frozen concen-
trated orange juice.”

J. ORANGE JUICE FOR MANUFACTURING

Orange juice for manufacturing is the food prepared for fur-
ther manufacturing use. It is prepared from unfermented
juice obtained from oranges as provided earlier, except that
the oranges may deviate from the standards for maturity in
that they are below the minimum for Brix and Brix-acid
ratio for such oranges, and to which juice may be added not
more than 10 percent by volume of the unfermented juice
obtained from oranges of the species Citrus reticulata or
Citrus reticulata hybrids (except that this limitation should
not apply to the hybrid species). Seeds (except embryonic
seeds and small fragments of seeds that cannot be separated
by good manufacturing practice) are removed, and pulp and
orange oil may be adjusted in accordance with good manu-
facturing practice. If pulp is added it should be other than
washed or spent pulp. The juice or portions thereof may be
so treated by heat as to reduce substantially the enzymatic
activity and number of viable microorganisms, and it may
be chilled or frozen, or it may be so treated by heat, either
before or after sealing in containers, as to prevent spoilage.

The name of the food is “orange juice for manu-
facturing.”

K. ORANGE JUICE WITH PRESERVATIVE

Orange juice with preservative is the food prepared for fur-
ther manufacturing use. It complies with the requirements
for composition of orange juice for manufacturing as spec-
ified, except that a preservative is added to inhibit spoilage.
It may be heat-treated to reduce substantially the enzy-
matic activity and the number of viable microorganisms.

The preservatives referred to are any safe and suitable
preservatives or combinations thereof.

The name of the food is “orange juice with preserva-
tive.” Each of the ingredients used in the food should be
declared on the label as required by regulations. In addi-
tion, the name of each preservative should be preceded by
a statement of the percent by weight of the preservative
used. If the food is packed in container sizes that are less
than 19 liters (5 gallons), the label should bear a statement
indicating that the food is for further manufacturing use
only.

Wherever the name of the food appears on the label so
conspicuously as to be easily seen under customary condi-
tions of purchase, the statement for naming the preservative
ingredient used should immediately and conspicuously
precede or follow the name of the food, without intervening
written, printed, or graphic matter.

L. CONCENTRATED ORANGE JUICE FOR

MANUFACTURING

Concentrated orange juice for manufacturing is the food
that complies with the requirements of composition and
label declaration of ingredients prescribed, except that it is
either not frozen or is less concentrated, or both, and the
oranges from which the juice is obtained may deviate
from the standards for maturity in that they are below the
minimum Brix and Brix-acid ratio for such oranges:
However, the concentration of orange juice soluble solids
should not be less than 20° Brix.

The name of the food is “concentrated orange juice
for manufacturing, ______” or “______ orange juice con-
centrate for manufacturing,” the blank being filled in with
the figure showing the concentration of orange juice solu-
ble solids in degrees Brix.

M. CONCENTRATED ORANGE JUICE WITH

PRESERVATIVE

(a) Concentrated orange juice with preservative complies
with the requirements for composition and labeling of
optional ingredients prescribed for concentrated orange
juice for manufacturing by Sec. 146.153, except that a
preservative is added to inhibit spoilage. (b) The preserv-
atives referred to in paragraph (a) of this section are any
safe and suitable preservatives or combinations thereof.
(c) The name of the food is “concentrated orange juice
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with preservative, _______,” the blank being filled in with
the figure showing the concentration of orange juice solu-
ble solids in degrees Brix. (d) Label declaration. Each of
the ingredients used in the food should be declared on the
label as required by regulations. In addition, the name of
each preservative should be preceded by a statement of
the percent by weight of the preservative used. If the food
is packed in container sizes that are less than 19 liters 
(5 gallons), the label should bear a statement indicating
that the food is for further manufacturing use only.

N. PINEAPPLE JUICE

Pineapple juice is the juice, intended for direct consump-
tion, obtained by mechanical process from the flesh or parts
thereof, with or without core material, of sound, ripe
pineapple (Ananas comosus L. Merrill). The juice may
have been concentrated and later reconstituted with water
suitable for the purpose of maintaining essential composi-
tion and quality factors of the juice. Pineapple juice may
contain finely divided insoluble solids, but it does not con-
tain pieces of shell, seeds, or other coarse or hard sub-
stances or excess pulp. It may be sweetened with any safe
and suitable dry nutritive carbohydrate sweetener.
However, if the pineapple juice is prepared from concen-
trate, such sweeteners, in liquid form, also may be used. It
may contain added vitamin C in a quantity such that the
total vitamin C in each 4 fluid ounces of the finished food
amounts to not less than 30 milligrams and not more than
60 milligrams. In the processing of pineapple juice,
dimethylpolysiloxane may be employed as a defoaming
agent in an amount not greater than 10 parts per million by
weight of the finished food. Such food is prepared by heat
sterilization, refrigeration, or freezing. When sealed in a
container to be held at ambient temperatures, it is so
processed by heat, before or after sealing, as to prevent
spoilage.

The name of the food is “pineapple juice” if the juice
from which it is prepared has not been concentrated and/or
diluted with water. The name of the food is “pineapple
juice from concentrate” if the finished juice has been made
from specified pineapple juice. If a nutritive sweetener is
added, the label should bear the statement “sweetener
added.” If no sweetener is added, the word “unswcetened”
may immediately precede or follow the words “pineapple
juice” or “pineapple juice from concentrate.”

Each of the ingredients used in the food should be
declared on the label.

O. QUALITY

The standard of quality for pineapple juice is as follows:
(a) The soluble solids content of pineapple juice (exclusive
of added sugars) without added water should not be less
than 10.5° Brix as determined by refractometer at 20°C
uncorrected for acidity and read as degrees Brix on

International Sucrose Scales. Where the juice has been
obtained using concentrated juice with addition of water,
the soluble pineapple juice solids content (exclusive of
added sugars) should be not less than 12.8° Brix, uncor-
rected for acidity and read as degrees Brix on the
International Sucrose Scales. The acidity is not more than
1.35 grams of anhydrous citric acid per 100 milliliters of
the juice. The ratio of the degrees Brix to total acidity is
not less than 12. The quantity of finely divided “insoluble
solids” is not less than 5 percent or more than 30 percent.

P. BLENDED GRAPE AND ORANGE JUICE

1. Product Description

Frozen concentrated blended grapefruit juice and orange
juice is the frozen product prepared from a combination of
concentrated, unfermented juices obtained from sound,
mature grapefruit (Citrus paradisi) and from sound, mature
fruit of the sweet orange group (Citrus sinensis) and
Mandarin group (Citrus reticulate), except tangerines. The
fruit is prepared by sorting and by washing prior to extrac-
tion of the juices to assure a clean product. The juices may
be blended upon extraction of such juices or after concen-
tration, and fresh orange juice extracted from sorted and
washed fruit, as aforesaid, is admixed to the concentrate. It
is recommended that the frozen concentrated blended
grapefruit juice and orange juice be composed of the equiv-
alent of not less than 50 percent orange juice in the recon-
stituted juice; however, in oranges yielding light-colored
juice it is further recommended that as much as the equiva-
lent of 75 percent orange juice in the reconstituted juice be
used. The concentrated juice is packed in accordance with
good commercial practice and is frozen and maintained at
temperatures necessary for the preservation of the product.

2. Styles of Frozen Concentrated Blended
Grapefruit Juice and Orange Juice

There are two styles: (a) Style I, without sweetening
ingredient added. The Brix value of the finished concen-
trate should be not less than 40° or more than 44°; and (b)
Style II, with sweetening ingredient added. The finished
concentrate, exclusive of added sweetening ingredient,
has a Brix value of not less than 38°; and the finished
concentrate, including added sweetening ingredient,
should have a Brix value of not less than 40° but not more
than 48°.
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I. INTRODUCTION

Bovine milk contains approximately 3.5% protein, and is
an important protein source for both man and developing
neonate. The protein concentration of milk may vary quite
considerably due to a variety of factors; breed and age of
cow, stage of lactation, number of lactations and diet of
cow exert influence upon both the overall protein concen-
tration of milk and the proportion of the individual milk
proteins.

About 100 years ago it was shown that the proteins in
milk could be fractionated into two well-defined groups.
When the pH of raw milk is adjusted to 4.6 at ~30°C, a
precipitate containing 80% of the total milk protein is
formed. This fraction is called casein and the remaining
soluble material under these conditions is referred to as
whey or serum proteins or non-casein nitrogen. Both
casein and whey proteins are quite heterogeneous, as out-
lined in Figure 26.1. These two classes of milk proteins
are considered separately due to the large differences in
their structures and physico-chemical properties. Many

reviews and monographs on the structures and properties
of casein and whey proteins have been published (1–6).
Most of the existing information on milk proteins has
been compiled in the recently published Encyclopedia of
Dairy Sciences (7).

This chapter provides an overview of the properties
and structures of the main milk protein components. These
topics have been covered in a greater detail in 
several text and reference books mentioned throughout this
chapter.

II. CASEINS

For more than 50 years, it was believed that the casein
fraction was a pure single entity. The application of mov-
ing boundary electrophoresis and sedimentation tech-
niques in the late 1930s demonstrated the heterogeneity of
the casein fraction. Three components were demonstrated
and named α-, β- and γ-caseins in order of decreasing
electrophoretic mobility and represented 75, 22 and 3%,
respectively, of whole casein. In 1956, the α-casein 
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FIGURE 26.1 Distribution of fractions, and approximate concentrations and genetic variants of the major proteins in bovine milk.
(Adapted from Ref. 3.)



fraction was shown to contain two proteins, one of which
was precipitated by low Ca2� concentration and was
called αs-casein, while the other, which was insensitive to
calcium, was called κ-casein (8). αs-Casein was later
shown to consist of two proteins which are now called
αS1- and αS2-caseins. Thus, bovine milk contains four
major caseins, denoted as αS1-casein, αS2-casein, β-casein
and κ-casein, which represent approximately 37, 10, 35
and 12% of the whole casein, respectively (9).

Minor components of the casein system are a hetero-
geneous group of proteins known as γ-caseins. These
caseins occur as a result of limited proteolysis of the C-ter-
minal of β-casein, caused by the action of the indigenous
proteinase, plasmin (10). The γ-caseins are classified as 
γ 1-(β-casein f29-209), γ 2-(β-casein f106-209~11) and
γ 3-(β-casein f108-209). The corresponding N-terminal
portion of β-casein is the source of the so-called proteose
peptones; PP5, PP8 fast and PP8 slow, i.e., β-CN f1-105/7,
f1-28 and f29-105/7, respectively (see Figure 26.2). The
proteose peptones elute in the whey fraction of milk.

Each of the four major caseins exhibits variability in
the degree of phosphorylation and glycosylation. All
caseins are phosphorylated: most of the αS1-casein mole-
cules contain 8 PO4 residues but some contain 9;
αS2-casein contains 10, 11, 12 or 13 mol PO4/mol; β-casein
usually contains 5 mol PO4/mol but occasionally 4 mol
PO4/mol; κ-casein contains 1 mol PO4/mol but some mol-
ecules of κ-casein may contain 2 or 3 PO4/mol. κ-Casein
is the only casein which is normally glycosylated and con-
tains galactose, galactosamine and N-acetyl neuraminic
acid which occur as either trisaccharides or tetrasaccha-
rides attached to threonine residues in the C-terminal
region. κ-Casein may contain zero to four tri- or tetrasac-
charide moieties, resulting in nine forms of κ-casein (4).

A further heterogeneity in caseins arises from the
occurrence of genetic polymorphism, which is due to either

substitutions or, rarely, deletions of amino acids in the
caseins as a consequence of mutations causing changes in
base sequences in the genes. Among the 21 variants in
caseins (Figure 26.1), two are due to deletion of a segment
in the αS1-casein. The variants A and H of αS1-casein differ
from variant B by the absence of amino acid sequences
14–26 and 51–58, respectively. The deletion of residues
51–59 in αS2-casein A leads to the occurrence of variant D.
All other genetic variants of casein involve amino acid sub-
stitutions. As the casein system is very complex and het-
erogeneous, a logical nomenclature, recommended by the
Nomenclature Committee of the American Dairy Science
Association, has been adopted.   The casein family is indi-
cated by a Greek letter with a subscript (i.e., αS1) followed
by CN. The genetic variant is indicated by a Roman letter
(A, B, C, etc.) with a superscript, if necessary (e.g., αS1-CN
A2). The degree of phosphorylation is indicated as the num-
ber of phosphate residues, e.g., αS1-CNB - 8P.

A. CASEIN STRUCTURES AND PROPERTIES

The primary structures of the major caseins have been
known since the early 1970s and are shown in Figures
26.3 a–d. In comparison to typical globular proteins, the
structures of caseins are quite unique. Each of the caseins
has distinct areas of positively and negatively charged
groups in their primary structures resulting in the
amphiphilic nature of the individual proteins (Figure
26.4). In addition, the hydrophobicity of each of the
caseins varies considerably as a function of position on
the peptide chain (Figure 26.4).

The caseins, compared to typical globular proteins
which have mainly α-helical and β-sheet structures, con-
tain less secondary and tertiary structures. Most of the
secondary structure is likely to be present in the
hydrophobic domains.
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1. ααS1- and ααS2-Caseins

The primary structure of αS1-casein is shown in Figure
26.3a. The αS1-casein molecule contains 199 amino acids
and 8 phosphate groups that are esterified to serine groups.
It has no cysteine residues. The molecule has a net charge
of about �24 at pH 6.7; the sequence 45 →89 which con-
tains 8 phosphate groups and 12 carboxyl groups, has a net
charge of about �23 at pH 6.7. Three hydrophobic regions
are located in the sequences 1–44, 90–113 and 132–199
(4). The molecule contains 17 proline residues which are
almost randomly distributed within the hydrophobic por-
tion of the molecule and these residues disrupt the forma-
tion of α-helices and β-sheet structures. Physical methods,
such as circular dichroism (CD) or Raman spectral analy-
sis indicate that there is a low level of either α-helix or
β-sheet (about 30–40%) (16). Sequence predictions

suggest that the likely positions for helix formation are
near residues 60, 100 and 125.

αS2-Casein contains 207 amino acids, including 10 pro-
line residues and two cysteines at positions 36 and 40
(Figure 26.3b). Among the caseins, it is the least hydropho-
bic and most highly and variably phosphorylated. The
degree of phosphorylation ranges from 10 to 13 phosphate
groups, and these casein forms have been identified as
αS2-, αS3-, αS4-, αS5- and αS6-caseins (αS5- is a dimer of αS3-
and αS4-). These phosphate groups are located in three
regions (7–31, 55–66 and 129–143) of the molecule. There
are two large hydrophobic regions: residues 90–120 and
160–207 (4). The C-terminal 47-residue sequence has a net
charge of �9.5 while the N-terminal 68-residue sequence
has a net charge of �21. The C-terminal half probably has
a globular conformation while the N-terminal region prob-
ably forms a randomly structured hydrophilic tail.
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FIGURE 26.3 (a) Primary structure of bovine αS1-casein B. (Source: Mercier et al., Structure primaire de la caséine αS1-bovine. Eur
J Biochem 25:505–514, 1972, Blackwell Publishing Ltd.); (b) Primary structure of bovine αS2-casein A. (Source: Federation of the
European Biochemical Societies, from: Complete amino acid sequence of αS2-casein, by Brignon et al., FEBS Lett 76:274–279, 1977.)



2. ββ-Casein

β-Casein is made up of 209 amino acids and contains a
high proportion of proline residues (35 residues), which
are randomly distributed throughout the molecule. The
molecule contains no cysteine residues and 5 phosphate
groups each as a serine phosphate ester. There are 6
forms of β-casein with 0–5 phosphate groups attached to
serine residues (3). It is the most hydrophobic of the
intact caseins and has two large hydrophobic regions
(55–90 and 130–209). The N-terminal 21-residue
sequence has a net charge of �12, while the rest of the
molecule is very hydrophobic and has no net charge (4).
Consequently, this molecule is very amphipathic with a
polar domain comprising one-tenth of the chains but car-
rying one-third of the total charge and a hydrophobic

domain consisting of the C-terminal three-fourths of the
molecule.

Theoretical calculations suggest that β–casein could
have 10% of its residues in the α-helices, 17% in the
β-sheets and 70% in unordered structures (17).

3. κκ-Casein

κ-Casein consists of 169 amino acids and is the only protein
of the casein family that is glycosylated. About half of the
κ-casein molecules are glycosylated at positions 131, 133,
135 or 142, and most of the κ-casein molecules are phos-
phorylated at Ser 149. Like β-casein, the structure of
κ-casein is highly amphipathic. The N-terminal domain
comprising residues 1–105 (para-κ-casein) is highly
hydrophobic and carries a net positive charge. The
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FIGURE 26.3 (c) Primary structure of bovine β-casein A2. (Source: Ribadeau-Dumas et al., Structure primaire de la caséine
β-bovine: séquence complète. Eur J Biochem 25:505–514, 1972, Blackwell Publishing Ltd.) (d) Primary structure of bovine κ-casein
B. (Source: Mercier et al., Structure primaire de la caséine κ-bovine: sequence complète. Eur J Biochem 35:222–235, 1973. Blackwell
Publishing Ltd.)



C-terminal 53-residue sequence carries a net negative
charge, with a preponderance of polar residues. These two
domains are joined by a peptide (residues 96–112) that car-
ries a net positive charge, which is generally predicted to be
β-strand and contains a motif that is readily recognised by
chymosin (4). Chymosin is able to cleave specifically the
Phe105-Met106 bond to form two peptides: a large
hydrophobic peptide (para-κ-casein, residues 1–105) and a
smaller hydrophilic peptide (caseino-macropeptide, CMP,
residues 106–169).

κ-Casein appears to be the most highly structured of
the caseins, with 10–20% α-helix, 20–30% β-structure
and 15–25% turns (16, 18). Several structural motifs have
been suggested including possible anti-parallel and paral-
lel β-sheets or βαβ structure in the hydrophobic domain
and a β-turn-β-strand-β-turn motif centered on the chy-
mosin sensitive residues 105–106 (18).

B. SELF-ASSOCIATION OF CASEINS

Due to their peculiar charge distributions and large size of
hydrophobic domains, the casein monomers cannot suffi-
ciently remove their hydrophobic surfaces from contact
with water. Consequently, the caseins associate with them-
selves and with each other. The association behavior of
caseins has been covered in more detail in a number of
reviews, including Rollema (19) and de Kruif & Holt (20).

At low ionic strength (0.003–0.01 M) and neutral or
alkaline pH, αS1-casein occurs as a monomer. As the pH
is decreased and the ionic strength is increased, this pro-
tein shows progressive self-association to dimers,
tetramers, hexamers, etc. Dynamic and static light scatter-
ing studies indicate that a rod-like chain polymer is
formed (21).

The association behavior of monomeric αS2-casein is
similar to that of αS1-casein, except for the effect of ionic
strength. With increasing ionic strength, the extent of
association first increases, but above 0.2 M, the degree of
association decreases with a further increase in ionic
strength (19). This peculiar behavior has been attributed
to the non-uniform distribution of positive and negative
charges along the polypeptide chain.

The self-association of β-casein is described by a
monomer-polymer equilibrium:

nβ-CN � β-CNn

The association is characterized by formation of deter-
gent-like micelles, with the critical micelle concentration
ranging from 0.3 to 0.7 mg mL�1 depending on the tem-
perature and ionic strength. The driving forces in micelle
formation are the hydrophobic interactions between the
C-terminal segments. At 4°C and low ionic strength,
β-casein in solution exists as a monomer, but as the
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FIGURE 26.4 Hydrophobicity (curved lines with dashed line as baseline) and distribution of charged residues (vertical bars above
and below the solid lines) as a function of sequence position of αS1-casein B, αS2-casein A, β-casein A2 and κ-casein B. The vertical
bars below the solid line indicate the phosphoserine (long bars), glutamic and aspartic acid side chains and the C-terminal group. The
vertical bars above the solid line indicate the histidine (shorter bars), lysine and arginine side chains and the N-terminal groups (note
that κ-casein has a pyroglutamate terminus). (Source: Casein and Caseinates, Swartz et al. In: Encyclopedia of Food Science and
Technology. Copyright © (Wiley 1991). Reprinted by permission of John Wiley & Sons, Inc.)



temperature and/or ionic strength is increased, the
monomers associate to form polymers, with n ranging
from 20–60.   For the shape of the polymer, a thread-like
structure, a spherical particle and an oblate ellipsoid
approaching spherical shape have been proposed (22).

In unreduced form, κ-casein is present largely as disul-
fide-linked polymers. In a reduced form, κ-casein associ-
ates according to the monomer-polymer equilibrium in a
similar manner to β-casein. At low protein concentra-
tions, a critical micelle concentration (typically 0.2–0.5 mg
mL−1) is obser-ved which decreases with increasing ionic
strength. At pH 7 and 20°C, the degree of polymerization is
independent of temperature between 4 and 20°C and ionic
strength between 0.1 and 1.0 M (23). In contrast to β-casein
association, κ-casein polymers are of a fixed size irrespec-
tive of temperature or ionic strength.

C. CALCIUM BINDING AND PRECIPITATION OF

CASEINS

All caseins are able to bind calcium, and the extent of
binding is directly related to the number of phosphoserine
residues in the molecule. Thus the calcium binding capac-
ity follows the order: αS2- > αS1- > β- > κ-casein (19).
Binding of calcium reduces the negative charge on casein
molecules, diminishing electrostatic repulsions, and
inducing precipitation.

At all temperatures, αS1-casein B, αS1-casein C and
αS2-caseins are insoluble in Ca2� concentrations above
about 4 mM. αS1-Casein A, in which a relative hydropho-
bic region is deleted, is soluble at Ca2� concentrations up
to 0.4 M and temperatures below 33°C. Above 33°C, it
precipitates but redissolves on cooling to 20°C. β-Casein is
soluble at high concentrations of Ca2� (0.4 M) at tempera-
tures below 18°C, but above 18°C β-casein is very insolu-
ble, even in the presence of low concentrations of Ca2�

(4 mM). κ-Casein, with only one phosphoserine, binds lit-
tle calcium and remains soluble in Ca2� at all concentra-
tions. κ-Casein is also capable of stabilizing αS1-, αS2- and
β-caseins against precipitation by Ca2� and restricts the
growth of the aggregates to colloidal dimensions (19). 

D. CASEIN MICELLES

In normal milk, about 95% of the casein proteins exist as
coarse colloidal particles, called micelles, with diameters
ranging from 80 to 300 nm (average ~150 nm). These par-
ticles are formed within the secretory cells of the mammary
gland and undergo relatively little change after secretion.
On a dry weight basis, the micelles consist of ~94% protein
and ~6% of small ions, principally calcium, phosphate,
magnesium and citrate, referred to collectively as colloidal
calcium phosphate (CCP). The κ-casein content of casein
micelles is inversely proportional to their size, while the
content of CCP is directly related to size. The composition

and some of the physico-chemical characteristics of casein
micelles are presented in Table 26.1. The structure and
properties of casein micelle have been reviewed recently
by de Kruif and Holt (20) and Horne (25).

The micelles are very open and highly hydrated struc-
tures containing about 2–4 g H2O per g protein, depend-
ing on the method of measurement. The apparent zeta
potential for casein micelles is about �19 mV at 25°C.
The structure of the micelle is dynamic, e.g., cooling
the milk to about 4°C causes solubilization of a significant
proportion of β-casein and some κ-casein and much
lower levels of αS1- and αS2-caseins. Almost complete
disintegration of micelles occurs by addition of a calcium
sequestrant such as EDTA or through the addition of high
levels of urea or SDS (20). 

The precise structure of the casein micelle is a matter
of considerable debate at the present time. A number of
models have been proposed over the past 40 years, but
none of them can describe completely all aspects of casein
micelle behavior. The models include coat-core models
which postulate that the interior of the micelle is com-
posed of proteins that are different from those on the exte-
rior (26,27) and sub-unit structure models to which the
term sub-micelle is attached (1,28,29). 

In the sub-unit models (29), caseins are aggregated to
form sub-micelles (10–15 nm in diameter). It has been
suggested that sub-micelles have a hydrophobic core that
is covered by a hydrophilic coat. The polar moieties of
κ-casein molecules are concentrated in one area. The
remaining part of the coat consists of the polar parts of
other caseins, notably segments containing their phospho-
serine residues. The sub-micelles are assumed to aggre-
gate into micelles by CCP which would bind to αS1-,
αS2- and β-caseins via their phosphoserine residues. Sub-
micelles with no or low κ-casein are located in the interior
of the micelle whereas κ-casein rich sub-micelles are con-
centrated on the surface.

Other models consider the micelle as a porous network
of proteins (of no fixed conformation); the calcium 
phosphate nanoclusters are responsible for crosslinking the
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TABLE 26.1
Some Physicochemical Characteristics of Casein
Micelles 

Diameter 50–300 nm
Surface Area 8 � 10�10 cm2

Volume 2 � 10�15 cm3

Density 1.063 g cm�3

Molecular weight (hydrated) 1.3 � 109 Da
Voluminosity 4.4 cm3 per g protein
Hydration 2 g H2O per g protein
Water content (hydrated) 63%

Source: Adapted from McMahon and Brown. J Dairy Sci 67:499–512,
1984. American Dairy Science Association.



protein and holding the network together (2). More specif-
ically there are no subunits because individual polypeptide
chains with two or more phosphate centers provide a net-
work of strong interactions that link together most of the
Ca-sensitive caseins in a micelle. The surface layer is a nat-
ural extension of the internal structure. A recent model pro-
posed by Horne (30) assumes that the assembly of the
casein micelle is governed by a balance of electrostatic and
hydrophobic interactions between casein molecules. As
stated earlier, αS1-, αS2- and β-caseins consist of distinct
hydrophobic and hydrophilic regions. Two or more
hydrophobic regions from different molecules form a
bonded cluster. Growth of these polymers is inhibited by
the protein charge residues, the repulsion of which
pushes up the interaction free energy. Neutralization of the
phosphoserine clusters by incorporation into the CCP
diminishes that free energy as well as producing the second
type of cross-linking bridge. κ-Casein acts a terminator for
both types of growth, as it contains no phosphoserine clus-
ter or another hydrophobic anchor point.

A common factor in all models is that most of the
κ-casein appears to be present on the surface of casein
micelles. The hydrophilic, C-terminal part of κ-casein,
is assumed to protrude 5 to 10 nm from the micelle surface
into the surrounding solvent, giving it a “hairy” appearance
and providing a steric stabilizing layer. The highly charged
flexible “hairs” physically prevent the approach and inter-
actions of hydrophobic regions of the casein molecules.

E. CASEIN MICELLE STABILITY

The micelles are stabilized by two principal factors: (1) a
surface potential of C. �20 mV at pH 6.7 which alone is
insufficient for colloidal stability and (2) steric stabilization
due to protruding κ-casein hairs. Casein micelles can be
caused to aggregate by several factors. Much attention has
been focussed on the curd formation during cheese making
brought about by the action of chymosin which destroys the
stabilizing effect of κ-casein. Chymosin is highly specific
in its action, splitting the κ-casein at the Phe105-Met106
bond, releasing the hydrophilic peptide and destabilising
the micelles. This action results in a decrease in the micel-
lar zeta potential from about �20 to –10 mV, and prior to
aggregation a decrease in micellar hydrodynamic size as
the hairy layer is cleaved off (20). Many other proteases
with a more general action can also hydrolyze a specific
bond of κ-casein, resulting in micelle aggregation. 

Casein micelles aggregate and precipitate from solu-
tion when the pH is lowered to about pH 4.6. When the
pH of milk is reduced, CCP is dissolved and the caseins
are dissociated into the milk serum phase (31,32). The
extent of dissociation of caseins is dependent on tempera-
ture of acidification; at 30°C, a decrease in pH causes vir-
tually no dissociation; at 4°C about 40% of the caseins are
dissociated in the serum at pH ~5.5 (32). Aggregation of

casein occurs as the isoelectric point (pH 4.6) is
approached. Apparently little change in the average
hydrodynamic diameter of casein micelles occurs during
acidification of milk to pH~5.0 (31). The lack of change
in the size of micelles on reducing the pH of milk to 5.5
may be due to concomitant swelling of the particles as
CCP is solubilized. The mobility of casein micelles meas-
ured by nuclear magnetic resonance spectroscopy does
not change with pH (33).

Casein micelles are very stable at high temperatures,
but they can aggregate and coagulate after heating at 
140°C for 15–20 min. Such coagulation results from a
number of changes in milk systems that occur during heat-
ing, including a decrease in pH, denaturation of whey pro-
teins and their association with κ-casein, transfer of
soluble calcium and phosphate into colloidal state, dephos-
phorylation of caseins and a decrease in hydration (34,35).

The micelles are also destabilized by addition of
about 40% ethanol at pH 6.7 and by lower concentrations
if the pH is reduced. This is due to the collapse and fold-
ing of the hairy layer of κ-casein in the non-solvent mix-
ture, allowing micelles to interact and aggregate (36).

Freezing of milk has been shown to cause destabiliza-
tion of casein micelles which is due to a decrease in pH
and an increase in the Ca2� concentration in the unfrozen
phase of milk.

III. WHEY PROTEINS

The whey protein fraction accounts for approximately
20% of total protein. Whey proteins are an even more het-
erogeneous group of proteins than the caseins, containing
a greater number of individual proteins. The principal
fractions of whey proteins are β-lactoglobulin, bovine
serum albumin, α-lactalbumin and immunoglobulins
which account for more than 95% of the proteins in the
whey fraction (Figure 26.1). These proteins have been
well characterized. Major reviews covering structures and
properties of whey proteins have been published
(5,6,9,37). Unlike the caseins, the whey proteins possess
high levels of secondary, tertiary and in most cases, qua-
ternary structures. Most are typical globular proteins and
are denatured by heat treatments. Both β-lactoglobulin
and α-lactalbumin are synthesized in the mammary gland
whereas serum albumin is transported to the mammary
gland via the blood serum.

A. ββ-LACTOGLOBULIN

β-Lactoglobulin is the most abundant whey protein which
represents about 50% of the total whey protein in bovine
milk. There are 13 known genetic variants of β-lactoglob-
ulin: A, B, C, D, E, F, G, H, I, J, W, Dr and KB (38). The
A and B genetic variants are the most common and exist
in almost the same frequency. The primary structure of
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β-lactoglobulin is shown in Figure 26.5a. The β-lac-
toglobulin monomer comprises 162 amino acids with one
free thiol group (Cys 121) and two disulfide bridges (Cys
106-Cys119 and Cys 66-Cys160) and has a molecular
weight of 18,000 Da. The A and B variants differ at posi-
tions 64 and 118, where Asp and Val in β-lactoglobulin A
are replaced by Gly and Ala in β-lactoglobulin B. 

β-Lactoglobulin is a highly structured protein; optical
rotary dispersion, circular dichroism, infrared spec-
troscopy and nuclear magnetic resonance show around
10% α-helix, 50% β-sheet and 40% unordered structure
including β-turns. The tertiary structure of β-lactoglobulin
consists of nine anti-parallel β-strands, of which eight are
wrapped into a β-barrel (Figure 26.6) (40,41). β-Strands
A-D form one side of the calyx, and β-strands E-H are
also part of strand A from the opposite side. The ninth
strand, I, is on the outside, on the opposite side of strand
A to strand H. The three-turn α-helix is located on the out-
side of the barrel and aligned along strands A, G and H.

In milk, native β-lactoglobulin occurs as a dimer. The
association behavior of this protein is dependent on 
several parameters, including pH, temperature, protein

concentration and ionic conditions. Below pH 3.5, β-lac-
toglobulin dissociates into its monomers, whereas
between pH 3.5 and 5.2 it reversibly forms tetramers/
octamers. Above pH 7.5, it starts to unfold, with a con-
comitant increase in the reactivity of thiol group. The pro-
portion of dimer increases with increasing protein
concentration and ionic strength. At temperatures between
30 and 55°C, the β-lactoglobulin dimer dissociates into
monomers and at higher temperature (above 60°C), the
monomer unfolds resulting in an increased reactivity of
the free thiol group (38).

The biological function of β-lactoglobulin remains
unclear but it appears to have at least two roles. Firstly,
β-lactoglobulin is capable of binding several hydropho-
bic molecules, including retinol (vitamin A) (38).
Retinol is bound in a hydrophobic pocket of β-lac-
toglobulin and transported to the small intestine where it
is transferred to a retinol-binding protein, which has a
structure similar to β-lactoglobulin. This binding also
protects retinol against oxidation. Secondly, through its
ability to bind fatty acids, β-lactoglobulin stimulates
lipase activity. 

Milk Proteins 26-9

FIGURE 26.5 (a) Primary structure of bovine β-lactoglobulin B. (Source: Braunitzer et al., Automatische sequenzanalyse eines pro-
teins (β-lactoglobulin AB). H-S Z Physiol Chem 353: 832–834, 1972, Walter de Gruyter GmbH & Co. KG.) (b) Primary structure of
bovine α-lactalbumin B. (Source: Brew et al., The complete amino acid sequence of α-lactalbumin. J Biol Chem 245:4570–4582,
1970, The American Society for Biochemistry and Molecular Biology.) 



B. αα-LACTALBUMIN

α-Lactalbumin accounts for about 20% of whey protein
and has three known genetic variants. The primary struc-
ture of α-lactalbumin is shown in Figure 26.5b.
α-Lactalbumin has a molecular weight of about 14,000
Da and contains four intrachain disulphide bonds. It is rel-
atively rich in tryptophan (four residues per mole). There
is a considerable similarity between the primary and terti-
ary structure of α-lactalbumin and chicken egg white
lysozyme (43). Its secondary structure at physiological
pH consists of 26% α-helix, 14% β-structure and
60% unordered structure. The approximate globular struc-
ture of α-lactalbumin (dimensions 23Å � 26Å � 40Å)
includes three regular α-helices, two regions of 310 helix,
and a small 3-stranded anti-parallel β-pleated sheet sepa-
rated by irregular β-turns. The bilobal structure is formed
by segregation of α-helices in one lobe and a small
β-sheet and irregular structures in the other (Figure 26.7).

α-Lactalbumin binds one Ca2� per mole in a pocket
containing four Asp residues (45). At pH below 5.0, the Asp
residues become protonated which results in the loss of
bound Ca2� which makes this protein susceptible to denat-
uration. Under acidic conditions, α-lactalbumin undergoes
a transconformation to a non-native (A state) with altered
spectroscopic properties (46). In the A state, the secondary
structure of α-lactalbumin is nearly as compact as the
native protein but lacks a fixed tertiary structure; this state
is commonly referred to as the molten globule state. 

The biological function of α-lactalbumin is to modulate
the substrate specificity of galactosyltransferase in the lac-
tose synthetase complex which is responsible for the syn-
thesis of lactose in the lactating mammary tissue (45). The
concentration of lactose in milk is directly related to the con-
centration of α-lactalbumin; the milk of some marine mam-
mals which contains no α-lactalbumin, co tains no lactose.

C. SERUM ALBUMIN

Serum albumin isolated from milk is identical to the
serum albumin found in the blood and represents about
5% of the total whey proteins. The protein is synthesized
in the liver and gains entrance to milk through the secre-
tory cells. The protein has the longest single polypeptide
chain of the proteins found in milk consisting of 582
amino acid residues and has a molecular weight of
66,000 Da. It has 17 disulphide linkages, which hold the
protein in a multi-loop structure, and one free thiol group.
The secondary structure of serum albumin has 55% α-
helix, 16% β-pleated sheet and 29% unordered structure.
The current view of the three-dimensional crystal struc-
ture of serum albumin is that the molecule exists in three
major domains, each consisting of two large double loops
and a small double loop with an overall elliptical shape
(47).

Serum albumin appears to function as a carrier of
small molecules, such as fatty acids, but any specific role
that it may play is unknown.
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D. IMMUNOGLOBULINS

Milk-borne immunoglobulins (Igs) provide the offspring
with an immunological protection against microbial
pathogens and toxins and protect the mammary gland
against infection. Igs are divided into classes and sub-
classes; essentially there are 5 classes of Ig: IgA, IgG,
IgD, IgE and IgM. IgA, IgG and IgM are present in milk.
These occur as subclasses, e.g., IgG occurs as IgG1 and
IgG2. IgG consists of two light (L) polypeptide chains and
two heavy (H) polypeptide chains, of molecular weights
22,400 and 50–60,000 Da, respectively; these are linked
together by disulphide bonds. IgA consists of two such
units (i.e., 8 chains) linked together by a secretory com-
ponent (SC) and a junction component (J) while IgM con-
sists of five linked 4-chain units. The concentration of
different Ig classes in milk and colostrum differs consid-
erably depending on species, breed, age, stage of lactation
and health status. As ruminant neonates are born virtually
without Ig, ingested Igs are necessary for survival.
Consequently, ruminants’ colostrum contains consider-
ably higher concentrations of Igs than human milk.

In addition to antigen binding, all Igs exhibit one or
more effector functions by linking various parts of the
immune system. For example, Igs may bind to leucocytes
(which are an integral part of milk and of vital importance
in defending the mammary gland against pathogens) or to
host tissues. In addition, Igs can prevent the adhesion of
microbes to surfaces, inhibit bacterial metabolism, agglu-
tinate bacteria and neutralize toxins and viruses. Milk Igs
have also been found to exert a synergistic effect on the
activity of non-specific antimicrobial factors such as

lactoferrin and lysozyme as well as lactoperoxidase. A
more detailed discussion on the structure, origin, transfer
and function of Igs has been published by Hurley (48).

IV. MINOR PROTEINS

Several proteins are found in relatively small quantities in
the whey fraction of milk. These proteins are referred to
as minor protein. They include metal- and vitamin-bind-
ing proteins, β2-microglobulin and growth factors.

A. METAL BINDING PROTEINS

Human milk contains 2–4 mg mL�1 of lactoferrin which
is specifically involved in metal-binding. Lactoferrin,
which appears identical to transferrin found in blood, has
also been detected at quite low concentrations in bovine
milk (49). Lactoferrin has the ability to bind iron very
strongly, indicating that the protein is involved in iron
absorption and protection against enteric infection in the
neonate (49). Considerable interest has been expressed in
supplementing bovine milk-based infant formulae with
lactoferrin, as bovine milk contains much lower levels of
lactoferrin than human milk and lactoferrin, isolated from
human milk, can bind 2 moles of iron per mole of protein
(50). The biological importance of lactoferrin has been
reviewed recently by Lönnerdal (51).

B. VITAMIN BINDING PROTEINS

Milk contains an array of vitamin-binding proteins,
including Vitamin B12-binding protein, folate-binding
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FIGURE 26.7 Tertiary structure of bovine α-lactalbumin, showing bilobal structure displayed using MOLSCRIPT. (Source: Brew,
�-Lactalbumin, pp 387–421, 2003. In Advanced Dairy Chemistry Volume 1: Proteins, 3rd ed., Part A: Kluwer Academic/Plenum
Publishers.)



protein, Vitamin D-binding protein and riboflavin-binding
protein. These proteins occur at low concentrations, but
may play a significant role in the uptake of vital vitamins
from the diet (52,53).

Three different proteins are required for the uptake of
Vitamin B12 in the gastro-intestinal tract. The milk of sev-
eral mammalian species (human, rat, pig and rabbit) has
been shown to contain one of these proteins (haptocorrin),
whereas bovine milk contains a different Vitamin
B12-binding protein (transcobalamin) (54).

Milk also contains folate-binding proteins; these
proteins are specifically involved in the uptake of folate
from the intestine. In vivo studies on rats have shown
that protein-bound folate is absorbed at a lower rate
than free folate, resulting in increased retention time of
folate, allowing it to reach its target tissues. Folate-binding
protein also reduces the availability of folate to bacteria in
the gut and hence may have antibacterial properties (55). 

Raw bovine milk contains a riboflavin binding protein
(56) and riboflavin bound to this milk protein has been
shown to have similar antioxidant activities to riboflavin
bound to egg white riboflavin binding protein (57).

C. GROWTH FACTORS

Highly potent hormone-like polypeptides, termed growth
factors, which play a significant role in the regulation and
differentiation of a variety of cells, can be found in milk.
These growth factors may modulate growth and differenti-
ation of a variety of cell types, modulate mammary devel-
opment, and may also modulate neonatal development of
the gastrointestinal (GI) tract. The growth factors are pre-
dominantly found in developing glands and colostrum,
while milk may also contain comparatively lower concen-
trations of growth factors, depending on stage of lactation.

Growth factors and hormones identified in mammary
secretions include lactoferrin (58), epidermal growth fac-
tor (EGF), transforming growth factor α (α-TGF) and

β (β-TGF), insulin-like growth factor (IGF), insulin (59),
basic fibroblast growth factor (basic FGF) (60) and pro-
lactin (61). It is unclear whether many of these growth
factors are targeted to promote growth of the mammary
gland or the intestinal cells of the recipient neonate. 

D. OTHER MINOR PROTEINS

Several other minor proteins, including β2-microglobulin,
osteopontin, proteose peptone 3, angiogenins, kininogen
and milk glycoproteins, have been identified in the whey
fraction of milk. At present, relatively little information is
available on the biological activities and functions of
these proteins.

V. MILK ENZYMES

Milk contains in the region of 60 indigenous enzymes,
approximately 20 of which have been isolated and char-
acterized in great detail. The remaining 40 enzymes,
whose presence has been demonstrated via their activity,
are of little or no technological interest. The principal
milk enzymes of technological importance are discussed
below, and the details of these and other milk enzymes are
detailed in Table 26.2. The reader is directed to Chapter
27 (this volume, “Enzymes of Significance to Milk and
Dairy Products”) for a comprehensive review of this area.

A. LIPASES AND ESTERASES

The ability of milk lipase (EC 3.1.1.) to hydrolyze triglyc-
erides to form fatty acids is well known, and is responsi-
ble for the onset of rancidity in milk and milk products.
Milk lipase is a lipoprotein lipase, and is similar to the
lipoprotein lipase found in the mammary gland, suggest-
ing that it may be transferred to milk from the mammary
gland. In bovine milk, about 80% of milk lipase is associ-
ated with the casein micelles by electrostatic bonding
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TABLE 26.2
Some Enzymes Present in Bovine Milk 

Optimum

Name EC Number pH Temperature (°C) Inactivation1

Xanthine oxidase 1.1.3.22 ~8 37 7 min 73°C
Sulphydryl oxidase 1.8.? ~7 ~45 3 min 73°C
Catalase 1.11.1.6 7 37? 2 min 73°C
Lactoperoxidase 1.11.1.7 6.5 20 10 min 73°C
Superoxidase dismutase 1.15.1.1 ? ? 70 min 76°C
Lipoprotein lipase 3.1.1.34 ~9 33 30 s 73°C
Alkaline phosphatase 3.1.3.1 ~9 37 20 s 73°C
Ribonuclease 3.1.27.5 7.5 37 ?
Plasmin 3.4.21.7 8 37 40 min 73°C

1 Heat treatment required to reduce activity to approximately 1%.
Source: Ref. 62, page 92, by courtesy of Marcel Dekker, Inc.
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between negatively charged phosphates on the caseins and
positively charged amino acid residues in the heparin-
binding sites of milk lipase (63).

Milk lipase is a glycoprotein which is optimally active
at pH 9.2 and 37°C, and has a native molecular mass of
100 kDa. Milk lipase is strongly inhibited by the products
of its activities (64), i.e., long-chain fatty acids; therefore
blood serum albumin (BSA) and Ca2� enhance the activ-
ity of milk lipase as BSA and Ca2� bind free fatty acids.
The enzyme is inactivated by ultraviolet light, heat, acid
and oxidizing agents. Less than 10% of milk lipase
remains active after pasteurization. 

In milk triglycerides, long-chain fatty acids are
attached to the glycerol at the 1 and 2 positions, while
shorter-chain fatty acids are found at the 3 position. Milk
lipase liberates fatty acids from the 1,3 positions in milk
triglycerides. Lipolysis increases the levels of short-chain,
volatile fatty acids present in milk. This results in rancid,
butyric, bitter, soapy or astringent flavors that render milk
and milk products unacceptable for consumption.

Increased lipolysis can result from vigorous agitation
or homogenization of milk which causes damage to the
milk fat globule membrane and leaves it vulnerable to the
action of milk lipase. The extent of lipolysis may be
reduced on strict temperature control (< 5°C) and avoid-
ing excessive agitation prior to pasteurization (64).

Milk also contains three types of esterases. These are
A-type carboxylic ester hydrolase (which hydrolyzes aro-
matic residues); B-type esterase (which hydrolyzes
aliphatic esters rapidly and aromatic esters slowly); and
C-type esterase (which are active on alkaline esters) (65).

B. PLASMIN

Plasmin (EC 3.4.21.7), the principal proteolytic enzyme
in milk, is mainly found in the form of the inactive zymo-
gen, plasminogen. Through a system of plasmin inhibitors
and plasminogen activators (along with their associated
inhibitors), plasminogen is converted to active plasmin
(10). Plasmin is a serine proteinase with a high specificity
for peptide bonds to which lysine or arginine supplies the
carboxyl group. β- and αS1-caseins are most susceptible to
plasmin hydrolysis; αS2-casein is also attacked, while κ-
casein is relatively resistant to hydrolysis. Plasmin cleav-
age of β-casein yields γ-casein and proteose-peptones
(66,67) (see Figure 26.2). 

Severe heat treatment of milk, such as ultrahigh tem-
perature (UHT), reduces plasmin activity due to inactiva-
tion of plasmin by thiol-disulphide interchange reactions
between plasmin and the highly reactive thiol groups of
β-lactoglobulin (68). However, high-temperature-short-
time (HTST) pasteurized milk stored at 20–37°C dis-
played significantly increased plasmin activity as storage
time increased (69). This increase in plasmin activity, con-
comitant with a decrease in plasminogen activity, is due to
denaturation of inhibitors of plasminogen activator (10).

Plasmin activity may influence the quality of dairy
products, such as cheeses, UHT-treated milk products and
milk protein products. Increased plasmin activity in
cheese has been shown to improve the flavor and overall
quality of certain cheeses. Plasmin may also play a role in
the age gelation of UHT-treated milk. 

C. PHOSPHATASES

Bovine milk contains a number of indigenous phos-
phatases; the two principal types which have been shown
to have a technological significance in milk are milk
alkaline phosphatase (EC 3.1.3.1) and milk acid phos-
phatase (EC 3.1.3.2).

1. Alkaline Phosphatase (ALP)

ALP occurs in all mammalian milk; in bovines milk levels
vary between cows and also within the lactation period. The
activity of ALP is used as an index of the efficiency of milk
pasteurization, because ALP is slightly more resistant to
heat than Mycobacterium tuberculosis (70). However, the
activity of ALP may not always be an accurate indicator of
HTST pasteurization of milk for a number of reasons. Under
certain conditions, reactivation of ALP may occur, compli-
cating interpretation of test results. The enzyme also appears
to be fully inactivated at sub-pasteurization conditions and
in addition the relationship between log10 % initial activity
and pasteurization equivalent (PE) is less linear than the
relationship between PE and lactoperoxidase or γ-glutamyl
transpeptidase activities in milk (53). Furthermore, ALP is
only partially inactivated during ultra-high pressure treat-
ment of milk, rendering the ALP test an unsuitable indicator
of effectiveness of the ultra-high pressure treatment process. 

2. Acid Phosphatase (ACP)

The concentration of ACP in milk is dependent on stage
of lactation and increased levels have been observed in
mastitic milk; however, the activity of ACP is much lower
than that of ALP. ACP is a very heat stable enzyme which
is not affected by HTST pasteurization, but is completely
inactivated following UHT treatment (72).

ACP may play a role in the heat stability of dairy
products. As the caseins are phosphoproteins and are good
substrates for ACP, the micellar integrity of caseins may
be lost on dephosphorylation of casein serine residues.
ACP may also influence cheese flavor; several partially
dephosphorylated phosphopeptides have been isolated
from different cheese types and have been attributed to
ACP activity (73,74).

D. LACTOPEROXIDASE

Lactoperoxidase (LPO; EC 1.11.1.7) is a broad specificity
peroxidase which is present in high concentrations in
bovine milk compared to human milk. LPO exhibits



antibacterial activity in the presence of H2O2 and thio-
cyanate (SCN�), in which SCN� is converted to hypoth-
iocyanate (OSCN�) (75). Inactivation of eight different
bacteria including E. coli, Pseudomonas fluorescens,
S. aureus, Enterococcus faecalis, Listeria innocua and
Lactobacillus plantarum, has been shown by LPO (76).
LPO may also be used as an indication of mastitic
activity, as LPO levels increase during mastitis. Research
has focused on activation of the indigenous enzyme for
cold pasteurization of milk and protection of the mam-
mary gland against mastitis, and also on addition of iso-
lated LPO to calf or piglet milk to protect against enteritis. 

E. XANTHINE OXIDASE

Bovine milk xanthine oxidase (EC 1.1.3.22) is a dimeric
metallo-flavoprotein with a molecular mass of approxi-
mately 300 kDa and is a major component of the milk fat
globule membrane. It is a non-specific oxidoreductase
that plays a metabolic role in purine catabolism, catalyz-
ing the oxidation of hypoxanthine to xanthine, and xan-
thine to uric acid, with the concomitant reduction of O2 to
H2O2. Activity levels of xanthine oxidase differ between
species; human milk contains approximately 1–6% of the
activity of bovine milk (35 mg/L) (77). About 33% of the
iron and all of the molybdenum in human milk is found in
xanthine oxidase.

VI. INDUSTRIAL MANUFACTURE OF
MILK PROTEINS

A range of protein products can be obtained from milk,
and the more commonly used methods for obtaining these
products are described in Figure 26.8. The production and
utilization of milk proteins has been reviewed recently by
Mulvihill and Ennis (78).

A. CASEIN PRODUCTS

The manufacture of this protein family of products from
milk involves centrifugal separation of the skim milk
from the cream, followed by pasteurization. The caseins
are then precipitated either by the action of a coagulant
such as rennet or by a reduction in pH to the isoelectric
point (4.6) by fermentation or direct addition of mineral
acid. The coagulated protein is heated to form the curd,
and the curd is then separated from the whey by filtration
or centrifugation, in combination with countercurrent
washing with water. The curd may then be dried as insol-
uble casein, or first be reacted with alkali, e.g., sodium
hydroxide, followed by drying to produce a water-soluble
caseinate. A protein product including both the casein
and the whey proteins, known as total milk proteinate,
may be manufactured by a variation of the process
described in Figure 26.8. 

26-14 Handbook of Food Science, Technology, and Engineering, Volume 1

Milk

Separation
of cream

Skim milk

Rennet or acid coagulation
(heating and washing)

Whey
Casein

Clarification

Clarified whey

Caseinate

Concentration/evaporation Ultrafiltration/diafiltration Ion exchange
Enzymatic
hydrolysis

Whey powders
Whey protein

concentrate (WPC)
Whey protein isolate

(WPI)Peptides

Neutralization
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B. WHEY PRODUCTS

Whey is produced as a by-product of cheese and casein
manufacture. There are many possible products and man-
ufacturing processes, some of which are outlined in
Figure 26.8. The first step involves separation and selec-
tive concentration of residual fat and casein by centrifu-
gation. This is followed by concentration of the whey
proteins by the use of membrane separation (ultrafiltration
and diafiltration). The protein stream is further concen-
trated by evaporation and then spray-dried to produce
whey protein concentrate, with an approximate protein
concentration of 85%. Alternatively, further fractionation
and concentration of the whey proteins may be performed
using ion exchange to produce whey protein isolates (con-
taining approximately 95% protein). 

The protein products described have a wide range of
food ingredient and industrial applications, many utilizing
the emulsifying, water- and fat-binding, and nutritional
properties of the proteins. The decision to incorporate
whey protein isolate ahead of whey protein concentrate
into a food matrix is based on a balance of cost, fat con-
tent, and functional properties differences, among others,
between the products.

VII. FUNCTIONAL PROPERTIES OF MILK
PROTEINS AND FOOD USES

Protein functionality has been broadly defined as any
physiochemical property which affects the processing
and behavior of proteins, as judged by the quality attrib-
utes of the final product (79). These attributes may
include structure, appearance, texture, viscosity and
mouthfeel (80). Milk proteins possess functional proper-
ties which provide desirable textural or other attributes to

the final product and for this reason have found numer-
ous applications in traditional dairy products and in other
foods (Table 26.3).

The functional properties of proteins are governed by
intrinsic properties, i.e., their structural characteristics,
e.g., size and surface hydrophobicity. These intrinsic
properties are themselves affected by many extrinsic or
environmental factors, such as pH, ionic strength and tem-
perature, and also by interactions between the proteins
and other materials in the food system. Not only does milk
comprise various proteins with unique intrinsic proper-
ties, the milk proteins themselves are commercially avail-
able in many different forms. Furthermore, milk proteins
may be modified by physical, chemical or enzymatic
means, possibly resulting in significant improvements in
one or more functional properties (Table 26.4). However,
physical and enzymatic methods of modification are cur-
rently preferred over chemical methods, mainly due to
consumers’ concerns over “added chemicals” and the
potential risk of occurrence of toxic side-reactions.

A. SOLUBILITY

Protein-water and protein-protein interactions in aqueous
systems are vitally important and control the dispersibil-
ity, viscosity and solubility properties of proteins (81). A
sensitive balance between repulsive and attractive inter-
molecular forces, which are in turn controlled by protein
and water structures and affected by environmental fac-
tors, controls solubility (82). Generally, proteins are solu-
ble in water and electrostatic and/or hydration repulsion
between proteins is greater than the driving forces for
hydrophobic interactions. Thus, the polar and ionizable
groups of proteins largely confer water solubility (79). 

Solubility is often used as a key indicator of a pro-
tein’s ability to exhibit other functional properties such as

TABLE 26.3
Functional Properties of Milk Proteins Exploited in Food Systems

Functional Property Potential Food Applications

Solubility Nitrogen fortification of low pH beverages
Emulsification Pastries, coffee creamers, milk beverages,

milk shakes, high fat powders, butter-like
spreads, cheese fillings and dips

Foaming Egg replacer, whipped toppings, fizzy drinks,
ice cream, mousses, meringues, sponge
cakes

Heat stability Imitation pasta, meat products, marshmallow
and nougat

Aggregation/Coagulation/Gelation Cultured milk products, comminuted
meat products

Viscosity Cake mixes, milk-based flavored beverages,
frozen desserts

Water-binding Imitation cheeses, toffees, fudges 
and hydration



emulsifying, foaming and gelation properties, although
this general rule may not always apply, particularly in the
case of highly hydrolyzed milk proteins. Solubility may
be generally defined as the amount of protein that goes
into solution or into colloidal dispersion under specified
conditions (e.g., pH, ionic strength, protein concentration
and temperature) until a maximum concentration is
reached, after which the soluble concentration remains
constant and a solid phase appears (83). 

Solution conditions, such as pH, ionic strength and
temperature, also affect the amount of water associated
with proteins (82). Solution pH, for example, affects the
amount of water associated with proteins by influencing
the net charge of the protein. Ionic strength affects the sol-
ubility of proteins depending on the number of hydropho-
bic groups exposed on the protein’s surface.

Unlike whey proteins, which exhibit excellent solubil-
ity over the entire pH range, caseinates (alkali dispersions
of casein which are used in commercial applications) are
almost completely insoluble in the region of their isoelec-
tric point (pI: pH 4.0–5.0). However, outside of this region,
caseinates possess excellent solubility, resulting in a U-
shaped pH-solubility profile (84). Enzymatic hydrolysis
has been frequently applied for improving solubility of
caseinates in the pI region. Improved solubility is mainly
due to a reduction in the molecular weight, increased expo-
sure of polar groups and decreased secondary structure of
the peptides formed upon hydrolysis of the intact protein.
Enzymatic hydrolysis of food proteins has been thoroughly
described by Adler-Nissen (85).

Casein and caseinates are utilized for their high solu-
bility at highly acidic pH values (pH 2–3.5) in fruit juices
and carbonated beverages (86), and may also be used for
the nitrogen fortification of low pH beverages. 

B. INTERFACIAL PROPERTIES

Milk proteins have found numerous applications in food
systems due to their ability to form and stabilize emulsions.
Caseins possess high surface hydrophobicity with a well-
balanced distribution of hydrophilic and hydrophobic
domains and possess a high degree of conformational 
flexibility, which allows them to interact strongly at the oil-

water interface (87). However, the caseins have high
aggregative tendencies and low solubilities around their pI
(88). Whey proteins also adsorb rapidly to, unfold and reori-
entate at oil-water and air-water interfaces, forming emul-
sions which are only slightly less stable than those formed
with casein under the same conditions. Emulsions formed
with pure β-lactoglobulin may increase in stability over
time, due to intermolecular linking of disulphide groups
which are in close proximity at the oil-water interface.

Due to the excellent surface activity of milk proteins,
they have found numerous applications in several food
products in which incorporation of oil/water/air into the
continuous system is required. Examples of these include
salad dressings, mayonnaise, liqueurs, meringues, souf-
flés, whipped toppings, confectionary, sponge cakes, etc.
Caseinates generally give emulsions with increased
droplet coverage and high foam expansion but produce
less stable emulsions and foams than those formed with
whey protein concentrate (WPC). Preheat treatment may
be used to improve the emulsifying and foaming charac-
teristics of WPC, while enzymatic hydrolysis to different
extents has been shown to significantly improve both the
emulsifying and foaming properties of sodium caseinate-
stabilized emulsions and foams at certain pH values (84).
However, extensive hydrolysis generally results in the loss
of emulsifying and foaming activity. Combinations of
enzymatic hydrolysis and cross-linking, using a novel
cross-linking enzyme transglutaminase, have resulted in
products which exhibit significantly greater emulsifying
properties than the products of hydrolysis or cross-linking
per se (89).

The foaming and emulsifying properties of milk pro-
teins are also affected by many extrinsic or environmental
factors, such as protein concentration, energy input, state
of protein aggregation, pH, ionic strength, temperature,
calcium ion concentration and the presence of
contaminants which may destabilize the oil-water or air-
water interface. In addition, the ratio of oil:water phase
used during emulsion formation is of major importance to
emulsion properties.

C. HEAT STABILITY

Due to their limited secondary structure, the caseins
possess excellent heat stability. Na, K and NH4

caseinates are extremely heat stable and aqueous
solutions of Na caseinate may be heated up to 140°C
for 60 min without precipitation; however, Ca caseinate
has much lower heat stability by comparison.
Consequently, caseinates may be used in food products
which experience thermal treatments, such as soups and
sauces. The effects of heating on sodium
caseinate have been extensively studied (90–92). Whey
proteins, on the other hand, are readily denatured above
70°C, leading to aggregation and, depending on pH and
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TABLE 26.4
Methods Used to Improve the Functionality of Milk
Proteins

Method Treatments

Physical Heat, pH, high pressure
Chemical Phosphorylation, deamidation, glycosylation,

covalent attachment of hydrophobic groups,
acylation, reduction of disulphide bonds

Enzymatic Hydrolysis, cross-linking with transglutaminase,
glycosylation, phosphorylation, deamidation
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protein concentration, precipitation or gelation. Factors
such as pH, protein concentration, total solids content
and the presence of sugar may influence the denaturation
of milk proteins.

A common method for measurement of heat
stability involves heating a protein solution of known con-
centration and pH, in an oil bath or autoclave for a given
period of time at defined temperatures. Changes
in free amino nitrogen, soluble ammonia, turbidity,
and trichloroacetic acid soluble and pH 4.6 soluble
amino nitrogen have been attributed to the effects of heat-
ing on protein solutions. Enzymatic modification with
transglutaminase has been shown to improve the heat sta-
bility of both reconstituted skim milk (93) and Na
caseinate (94). 

D. AGGREGATION/COAGULATION/GELATION

Milk proteins also have the ability to form rigid, heat-
induced irreversible gels that hold water and fat, and pro-
vide structural support (80). Coagulation and/or gelation
are required in some cultured milk products, and may be
brought about on addition of acid or rennet to milk to form
casein gels. Caseinates per se are rarely used as gelling
agents in formulated food products; however, the ability of
whey proteins to form gels under a range of conditions
have found many applications in food products.

Gelation of whey proteins occurs on heating (usually
in the range 80–100°C) depending on the concentration
(normally above 8%) and purity of the whey protein. The
initial steps of gelation include unfolding of the globular
protein molecules, followed by aggregation in the aque-
ous medium. Once aggregation exceeds a certain level, a
three-dimensional self-supporting network is formed
which traps the solvent within the system, resulting in an
irreversible thermo-induced gel.

While Ca caseinate solutions at concentrations greater
than 15% form reversible gels on heating to 50–60°C, Na
caseinate may also be used to form gels in conjunction
with κ-carrageenan (95). The introduction of covalent
cross-links using transglutaminase has also been used to
induce gelation in Na caseinate (96,97).

Important attributes of gels are gelling time, opacity (or
lack of) and gel hardness and strength which may be meas-
ured using rheological methods; these are affected by extrin-
sic factors such as pH and ionic salt concentration. Lipids
and lactose may adversely affect whey protein gelation.

Further applications of milk protein gels include the
immobilization of enzymes or entrapment of drugs or bioac-
tive peptides for the purpose of oral drug delivery systems.

E. VISCOSITY

Milk proteins, either in solution or incorporated into a
food matrix, provide physical stability to emulsions and to

other suspended particles in foods by influencing the vis-
cosity of the system, whilst also contributing to mouthfeel
(98). The viscosity of a protein system depends on the
proteins’ intrinsic properties such as heterogeneity, size,
shape and charge; these properties are further affected by
extrinsic conditions, such as temperature, concentration,
pH, ionic strength and previous processing history.
Randomly coiled structures, such as caseins, generally
display greater viscosity in solution than whey proteins
which have a compact globular structure. 

Na caseinate solutions are highly viscous at 15% con-
centrations and display pseudoplasticity above this con-
centration. Viscosity of Na caseinate solutions increases
exponentially with protein concentration, and generally
decreases with increasing temperature, depending on con-
centration. Viscosity of Na caseinate solutions is also
highly dependent on pH, with minimum viscosity
observed at pH 7. Native whey protein solutions have very
low viscosities compared to caseinates; however, viscos-
ity increases at higher temperatures (>70°C) due to
unfolding and aggregation of the globular whey protein.
The viscosity of milk protein solutions is usually
expressed as relative or apparent viscosity and may be
measured using a variety of viscometers.

F. WATER-BINDING AND HYDRATION

The ability of proteins to hydrate and entrap water without
syneresis is utilized in many food applications. Water mol-
ecules bind to both polar and non-polar groups in proteins
to different extents, depending on the charge and polarity of
the amino groups. Due to the globular tertiary structure of
the whey proteins, the majority of the amino acid residues
are buried within the protein interior. Thus, the hydration
capacity of the whey proteins arises predominantly from
binding of water to amino acid residues on the protein
surface. Hydration values for native individual whey pro-
teins range from 0.3 to 0.6 g H2O per g protein (99,100).
Casein micelles, on the other hand, can bind up to 4 g H2O
per g protein, mainly due to the enormous amount of void
space within the casein micelles’ structure and binding of
water to the hydrophilic surface of the micelles. 

Solution conditions, such as pH, ionic strength, and
temperature, affect hydration of proteins (101). Hydra-
tion capacity is minimal at the pI, where protein-protein
interactions are favored over protein-water interactions.
Low salt concentrations can also increase the hydration
capacity of proteins. 

Milk proteins have found numerous applications in
food products due to their ability to bind water and swell,
thereby resulting in an increase in viscosity in the food
system. Whey proteins are used as water-binders in food
systems which will receive sufficient heat treatment to
denature the globular protein and increase its hydration
capacity. These food systems include meat patties,



sausages, bread and cakes. Caseins and caseinates have
found application in products such as imitation cheeses,
confectionary and comminuted meat products.

Aside from hydration capacity of proteins, large
amounts of water may also be held within a food matrix
such as a gel. This water mainly includes physically
entrapped water and it is this water which provides juici-
ness and tenderness to the final product.

VIII. MILK PROTEIN-DERIVED BIOACTIVE
PEPTIDES

In addition to the biologically active proteins indigenous
to milk, all the principal milk proteins contain sequences
which, when released on proteolysis, exhibit biological
activity. These biological activities include opiate,
antithrombotic, antihypertensive, immunomodulatory,
metal-binding and antimicrobial activities (Table 26.5).

A. OPIOID ACTIVITIES

Opioid peptides are short peptides (5–10 amino acids)
termed casomorphins or exorphins for their ability to bind
opioid receptors on intestinal epithelial and other cells
(103) and have an opiate-like effect. The major opioid milk
peptide β-casomorphin is a fragment of the β-casein
sequence 60–70, while αS1-casein (α-casomorphin),
β-lactogobulin (β-lactorphin) and α-lactalbumin (α-lactor-
phin) also contain peptides which display opiate-like activ-
ity. Although opioid peptides derived from milk may be
generated by proteolytic digestion of milk proteins
in vitro, only β-casomorphin has been found in digesta after
in vivo digestion of milk in calves (104) but not in humans
(105). Milk protein-derived opioid peptides prolong gas-
trointestinal transit time (106), exert anti-diarrhoeal action

(107), modulate intestinal transport of amino acids (108)
and influence postprandial metabolism by stimulating
secretion of insulin (109) and somatostatin (110). 

B. OPIOID ANTAGONIST ACTIVITIES

Opioid antagonistic peptides are also found within the
structure of milk proteins. Termed casoxins and lactofer-
roxins, they are derived from peptic digestion of κ-casein
and lactoferrin, respectively. Opioid antagonists may antag-
onize the inhibition of gut motility as induced by casomor-
phins (111). Opioid antagonists have been found in bovine
and human κ-casein (111) and in human αS1-casein (112).

C. INHIBITION OF ANGIOTENSIN-I-CONVERTING

ENZYME (ACE)

The casein-derived ACE inhibitors, or casokinins, have been
isolated from bovine αS1- and β-casein and from human
β- and κ-casein (103,114). Opioid fragments relating to
β-casomorphin-7 (115) and β-lactorphin (116) have also
been identified as ACE inhibitory peptides with moderate
activities. ACE is a multifunctional enzyme that is located in
different body tissues and is associated with the renin-
angiotensin system, which regulates peripheral blood pres-
sure. Inhibition of ACE has been shown to block the
conversion of angiotensin-I to angiotensin-II, a potent vaso-
constrictor.

D. IMMUNOMODULATORY EFFECTS

α-Lactalbumin, β- and αS1-casein-derived immunopep-
tides have been found to enhance phagocytosis and mod-
ulate proliferation and differentiation of lymphocytes
(117). Immunomodulation appears to be a particularly
important bioactivity of the developing, involuting or
inflamed mammary gland. Hormones, growth factors and
cytokines found in milk also appear important in
immunomodulation and immuno-development (111).

E. ANTITHROMBOTIC EFFECTS

Casoplatelins, peptides derived from the C-terminus of
bovine κ-casein, have been shown to exhibit antithrombotic
activity, i.e., inhibition of blood clotting. These peptides
function by inhibiting the aggregation of ADP-activated
platelets as well as binding of human fibrinogen γ-chain to
a specific receptor site on the platelet surface (118). 

F. MINERAL BINDING PROPERTIES

While intact casein has been shown to bind zinc and cal-
cium, tryptic hydrolysates of αS1-, αS2-, β- and κ-casein
also display mineral binding properties. Termed caseino-
phosphopeptides (CPPs), these peptides can bind and sol-
ubilize high concentrations of calcium due to their highly
polar acidic domain. Consumption of high concentrations
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TABLE 26.5
Bioactive Peptides Derived from Milk Proteins

Bioactive Peptide Protein Precursor Bioactivity

Casomorphins αS1-, β-Casein Opioid agonist
α-Lactorphin α-Lactalbumin Opioid agonist
β-Lactorphin β-Lactoglobulin Opioid agonist
Lactoferroxins Lactoferrin Opioid antagonist
Casoxins κ-Casein Opioid antagonist
Casokinins αS1-, β-Casein ACE-inhibitory
Lactokinins α-Lactalbumin, ACE-inhibitory

β-Lactoglobulin,
serum albumin

Immunopeptides αS1-, β-Casein Immunomodulatory
Lactoferricin Lactoferrin Antimicrobial
Casoplatelins κ-Casein Antithrombotic
Phosphopeptides αS1-, β-Casein Mineral binding

Source: Fitzgerald and Meisel, Milk protein hydrolysates and bioactive
peptides, pp 675–698, 2003. In Advanced Dairy Chemistry Volume l:
Proteins, 3rd ed., part A. Kluwer Academic/Plenum Publishers.
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of calcium in early life contributes to development of
maximal bone density, which in turn can prevent osteo-
porosis in later life (102). In addition, calcium-binding
CPPs can have an anticariogenic effect in that they inhibit
caries lesions through recalcification of the dental enamel
(119). 

G. ANTIMICROBIAL ACTIVITY

Lactoferrin is an iron-binding glycoprotein present in the
whey fraction in milk from which antimicrobial peptides
have been derived (120). It is considered to be an important
component of the host defense against microbial infections.
The antimicrobial ability of lactoferricin may be correlated
with the net positive charge of the peptides. These cationic
peptides kill sensitive microorganisms by increasing cell
membrane permeability (121). Lactoferricin displayed
antimicrobial activity against yeast, filamentous fungi (122),
Escherichia coli, Listeria monocytogenes (123) and clinical
isolates of E. coli 0157:H7 (124). Recently, fragments from
αS1- and αS2-casein have been found to inhibit the growth of
E. coli (125) and Staphylococcus aureus (126).

IX. CONCLUSION

Bovine milk protein fulfills important nutritional, func-
tional and physiological roles in both the developing
neonate and man. From a nutritional viewpoint, milk pro-
tein is a balanced source of all the essential amino acids.
The functional properties of milk proteins are exploited
in many food products and the ability of milk protein to
act as surface active agents, contribute to texture or to
bind water or fat, is determined, in part, by its unique
structure. Milk also contains an array of enzymatic activ-
ities; these enzyme activities are important from both a
functional and physiological perspective. Finally, all the
principal milk proteins contain sequences which, when
released on proteolysis, may confer beneficial physiolog-
ical effects.
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I. INTRODUCTION

When considering the processing and quality of milk and
dairy products, a number of enzymes are of significance.
These fall broadly into 3 categories:

1. Indigenous enzymes: Fresh raw bovine milk
contains a heterogeneous group of enzymes,
derived from various sources. While different
authors may use different nomenclature to indi-
cate the origin of enzymes, in this chapter,
enzymes of bovine origin that are found in milk
will be referred to as indigenous. While the com-
plement of milk enzymes has not been com-
pletely classified, and gaps in knowledge and
understanding clearly occur, the principal classes
of enzymes include proteolytic and lipolytic
enzymes, phosphatases, antimicrobial enzymes,
e.g., lysozyme and lactoperoxidase, and a num-
ber of other enzymes, such as xanthine oxidase.
Approximately 60 indigenous enzyme activities

have been reported in bovine milk, of which ca.
20 have been characterized (1, 2). The milk of
mammals other than the cow probably contains
similar enzyme profiles, although most have not
been studied in detail (2).

2. Exogenous enzymes: A number of enzymes are
added to milk during processing (3); these will
be referred of hereafter as exogenous. The old-
est example of such use of an enzyme in the
dairy industry is the application of extracts of
stomachs of calves, kids or lambs (containing
chymosin) to coagulate milk in cheesemaking.
Today, a range of milk coagulants is used (e.g.,
rennet extracts, recombinant calf chymosin,
microbial rennets, etc.). Other enzymes that are
commercially available today can be used to
manipulate and accelerate cheese ripening (e.g.,
added protease and lipase preparations), to
hydrolyze lactose in milk (lactases or β-galac-
tosidases) and, most recently, to manipulate the
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texture of milk products through the creation of
new covalent inter-protein cross-links (transglu-
taminase).

3. Endogenous enzymes. Endogenous enzymes in
this case refer to those that are present in a food
but are not part of it, e.g., enzymes produced by
microorganisms that grow in milk, either as nat-
ural contaminants (e.g., psychrotrophic bacteria,
mastitis pathogens) or following deliberate inoc-
ulation (e.g., the lactic acid bacteria used in the
manufacture of fermented dairy products).
While such microorganisms possess a wide
range of enzymes, which can contribute either
negatively (e.g., lipases and proteases of
Pseudomonas) or positively (e.g., the proteolytic
system of Lactococcus) to the characteristics of
dairy products, they will not be considered in
this chapter. The reader is directed to reviews in
this area (4–8).

In this chapter, the indigenous and exogenous
enzymes of importance to milk and dairy products will be
discussed. The significance of these enzymes to dairy
product manufacture and quality will be emphasized.

II. INDIGENOUS ENZYMES

It has long been recognized that there is a significant and
heterogeneous mixture of enzymes in fresh milk. Today,
many of these enzymes have been characterized but our
understanding of the significance of all these enzymes for
product quality is incomplete.

In terms of indigenous enzymes, the key questions to
be considered may be summarized as follows:

(i) What enzymes are present and from where do
they originate?

As stated already, a number of enzyme activ-
ities have been identified in milk, which will be
listed and described in detail below; however, it
is unlikely that all enzymes in milk have been
identified. Indigenous enzymes differ in their
origin (e.g., blood or lysosomes of somatic
[white blood] cells) and distribution in milk.
Indigenous enzymes in milk originate from:
(a) Blood (via leaky junctions between mam-

mary secretory cells)
(b) Somatic cells, particularly during mastitic

infection
(c) Mammary cell cytoplasm, as a result of the

way in which milk is expressed in the udder
Indigenous enzymes in milk are found in, or

associated with, casein micelles, the milk fat
globule membrane (most enzymes), milk serum
or somatic cells.

One of the major challenges in studies of
indigenous milk enzymes is the requirement for
suitable methodologies and assays to allow
evaluation of their nature and significance.

(ii) At what level are these enzymes found, and
what factors affect their activity?

The enzyme complement in raw milk is far
from constant, and may vary qualitatively and
quantitatively due to several factors, including
individual variation between cows, health sta-
tus (particularly incidence of mastitis), stage of
lactation, nutritional status, breed and physio-
logical or nutritional stress. Thus, fresh milk as
a raw material for production of dairy products
may exhibit considerable, potentially signifi-
cant, variation in its complement of indigenous
enzymes. For some indigenous enzymes (e.g.,
plasmin), the factors affecting its activity in
milk are quite well defined; in the cases of
many other enzymes, such as the acid protease
cathepsin D, this information is incomplete.
Many of these factors, where known, will be
discussed in the relevant section for each
enzyme hereafter.

(iii) What is their significance in dairy products?
The most significant features of indigenous

enzymes with respect to dairy products are (2):
(a) Indices of animal health (especially mastitis)
(b) Indices of the thermal history of milk
(c) Deterioration of product quality
(d) Desirable changes in dairy products
(e) Protective (antibacterial) effects.

This review will concentrate on the effects of indige-
nous enzymes on the technological properties of milk and
dairy products.

Perhaps the principal issue to be addressed in terms of
evaluating the significance of indigenous milk enzymes
for the majority of modern dairy products is whether the
activity remains following pasteurization, which is the
primary processing step commonly applied to most milk.
Many studies have shown that milk is not rendered enzy-
matically inert by such thermal processing. Indeed, the
activity of the principal proteolytic enzyme in milk,
plasmin, may be increased during storage of milk post-
pasteurization, as will be discussed below. Post-pasteur-
ization, the residual activity of indigenous enzymes have
been linked to a wide range of positive or negative effects
in dairy products (e.g., in the case of plasmin, from the
ripening of cheese to coagulation and instability of UHT
milk products). Furthermore, when it occurs, inactivation
of enzymes by pasteurization or other processing steps
may not be sufficient to eliminate completely the activity
of certain  enzymes in milk; in many cases, the enzymes
already have had significant opportunity to act on milk



constituents (e.g., to hydrolyze casein in such a manner as
to affect product quality) prior to pasteurization, either
rapidly at temperature near their optimum (i.e., in the
udder at 37°C, prior to milking) or more slowly during
refrigerated storage at the farm or factory.

In the following sections, the significance of indige-
nous enzymes will be discussed in the above light, under
each of the major groups known to be present in raw milk.

A. INDIGENOUS LIPASE ACTIVITY IN MILK

Lipoprotein lipase (LPL) is found as an indigenous
enzyme in the milk of all mammals, although its level
varies from species to species; LPL is the only indigenous
lipase in bovine milk (9–11). It plays an important role in
milk production in the udder, as the products of its action
on triglycerides in lipoproteins, i.e., fatty acids and mono-
glycerides, are taken into the cell for the production of
energy, synthesis of tissue components or milk lipids, or
storage. LPL activity in the mammary gland is low before
and during pregnancy but increases soon after parturition
and remains high throughout lactation (12). This elevated
LPL activity means that triglycerides are diverted to the
mammary gland for the synthesis of milk lipids. LPL is
probably synthesized mainly and secreted into milk
together with the casein micelles; some transfer of LPL to
the milk fat globules may occur, particularly after milking
(9). To date, no role has been proven for LPL in milk uti-
lization by the neonate; Olivecrona et al. (9) speculated on
possible roles for this enzyme, including assisting with
the binding of milkfat to the intestinal mucosa, catalysis
of the transfer of lipids into cells, facilitating the action of
pancreatic lipase by partial hydrolysis of milkfat and per-
haps an anti-parasitic function.

Bovine LPL is a non-covalent homodimer of glycosy-
lated subunits containing 450 residues, 5 disulphide
bridges and 2 oligosaccharide chains. The structure of
LPL has been deduced by comparison of its sequence
with that of the closely related pancreatic lipase (9). The
active site of the enzyme is in a hydrophobic pocket pro-
tected by a surface loop (“lid”). LPL requires apolipopro-
tein CII (apoCII) for activity on lipoprotein substrates;
apoCII is not related to the co-lipase needed for the action
of pancreatic lipase. The exact mechanism by which
apoCII activates LPL is unknown, but it has been specu-
lated that it helps to orientate the lipase molecule at the
oil-water interface at which the enzyme acts (9).

LPL binds strongly to heparin and related polysac-
charides (13) via a groove on the side of the enzyme oppo-
site the active site. The role of heparin binding appears to
be to anchor the enzyme to heparin sulphate proteogly-
cans of the vascular endothelium (9). The catalytic mech-
anism of LPL is similar to that of pancreatic lipase and it
preferentially releases fatty acids from the sn-1 and sn-3
positions of mono-, di- and triglycerides in emulsified

lipid substrates. Since short- and intermediate-chain fatty
acids are esterified mainly at these positions, the action of
LPL results, in particular, in the release of these fatty
acids. The apparent pH optimum of LPL on milk fat glob-
ules as substrate is ca. pH 8 (9).

In common with many lipases, LPL is subject to
strong product inhibition (9). Since LPL can also catalyze
the synthesis of ester bonds between fatty acids and partial
glycerides, if the products of the hydrolysis (fatty acids)
are not removed or complexed, LPL will spend much time
producing fatty acids by hydrolysis and then using them as
substrates for synthesis. In addition, fatty acids interfere
with the binding of the enzyme to lipid droplets (14).

LPL in milk is associated mainly (>80%) with the
casein micelles and its presence is of significance for
lipolysis in milk and dairy products (9). Lipolysis occurs
slowly in milk during storage, principally due to the
action of LPL; it is only on prolonged storage or in cases
of poor hygiene that bacterial lipases become important.
Under ideal conditions (37°C, pH 7, in the presence of
activators), raw milk should become rancid within a few
minutes (9). Lipolysis in milk may be classified as spon-
taneous (i.e., without mechanical damage) or induced.
Most milks do not exhibit spontaneous lipolysis. The inci-
dence of induced lipolysis in milk has been reduced by
improvement in design and operation of mechanical
pipeline milking systems to avoid foaming or excessive
shear forces during pumping. However, lipolysis may
remain a problem if the milk is held for a long period
before being transported to the dairy for processing.

LPL may cause lipolysis in raw milk but, since this
enzyme is largely inactivated by pasteurization, its contri-
bution to lipolysis in products made from pasteurized milk
is minor. It is essential to pasteurize milk either before, or
immediately after, homogenization, as the changes to the
milk fat globule membrane would facilitate rapid lipolysis
unless LPL is inactivated (9, 11).

LPL plays a role in lipolysis during ripening of cheese
made from raw milk, or from sub-pasteurized milk (15).
The presence of active LPL in raw milk cheese is one of
the factors responsible for the difference in flavor between
cheeses of the same variety made from raw or pasteurized
milk, although heat-induced changes to the indigenous
microflora of the cheesemilk are probably of greater
importance (16).

A second lipase, bile salt-stimulated (or activated)
lipase (BSSL), is found in the milks of humans and some
primates, but not in those of domesticated milk-producing
animals. BSSL is also present in pancreatic juice where it
is referred to as “non-specific lipase” or “cholesteryl ester
hydrolase.” BSSL is found at high concentrations in
human milk, where it is thought to improve the utilization
of milk lipids by the neonate. Efforts are under way to
produce this enzyme by fermentation with a view to sup-
plementing infant formulae (9).
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B. INDIGENOUS PROTEINASES IN MILK

1. The Plasmin/Plasminogen System

Babcock and Russel (17) first recognized the presence of
indigenous proteolytic activity in raw milk. Today, the
principal indigenous proteinase in milk is recognized to be
the alkaline proteinase, plasmin (EC 3.4.21.7), which was
first identified in milk by Kaminagowa et al. (18). Several
reviews of the nature and significance of plasmin in milk
have been published in recent years (19–23).

Plasmin is identical to the enzyme of the same name
(which is also known as fibrinolysin) found in blood. That
enzyme is a key element of the blood clotting mechanism
(its role is in dissolving blood clots), and in that role its
activity is, perhaps unsurprisingly, under the control of a
complex and interconnected system of activators and
inhibitors (24). It is thought that plasmin in milk origi-
nates from blood through leakage across the mammary
gland secretory cell membranes, and to date almost all of
the components of the blood plasmin system have also
been found in milk, presumably through leakage (23). The
principal elements of the plasmin system in milk are:

● Plasmin, the active enzyme, a serine proteinase
of molecular weight 88,092 Da

● Plasminogen, its inactive zymogen (precursor)
● Plasminogen activators (PA), which proteolyti-

cally cleave plasminogen to yield active plasmin;
there are two classes of PA in milk: tissue-type
PA (tPA) and urokinase-type PA (uPA)

● Inhibitors of plasminogen activators (PAI)
● Inhibitors of plasmin (PI)

The properties of these elements of the plasmin sys-
tem, where known, are summarized in Table 27.1. All the
parts of the plasmin system listed above are indigenous to
milk. In addition, some pathogenic bacteria associated
with mastitis, i.e., infection of the mammary gland, such
as Streptococcus uberis, possess PA activity, which they

use to accelerate proteolysis in the infected udder 
(25). Furthermore, the proteolytic activity of some 
psychrotrophic bacteria can release plasmin from the
casein micelles, where it is normally located, into the
serum phase of milk, or whey (26, 27).

a. Proteolysis of Milk Proteins by Plasmin
There are two principal classes of proteins in milk. The
caseins (αs1-, αs2-, β- and κ-) are relatively hydrophobic
proteins which occur, in milk, in the form of spherical
micelles containing thousands of molecules of each
casein, plus nanoclusters (small particles) of (colloidal)
calcium phosphate; the structure of the caseins has been
described as rheomorphic, which means that they have a
high degree of conformational flexibility (28). The casein
micelles are stabilized in the aqueous environment of milk
by a “hairy layer” comprising the hydrophilic C-terminal
glycoprotein moiety of κ-casein. The second class of milk
proteins, the whey proteins, are globular proteins, the
principal of which are β-lactoglobulin and α-lactalbumin.

Plasmin is an alkaline serine proteinase, with a tem-
perature optimum of 37°C and a pH optimum of 7.5. It
preferentially hydrolyzes peptide bonds of the type Lys-X
and, to a lesser extent, Arg-X; of the caseins (CN), β-CN
is its preferred substrate. Hydrolysis of this protein by
plasmin yields three polypeptide products known as the 
γ-caseins (β-CN f29-209, f106-209, f108-209), as well as
proteose peptones (PP) PP 5 (β-CN f1-105/7), PP8 fast
(f1-28) and PP8 slow (f29-105/7) (29). In solution, plas-
min also readily degrades αs2-CN (30, 31), but peptides
derived from it have not been identified in milk. While
plasmin acts more slowly on αs1-CN (32), a number of
αs1-CN-derived peptides, collectively known as the
λ-caseins, have been identified in milk (33). κ-CN is
resistant to hydrolysis by plasmin. The whey proteins are
also resistant to proteolysis by plasmin, and β-lactoglobu-
lin can, in fact, act as an inhibitor of plasmin activity.

b. Factors Affecting Plasmin Activity in Milk
Plasmin activity is usually measured in a citrate disper-
sion of milk or cheese, using either a fluorogenic or chro-
mogenic substrate (34–36). Total activity (plasminogen
plus plasmin) is measured after activation of plasminogen
by added urokinase, and the level of plasminogen calcu-
lated by difference. Assays have also been described for
activity of PA (37); the ratio of plasminogen to plasmin in
milk is also frequently used as an indication of the extent
of plasminogen activation.

One problem with enzymatic assays for plasmin is the
presence of protease inhibitors in milk. Some methods for
assaying this activity avoid such interference by centrifu-
gation of plasmin, bound to casein, from milk and re-sus-
pending the pellet in a buffer containing ε-amino-caproic
acid, which releases the enzyme from the micelles, prior
to assay (37). A new modified method uses a clarifying
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TABLE 27.1
Principal Constituents of the Plasmin System in Milk

Constituent Function Location

Plasmin Active enzyme Casein micelle
Plasminogen Inactive zymogen Casein micelle
Plasminogen activators (PA)

Tissue-type (tPA) Convert plasminogen Milk serum
to plasmin

Urokinase-type (uPA) Convert plasminogen Somatic cells
to plasmin

Plasminogen activator Inhibition of PA Milk serum
inhibitors (PAI)

Plasmin inhibitors (PI) Inhibition of plasmin Milk serum



reagent to reduce the turbidity of milk before fluorimetric
analysis, without the need for more complex sample
preparation (38). Alternatively, ELISA methods have been
used to quantify plasmin levels in milk (39). However, dif-
ferent approaches will yield different information, for
example, the exact concentration of plasmin in milk ver-
sus its actual proteolytic potential, as determined by all
inhibitory substances present.

The activity of plasmin in milk is not constant, but
varies due to a number of factors. Furthermore, there are
several mechanisms by which plasmin activity can be
modulated in milk, which leads to a complex multi-facto-
rial system influencing the net plasmin activity in fresh
raw milk.

The two principal routes by which plasmin activity in
milk may be increased are (40):

● Increased transport of active plasmin from blood
● Increased conversion of plasminogen to plas-

min by PA

These two routes are not independent; the increased
permeability of the blood/milk barrier which facilitates
the first route also increases the levels of PAs (41, 42). For
example, somatic cells in milk possess PA activity, and
can thereby activate plasminogen.

The principal factors which affect plasmin activity in
milk are summarized in Table 27.2.

When milk is refrigerated, proteolysis is reduced
greatly, although β-casein dissociates from the casein
micelles into the serum (43), which should, in theory,
facilitate proteolysis. However, at 4°C, no activation of
plasminogen occurs and the activity of plasmin decreases
over time (44).

Plasmin activity is further affected by the processing
of raw milk. The effect of pasteurization on plasmin activ-
ity in milk is complex. The heat treatment per se (typically
heating to 72–74°C for 15–30 s in a plate heat exchanger)
slightly reduces the activity of plasmin. However,
inhibitors of PA are believed to be inactivated by pasteuri-
zation, which accelerates the subsequent conversion of

plasminogen to plasmin (in the absence of down-regula-
tion by these inhibitors), and eventually causes a net
increase in plasmin activity in pasteurized milk relative to
raw milk (45).

More severe heat treatments than pasteurization result
in far more significant inactivation of plasmin in milk. In
general, the inactivation of plasmin in milk is thought to
be linked to the denaturation of the whey protein, β-lac-
toglobulin (β-lg); thermal denaturation of the latter pro-
tein exposes a highly reactive sulphydryl group, which
can undergo disulphide-sulphydryl interchange reactions
with disulphide bonds which are key structural features of
the molecular conformation of plasmin. In the absence of 
β-lg, plasmin is very heat resistant, and will refold to an
active state after thermal unfolding; however, in the pres-
ence of β-lg, heat-induced formation of heterologous
disulphide-linked complexes prevents such refolding, and
leads to loss of enzyme activity. In ultra-high-temperature
(UHT)-treated milk, for example, plasmin activity is very
low (46, 47).

In fact, heating milk to a temperature sufficient to
denature β-lg reduces proteolysis therein by two mecha-
nisms: enzyme inactivation, as discussed above, and com-
plexation of denatured β-lg with casein micelles, which
may sterically hinder access of the enzyme to cleavage
sites on the caseins (48).

c. Significance of Plasmin in Milk and
Dairy Products

In pasteurized liquid milk, proteolysis of casein by plas-
min during storage has little direct impact: while, in prin-
ciple, such action could result in physical instability (as
will be discussed below for UHT milk) or development of
bitterness (through the liberation of small hydrophobic
peptides), the growth of psychrotrophic bacteria, such as
Bacillus species, is generally the principal determinant of
shelf life (49).

However, in long shelf-life milk products (such as
UHT milk), where bacterial growth and activity do not
occur, and the product is often stored at ambient tempera-
ture, even the low residual activity of plasmin remaining
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TABLE 27.2
Farm-level Factors Affecting Plasmin Activity in Milk

Factor Comments on Known Effects

Stage of lactation Plasmin activity generally increases in late lactation
Mastitis Plasmin activity is generally well correlated with milk somatic cell count (SCC); 

levels of protease inhibitors in milk also increase mastitis
Diet Restricted diets increase plasmin activity, especially in late lactation
Breed of cow Milk from Fresian cows has higher plasmin activity than that of Jersey cows
Age of cow Plasmin activity is higher in milk from older cows
Genotype Milk with different genotypes of β-lactoglobulin can vary in plasmin activity
Hormone usage Somatotrophin suppresses plasmin in milk; estrogen increases activation of

plasminogen to plasmin.



after the severe heat treatment applied (typically,
135–140°C for 2–4 sec) can contribute to proteolysis,
albeit at a very low level, during storage. Furthermore, it
has been suggested that such slow hydrolysis of caseins
may be linked to the occurrence of physical changes in the
milk, such as irreversible gelation during storage (46, 47).

Plasmin activity can potentially influence cheese
quality in two main ways. Firstly, pre-manufacture
hydrolysis of the caseins has been shown to affect the ren-
net coagulation properties of milk (50, 51); while rennet
coagulation times can actually be reduced by plasmin
action, gels formed from hydrolyzed milk are weaker than
those from control milk (although these effects may be
confounded by other changes in milk with elevated plas-
min activity, such as late lactation or mastitic milk).
Secondly, plasmin in curd is an important contributor to
primary proteolysis of the caseins during cheese ripening.
The activity of plasmin in cheese is directly affected by
the cheese manufacture protocol (e.g., a high curd cook-
ing temperature increases the relative contribution of plas-
min to ripening) and the physicochemical environment of
the cheese (e.g., pH, temperature, etc.). Studies involving
either inhibition or augmentation of plasmin activity in
cheese (the latter to investigate the possibility of using
plasmin to accelerate cheese ripening) have shown that it
probably does not contribute directly to cheese flavor,
being principally involved in production of large polypep-
tides, rather than amino acids (52).

2. Other Indigenous Proteinases in Milk

Milk from a healthy cow contains a low level (<200,000
cells/ml) of white blood (somatic) cells. On mastitic
infection, the somatic cell count (SCC) of milk increases
rapidly and markedly, principally due to a massive influx
of one type of white blood cell, polymorphonuclear leu-
cocytes (PMN). Somatic cells in milk possess lysosomes
which contain a range of proteolytic and other enzymes,
the significance of which for the quality of dairy products
is ill-defined (21).

Proteolytic activity in milk is correlated with its SCC;
while part of this is unquestionably due to increased plas-
min activity (Table 27.2), it is acknowledged that lysosomal
proteinases contribute to proteolysis. This can be estimated
by using specific assays for a range of proteolytic enzymes,
or by examining the nature and origin of hydrolytic prod-
ucts in milk samples with different SCC (53, 54).

The second proteinase to be identified conclusively in
milk was the lysosomal aspartic proteinase cathepsin D
(55, 56). This enzyme is present in a number of different
molecular forms in milk, not all of which are proteolyti-
cally active, and is located in the serum phase of milk
(57). Cathepsin D activity in milk may be assayed using
haemoglobin or synthetic chromogenic peptides as sub-
strate; its activity is actually quite low, relative to that of

plasmin (proteolysis patterns in fresh milk quite closely
reflect those of the latter enzyme). Cathepsin D at least
partially survives pasteurization (58, 59).

The proteolytic activity of cathepsin D and chymosin
on αs1-casein are very similar; cathepsin D is quite active
on this substrate (60, 61). β-Casein is also hydrolyzed
readily by cathepsin D, yielding a pattern similar, but not
identical, to those produced by chymosin (60, 61). The
action of cathepsin D on bovine αs2-casein produces a
hydrolysis pattern quite different from that produced from
this substrate by chymosin (60, 61). As for plasmin, the
whey proteins are relatively resistant to the action of
cathepsin D, compared with the caseins (60).

κ-Casein, the micelle-stabilizing protein, is hydrolyzed
by cathepsin D at the Phe105-Met106 position, the bond
cleaved by chymosin during the rennet coagulation of
milk (60, 61). Thus, it might be expected that cathepsin D
could coagulate milk; however, exogenous cathepsin D
coagulates milk very slowly (60, 61). The ability of
cathepsin D to coagulate milk is strongly pH-dependent
and is faster at lower pH, reflecting the low pH optimum
of the enzyme. The level of indigenous cathepsin D in
milk (ca. 0.4 µg ml�1) is much lower than that required to
cause coagulation of milk within a reasonable time, even
under ideal conditions; thus, the action of indigenous
cathepsin D probably does not significantly influence ren-
net coagulation, particularly if cheese is made from pas-
teurized milk (60). However, the enzyme may contribute
to the degradation of κ-casein in other dairy products dur-
ing prolonged storage.

In terms of the significance of cathepsin D for other
products, most studies to date have focused on cheese,
where it is extremely difficult to discern its contribution due
to its close resemblance to chymosin. However, evidence of
its activity has been reported in Swiss cheese and, most sig-
nificantly, in Feta-like cheese made from thrice-pasteurized
milk without the use of rennet (59) and in Quarg made from
pasteurized milk without use of rennet (62).

Cathepsin D is probably only one of a number of lyso-
somal proteolytic enzymes in milk; it seems almost
inevitable that other enzymes from this source are present
in milk, at levels proportional to the SCC of milk.
However, this area has received little attention to date.
Many lysosomal proteinases are cysteine proteinases
(including cathepsins B, L and H); cysteine proteinase
activity in milk, due to the presence of at least two sepa-
rate enzymes, and strongly correlated with SCC, has been
reported by two independent groups (63, 64). The pres-
ence of immunoreactive cathepsin B in normal milk has
been demonstrated (63). The specificity of cathepsin B on
the caseins has also been determined recently (65).

The principal serine proteinase in the polymorphonu-
clear leucocytes (PMN), the principal type of somatic cell
found in milk during mastitis (66), is elastase, an inhibitor
of which has been found in milk (67); another important
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somatic cell proteinase is cathepsin G. There have also
been sporadic reports of other indigenous proteolytic
enzymes in bovine milk, such as an indigenous lysine
aminopeptidase (68), but the presence of this enzyme has
not been confirmed.

In general, it may be argued that the levels of pro-
teinases other than plasmin in normal milk are too low to
have an influence on the quality of dairy products; how-
ever, this area warrants further attention.

C. ENZYMES INVOLVED IN PHOSPHORYL TRANSFER

Four categories of enzymes are involved in the transfer of
the phosphoryl group: phosphatases (EC 3.1.3…), phos-
phodiesterases (EC 3.1.4…), kinases (EC 2.7.1…– EC
2.7.6…) and phosphorylases (EC 2.4.1… and EC
2.4.2…). The most important phosphohydrolyases in milk
are two types of phosphomonoesterases (phosphatases),
alkaline phosphatase and acid phosphatase. A number of
other activities have been found in milk, including
5�-nucleotidase, glucose-6-phosphatase, phosphodi-
esterase I, deoxyribonuclease (DNase), ribonuclease
(RNase), inorganic pyrophosphatase, adenosine triphos-
phatase and nucleotide pyrophosphatase. This class of
enzymes in milk has been reviewed regularly (69–71).

The major indigenous phosphomonoesterase in milk
is alkaline phosphatase (EC 3.1.3.1). This enzyme is a
dimeric glycoprotein (85 kDa subunits), requiring 4 Zn
atoms per molecule for activity; it is activated by divalent
metal ions (Ca2�, Mn2�, Zn2�, Co2�, Mg2�) and inhibited
by metal chelators and orthophosphates. The enzyme is
present mainly in the milk fat globule membrane. Alkaline
phosphatase is optimally active in the pH 9–10.5 range
and at 37°C (70).

The thermal inactivation kinetics of alkaline phos-
phatase have been studied thoroughly as residual alkaline
phosphatase activity is widely used as an index of pas-
teurization (72). The enzyme is slightly more heat-resist-
ant than Mycobacterium tuberculosis, which for many
years was the most heat-resistant vegetative pathogen
known in milk and the target organism for pasteurization.
Results of “phosphatase tests” below certain limits are
required for certification of pasteurized milk in many
countries. However, the use of alkaline phosphatase as a
marker enzyme for pasteurization suffers from a number
of drawbacks (73):

● Some microorganisms in certain types of
cheese (e.g., some lactic acid bacteria and
Penicillium roqueforti) have alkaline phos-
phatase activity and thus certain cheeses, made
from properly pasteurized milk, may exhibit a
positive phosphatase test.

● Reactivation of alkaline phosphatase can occur
following certain heat treatments equivalent to,

or greater than, pasteurization (e.g., tempera-
tures of 82–180°C for milk or 74–180°C for
cream for a short time).

● The enzyme appears to be inactivated fully by
sub-pasteurization conditions (70°C � 16 s).

● The relationship between pasteurization equiv-
alent and log (% residual activity) is less linear
for alkaline phosphatase than for some other
indigenous enzymes in milk (e.g., lactoperoxi-
dase or γ-glutamyl transpeptidase).

The major technological importance of alkaline phos-
phatase is its use as a marker enzyme for pasteurization;
no other technological roles have been confirmed (70).

An indigenous acid phosphatase (EC 3.1.3.2) in milk
was reported first in the 1940s. A high proportion of the
total acid phosphatase activity in milk is in skim milk,
although cream contains a higher specific activity. This
enzyme is a glycoprotein with a molecular mass of ca. 42
kDa and a pI of 7.9, containing a high level of basic amino
acids but lacking methionine. It is inhibited by several
heavy metals, F-, oxidizing agents, orthophosphates and
polyphosphates, activated by thiol reducing agents and
ascorbate and is unaffected by metal-chelating agents
(70). The enzyme is active against phosphoproteins,
including the caseins, and is quite heat-stable, surviving
HTST pasteurization but being inactivated by UHT treat-
ments. Although a lower level of acid phosphatase activ-
ity than alkaline phosphatase activity is found in milk,
acid phosphatase may be technologically important, due
to its lower pH optimum (ca. 3.5–5), which is closer to the
pH of many fermented dairy products (70).

There have been reports that milk contains more than
one indigenous acid phosphatase (70), although it is likely
that this heterogeneity is due to leukocyte enzymes from
somatic cells, some of which are always present in milk.

As discussed by Shakeel-Ur-Rehman et al. (70), sev-
eral small partially dephosphorylated peptides have been
isolated from a number of cheese varieties, although it is
not entirely clear whether indigenous or endogenous
(starter) phosphatases are responsible for their production.
However, the activity of the indigenous acid phosphatase
is thought to be important.

Milk also contains two indigenous acid phosphatases of
leukocyte (somatic cell) origin; the acid phosphatase activ-
ity of milk increases 4–10 fold during mastitis (74–76).

Nucleases are particular types of phosphodiesterases
which hydrolyze the phosphodiester linkages in nucleic
acids. As reviewed by Stepaniak et al. (77), milk is a rich
source of RNase, which is almost entirely located in the
serum phase, and is optimally active at ~pH 7.5. A num-
ber of isoenzymes of RNase are present in milk, princi-
pally RNase A (which is identical to pancreatic RNase A)
and RNase B, in a ratio of about 4:1. Bovine milk contains
approximately 3 times as much RNase as human, ovine or
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caprine milk. Most of the RNase activity in milk survives
HTST pasteurization, although activity is essentially com-
pletely lost on UHT treatment. There has also been one
report of indigenous DNase activity in milk (77).

D. LACTOPEROXIDASE

Milk contains natural inhibitors (“lactenins”) of the growth
of susceptible strains of starter bacteria. Further study has
shown the lactenins to be antibodies (which cause suscepti-
ble bacteria to aggregate and localized acid production) and
lactoperoxidase. Lactoperoxidase, an oxidoreductase, is a
glycoprotein consisting of a single peptide chain with a
molecular weight of 78,000 Da; it is a haem protein, with
one iron molecule bound per mole of enzyme, and its sta-
bility depends on binding of a chelated calcium ion (78–80).

This enzyme catalyzes the following reactions:

(1) H2O2 � 2HA → 2H2O � 2A (27.1)

where the substrate, HA, can be one of several com-
pounds, including aromatic amines, phenols, vitamin C.

(2) oxidation of thiocyanate (CNS�) by H2O2 (27.2)

The products of reaction 27. 2, particularly the hypothio-
cyanate anion (OSCN-), inhibit many bacteria; this inhibi-
tion is particularly effective against bacteria which
produce H2O2, such as lactic acid bacteria. It is believed
that hyopthiocyanate can oxidize vital bacterial enzymes
and sulphydryl groups in the cytoplasmic membrane,
impairing its transport properties (81). Lactoperoxidase
itself has no antibacterial action, but merely catalyzes the
formation of antibacterial substances (e.g., the hypothio-
cyanate anion) from precursors.

The inhibition may be temporary (especially for
Gram-positive bacteria such as streptococci and lacto-
bacilli) or permanent and lethal (for Gram-negative cata-
lase-positive bacteria such as E. coli, Salmonellae and
Pseudomonas spp.) (78, 82).

However, while there is always a relatively constant
and high level of lactoperoxidase in milk (30 mg/L, a
30-fold excess of the minimum required to achieve micro-
bial inhibition), the concentrations in milk of other critical
components and substrates of the system can vary widely
(79). For example, the level of thiocyanate is generally lim-
iting and depends on the availability of precursor substances
(such as cyanoglucosides) in the feed (plants of the brassica
family, e.g., cabbage, are rich in these); the origin of the
very low level of H2O2 naturally present in milk is unclear,
but may be related to the action of milk leucocytes and
mammary tissues, the presence of catalase-positive micro-
organisms or the action of xanthine oxidase (79). The total
antibacterial action is proportional to the production of the
inhibitory end-products, and hence this can also vary (78).

The lactoperoxidase system can be exploited to pre-
vent the spoilage of raw milk by adding thiocyanate (typ-
ically 10 mg kg�1 of a powdered preparation), followed
by thorough mixing and addition of a small amount of
H2O2 (often in the form of granular sodium carbonate per-
oxyhydrate) (83). This method has particular applications
in countries with a warm climate, where it can allow milk
to be stored at a relatively high temperature (e.g., 30°C for
7–8 hours, or 20°C for 16–17 hours) (84). This allows
producers without cooling facilities to transport milk to
central cooling and processing centers, and has significant
economic implications for milk-producing farmers in
developing countries. A Code of Practice for the applica-
tion of this method for preserving milk was approved by
the FAO/WHO Expert Committee on Food Additives in
1989 and by the Codex Alimentarius Commission in
1991. Ideally, the natural thiocyanate content of the milk
should be determined, in a centralized testing facility,
before determining the level of thiocyanate to be added.

The effectiveness of the lactoperoxidase system can
also be enhanced by adding  xanthine oxidase to milk, an
indigenous oxidizing enzyme which can produce H2O2

from substances such as xanthine and hypoxanthine.
Lactoperoxidase treatment of milk is not regarded as

a treatment suitable for liquid milk, but rather as a pro-
cessing aid which merely enhances a naturally occurring
functionality of the milk; quality of the raw milk must still
be good. The lactoperoxidase system has also been
exploited in mastitis therapy during the dry period, control
of post-fermentation acidification of yoghurt, preservation
of HTST pasteurized milk and stabilization of dairy emul-
sions. The system has also been applied in cosmetics,
ophthalmic solutions, dental and wound treatments, tooth-
pastes and mouth rinses, and anti-tumor, anti-bacterial
and anti-viral products (for a review of applications of lac-
toperoxidase, see Ref. 85).

Lactoperoxidase is considerably more heat-resistant
than, for example, alkaline phosphatase, having a D-value
at 80°C of 4 sec, and a very high Q10 value (72, 86).

E. OTHER INDIGENOUS ENZYMES

Approximately 60 enzyme activities have been identified
in milk, although most have not been studied in detail. As
discussed by Fox (2) and Farkye (87), some indigenous
enzymes present at low levels in milk have an established
function for the development of the neonate, while others
may be present in milk simply because of the way in
which it is synthesized in the udder or through leakage
from the blood. A partial list of minor enzyme activities
identified in milk is shown in Table 27.3; most of these
enzymes have no technological significance.

Putative roles have been suggested by Farkye (87) for
some indigenous enzymes in milk present at low concen-
trations, although it should be stressed that many of these

27-8 Handbook of Food Science, Technology, and Engineering, Volume 1



Enzymes of Significance to Milk and Dairy Products 27-9

TABLE 27.3
Partial List of Minor Enzyme Activities in Milk (Modified from Ref. 87)

EC No. Enzyme Reaction Catalyzed Location in Milk

1.1.1.14 L-Iditol dehydrogenase L-Iditol � NAD� � L-sorbose � NADH SM
1.1.1.27 L-Lactate dehydrogenase L-lactate � NAD� � pyruvate � NADH � H� ?
1.1.1.37 Malate dehydrogenase Malate � NAD� � oxaloacetate � NADH SM
1.1.1.40 Malic enzyme Malate � NADP� � pyruvate � CO2 � NADPH SM

(oxaloacetate-decarboxylating) (NADP�)
1.1.1.42 Isocitrate dehydrogenase (NADP�) Isocitrate � NADP� � 2-oxogluterate � CO2 � NADPH SM
1.1.1.44 Phosphoglucuronate dehydrogenase  6-Phospho-D-gluconate � NADP� � D-ribulose

(decarboxylating) 5-phosphate � CO2 � NADPH SM
1.1.1.49 Glucose-6-phosphate dehydrogenase D-Glucose-6-phosphate � NADP� � D-glucono-1,5-lactone SM

6-phosphate � NADPH
1.1.3.22 Xanthine oxidase Xanthine � H2O � O2 � uric acid � O2

(�.) FGM
Xanthine � NAD� � H2O � uric acid � NADH

1.4.3.6 Amine oxidase RCH2NH2 � H2O � O2 � RCHO � NH3 � H2O2 SM
(Cu-containing) 

_ Polyamine oxidase Spermine → spermidine → putrescine SM
_ Sulphydryl oxidase 2RSH � O2 → RSSR � H2O2 SM
_ Fucosyltransferase Catalyzes transfer of fucose from GDP L-fucose to SM

specific oligosaccharides and glycoproteins
1.6.99.3 NADH dehydrogenase NADH � acceptor � NAD� � reduced receptor FGM
1.8.1.4 Dihydrolipomide dehydrogenase Dihydrolipomide � NAD � lipoamide � NADH SM/FGM

(diaphorase)
1.11.1.6 Catalase 2H2O2 � 2H2O � O2 SM/FGM
1.11.1.9 Glutathionine peroxidase 2GSH � H2O2 → GSSH � 2H2O SM
1.15.1.1 Superoxide dismutase 2O2 

(�.) � 2H� → H2O2 � O2
• SM

2.3.2.2 γ-Glutamyl transferase (5L-Glutamyl)-peptide � amino acid � peptide � SM/FGM
5-L-glutamyl-amino acid

2.4.1.22 Lactose synthetase A protein UDP- UDP galactose � D-glucose � UDP � lactose SM
galactose: D-glucose, 1-galactosyl-
transferase B protein: α-lactalbumin

2.4.1.38 Glycoprotein 4-β-galactosyltransferase UDP galactose � N-acetyl-D-glucosaminyl-glycopeptide � FGM
UDP � 4-β-D-galactosyl-N-acetyl-
D-glucosaminylglycopeptide

2.4.1.90 N-Acetyllactosamine synthase UDP galactose � N-acetyl-D-glucosamine �
UDP � N-acetyllactosamine

2.4.99.6 CMP-N-acetylneuraminate-galactosyldiacyl- CMP-N-acetylneuraminate � β-D-galactosyl-1,4-N-acetyl- SM
glycerol α-2,3-sialyltransferase D-glucosaminyl-glycoprotein � CMP �

α-N-acetylneuraminyl 1-2,3-β-D-galactosyl-1,4-N-acetyl-
D-glucosaminyl-glycoprotein

2.5.1.3 Thiamin-phosphate pyrophosphorylase 2-Methyl-4-amino-5-hydroxy-methylpyrimidinediphosphate � FGM
4-methyl-5-(2-phosphonooxyethyl)-thiazole �
pyrophosphate � thiamine monophosphate

2.6.1.1 Aspartate aminotransferase L-Aspartate � 2-oxoglutarate � oxaloacetate � L-glutamate SM
2.6.1.2 Alanine aminotransferase L-Alanine � 2-oxoglutarate � pyruvate � L-glutamate SM
2.7.7.49 RNA-directed DNA polymerase n Deoxynucleoside triphosphate � n pyrophosphate � DNAn SM
2.8.1.1 Thiosulphate sulphurtransferase Thiosulphate � cyanide � sulphite � thiocyanate SM
3.1.1.8 Cholinesterase An acylcholine � H2O � choline � a carboxylic acid anion FGM
3.1.3.4 Phosphatidate phosphatase A 3-sn-phosphatidate � H2O � a 1,2-diacyl-sn-glycerol � FGM

orthophosphate
3.1.3.5 5�-Nucleotidase 5�-Ribonucleotide � H2O � ribonucleoside � Pi FGM
3.1.3.9 Glucose-6-phosphatase D-Glucose 6-phosphate � H2O � D-glucose � Pi FGM
3.1.4.1 Phosphodiesterase I Removes 5�-nucleotides successively from the 3�-hydroxy FGM

terminal of 3�-hydroxy-terminated oligonucleotides
3.1.6.1 Arylsulphatase A phenol sulphate � H2O � a phenol � sulphate
3.2.1.1 α-amylase Hydrolyzes 1,4-α-D-glucosidic linkages in polysaccharides ?

containing at least three 1,4-α-linked D-glucose units
(Continued)



hypotheses are highly speculative and that further
research is necessary for their validation.

Some of these are summarized below:

● L-Lactate dehydrogenase, catalase, β-glu-
curonidase and N-acetyl-β-D-glucoseaminidase
have been suggested as marker enzymes for
mastitis.

● Inactivation of α-mannosidase has been sug-
gested as a method to monitor heat treatment of
milk at a temperature between 80 to 90°C.

● Glutathione peroxidase is a selenoenzyme and
thus is a source of Se in milk.

● Indigenous lysozyme may have an antibacterial
effect. Lysozymes (muramidase, peptidogly-
can-N-acetylmuramoyl hydrolase) cleave the
glycosidic linkage between N-acetylmuramic
acid and N-acetyl-D-glucosamine in the pepti-
doglycan of bacterial cell walls.

● Sulphydryl oxidase in milk produces H2O2,
which may be involved in the antibacterial lac-
toperoxidase system in milk.

● Superoxide dismutase may play a role in main-
taining the oxidative stability of milk by scav-
enging the superoxide ions produced by
xanthine oxidase.

● Xanthine oxidase, one of the most well-studied
indigenous enzymes in milk, plays a role in the
metabolism of purines, catalyzing the oxidation
of hypoxanthine to xanthine, of xanthine to uric
acid and the superoxide anion. It has been sug-
gested that xanthine oxidase might be involved
in the development of a spontaneous oxidized
flavor in milk, although studies disagree on its
role in this defect. It had been suggested that
xanthine oxidase plays a role in the develop-
ment of atherosclerosis, but this hypothesis has
been disproved.

● Catalase, which contains iron, may act non-
enzymatically to promote lipid oxidation.

III. EXOGENOUS ENZYMES

A. MILK COAGULANTS

It is speculated that rennet-coagulated cheese developed
accidentally, due to the separation into curds and whey of
milk stored in bags made from animal stomachs. Scientific
study of this phenomenon revealed that such stomachs con-
tain enzymatic activity with milk-clotting activity (MCA).
The nature and composition of this activity changes with
age of the cow; an extract of calf contains predominantly
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TABLE 27.3 (Continued)

EC No. Enzyme Reaction Catalyzed Location in Milk

3.2.1.17 Lysozyme Cleaves 1,4-β-linkages between N-acetylmuramic acid and ?
N-acetyl-D-glucosamine residues in peptidoglycan

3.2.1.21 β-Glucosidase Hydrolysis of terminal non-reducing β-D-glucose FGM
3.2.1.23 β-Galactosidase Hydrolysis of terminal non-reducing β-D-galactosides FGM
3.2.1.24 α-Mannosidase Catalyzes the hydrolysis of terminal, non-reducing residues SM

from α-D-mannosides
3.2.1.30 N-Acetyl-β-D-glucosaminidase Hydrolysis of terminal non-reducing N-acetyl-β-D-glucosamine SM??

residues from glycoproteins
3.2.1.31 β-Glucuronidase β-D-glucuronoside � H2O � alcohol � D-glucuronic acid ?
3.2.1.51 α-L-Fucosidase An α-L-fucoside � H2O � alcohol � L-fucose —
3.4.11.1 Cystol aminopeptidase Aminoacyl-peptide � H2O � amino acid � peptide SM

(leucine aminopeptidase)
3.4.11.3 Cystinyl-aminopeptidase Cystinyl-peptide � H2O � amino acid � peptide SM

(oxytocinase) 
3.4.21.4 Trypsin Hydrolyzes peptide bonds, preferentially Arg-X, Lys-X SM
3.6.1.1 Inorganic pyrophosphatase Pyrophosphate � H2O � 2 orthophosphate SM/FGM
3.6.1.3 Adenosine triphosphatase ATP � H2O → ADP � Pi FGM
3.6.1.6 Thiamine pyrophosphatase A nucleoside diphosphate � H2O � a nucleotide � FGM

(nucleoside diphosphatase) orthophosphate
3.6.1.9 Nucleotide pyrophosphatase A dinucleotide � H2O � 2 mononucleotides SM/FGM
4.1.2.13 Fructose-biphosphate aldolase D-Fuctose-1,6-biphosphate � glycerol phosphate �

D-glyceraldehyde-3-phosphate SM
4.2.1.1 Carbonate dehydratase H2CO3 � CO2 � H2O SM
5.3.1.9 Glucose-6-phosphate isomerase D-Glucose 6-phosphate � D-fructose 6-phosphate SM
6.4.1.2 Acetyl-CoA carboxylase ATP � acetyl-CoA � HCO3

� � ADP orthophosphate � FGM
malonyl-CoA

SM � skim milk; FGM � fat globule membrane.



the aspartic proteinase, chymosin, with a small amount of
pepsin. With increasing age, however, the proportion of
chymosin decreases, while that of pepsin increases.

While many proteinases will coagulate milk under
suitable conditions, many decades of investigation of
other enzymes suitable for coagulation of milk for indus-
trial cheesemaking failed to uncover an enzyme better
than chymosin. The first commercially available standard-
ized calf-derived coagulant preparation was produced by
Christian Hansen in 1874. Rennet was the first enzyme
industrially produced and sold with a standardized
enzyme activity. The characteristics of chymosin as a milk
coagulant have been reviewed (88–93).

Calf chymosin has a very high specificity for the
Phe105-Met106 bond of bovine κ-casein; this is thought to
be partly due to electrical attraction between the positively
charged region of the protein from residues 98 to 111 and
the negatively charged active site of the enzyme, and also
to structural conformation of the binding pocket of the
enzyme relative to this region of the substrate protein.
Cleavage of this bond removes the glycosylated region of
the protein (glycomacropeptide, GMP); the remainder of
the molecule is referred to as para-κ-casein (κ-CN
f1-105). The enzymatic reaction is first-order and diffu-
sion-limited in nature; the velocity of the reaction depends
greatly on pH and temperature.

The portion of the molecule removed by chymosin,
known as the caseinomacropeptide (CMP), stabilizes the
hydrophobic caseins as micelles in the aqueous environment
of milk, by mutual electrostatic and steric repulsion of indi-
vidual micelles. Removal of the GMP reduces the zeta
potential of casein micelles, and greatly destabilizes them.
When denuded of a critical level (~80%) of this protective
coating, in the presence of a sufficient level of calcium and
at a temperature above 18°C, the casein micelles begin to
aggregate, at first into chains and clusters, but finally coa-
lescing into a three-dimensional network, which results in
the gelation of the milk (for a review of the manner in which
coagulants destabilize the casein micelle, see Ref. 94).

Chymosin is an aspartic proteinase (MW 35,600 Da)
with a pH optimum for proteolytic activity around 4.
Chymosin has been very well characterized at the enzy-
matic and molecular levels. While it exhibits a very high
specificity for the Phe105-Met106 bond of κ-casein, chy-
mosin is also generally proteolytically active on the
caseins. However, during the coagulation of milk, the reac-
tion which causes milk coagulation occurs at such a rela-
tively rapid rate that very little additional proteolysis
occurs during the course of cheesemaking; hence, the loss
of peptides in whey is very low. This unusually low level
of non-specific proteolysis during cheesemaking (in com-
parison to other milk coagulants) is the main reason why
chymosin is regarded as such an ideal milk coagulant (95).

While most of the chymosin added to milk in cheese-
making is lost in the whey, some adsorbs onto the caseins

and is incorporated into the cheese curd; in addition, some
is retained in the serum phase (whey) within the cheese
(96). Along with plasmin, chymosin is one of the most sig-
nificant agents during the early stages of ripening of many
cheese varieties, hydrolyzing the caseins to large polypep-
tides that are further degraded by starter bacterial pro-
teinases and peptidases. Chymosin hydrolyzes αs1- and
β-caseins quite readily (95). The hydrolysis of β-casein at
pH 6.5 is strongly inhibited by increasing salt concentra-
tion, due to hydrophobic interactions, which shield chy-
mosin-sensitive peptide bonds; this inhibitory effect is
reduced at lower pH values. Chymosin principally
hydrolyzes αs1-casein at the Phe23-Phe24 bond, yielding the
peptides αs1-CN (f1-23) and αs1-CN (f24-199; sometimes
known as αs1-I-casein); this cleavage reaction plays a role
in the initial softening of cheese texture during ripening
(97). However, several other bonds in αs1-casein are also
cleaved by chymosin in cheese. αs2-Casein is relatively
resistant to hydrolysis by chymosin (95).

The activity of chymosin is generally evaluated by
activity tests which measure the ability of an extract or
preparation containing the enzyme to coagulate milk
under controlled conditions (temperature, pH, etc.). More
recently, a more sensitive and objective method was
developed in the authors’ laboratory; this test uses
reversed-phase high-performance liquid chromatography
(RP-HPLC) to measure the hydrolysis of a synthetic hep-
tapeptide substrate by chymosin (98).

The optimum temperature for the coagulation of milk
by chymosin is 45°C, but at temperatures above 50°C the
enzyme is rapidly inactivated (99). This inactivation is
responsible for the low chymosin activity in Swiss-type
cheese, which is cooked during manufacture at around
55°C; the resultant lack of primary proteolysis of 
αs1-casein in these cheeses during ripening contributes 
to their rubbery and elastic texture. Pasteurization of 
whey almost completely inactivates the enzyme, facilitat-
ing further processing of this by-product of cheese manu-
facture.

In the 1970s, the availability of calf stomachs became
limited due to increased demand for rennets and reduction
in the number of calves slaughtered, leading to an intense
search for novel milk coagulants. An ideal alternative to
chymosin as a coagulant for milk would:

● Be an acid proteinase capable of hydrolyzing
κ-casein at approximately the same position as
chymosin

● Possess a similar ratio of MCA to overall pro-
teolytic activity

● Have an MCA that is not very pH dependent in
the region 6.5–6.9

● Have thermostability comparable to that of calf
rennet at the pH values and temperatures used
during cheesemaking
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● Have low thermostability during whey proces-
sing

● Possess the ability to produce desired flavor,
body and texture characteristics in the finished
cheese (100)

One result of this search was the identification of a
number of microbial coagulants, as will be discussed
below; the other was the application of the developing dis-
cipline of biotechnology to the production of pure chy-
mosin (fermentation-produced chymosin, FPC) from
genetically manipulated microorganisms, such as E. coli,
Aspergillus niger and Kluyveromyces lactis (101, 102).
More recent public concerns over bovine-related health
issues (such as BSE and foot-and-mouth disease) have
further increased demand for FPC and other alternatives
to traditional rennets.

Among the principal advantages of FPC today are:

● Constant, controlled activity of a very pure
enzyme

● Guaranteed supply
● Suitability for vegetarian, Kosher or Halal

cheese

FPCs are identical in amino acid sequence to calf chy-
mosin, and differences from the latter enzyme may occur
only due to differing degrees of glycosylation by the host
microorganism; such changes, however, have not been
found to influence the properties of the enzyme. FPCs
have been intensively studied in cheesemaking trials and
generally found to give very satisfactory results (103), and
are now widely used commercially in many countries.

Substitutes for chymosin used as coagulants include
pepsins (bovine, porcine and to a lesser extent, chicken)
and microbial proteinases from Rhizomucor miehei,
R. pusillus and Cryphonectria parasitica. However, the
fungal rennet substitutes are now used most commonly.
Interestingly, C. parasitica proteinase cleaves κ-casein at
Ser104-Phe105 rather than at the Phe105-Met106 bond, which
is cleaved by chymosin, pepsins and the other fungal pro-
teinases. C. parasitica proteinase has relatively high heat
stability. The use of coagulants more heat stable than calf
rennet should be avoided; otherwise, excess proteolytic
activity may remain in the curd and may result in exces-
sive proteolysis and bitterness unless ripening times
and/or cooking temperatures are changed to compensate
for the more rapid rate of proteolysis (96).

Plant rennets have a long history; the use of fig rennet
was mentioned in Homer’s Iliad. However, most plant
coagulants are too proteolytic relative to their MCA,
resulting in a reduced yield of curd and the development
of bitterness during ripening. An exception is a protease
from dried flowers of the cardoon thistle, Cynara cardun-
culus, which contain two enzymes, cardosins A and B,

and which have been used successfully for many centuries
in the Iberian Peninsula for the manufacture of some tra-
ditional cheeses, e.g., Serra da Estrela, La Serena, Los
Pedroches (104).

Commercial rennet extracts are free from lipolytic
activity. However rennet paste, which does contain lipoly-
tic activity, is used in the manufacture of some hard Italian
varieties (e.g., Provolone, Pecorino Romano and many
Pecorino cheeses). Rennet pastes are prepared from the
abomasa of calves, kids or lambs slaughtered after suck-
ling. The abomasum and contents are partially dried and
ground into a paste, which is slurried in milk before being
added to the milk from which cheese is to be made.
Rennet paste contains a lipase, pregastric esterase (PGE),
which is highly specific for short-chain acids esterified at
the sn-3 position. Suckling stimulates the secretion of
PGE by glands at the base of the tongue, and it is washed
into the abomasum with the milk. Due to concerns regard-
ing the hygienic quality of rennet pastes, research has
been focused on exogenous lipases which could be
blended with rennet extracts to produce substitutes for
rennet pastes; certain fungal lipases may be acceptable
alternatives, as are semi-pure preparations of PGE (100).

B. ACCELERATION OF CHEESE RIPENING AND

ENZYME-MODIFIED CHEESES

In addition to their use as coagulants, exogenous enzymes
have been investigated as possible agents to accelerate the
ripening process of cheese. Cheese ripening is a slow, and
consequently expensive, process in which the bland-
flavored immature curd develops the flavor and texture
characteristic of the mature cheese. Although soft (high
moisture) varieties ripen quickly, the ripening period of
hard cheeses is quite long (e.g., 6–24 months for
Cheddar). A number of strategies have been investigated
to reduce this ripening period, including the use of an ele-
vated temperature, exogenous enzymes, slurry systems,
adjunct cultures and high pressure treatment (105–108).

Proteinases, peptidases and lipases have been added
individually, or in various combinations, to cheese with
the objective of accelerating ripening. However, the use of
exogenous enzymes to accelerate ripening suffers from a
number of drawbacks, which have limited the commercial
use of this approach. Probably the most serious limitation
of the use of exogenous enzymes to accelerate ripening is
that cheese flavor is the result of a wide range of sapid
compounds produced by a number of enzyme-catalyzed
pathways. Thus, addition of specific enzymes will not
accelerate all pathways simultaneously and equally and
thus can result in unbalanced flavor. In the case of exoge-
nous proteinases, reduction in yield, textural problems
and the development of bitterness have been reported
(although the last defect can be ameliorated by the
use of selected peptidase preparations). A second major
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drawback to the use of exogenous enzymes is that most of
the enzyme added to the cheesemilk is lost in the whey.
Enzymes can be added more efficiently to varieties such
as Cheddar by mixing with the dry salt, but problems with
uniform distribution of enzyme have been reported.
Encapsulation of enzymes (e.g., in milk fat or liposomes)
has been used in attempts to overcome some of these
problems, but with limited success (106).

Enzyme-modified cheeses (EMCs) are concentrated
cheese flavors produced by the enzyme-catalyzed hydrol-
ysis of cheese curd or other ingredients (109, 110). EMCs
are produced by adding exogenous enzymes, e.g., exoge-
nous proteinase, peptidase and/or lipase preparations, to a
pasteurized slurry of emulsified cheese curd and incubat-
ing under controlled conditions (typically 30–45°C for
24–72 h). The product is then heat treated (70–85°C) to
inactivate the added enzymes. EMCs are sold as pastes
(40–60% moisture) or, after drying, as powders. EMCs
may be manufactured using one-step or component
approaches; in the latter approach, several different flavor
fractions (e.g., produced by lipolysis or proteolysis) are
then blended to give the final product.

Flavor generation in EMCs is principally via lipolysis
and proteolysis of the base material using exogenous
enzymes. EMCs contain high levels of free fatty acids,
peptides and amino acids, far in excess of those of natural
cheese. The extensive proteolysis of the caseins during the
manufacture of EMCs often leads to bitterness unless pro-
teolytic enzymes are carefully selected or other debitter-
ing strategies are adopted. The flavor of EMCs may be
augmented by the addition of flavor enhancers such as
monosodium glutamate, yeast extract, NaCl, organic acids
or starter distillates.

A wide range of exogenous lipases, proteinases (e.g.,
from Bacillus or Aspergillus spp.) and peptidases (e.g.,
from Aspergillus, Rhizomucor or Lactococcus spp.) are
used in the manufacture of EMCs. Most lipases used are
derived from animal or microbial sources; the most com-
monly used animal lipase is PGE. PGE preferentially lib-
erates strongly flavored fatty acids. A range of microbial
lipases is also available; they tend to be cheaper than ani-
mal lipases and may have broader specificity. In addition,
microbial lipases have vegetarian status and are free from
amylase activity, which otherwise may cause problems in
foods to which EMCs are added, many of which may con-
tain starch.

Proteinases used in the manufacture of EMCs are gen-
erally derived from microbial sources (e.g., Bacillus spp.
or Aspergillus spp.) and are used to develop rapidly an
intense savory background flavor. Peptidase preparations,
derived from fungal or bacterial sources, are used to
enhance flavor and/or to control bitterness. Peptidase
preparations contain a range of enzymes, including
endopeptidases, aminopeptidases and proline-specific
peptidases.

EMCs have the advantages over other sources of
cheese flavors in the intensity and range of flavors avail-
able, reduced production costs and extended shelf-life.
Because of their high flavor intensity, only small amounts
of EMCs (ca. 0.1%, w/w) are needed to impart a cheese
flavor to products in which they are used (e.g., processed
cheese, cheese analogues, cheese spreads, snack foods,
soups, sauces, cookies, dips and pet foods).

C.. ββ-GALACTOSIDASE

Hydrolysis of the milk sugar, the disaccharide lactose
(4-O-β-D-galactopyranosyl-D-glucopyranose), yields two
monosaccharides, D-glucose and D-galactose (111).
Hydrolysis of lactose may be achieved either chemically,
by acidification to low pH values, or enzymatically. The
enzymes capable of catalyzing the latter hydrolysis 
reaction are collectively known as β-galactosidases or,
more simply, lactases (although, strictly speaking, many
β-galactosidases, especially those of plant origin, cannot
degrade lactose) (112, 113).

A large proportion of the world’s population suffers
from lactose intolerance, leading to varying degrees of
gastrointestinal distress if dairy products are consumed.
The two products of the hydrolysis of lactose, however,
are more readily metabolized; glucose and galactose are
also sweeter than the parent sugar.

Lactose also has a number of other properties that
cause difficulty in the processing of dairy products.
Among these is its tendency to form large crystals on
cooling of concentrated solutions of the sugar; galactose
and, to an even greater extent, glucose, are more soluble
than lactose (112). Thus, for example, hydrolysis of whey
concentrates offers the possibility of preserving such
products through increasing osmotic pressure while main-
taining physical stability. Industrial applications of lactose
hydrolysis have, in fact, focused to a large extent on treat-
ment of whey to produce lactose-hydrolyzed whey con-
centrates or syrups (112).

Other applications of lactose hydrolysis include pro-
duction of low-lactose market milk (114); this may even
be achieved domestically by addition of a commercial
preparation of β-galactosidase to fresh milk and incuba-
tion in the refrigerator. For long shelf-life products (such
as UHT milk), β-galactosidase may be added to the pack-
age at a very low level and allowed to work slowly during
storage. Lactose hydrolysis also has applications in ice
cream manufacture, where it can reduce the incidence of
sandiness (due to lactose crystallization) during storage
and, due to the enhanced sweetness, permit the reduction
of sugar content. Use of lactose-hydrolyzed milk can also
accelerate the acidification of yoghurt (112).

Several sources of β-galactosidase (including yeasts,
fungi and bacteria) have been identified, including E. coli,
Aspergillus niger, A. oryzae and Kluyveromyces lactis
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(111–113). The enzyme from the latter yeast is active at
4°C, which raises interesting possibilities in dairy pro-
cessing (for example, it could be added to milk before
cold storage in silos, removing the need for holding at a
higher temperature with concomitant problems of micro-
bial control). There is also much current interest in the use
of β-galactosidase from thermophilic bacteria, which
could permit operation of reactors at a high temperature,
resulting in high rates of hydrolysis without the risk of
growth of contaminating microorganisms (115). The prin-
cipal criterion for acceptability of a microbial β-galactosi-
dase is that the source should be safe and acceptable to
regulatory authorities; genes for some microbial β-galac-
tosidases have been cloned into safe hosts for expression
and recovery for this reason.

The activity of β-galactosidase is generally monitored
either by measuring disappearance of lactose or produc-
tion of galactose and glucose (measurement of product
monosaccharides is easier and more common, e.g., by
HPLC or commercial enzymatic assay kits) (112).
Synthetic substrates may also be used for assays of activ-
ity. In milk, simple and rapid estimation of hydrolysis of
lactose may be achieved by monitoring the freezing point:
freezing point; depression is linearly correlated with the
degree of hydrolysis. However, many assay methods are
complicated in cases where production of side-products
(oligosaccharides) is significant.

For hydrolysis of lactose in milk, β-galactosidase
may simply be added in free solution, allowed sufficient
time to react typically, for most enzymes, at a tempera-
ture from 10 to 35°C, and inactivated by heat-treatment
of the product. In an attempt to control the reaction and
prevent uneconomical single-use of the enzyme, immo-
bilized enzyme technologies have been studied widely
(116, 117). In such systems, β-galactosidase may be
immobilized on inorganic supports (which can change
its kinetic properties) or entrapped within gels or fibers,
such as those of cellulose acetate. One of the earliest
systems, developed by the Corning Glass Company in
the U.S., used covalent enzyme attachment to microp-
orous silica beads (112). In entrapment-based systems,
the porosity of fibers allows inward and outward diffu-
sion of reaction products, but does not allow the enzyme
to escape. The enzyme is, in effect, in solution within the
fibers, and its enzymatic characteristics are not affected.
Batchwise systems based on cellulose acetate mem-
branes capable of processing 10,000 L milk per day have
been developed. Overall, however, few immobilized sys-
tems for lactose hydrolysis are used commercially, the
main limitations being the poor mechanical properties of
supports and other technological problems with the
process.

In an alternative approach, after hydrolysis of lactose,
β-galactosidase may be recovered from milk or whey by
ultrafiltration and reused, which combines the kinetic

advantages of using the soluble enzyme with the econom-
ical benefits of recycling of the enzyme.

A new technique with potential for application in lac-
tose hydrolysis processes is the use of permeabilized cells
of bacteria or yeast (e.g., Kluyveromyces lactis) with 
β-galactosidase activity (118). These cells are treated,
e.g., with ethanol, to allow diffusion of substrate and reac-
tion products across the damaged cell membrane; the cell
itself becomes the immobilization matrix and the enzyme
is active in its natural cytoplasmic environment.
Permeabilization may provide a crude but convenient and
inexpensive enzyme utilization strategy.

Lactose hydrolysis reactions rarely lead to complete
conversion of lactose to monosaccharides, for two reasons
(112). Firstly, the galactose produced in the reaction can
inhibit the enzyme in a feedback inhibition mechanism.
Secondly, side-reactions (such as transferase reactions)
often occur, resulting in the production of isomers of lac-
tose and oligosaccharides. While initially thought to be an
undesirable by-product of lactose hydrolysis, galacto-
oligosaccharides, it is now recognized, may actually act as
bifidogenic factors, enhancing the growth of desirable pro-
biotic bacteria in the intestines of consumers and depress-
ing the growth of harmful anaerobic colonic bacteria.

Overall, despite considerable interest, industrial use
of lactose hydrolysis by β-galactosidases has not been
widely adopted (119).

D. TRANSGLUTAMINASE

Transglutaminase (TGase) can modify the properties of
many proteins through the formation of new cross-links,
incorporation of an amine or deamidation of glutamine
residues (120). To create protein cross-links, TGase cata-
lyzes an acyl-group transfer reaction between the γ-car-
boxyamide group of peptide-bound glutamine residues
and the primary amino group of a variety of amine com-
pounds, including lysine residues in proteins. TGase
(protein-glutamine: amine γ-glutamyl-transferase) type-
enzymes are widespread in nature. For example, blood
factor XIIIa, or fibrinoligase, is a TGase-type enzyme,
and TGase-mediated cross-linking is involved in cellular
and physiological phenomena such as cell growth and
differentiation, as well as blood clotting and wound heal-
ing. TGase enzymes have been identified in animals,
plants, fish and microbes (e.g., Streptoverticillium
mobaraense); the latter is the source of much of the
TGase used in food studies. TGase from different sources
may either be calcium-independent (most microbial
enzymes) or calcium-dependent (typical for mammalian
enzymes) in mode of action.

TGase-catalysed cross-linking can alter the solubility,
hydration, gelation, rheological, emulsifying, rennetabil-
ity and heat stability properties of a variety of food pro-
teins. Not all proteins are similarly affected by the action
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of TGase; the structure of individual proteins determines
whether cross-linking by TGase is possible.

Perhaps not surprisingly, in recent years a number of
studies have explored the potential applications of TGase
in dairy protein systems. The caseins are good substrates
for TGase, due to their open structure (121, 122).
Treatment of casein micelles with TGase stabilizes them
to the action of dissociating agents, such as calcium chela-
tors or urea. In contrast, the whey proteins, due to their
globular structure, require modification, for example heat-
induced denaturation, to allow cross-linking.

A number of studies have shown clear effects of
TGase treatment on the properties of milk and dairy prod-
ucts (123, 124). For example, TGase treatment of fresh
raw milk increases its heat stability (125); however, if
milk is pre-heated under conditions where whey protein
denaturation occurs prior to TGase treatment, the
increases in heat stability are even more marked. This is
probably due to the formation of cross-links between the
caseins and unfolded denatured whey proteins, brought
into close proximity by formation of disulphide bridges
between β-lactoglobulin and micellar κ-casein. When the
whey proteins in milk are in the native state, the principal
cross-linking reactions involve the caseins; heat-induced
denaturation renders the whey proteins susceptible to
cross-linking, both to each other and to casein molecules.

There has been considerable interest in the effects of
TGase treatment on the cheesemaking properties of milk,
in part due to the potential for increasing cheese yield.
Some commercial reports have indicated that treatment,
either of milk before renneting, or of curd if TGase is
added during the cheesemaking process itself, can achieve
this effect. However, a number of recently published stud-
ies (124, 126) have indicated that the rennet coagulation
properties of milk and syneretic properties of TGase-
crosslinked rennetted milk gels, as well as the proteolytic
digestibility of casein, are impaired by cross-linking of
proteins, which may alter cheese manufacture and ripen-
ing. Further studies are required to evaluate whether lim-
ited, targeted cross-linking may give desirable effects.

Other potential benefits of TGase treatment of dairy
proteins include physical stabilization and structural mod-
ification of products such as yoghurt, cream and liquid
milk products, particularly in formulations with a reduced
fat content, and the production of protein products, such
as caseinates or whey protein products, with modified or
engineered functional properties (127–129).

Overall, it appears clear that TGase may have com-
mercial applications in modifying the functional charac-
teristics of milk and dairy products. However, some issues
remain to be clarified; for example, control of the reaction
in milk, to fix the exact extent of cross-linking of proteins
to achieve desired properties, requires understanding of
the heat inactivation kinetics of TGase in milk, which have
not been reported. Further research is also required on the

effect of variables such as temperature, pH and other oper-
ating conditions on the nature and rate of cross-linking
reactions. Finally, a clear commercial advantage of using
TGase over other methods of manipulating the structure
and texture of dairy products (such as addition of proteins
or hydrocolloids) must be established definitively.

E. MISCELLANEOUS EXOGENOUS ENZYMES

There are also some additional enzymes that may be
added exogenously to milk (130), although their commer-
cial application is limited. These are summarized below.

(i) Since human milk contains significantly more
indigenous lysozyme than bovine milk, the
supplementation of milk-based infant formulae
with lysozyme has been proposed. It has been
claimed that supplementation of such formulae
with egg-white lysozyme gives beneficial
results, especially with premature infants, but
results are equivocal. Lysozyme is effective at
killing Clostridium cells and preventing the
outgrowth of their spores and thus it also has
been studied as an alternative to nitrate for pre-
venting the growth of C. tyrobutyricum in
cheese and the butyric acid fermentation which
leads to late-gas blowing. Lysozyme has also
been shown to be quite effective against
Listeria monocytogenes and other bacteria
involved in food-borne illness and spoilage
(130).

(ii) Glucose oxidase (GO) catalyzes the oxidation
of glucose to gluconate via gluconic acid-δ-lac-
tone (Figure 27.1). Glucose oxidase has four
principal uses in the food industry, viz, removal
of trace levels of glucose, removal of trace lev-
els of O2, generation of H2O2 in situ and pro-
duction of gluconic acid in situ. However, GO
is not commercially very significant, particu-
larly in the dairy industry (131).

(iii) Superoxide dismutase (SOD) catalyzes the
reduction of superoxide anions to H2O2 and O2.
It has been suggested that SOD together with
catalase may be useful as an antioxidant in
dairy products, although as far as we know, it is
not used commercially for this purpose (130).

(iv) Sulphydryl oxidase, which catalyzes the oxida-
tion of sulphydryl groups to disulphides

i.e., 2RSH � O2 → RSSR � H2O

has been shown to ameliorate the cooked flavor
of UHT milk, although, as far as we know, the
enzyme is not used commercially for this pur-
pose (132).
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(v) Catalase catalyzes the decomposition of H2O2

to H2O and O2. Produced H2O2 may be used for
the cold-sterilization of milk and excess H2O2

may be destroyed by the use of exogenous cata-
lase (130).

(vi) Exogenous β-lactamase, which degrades β-lac-
tam antibiotics (e.g., penicillin), has been shown
to be able to render milk contaminated with
penicillin suitable for cheese manufacture (133).

IV. CONCLUSIONS

In summary, the two classes of enzymes considered in this
chapter, i.e., indigenous and exogenous enzymes, are of
great significance to the dairy industry, and an area of
ongoing research and study, for two major reasons.

Firstly, milk is not an enzymatically inert raw mate-
rial; on the contrary, it possesses a heterogeneous and
highly variable complement of enzymes of many different
types, the exact definition of which remains unclear, as
does the significance of many of these enzymes for dairy
product quality.

Secondly, the dairy industry is and remains a signifi-
cant consumer of large quantities of commercially pro-
duced enzymes (e.g., the world market of commercial
rennet is ~ 30 � 106 liters per annum, representing one of
the largest commodity enzymes in use today).
Identification of novel sources of enzymes (e.g., the
search for more thermostable β-galactosidases, which
would allow operation at temperatures which would
inhibit microbial growth), and optimization of the appli-
cation and control of the activity of existing enzymes
remain key food biotechnological goals. In parallel,
demand for new dairy products drives the study of novel
enzymatic reactions that can be harnessed to manipulate
the flavor, texture or other characteristics of milk and
dairy products.

REFERENCES

1. PF Fox. Significance of indigenous enzymes in milk
and dairy products. In JR Whitaker, AGJ Voragen, DWS
Wong, eds. Handbook of Food Enzymology. New York:
Marcel Dekker, 2003, pp. 255–277.

2. PF Fox. Indigenous enzymes in milk. In: PF Fox and
PLH McSweeney, eds. Advanced Dairy Chemistry. 1.
Proteins, 3rd ed. New York: Kluwer Academic/Plenum
Publishers, 2003, pp. 467–471.

3. PF Fox. Exogenous enzymes in dairy technology. In JR
Whitaker, AGJ Voragen, DWS Wong, eds. Handbook of
Food Enzymology. New York: Marcel Dekker, 2003,
pp. 279–301.

4. RC McKellar (ed). Enzymes of Psychrotrophs in Raw
Food. Boca Raton: CRC Press, 1989.

5. PF Fox, PLH McSweeney. Proteolysis in cheese during
ripening. Food Rev. Int. 12: 457–509, 1996.

6. ERS Kunji, I Mierau, A Hagting, B Poolman, WN
Koning. The proteolytic systems of lactic acid bacteria.
Antonie van Leeuwenhoek 70: 187–221, 1996.

7. J Law and A Haandrikman. Proteolytic enzymes of lac-
tic acid bacteria. Int. Dairy J. 7: 1–11, 1997.

8. JE Christensen, EG Dudley, JA Pederson, JL Steele.
Peptidases and amino acid catabolism in lactic acid bac-
teria. Antonie van Leeuwenhoek 76: 217–246: 1999.

9. T Olivecrona, S Vilaró, G Olivecrona. Lipases in milk.
In: PF Fox and PLH McSweeney, eds. Advanced Dairy
Chemistry. 1. Proteins, 3rd ed. New York: Kluwer
Academic/Plenum Publishers, 2003, pp. 473–494.

10. T Olivecrona, G Bengtsson-Olivecrona. Indigenous
enzymes in milk II, Lipase. In: PF Fox, ed. Food
Enzymology. London: Elsevier Appl. Sci. 1991,
pp. 62–78.

11. T Olivecrona, S Vilaró, G Bengtsson-Olivecrona.
Indigenous enzymes in milk. II. Lipases in milk. In: PF
Fox, ed. Advanced Dairy Chemistry. 1. Proteins. London:
Elsevier Appl. Sci. 1992, pp. 292–310.

12. MC Barber, RA Clegg, MT Travers and RG Vernon.
Lipid metabolism in the lactating mammary gland.
Biochim. Biophys. Acta 1347: 101–126, 1997.

27-16 Handbook of Food Science, Technology, and Engineering, Volume 1

Glucose Gluconic acid-�-lactone + GO-FADH2

GO-FADH2 + H2O2

O2

GO-FAD

Gluconic acid

H2O

Catalase
(often present in GO preparations)

H2O + 1/2 O2

FIGURE 27.1 Reactions catalysed by glucose oxidase (GO).



13. A Lookene, O Chevreuil, O Ostergaard and G
Olivecrona. Interaction of lipoprotein lipase with
heparin fragments and with heparan sulfate: stoichiom-
etry, stabilization and kinetics. Biochemistry 35:
12155–12163, 1996.

14. G Bengtsson and T Olivecrona. Lipoprotein lipase.
Mechanism of product inhibition. Eur. J. Biochem. 106:
557–562, 1980.

15. YF Collins, PLH McSweeney and MG Wilkinson.
Lipolysis and free fatty acid catabolism in cheese: A
review of current knowledge. Int. Dairy J. 13: 841–866,
2003.

16. PF Fox, PLH McSweeney and CM Lynch. Significance
of non-starter lactic acid bacteria in Cheddar cheese.
Aust. J. Dairy Technol. 53: 83–89, 1998.

17. SM Babcock, HL Russel. Unorganized ferments of
milk: a new factor in the ripening of cheese. Wisc. Agr.
Exp. Stat. 22: 161, 1897.

18. S Kaminogawa, H Mizobuchi, K Yamauchi. Comparison
of bovine milk protease with plasmin. Agric. Biol.
Chem. 36: 2163–2167, 1972.

19. ED Bastian, RJ Brown. Plasmin in milk and dairy prod-
ucts: an update. Int. Dairy J. 6: 435–457, 1996.

20. MB Grufferty, PF Fox. Milk alkaline proteinase. J.
Dairy Res. 55: 609–630, 1988.

21. AL Kelly, PLH McSweeney. Indigenous proteolytic
enzymes in milk. In: PF Fox and PLH McSweeney, eds.
Advanced Dairy Chemistry. 1. Proteins, 3rd ed., New
York: Kluwer Academic, pp. 495–521.

22. SS Nielsen. Plasmin system and microbial proteases in
milk: Characteristics, roles and relationship. J. Agric.
Food Chem. 50: 6628–6634, 2002.

23. SS Nielsen. Plasmin system in milk. In: H Roginski, JW
Fuquay, PF Fox, eds. Encyclopedia of Dairy Sciences.
London: Academic Press, 2002. Vol. 2, pp. 929–934.

24. FJ Castellino. Recent advances in the chemistry of the
fibrinolytic system. Chem. Rev. 81: 431–446, 1981.

25. JA Leigh. Activation of bovine plasminogen by
Streptococcus uberis. FEMS Microbiol. Lett. 114:
67–72, 1993.

26. CE Fajardo, SS Nielsen. Effect of psychrotrophic
microorganisms on the plasmin system in milk. J. Dairy
Sci. 81: 901–908, 1998.

27. CE Fajardo-Lira, M Oria, KD Hayes, SS Nielsen. Effect
of psychotrophic bacteria and of an isolated protease
from Pseudomonas fluorescens M3/6 on the plasmin
system of fresh milk. J. Dairy Sci. 83: 2190–2199, 2000.

28. CG DeKruif, C Holt. Casein micelle structure, functions
and interactions. In: PF Fox, PLH McSweeney, eds.
Advanced Dairy Chemistry-1. Proteins, 3rd ed. New
York: Kluwer Academic, 2003, pp. 233–276.

29. WN Eigel, JE Butler, CA Ernstrom, HM Farrell, VR
Harwalkar, R Jenness, RMcL Whitney. Nomenclature
of the protein of cow’s milk. 5th revision. J. Dairy Sci.
67: 1599–1631, 1984.

30. S Visser, KJ Slangen, AC Alting, HJ Vreeman.
Specificity of bovine plasmin in its action on bovine 
αs2-casein. Milchwissenschaft 44: 335–339, 1989.

31. D Le Bars, J-C Gripon. Specificity of plasmin towards
bovine αs2-casein. J. Dairy Res. 56: 817–821, 1989.

32. PLH McSweeney, NF Olson, PF Fox, A Healy, P
Højrup. Proteolytic specificity of plasmin on bovine
αs1-casein. Food Biotechnol. 7: 143–158, 1993.

33. WR Aimutis, WN Eigel. Identification of λ-casein as
plasmin-derived fragments of bovine αs1-casein. J.
Dairy Sci. 65: 175–181, 1982.

34. BC Richardson, KN Pearce. The determination of plas-
min in dairy products. N.Z. J. Dairy Sci. Technol. 16:
209–220, 1981.

35. HS Rollema, S Visser, JK Poll. Spectrophotometric
assay of plasmin and plasminogen in bovine milk.
Milchwissenschaft 38: 214–217, 1983.

36. I Politis, B Zavizon, DM Barbano, RC Gorewit.
Enzymatic assay for the combined determination of
plasmin plus plasminogen in milk: revisited. J. Dairy
Sci. 76: 1260–1267, 1993.

37. DD Lu, SS Nielsen. Assays for native plasminogen acti-
vators in bovine milk. J. Dairy Sci. 76: 3362–3368, 1993.

38. T Saint-Denis, G Humbert, JL Gaillard. Enzymatic
assays for native plasmin, plasminogen and plasmino-
gen activators in bovine milk. J. Dairy Res. 68:
437–447, 2001.

39. D Dupont, C Bailly, J Grosclaude, J-C Collin.
Differential titration of plasmin and plasminogen in
milk using sandwich ELISA with monoclonal antibod-
ies. J. Dairy Res. 64: 77–86, 1997.

40. I Politis, E Lachance, E Block JD Turner. Plasmin and
plasminogen in bovine milk: a relationship with involu-
tion? J. Dairy Sci. 72: 900–906, 1989.

41. I Politis. Plasminogen activator system: implications for
mammary cell growth and involution. J. Dairy Sci. 79:
1097–1107, 1996.

42. I Politis, DM Barbano, RC Gorewit. Distribution of
plasminogen and plasmin in fractions of bovine milk. J.
Dairy Sci. 73: 1402–1410, 1990.

43. DG Dalgleish, AJR Law. pH-induced dissociation of
bovine casein micelles. II. Mineral solubilisation and its
relation to casein release. J. Dairy Res. 56: 727–735,
1989.

44. P Guinot-Thomas, M Al Ammoury, Y LeRoux, F
Laurent. Study of proteolysis during incubation of raw
milk at 4°C: effect of plasmin and microbial pro-
teinases. Int. Dairy J. 5: 658–697, 1995.

45. BC Richardson. The proteinases of bovine milk and the
effect of pasteurisation on their activity. N.Z. J. Dairy
Sci. Technol. 18: 245–252, 1983.

46. KL Kohlmann, SS Nielsen, MR Ladisch. Effect of a low
concentration of added plasmin on ultra-high tempera-
ture processed milk. J. Dairy Sci. 74: 1151–1156, 1991.

47. E Enright, AP Bland, EC Needs, AL Kelly. Proteolysis
and physicochemical changes in milk on storage as
affected by UHT treatment, plasmin activity and KIO3

addition. Int. Dairy J. 9: 581–591, 1999.
48. E Enright, AL Kelly. The influence of heat treatment of

milk on susceptibility of casein to proteolytic attack by
plasmin. Milchwissenschaft 54: 491–493, 1999.

49. L Meunier-Goddik, S Sandra. Liquid milk products:
pasteurized milk. In: H Roginski, JW Fuquay, PF Fox,
eds. Encyclopedia of Dairy Sciences. London:
Academic Press, 2002. Vol. 3, pp. 1627–1632.

Enzymes of Significance to Milk and Dairy Products 27-17



50. O Mara, C Roupie, A Duffy, AL Kelly. The curd-form-
ing properties of milk as affected by the action of plas-
min. Int. Dairy J. 8: 807–812, 1998.

51. M Srinivasan, JA Lucey. Effects of added plasmin on the
formation and rheological properties of rennet-induced
skim milk gels. J. Dairy Sci. 85: 1070–1078, 2002.

52. NY Farkye, PF Fox. Contribution of plasmin to Cheddar
cheese ripening: Effect of added plasmin. J. Dairy Res.
59: 209–216, 1992.

53. BM O’Driscoll, FP Rattray, PLH McSweeney,
AL Kelly. Examination of protease activities in raw
bovine milk using a synthetic heptapeptide substrate. J.
Food Sci. 64: 606–611, 1999.

54. JM Somers, B O’Brien, WJ Meaney, AL Kelly.
Heterogeneity of proteolytic enzyme activities in milk
samples of different somatic cell count. J. Dairy Res.
70: 45–50, 2003.

55. S Kaminogawa, Yamauchi, K. Acid protease of bovine
milk. Agric. Biol. Chem. 36: 2351–2356, 1972.

56. MJ Hurley, LB Larsen, AL Kelly, PLH McSweeney.
The milk acid proteinase cathepsin D: a review. Int.
Dairy J. 10: 673–681, 2000.

57. LB Larsen, TE Petersen. Identification of five molecular
forms of cathepsin D in bovine milks. In: K. Takahashi,
ed. Aspartic Proteinases: Structure: Structure, Function,
Biology, and Biomedical Implications. New York:
Plenum Press, 1995, pp. 279–283.

58. MG Hayes, MJ Hurley, AA Magboul, LB Larsen, CW
Heegard, JC Oliveira, PLH McSweeney, AL Kelly.
Thermal inactivation kinetics of bovine cathepsin D. J.
Dairy Res. 68: 267–276, 2001.

59. LB Larsen, H Wium, C Benfeldt, CW Heegaard,
Y Ardö, KB Qvist, TE Petersen. Bovine milk procathep-
sin D: presence and activity in heated milk and extracts
of rennet free UF-Feta. Int. Dairy J. 10: 67–73, 2000.

60. LB Larsen, C Benfeldt, LK Rasmussen, TE Petersen.
Bovine milk procathepsin D and cathepsin D: coagula-
tion and milk protein degradation. J. Dairy Res. 63:
119–130, 1996.

61. PLH McSweeney, PF Fox, NF Olson. Proteolysis of
bovine caseins by cathepsin D: preliminary observa-
tions and comparison with chymosin. Int. Dairy J. 5:
321–336, 1995.

62. MJ Hurley, LB Larsen, AL Kelly, PLH McSweeney.
Cathepsin D activity in quarg-type cheese. Int. Dairy J.
10: 453–458, 2000.

63. AAA Magboul, LB Larsen, PLH McSweeney,
AL Kelly. Cysteine protease activity in bovine milk. Int.
Dairy J. 11: 865–872, 2001.

64. J Suzuki, N Katoh. Cysteine protease in bovine milk
capable of hydrolyzing casein as the substrate and ele-
vation of the activity during the course of mastitis. Jpn.
J. Vet. Sci. 52: 947–954, 1990.

65. T Considine, A Healy, AL Kelly, PLH McSweeney.
Hydrolysis of caseins by cathepsin B, a cysteine proteinase
indigenous to milk. Int. Dairy J. 14: 117–124, 2003.

66. K Ostensson. Total and differential leucocyte counts,
N-acetyl-β-D-glucosaminidase activity, and serum albu-
min content in foremilk and residual milk during endo-
toxin-induced mastitis in cows. Am. J. Vet. Res. 54:
231–238, 1993.

67. S Christensen, T Wiegers, J Hermansen, L Sottrup-Jensen.
Plasma-derived protease inhibitors in bovine milk. Int.
Dairy J. 5: 439–449, 1995.

68. EH Reimerdes. New aspects of naturally occurring pro-
teases in bovine milk. J. Dairy Sci. 66: 1591–1600, 1983.

69. AT Andrews. Indigenous enzymes in milk: phos-
phatases. In: PF Fox, ed. Advanced Dairy Chemistry. 1.
Proteins, 2nd ed. London: Elsevier Applied Science
Publishers, 1992, pp. 322–331.

70. Shakeel-ur-Rehman, CM Fleming, NY Farkye, PF Fox.
Indigenous phosphatases in milk. In: PF Fox and PLH
McSweeney, eds. Advanced Dairy Chemistry. 1.
Proteins, 3rd ed. New York: Kluwer Academic/Plenum
Publishers, 2003, pp. 523–543.

71. Shakeel-Ur-Rehman, NY Farkye. Phosphatases. In: H
Roginski, JW Fuquay, PF Fox, eds. Encyclopedia of
Dairy Sciences. London: Academic Press, 2002. Vol. 2,
pp. 934–938.

72. WL Claeys, LR Ludikhuyze, AM Van Loey, ME
Hendrickx. Inactivation kinetics of alkaline phosphatase
and lactoperoxidase, and denaturation kinetics of beta-
lactogloblin in raw milk under isothermal and dynamic
temperature conditions. J. Dairy Res. 68: 95–107, 2001.

73. RC McKellar, HW Modler, H Couture, A Hughes,
D Mayers, T Gleeson, WH Ross. Killing time. Dairy Int.
Int. 58(10): 49–51, 1994.

74. AT Andrews. Further studies on acid phosphatase of
leucocyte origin in normal and mastitic bovine milks. J.
Dairy Res. 43: 127–131, 1976.

75. AT Andrews, E Alichanidis. The acid phosphatases of
bovine leukocytes, plasma and the milk of healthy and
mastitic cows. J. Dairy Res. 42: 391–400, 1975.

76. M Anderson, BE Brooker, AT Andrews, E Alichanidis.
Membrane material in bovine skim-milk from udder
quarters infused with endotoxin and pathogenic organ-
isms. J. Dairy Res. 42: 401–417, 1975.

77. L Stepaniak, CM Fleming, M Gobbetti, A Corsetti, PF
Fox. Indigenous nucleases in milk. In: PF Fox and PLH
McSweeney, eds. Advanced Dairy Chemistry. 1. Proteins,
3rd ed., New York: Kluwer Academic/Plenum Publishers,
2003, pp. 545–561.

78. Shakeel-Ur-Rehman, NF Farkye. Lactoperoxidase. In: H
Roginski, JW Fuquay, PF Fox, eds. Encyclopedia of
Dairy Sciences. London: Academic Press, 2002. Vol. 2,
pp. 938–941.

79. KD Kussendrager, ACM van Hooijdonk. Lactoperoxi-
dase: physico-chemical properties, occurrence, mecha-
nism of activation and applications. Brit. J. Nutr. 84:
S19–S25, 2000.

80. K Pruitt. Lactoperoxidase. In: PF Fox and PLH
McSweeney, eds. Advanced Dairy Chemistry. 1. Proteins,
3rd ed., New York: Kluwer Academic/Plenum Publishers,
2003, pp. 563–570.

81. KM Pruitt, B Reiter. Biochemistry of peroxidase sys-
tem: Antimicrobial effects. In: KM Pruitt and JO
Tenovuo, eds. The Lactoperoxidase System. Chemistry
and Bioological Significance. New York: Marcel
Dekker Inc., 1985, pp. 143–178.

82. WM Pitt, TJ Harden, RR Hull. Investigation of the
antimicrobial activity of raw milk against several food-
borne pathogens. Milchwissenschaft 55: 249–252, 2000.

27-18 Handbook of Food Science, Technology, and Engineering, Volume 1



83. MS Haddadin, SA Ibrahim, RK Robinson. Preservation
of raw milk by activation of the natural lactoperoxidase
system. Food Control 7: 149–152, 1996.

84. L Björk, O Claesson, W Schultes. The lactoperoxi-
dase/thiocyanate/hydrogen peroxide system as a tempo-
rary preservative for raw milk in developing countries.
Milchwissenschaft 34: 726–729, 1979.

85. JN de Wit, ACM Van Hooydonk. Structure, functions
and applications of lactoperoxidase in natural antimi-
crobial systems. Neth. Milk Dairy J. 50: 227–244, 1996.

86. M Blel, MF Guingamp, JL Gaillard, G Humbert.
Improvement of a method for the measurement of lac-
toperoxidase activity in milk. Int. Dairy J. 11: 795–799,
2001.

87. NY Farkye. Other enzymes. In: PF Fox and PLH
McSweeney, eds. Advanced Dairy Chemistry. 1.
Proteins, 3rd ed., New York: Kluwer Academic/Plenum
Publishers, 2003, pp. 571–603.

88. A Andrén. Rennets and coagulants. In: H Roginski,
JW Fuquay, PF Fox, eds. Encyclopedia of Dairy
Sciences. London: Academic Press, 2002. Vol. 1, pp.
281–286.

89. S Chitpinityol, MJC Crabbe. Chymosin and aspartic
proteinases. Food Chem. 61: 395–418, 1998.

90. B Foltman. General and molecular aspects of rennets.
In: PF Fox, ed. Cheese: Chemistry, Physics and
Microbiology, Vol. 1, 2nd ed., London: Elsevier
Sciences, 1993, pp. 37–68.

91. PF Fox, PLH McSweeney. Rennets: their role in milk
coagulation and cheese ripening. In: BA Law, ed.
Microbiology and Biochemistry of Cheese and
Fermented Milk, 2nd ed., London: Chapman and Hall,
1997, pp. 1–49.

92. TP Guinee, MG Wilkinson. Rennet coagulation and
coagulants in cheese manufacture. J. Soc. Dairy
Technol. 45: 94–104, 1992.

93. M Harboe, P Budtz. The production, action and appli-
cation of rennets and coagulants. In: BA Law, ed.
Technology of Cheesemaking. London: Blackie
Academic and Professional, 1998, pp. 33–65.

94. DB Hyslop. Enzymatic coagulation of milk. In: PF Fox
and PLH McSweeney, eds. Advanced Dairy Chemistry.
1. Proteins, 3rd ed., New York: Kluwer Academic/
Plenum Publishers, 2003, pp. 839–878.

95. PF Fox, PLH McSweeney. Proteolysis in cheese during
ripening. Food Rev. Int. 12: 457–509, 1996.

96. PF Fox, PLH McSweeney. Rennets: their role in milk
coagulation and cheese ripening. In: Advances in the
Microbiology and Biochemistry of Cheese and
Fermented Milk, BA Law, ed., London: Blackie
Academic and Professional, 1997, pp. 1–49.

97. LK Creamer, NF Olson. Rheological evaluation of matur-
ing Cheddar cheese. J. Food Sci. 47: 631–636, 1982.

98. MJ Hurley, BM O’Driscoll, AL Kelly, PLH
McSweeney. Novel HPLC assay for determining resid-
ual milk coagulants in cheese. Int. Dairy J. 9: 553–558,
1999.

99. MG Hayes, JC Oliveira, PLH McSweeney, AL Kelly.
Thermal inactivation kinetics of chymosin in model sys-
tems and under cheese manufacturing conditions. J.
Dairy Res. 69: 269–279, 2002.

100. PF Fox, TP Guinee, TM Cogan, PLH McSweeney.
Fundamentals of Cheese Science. Gaithersburg, MD:
Aspen Publishers, 2000.

101. AK Mohanty, UK Mukhopadhyhay, S Grover, VK
Batish. Bovine chymosin: production by rDNA technol-
ogy and application in cheese manufacture. Biotechnol.
Adv. 17: 205–217, 1999.

102. M Teuber. Production of Chymosin (EC 3.4.23.4) by
Microorganisms and Its Use for Cheesemaking.
Bulletin 251. Brussels: IDF, 1990, pp. 3–15.

103. VE Bines, P Young, BA Law. Comparison of Cheddar
cheese made with a recombinant calf chymosin and with
standard calf rennet. J. Dairy Res. 56: 657–664, 1989.

104. MJ Sousa, Y Ardo, PLH McSweeney. Advances in the
study of proteolysis in cheese during ripening. Int.
Dairy J. 11: 327–345, 2001.

105. M El Soda Accelerated cheese ripening. In: H Roginski,
JW Fuquay, PF Fox, eds. Encyclopedia of Dairy Sciences.
London: Academic Press, 2002. Vol. 1, pp. 281–286.

106. VK Upadhyay, PLH McSweeney. Acceleration of
cheese ripening. In: G Smit, ed. Dairy Processing:
Maximizing Quality, Cambridge: Woodhead
Publishing, pp. 419–447.

107. MG Wilkinson. Acceleration of cheese ripening. In: PF
Fox, ed. Cheese: Chemistry, Physics and Microbiology,
2nd ed., vol. 2, London: Chapman and Hall. 1993, pp.
523–555.

108. CE O’Reilly, AL Kelly, PM Murphy, TP Beresford.
Effect of high pressure on proteolysis during ripening of
Cheddar cheese. Innov. Food Sci. Emerg. Technol. 1:
109–117, 2000.

109. MG Wilkinson, KN Kilcawley. Enzyme-modified
cheese. In: H Roginski, JW Fuquay, PF Fox, eds.
Encyclopedia of Dairy Sciences. London: Academic
Press, 2002. Vol. 1, pp. 434–438.

110. KN Kilcawley, MG Wilkinson, PF Fox. Enzyme-modi-
fied cheese. Int. Dairy J. 8: 1–10, 1998.

111. RR Mahoney. Lactose: enzymatic modification. In: PF
Fox, ed. Advanced Dairy Chemistry, Vol. 3, Lactose,
Salts, Water and Vitamins. London: Chapman and Hall,
1997, pp. 77–126.

112. RR Mahoney. Enzymes exogenous to milk in dairy
technology: Beta-D-Galactosidase. In: H Roginski, JW
Fuquay, PF Fox, eds. Encyclopedia of Dairy Sciences.
London: Academic Press, 2002. Vol. 2, pp. 907–914.

113. JR Whitaker. β-Galactosidase. In: Principles of
Unzymology for the Food Sciences. New York: Marcel
Dekker Inc., 1994, pp. 419–423.

114. HW Modler, A Gelda, M Yamaguchi, S Gelda.
Production of fluid milk with a high degree of lactose
hydrolysis. In: Lactose Hydrolysis, IDF Bulletin 289.
Brussels: IDF, 1993, pp. 57–61.

115. T Vasiljevic, P Jelen. Production of β-galactosidase for
lactose hydrolysis in milk and dairy products using ther-
mophilic lactic acid bacteria. Innov. Food Sci. Emerg.
Technol. 2: 75–85, 2001.

116. JM Obon, MR Castellar, JL Iborra, A Manjøn. 
β-Galactosidase immobilisation for milk lactose hydrol-
ysis: a simple experimental and modelling study of
batch and continuous reactors. Biochem. Educ. 28:
164–168, 2000.

Enzymes of Significance to Milk and Dairy Products 27-19



117. M Becerra, B Baroli, AM Fadda, JB Méndez, MI
Gonzaléz-Siso. Lactose bioconversion by calcium-algi-
nate immobilisation of Kluyveromyces lactis cells.
Enzyme Microb. Technol. 29: 506–512, 2001.

118. EAF Fontes, FML Passon, FJV Passos. A mechanistical
mathematical model to predict lactose hydrolysis by 
β-galactosidase in a permeabilised cell mass of
Kluyveromyces lactis: variability and sensitivity analy-
sis. Process Biochem. 37: 267–274, 2001.

119. JG Zadow. Economic considerations related to the pro-
duction of lactose and lactose by-products. In: Lactose
Hydrolysis, IDF Bulletin 289. Brussels: IDF, 1993,
pp. 10–15.

120. M Motoki, K Seguro. Transglutaminase and its use for food
processing. Trends Food Sci. Technol. 9: 204–210, 1998.

121. K Ikura, T Komitani, M Yoshikawa, R Sasaki, H Chiba.
Crosslinking of casein components by transglutami-
nase. Agric. Biol. Chem. 44: 1567–1573, 1980.

122. R Sharma, PC Lorenzen, KB Qvist. Influence of trans-
glutaminase treatment of skim milk on the formation of
ε-(γ-glutamyl) lysine and the susceptibility of individual
proteins towards crosslinking. Int. Dairy J. 11: 785–793,
2001.

123. PC Lorenzen, E Schlimme. Properties and Potential
Fields of Application of Transglutaminase Preparations
in Dairying. Bulletin 332. Brussels: International Dairy
Federation, 1998, pp. 47–53.

124. MM O’Sullivan, AL Kelly, PF Fox. Influence of trans-
glutaminase treatment on some physicochemical prop-
erties of milk. J. Dairy Res. 69: 433–442, 2002.

125. MM O’Sullivan, AL Kelly, PF Fox. Effect of transglut-
aminase on the heat stability of milk: a possible mecha-
nism. J. Dairy Sci. 85: 1–7, 2002.

126. PC Lorenzen. Renneting properties of transglutaminase-
treated milk. Milchwissenschaft 55: 433–437, 2000.

127. M Færgamand, J Otte, KB Qvist. Emulsifying proper-
ties of milk proteins cross-linked with microbial transg-
lutaminase. Int. Dairy J. 8: 715–723, 1998.

128. M Færgamand, KB Qvist. Transglutaminase: effect on
rheological properties, microstructure and permeability
of set-style skim milk gel. Food Hydrocolloids 11:
287–292, 1998.

129. E Dickinson, Y Yamamoto. Rheology of milk protein
gels and protein-stabilised emulsion gels cross-linked
with transglutaminase. J. Agric. Food Chem. 44:
1371–1377, 1996.

130. PF Fox. Exogenous enzymes in dairy technology. In: JR
Whitaker, AGJ Voragen, DWS Wong, eds. Handbook of
Food Enzymology. New York: Marcel Dekker, 2003,
pp. 279–301.

131. AJ Vroemen. Glucose oxidase. In: JR Whitaker, AGJ
Voragen, DWS Wong, eds. Handbook of Food Enzymol-
ogy. New York: Marcel Dekker, 2003, pp. 425–432.

132. PF Fox, PA Morrissey. Indigenous enzymes of bovine
milk. In: GG Birch, N Blakeborough and KJ Parker, eds.
Enzymes and Food Processing. London: Applied
Science Publishers, 1981, pp. 213–238.

133. M Korycka-Dahl, T Richardson, RL Bradley. Use of
microbial β-lactamase to destroy penicillin added to
milk. J. Dairy Sci. 68: 1910–1916, 1985.

27-20 Handbook of Food Science, Technology, and Engineering, Volume 1



I. INTRODUCTION

Meat quality is very important for all segments of the
industry from producers to consumers. There are many
aspects such as source, cost, ethical factors, religion, pro-
duction systems and safety that affect meat acceptability
by consumers. Other quality factors perceived by con-
sumers are related to sensory characteristics (i.e., color,
tenderness and flavor), nutritional properties (i.e., calories,
vitamins content, fatty acids profile, etc.) and appearance
(i.e., exudation, marbling, amount of fat, etc.). One of the
major concerns for consumers is the variability in meat
quality; this constitutes a problem to solve within the meat
industry. The composition, structure and metabolic status
of the muscle have a great influence on numerous chemi-
cal and biochemical changes affecting meat quality char-
acteristics such as tenderness in beef or exudation in pork
and poultry. This chapter summarizes the chemistry and
biochemistry of meat, taking into account how all these
factors interact during postmortem stages and thus how
they affect the final meat quality. A better understanding of

these reactions and changes is essential for the standardi-
zation and improvement of production processes to obtain
a high quality meat.

II. MUSCLE STRUCTURE

Skeletal, smooth and cardiac constitute the main types of
muscles. However, from the point of view of meat, skele-
tal muscle is the most important because it represents a
high percentage of the total body weight. Skeletal muscle
is voluntary (the organism can contract it voluntarily),
striated (cross striations may be observed under the
microscope due to the alternance of dark and light bands)
and multinucleated (several nuclei located peripherally in
the cell). The muscle is covered by a sheath of connective
tissue, the epimysium. There are several bundles of fibers
inside the muscle which are covered by thin connective
tissue layers, the perimysium, and each individual fiber is
wrapped by thin collagen, the endomysium (see Figure
28.1). Each muscle fiber may contain about 1,000 
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myofibrils, which are arranged in a parallel way, and are
responsible for the contraction of the muscle (1). Fibers
have an approximate diameter of around 50 µm and may
vary in length from a few milimeters up to several cen-
timeters (2). They contain myofibrils, composed of thick
and thin filaments arranged in an array and responsible for
muscle contraction and relaxation, giving rise to alternat-
ing dark (A) and light (I) bands. The Z and M lines bisect
each I and A band, respectively (see Figure 28.1). The M
lines connect the center of the thick filaments to keep the
structure (3). The Z line appears as a zigzag structure and
has diverse properties such as resistance to physical forces
but, on the other hand, it is susceptible to protease action
(4). The sarcomere, usually in the range of 2–3 µm in
length, is defined as the distance between two consecutive
Z lines. The thick and thin filaments are composed of
myofibrillar proteins (see Table 28.1). Actin filaments
extend into Z lines at one end and extend between thick
filaments at the other end (5). Thick filaments are mainly
composed of myosin with minor presence of other pro-
teins. The fibers are embebbed in a liquid or cytoplasm,
also known as sarcoplasm, that contains mitochondria,
lysosomes, enzymes, lipids, glycogen, myoglobin, ATP
and creatine. As most of these proteins are soluble in
water and are present in the sarcoplasm, they are known
as sarcoplasmic proteins. The scanning electron
microscopy of skeletal muscle reveals details of the mus-
cle fiber structure in a three-dimensional image. An example
of a micrograph from the scanning electron micro-scope is
shown in Figure 28.2. 

Muscles present different appearances and have been
traditionally classified as red or white based on the color
properties that are dependent on the proportion of the mus-
cle fiber types. Other classifications based on the amount of
released water have not been used widely. The red color is
related to the content in myoglobin, naturally present in the
muscle, and hemoglobin from remaining blood. Differences
between red and white muscles are especially evident in
pork and poultry while differences in color are relatively
masked in beef due to its higher content in myoglobin.
Based on histochemical properties, muscle fibers have been
classified as red, intermediate and white (6). Red fibers con-
tain higher amounts of myoglobin, are better capillarized,
are oxidative in metabolism, and can function over a long
period of time but are slower contracting than white fibers
that are mainly glycolytic (7). Intermediate fibers have
oxidative and glycolytic activity. Thus, red muscles contain
a higher proportion of red fibers and are mostly related to
locomotion while white muscles have a higher proportion
of white fibers and are mostly related to support tasks (8).
Other classifications of muscle fibers are based on the con-
traction speed (9): slow twitch oxidative (type I), fast twitch
oxidative type (IIA) and fast twitch glycolytic type (IIB).
So, the response of slow twitch muscles to a stimulus is
slower and once the stimulus is finished the relax is also
slower than fast twitch muscles.

Differences between red and white muscles are also
significant during meat processing because large varia-
tions are found in sensory properties such as tenderness,
juiciness, flavor (10) as well as physicochemical (11) and

FIGURE 28.1 Scheme of the organization and structure of skeletal muscle.



biochemical characteristics like enzyme activity (12, 13),
lipid composition (14, 15) and content in free amino acids
and dipeptides (16–18). These variations may be attrib-
uted to certain differences in the biochemical and func-
tional properties of myofibrillar proteins associated with
the type of fiber (9, 19).

III. MEAT COMPOSITION

Meat presents a complex structure with water, proteins and
lipids present in higher amounts. Water is the most abundant

compound in meat (within the range of 65–80%) and has an
important influence on juiciness, color, texture and surface
appearance. The rest of the composition of meat can be
divided into nitrogenous and non-nitrogenous compounds.
Nitrogenous compounds are mainly composed of proteins
(myofibrillar, sarcoplasmic and connective), peptides
(carnosine, anserine and balenine), free amino acids,
nucleotides/nucleosides (ATP-derived compounds) and
water-soluble vitamins (group B vitamins). In addition to
water, non-nitrogenous compounds  include lipids (triacyl-
glycerols, phospholipids and cholesterol), minerals (iron,
phosphorus, sodium, potassium, etc.), trace elements (zinc,
selenium, etc.), carbohydrates (glycogen, glucose, etc.) and
fat-soluble vitamins (vitamins A, D, E and K). The main
groups of compounds are described below.

A. PROTEINS

After water, protein is the major component of meat, in
the range of approximately 15–22 g/100 g. Proteins are
very important in postmortem conversion of muscle to
meat, in changes affecting tenderness during meat pro-
cessing and for the nutritional quality of the diet. Meat
proteins are considered of high biological value because
they provide relatively high percentages of all the essen-
tial amino acids (20). There are three categories in meat:
myofibrillar, sarcoplasmic and connective (listed in
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FIGURE 28.2 Scanning electron micrograph of porcine muscle
fibers in porcine muscle (Toldrá and Voyle, 1987, unpublished).

TABLE 28.1
Location and Functions of Major Meat Proteins (Adapted from Refs. 2, 9, 24, 151)

Protein Type Function

Myosin Myofibrillar Major contractile
Actin Myofibrillar Major contractile
Tropomyosin Myofibrillar Regulatory
Troponins T, C, I Myofibrillar Regulatory
α and β actinin Myofibrillar Regulatory
Titin Myofibrillar Cytoskeletal
Nebulin Myofibrillar Cytoskeletal
Filamin,synemin, vinculin, zeugmatin, Z nin Myofibrillar Z-line
C, H, X, F, I proteins Myofibrillar Thick filaments
Desmin Myofibrillar Myofibrils union at Z-line level
Creatin kinase Myofibrillar M-line
Myomesin Myofibrillar M-line
M protein Myofibrillar M-line
Mithocondrial enzymes Sarcoplasmic Respiration
Lysosomal enzymes Sarcoplasmic Intracellular digestion
Other cytosolic enzymes Sarcoplasmic Glycolysis, gluconeogenesis, citric acid cycle,

neutral proteolysis
Myoglobin Sarcoplasmic Natural pigment
Hemoglobin Sarcoplasmic Pigment from residual blood
Cytochrome Sarcoplasmic Respiratory pigment
Collagen Connective Structure resistance
Reticulin Connective Elasticity
Elastin Connective Structure resistance
Proteoglycans and glycoproteins Connective Ground substance



Table 28.1), in an approximate ratio 60/30/10, with each
category having specific roles (7). 

Myofibrillar proteins are the main constituents of the
structure of the myofibrils. They are soluble in high ionic
strength buffers and its content is around 9.5 g/100 g.
Myosin and actin provide the structural backbone of the
myofibril. Myosin is the major myofibrillar protein and, in
fact, is the predominat protein of thick filaments. It is a large
molecule composed of two heavy chains of 220 kDa and
four light chains within the range of 16–22 kDa (9). The
actin monomer, G-actin, has a globular shape and, in the
presence of ATP, polymerizes to form filamentous F-actin.
The thin filaments ensure by the helical arrangement of F-
actin molecules twisted around each other (21). Two
extremely large proteins, titin and nebulin, also known as
gap filaments, ensure the longitudinal continuity and
integrity of the structure (22, 23). Proteins in the Z-line area
are involved in the linkage of thin filaments of adjacent sar-
comeres while desmin connects adjacent myofibrils at the
level of the Z-line. Regulatory proteins like tropomyosin and
troponin, which has three subunits (Tn-T, Tn-C and Tn-I),
are involved in the muscle contraction mechanism (9). 

Sarcoplasmic proteins, around 9 g/100 g, constitute a
varied group consisting of proteins soluble in low ionic
strength buffers or even water. Myoglobin is the major sar-
coplasmic protein responsible for the red color of meat.
Myoglobin content in meat is variable, depending on the
animal species (high in beef or lamb, low in pork and very
low in poultry) and age (increases with the age of the ani-
mal). More or less hemoglobin may remain in meat depend-
ing on the efficiency of blood draining from muscle during
bleeding. The rest of sarcoplasmic proteins consist of meta-
bolic enzymes located in mitochondrias, lysosomes, micro-
somes, and nucleus and free in the cytosol.

Connective proteins, around 3 g/100 g consisting
basically of collagen and elastin, are insoluble and con-
tribute to the skeletal framework (strength, support and
shape) of the muscle but also to certain toughness of the
meat when consumed. In fact, collagen becomes tougher
with the age of animal due to the progressive increase in
the number of cross-links. Collagen is rich in hydrox-
yproline, a low biological value amino acid. There are dif-
ferent types of collagen (8). Type I is found in tendons,
type II in cartilages and type III in skin and vascular tis-
sues. Types IV and V form fine networks in the basement
membranes around the muscle (24). Elastin is more elas-
tic and is mainly involved in tissues requiring a certain
degree of flexibility such as skin, tendons, ligaments,
muscle and the walls of large arteries (24).

B. LIPIDS

The lipids content of muscle is variable (in the range of
1.5–17 g/100 g) and mainly depends on the degree of fat-
tening and amount of adipose tissue. The main classes of

lipids are non-hydrolyzable lipids (fatty acids, aldehydes,
aliphatic hydrocarbons, sterols), neutral fats (mono, di
and triacylglycerols and sterol esters) and phospholipids.
The relative proportion varies depending on the species,
the developmental stage and physiological status of the
animal (8). Main locations of lipids are intramuscular,
intermuscular and in adipose tissue. Intramuscular lipids
are mainly composed of triacylglycerols, stored in fat
cells, and phospholipids, located in cell membranes.
Cholesterol is the only sterol found in meat; the choles-
terol ester comprises about 90% of the total cholesterol
content (25). Intermuscular and adipose tissue lipids are
mainly composed of triacylglycerols and contain a small
amount of cholesterol (below 60 mg/100 g). 

Triacylglycerols are major constituents of reserve fats
and have fatty acid composition that varies widely with
species and diet. There are three possible pathways for
the biosynthesis of triacylglycerols: the glycerol-3-phos-
phate, the dihydroxyacetone phosphate and the monoa-
cylglycerol pathway (8).  The type and fatty acid
composition of feeds has a strong influence on the fatty
acids profiles of fats, especially in monogastric animals
(26, 27). Thus, the effects of different feeds on fatty acid
composition of pork and poultry fats have been exten-
sively reported in the literature (27–32) following con-
sumer demands for higher unsaturated fats (26). In the
case of ruminants, fat hydrolysis and hydrogenation of
unsaturated fatty acids by the microbial population of the
rumen somehow tend to standardize the final composition
in fatty acids and certain changes in the diet fed to cattle
may also change the content of the fat in the meat. For
instance, dietary full-fat canola or even full-fat soybeans
have been reported to alter the fatty acid composition of
intramuscular and subcutaneous lipids of beef (33). The
type of diet may have important consequences for the
sensory quality of meat, especially its flavor (34). So,
changes in the fatty acid composition of phospholipids
have been reported to give significant differences in fla-
vor characteristics of forage and grain-fed beef (35). It
must be pointed out that meat from ruminants represents
a major dietary source of conjugated linoleic acids
(CLA), a group of C18 isomers of linoleic acid with con-
jugated double bonds in the cis or trans configurations at
positions 10 and 12 or 9 and 11 (36). CLA content in
meat is in the range of 3–6 mg/g of fat. CLA have been
reported to have some health-promoting biological activ-
ity such as inhibition of tumor growth and reduction of
atherosclerotic risk (36, 37). The composition in fatty
acids determines main fats properties. So, fats with exces-
sive polyunsaturated fatty acids, like linoleic (typical of
feeds rich in corn, for instance) and linolenic acids, tend
to be softer, have an oily appearance and are more sus-
ceptible to oxidation. This is the reason why meats with a
high percentage of polyunsaturated fatty acids are not
preferred for further meat processing.
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Phospholipids are present in minor amounts but due
to their particular fatty acid composition, which is richer
in polyunsaturated fatty acids, they have an important role
in flavor development and oxidation in postmortem meat.
Major constituents are phosphatidylcholine (lecithine)
and phosphatidylethanolamine while phosphatidylserine
and sphingomyelin are present in minor amounts. Some
variability in phospholipids has been reported depending
on the genetic type of the animal and anatomical location
of the muscle (38). For instance, the amount of
phopholipids tends to be higher in red oxidative muscles
than in white glycolytic muscles (15). 

C. MINOR COMPOUNDS

Meat constitutes a good source of group B vitamins that,
although present in low concentrations, contribute signif-
icantly to the daily intake requirements (39, 40). Pork
meat is particularly rich in thiamin. However, the amount
of fat-soluble vitamins in meat is rather poor or even
almost negligible. Only vitamin E is significant in those
animals with specific supplementation in the diet. Feed
enrichment with vitamin E, at levels above dietary
requirements (i.e., 200 mg/kg feed), is a relatively new
practice, expanded in recent years, to protect unsaturated
lipids from oxidation and obtain other benefits like better
color stability of fresh beef (41, 42) and improved water
retention in pork meat (43). The content in carbohydrates
is rather poor, around 1.5 g/100 g, although it depends on

the previous exercise of the animal prior to slaughtering.
Meat also constitutes a good source of dietary iron, with
the additional advantage that a good percentage is in the
absorbable form of heme iron (44), and trace elements
like zinc, selenium, magnesium, manganesum, etc. (40,
45–48). The mineral content is around 1 g/100 g.

IV. THE MEAT ENZYME SYSTEMS
INVOLVED IN MAJOR BIOCHEMICAL
CHANGES

Skeletal muscle contains a wide variety of enzymes
involved in multiple metabolic pathways. Some of the most
important, shown in Figure 28.3, are related to carbohydrate
metabolism (glycolytic enzymes), protein breakdown
(endo-peptidases), generation of small peptides (tri and
dipeptidylpeptidases) and free amino acids (aminopepti-
dases and carboxypeptidases), hydrolysis of triacylglycerols
and phospholipids (lipases and phospholipases) and trans-
formation of ATP into numerous derived compounds. Most
of these enzymes remain active in postmortem muscle, play-
ing important roles in glycolysis, proteolysis, lipolysis and
transformation of nucleotides that are essential for the devel-
opment of meat quality. The location of these enzymes may
vary. Some are located in organules like lysosomes while
others are bound to membranes or free in the cytosol (49). A
brief description of the proteolytic and lipolytic enzymes
that play an important role in meat quality is given below.
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Myofibrillar
proteins Peptides Small peptides

Carbohydrates Pyruvate Lactic acid

Triacylglycerols

Free
fatty acids

Volatile
compounds

Glucohydrolases Lactate dehydrogenase

Calpains

Cathepsins

Tri & dipeptidylpeptidases

Lipases
Oxidation

ATP ADP AMP
IMP
GMP

Inosine
guanosine

Hypoxanthine
ATPase AMP deaminaseMyokinase Nucleoside

Phosphorylase

Free amino acids
Aminopeptidases

Phospholipases

Phospholipids

Creatin
kinase

Creatine phosphate

FIGURE 28.3 Scheme showing some of the most important enzymatic reactions affecting meat quality.



A. PROTEASES

Lysosomes are organules containing a large number of
hydrolytic enzymes, including proteases. Cathepsins B, H
and L, which are cysteine proteinases, and cathepsin D, an
aspartate proteinase, are the main lysosomal proteinases.
In general, these enzymes are small, 20–40 kDa (see Table
28.2), which allow their penetration into the myofibrillar
structure. However, although the anaerobic glycolysis in
postmortem muscle generates the adequate environment,
such as pH drop, for cathepsin activity (50), the enzymes
probably play a minor role in meat texture development
during meat ageing as there is little or no degradation of
myosin and actin, two important proteins very sensitive to
cathepsins (51).

Cathepsins D and L are able to degrade myosin heavy
chains, titin, M and C proteins, tropomyosin and tro-
ponins T and I (52–54). Cathepsin L is very active on both
titin and nebulin. Cathepsin D may be quite inactive at

refrigeration tenperatures (53) but can act during cooking
because of its thermostability (55). On the other hand,
cathepsin B is able to degrade myosin heavy chains, actin
and even collagen but has no effect on myosin light chains
and troponin C (56, 57), and cathepsin H shows both endo
and aminopeptidase activity, being classified as an
aminoendopeptidase (58). Cathepsin activity is regulated
by cystatins, a family of cysteine peptidase inhibitors
which are predominantly extracellular and have been iso-
lated from different animal species (59, 60). Four families
of cystatins have been reported in the literature based on
their primary structure (51). Optimal pH for cathepsin D
is acid (in the range of 3.0–5.0), slightly acid for cathep-
sins B and L (around 6.0) and near neutrality (6.8) for
cathepsin H (61–64).

Calpains, a group of cystein endopeptidases, are
located in the cytosol especially in the Z-line area. They
have different names in the literature such as calcium-acti-
vated neutral proteinase, calcium-dependent protease or
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TABLE 28.2
Main Characteristics of Meat Proteolytic Enzymes (Adapted from Refs. 51–84)

Enzyme Classification Location Substrates Optimal pH

Cathepsin B Cystein Lysosome Myosin, actin, collagen 5.5–6.0
(EC 3.4.22.1.)

Cathepsin D Aspartyl Lysosome Myofibrillar proteins 4.0
(EC 3.4.23.5.)

Cathepsin H Cystein Lysosome Myofibrillar proteins 6.8
(EC 3.4.22.16.)

Cathepsin L Cystein Lysosome Myofibrillar proteins, collagen 5.5–6.0
(EC 3.4.22.15.)

µ-Calpain Cystein/metallo Z-line Myofibrillar proteins 7.5
(EC 3.4.22.17.)

m-Calpain Cystein/metallo Z-line Myofibrillar proteins 7.5
(EC 3.4.22.17.)

20S proteasome Ntn-hydrolase Cytosol Myofibrillar proteins 7.0–7.5
DPP I (EC 3.4.14.1) Cystein Lysosome Polypeptides 5.5
DPP II (EC 3.4.14.2.) Serin Lysosome Polypeptides 5.5
DPP III (EC 3.4.14.4.) Serin Cytosol Polypeptides 8.0
DPP IV (EC 3.4.14.5.) Serin Membrane Polypeptides 7.5–8.0
TPP I (EC 3.4.14.9.) Serin Lysosome Polypeptides 4.0
TPP II (EC 3.4.14.10.) Serin Cytosol Polypeptides 6.5–7.5
Alanyl aminopeptidase Cystein/metallo Cytosol Amino terminus of peptides 6.5

(EC 3.4.11.14.)
Arginyl aminopeptidase Cystein/metallo Cytosol Amino terminus of peptides 6.5

(EC 3.4.11.6.)
Methionyl aminopeptidase Cystein Cytosol Amino terminus of peptides 7.5

(EC 3.4.11.18.)
Leucyl aminopeptidase Metallo Cytosol Amino terminus of peptides 9.0

(EC 3.4.11.1.)
Pyroglutamyl aminopeptidase Cystein Cytosol Amino terminus of peptides 8.5

(EC 3.4.19.3.)
Carboxypeptidase A Serin Lysosome Carboxy terminus of peptides 5.2–5.5

(EC 3.4.16.1.)
Carboxypeptidase B Cystein Lysosome Carboxy terminus of peptides 5.0

(EC 3.4.18.1.)



calcium-activated factor. Calpain I or µ-calpain requires
50–70 µM of Ca2+ for activation and calpain II or m-cal-
pain requires 1–5 mM of Ca2+. Optimal pH for calpain
activity is 7.5 (see Table 28.2) but poor activity is
observed below pH 6.0, reaching negligible activity at pH
5.5 (65). Calpains are heterodimers of 110 KDa composed
of an 80 KDa catalytic subunit responsible for the pepti-
dase activity and a 30 KDa regulatory subunit which is
common for both enzymes (66). Calpain I can be
autolyzed in the presence of Ca2+ and usually shows a
poor  stability in meat while calpain II may be stable for a
few weeks (67). Calpains have shown ability to degrade
titin, nebulin, troponins T and I, tropomyosin, C-protein,
filamin, desmin and vinculin but cannot degrade myosin,
actin, α-actinin and troponin C (68, 69). The endogenous
inhibitor calpastatin regulates calpain activity in post-
mortem muscle. Calpastatin is destroyed by autolysis
after a few days postmortem (67).  

The proteasome complex is a large protease with mul-
tiple catalytic sites such as a chymotrypsin-like activity, a
trypsin-like activity and a peptidyl-glutamyl hydrolyzing
activity (70, 71). The proteasome 20S can be associated
with large regulatory complexes, like one or two 19S
complexes, or one or two 11S activator complexes or even
other activator complexes like PA700 or PA28 (51). The
20S proteasome can degrade myofibrils and affect M and
Z lines, especially in high pH meats and slow-twitch
oxidative muscles and thus could have a role in tenderness
in those specific muscles (72, 73). 

Peptidases constitute a large group of proteases. The
most important found in meat are tripeptidylpeptidases
(TPP) and dipeptidylpeptidases (DPP). TPP I, a lysosomal
enzyme, shows optimal activity at acid pH and TPP II is
most active at neutral pH. Both enzymes are able to
hydrolyze different tripeptides from the amino termini of
peptides, like Gly-Pro-Phe and Ala-Ala-Phe, respectively
(74, 75). DPP I and II are located in the lysosomes and
have optimal acid pH.  DPP I has special preference for
hydrolyzing dipeptides Ala-Arg and Gly-Arg from the
amino termini of peptides and DPP II for Gly-Pro. DPP III

is found in the cytosol and DPP IV is linked to the plasm
membrane, both enzymes having optimal pH in the range
of 7.8–8.0 (76–79). DPP III has a preference for hydrolyz-
ing dipeptides Arg-Arg and Ala-Arg and DPP IV for Gly-
Pro. Dipeptidases catalyze the hydrolysis of dipeptides and
their names vary depending on the preference for certain
amino acids. For instance, cysteinylglycine dipeptidase is
specific for the dipeptide Cys-Gly and arginin dipeptidase
has a special preference for basic amino acids (80). 

Aminopeptidases constitute a group of exopeptidases
able to release a free amino acid from the amino termini of
peptides and proteins. They have a large molecular mass
and a complex structure (62). Major aminopeptidases in
skeletal muscle are: arginyl, alanyl, pyroglutamyl, leucyl
and methionyl aminopeptidases. All of them are active at
neutral or basic pH (see Table 28.2) and their names are
related to the preference or requirement for a specific
N-terminal amino acid although they can hydrolyze other
amino acids at slower rates. Alanyl aminopeptidase, which
mainly hydrolyzes alanine, is considered the major
aminopeptidase in postmortem muscle. This enzyme is
able to hydrolyze a wide spectrum of amino acids such as
aromatic, aliphatic and basic aminoacyl-bonds (81).
Arginyl aminopeptidase, also known as aminopeptidase B,
hydrolyzes basic amino acids such as arginine or lysine
(82). Methionyl aminopeptidase, a calcium-activated
enzyme, has a wide spectrum of activity with preference
for methionine, alanine, lysine and leucine (83). Leucyl
and pyroglutamyl aminopeptidases are active at basic pH
and play a minor role in meat (84). Carboxypeptidases are
lysosomal enzymes with optimal activity at acid pH and
able to generate free amino acids from the carboxy termini
of peptides and proteins. Carboxypeptidase A has a pre-
ference for hydrophobic amino acids while carboxypepti-
dase B has a wider spectrum of activity (80).

B. LIPASES

Major lipolytic enzymes in muscle are lysosomal acid
lipase and phospholipase A (see Table 28.3). Both enzymes
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TABLE 28.3
Main Characteristics of Meat Lipolytic Enzymes (Adapted from Refs. 61, 62, 86, 88, 89, 92)

Enzyme Location Substrate Optimal pH

Lysosomal acid lipase Lysosome Long chain tri and diacylglycerols 5.0
Neutral lipase Membrane Long chain tri and diacylglycerols 7.5
Phospholipase A Lysosome Phospholipids 5.0
Muscle acid esterase Lysosome Short chain tri and diacylglycerols 5.0
Muscle neutral esterase Cytosol Short chain tri and diacylglycerols 7.5
Hormone-sensitive lipase Adipose tissue Long chain tri, di and monoacylglycerols 7.0
Monoacylglycerol lipase Adipose tissue Long chain monoacylglycerols 7.0
Lipopotein lipase Adipose tissue Lipoproteins 8.5
Acid esterase Adipose tissue Short chain tri and diacylglycerols 5.0
Neutral esterase Adipose tissue Short chain tri and diacylglycerols 7.5



are located in the lysosomes and are responsible for the
generation of long chain free fatty acids in meat. Lysosomal
acid lipase hydrolyzes primary ester bonds of tryacylglyc-
erols at acid pH (4.5–5.5). This enzyme can also hydrolyze
di and monoacylglycerols although at a slower rate (85,
86). Phospholipase A hydrolyzes phospholipids, at posi-
tions 1 or 2. The order of preference for fatty acids, espe-
cially polyunsaturated C18, esterified to phospholipids as a
result of in vitro assays, is as follows: Linoleic acid > Oleic
acid > Linolenic acid > Palmitic acid > Stearic acid >
Arachidonic acid. The activity of lipases, phospholipase A
and lysophospholipases is quite a bit higher in oxidative
than in glycolytic muscles (15, 87). Acid and neutral
esterases, able to hydrolyze short chain fatty acids from tri,
di and mono acylglycerols, have been identified in the lyso-
somes and cytosol, respectively (88). In general, lipases
prefer long chain fatty acids while esterases are especially
active against short chain fatty acids. 

There are three lipases in adipose tissue (see Table
28.3): hormone-sensitive lipase, monoacylglycerol lipase
and lipoprotein lipase with optimal pH in the neutral/basic
range (62, 89). The hormone-sensitive lipase (HSL) has a
high specificity for the hydrolysis of diacylglycerols. The
triacylglycerol hydrolysis by this enzyme is the rate-con-
trolling step in the lipolysis phenomena in adipose tissue
(90). The monoacylglycerol lipase (MGL) hydrolyzes 1 or
2 monoacylglycerols with no positional specificity, releas-
ing medium and long chain monoacylglycerols (91).

Lipoprotein lipase is located in the capillary endothelium
and hydrolyzes the acylglycerol components at the lumi-
nal surface of the endothelium (92). This enzyme has a
preference for fatty acids at position 1 over those at posi-
tion 3 (93, 94). Acid and neutral esterases are also present
in adipose tissue (62, 88).

V. CHEMISTRY OF THE CONVERSION OF
MUSCLE TO MEAT

Multiple reactions involved at the early postmortem are
briefly summarised in Figure 28.4. It is important to
emphasize that not all muscles, or even parts within the
same muscle, change in an uniform way because these
changes will depend on the respective ratios of white and
red fibers. Additionally, the rate of these changes also
depends on the temperature achieved within each muscle.
Twelve moles of ATP are produced per mole of glucose
under aerobic conditions like those usually found in living
muscle. The first important change in the muscle following
death consists of its inability to synthesize or to remove
certain metabolites (see Figure 28.5). The supply of oxy-
gen is cut off once the blood circulation ceases and then
there is a progressive decrease in oxygen concentration in
the muscle cell and a reduction of the redox potential
towards anaerobic values (95). The lack of available oxy-
gen stops the activity of the mitochondria system and cell
respiration is progressively stopped. Once in anaerobic
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Postmortem muscle
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Oxygen concentration in muscle drops
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FIGURE 28.4 Scheme summarizing early post-mortem changes in muscle. From Toldrá, “Muscle foods:Water, structure and func-
tionality,” Food Sci Tech Int 9, 173–177, 2003.



conditions, lactic acid is produced from glucose through
glycolysis, but the efficiency is lower than under aerobic
conditions because only 2 moles of ATP are produced per
mole of glucose. The generation of ATP is necessary in the
muscle to provide the required energy to drive the Na/K
pump of the membranes, to drive the calcium pump in the
sarcoplasmic reticulum and to provide energy for muscle
contraction. ATP may also be formed from ADP and crea-
tine phosphate through the action of the enzyme phospho-
creatin kinase (96). ATP is also necessary for muscle
contraction-relaxation where it acts as a lubricant but, once
ATP is fully exhausted, the muscle remains contracted
(rigor mortis). This is related to the formation of acto-
myosin and the loss of extensibility (97).

An important consequence of lactic acid accumula-
tion is the pH drop to acid values (5.6 to 5.9) within a few
hours postmortem. The pH drop rate depends on the meta-
bolic status of the muscle and glycogen availability. As
pH approaches the isoelectric point of myofibrillar pro-
teins (pH values around 5.0), their charges move towards
neutrality and water binding decreases rapidly, the struc-
ture tightens and myofibrillar proteins are partially dena-
tured (98). Thus, the water binding depends on the
ultimate pH in the muscle and the amount of released
water, lost as dripping, increases when the ultimate pH is
lower (99). Important muscle soluble compounds like
myoglobin, lysosomal enzymes, nucleotides and nucleo-
sides, free amino acids, vitamins and minerals are partly
lost in the drip, affecting the final quality. Pork carcasses
during early postmortem are shown in Figure 28.6.

There are many and relevant biochemical changes dur-
ing early postmortem and ageing of meat with important
consequences for quality.  Most of these changes are enzy-
matic in nature either affecting meat tenderness due to
structural protein breakdown or generating a substantial
number of new compounds with direct influence on taste
and/or aroma. The trend towards rapid lean growth in cat-
tle, pigs and poultry increases the relative proportion of

meat quality defects, mainly related to color and water-
holding capacity (100).

A. GLYCOLYSIS

Main reactions for glycolysis are schematized in Figure
28.3. Key enzymes in the glycolytic chain are phosphory-
lase, phosphofructokinase and pyruvic kinase. Lactate
dehydrogenase is involved in the last step, consisting of
the conversion of pyruvic acid into lactic acid. The gener-
ation and accumulation of lactic acid in the meat causes
the pH to drop from neutral (pH around 7.2) to acid val-
ues (below 5.8). If the reserves of glycogen are rather poor
prior to slaughter, the final pH will not experience such an
intense drop and will remain above 6.0. The pH limit for
the DFD pork meat condition (dark, firm and dry) is con-
sidered around 5.9 at 24 h. The ultimate pH depends on
the type of muscle, animal species and physiological state.
The rate of glycolysis also depends on the temperature.
Minimum pH drop is observed at 10–12°C but if temper-
ature decreases down to 0°C too early, there is a release of
calcium ions into the myofibrillar space that activates
ATPase. Under these circumstances and if there is still
some available ATP, an extra contraction of actomyosin is
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produced, resulting in a tight structure phenomenon
known as cold shortening (97, 101). Cold shortening is
mainly observed in beef, lamb and turkey, and with less
intensity in pork (102). Prevention of cold shortening may
be achieved by keeping carcasses above 15°C until the pH
reaches 6.0. Another important alteration, known as thaw
rigor or thaw shortening, is produced when thawing meat
that was frozen in the prerigor state (still keeping a sub-
stantial amount of ATP). Under these circumstances, cal-
cium is released and moves is into the intracellular spaces,
causing an extensive contraction (101).

Exudation constitutes one of the major problems in
pork quality. This condition, is known as pale, soft and
exudative (PSE), is characterized by its pale color, soft
texture and high drip loss (103). Another type of exudative
meat, known as red, soft and exudative (RSE), is charac-
terized by similar defects although this meat keeps its nor-
mal color (104), making it difficult to differentiate from
normal meats (105). Finally, another defective meat with
lower incidence is known as dark, firm and dry (DFD) due
to its darker color, firm texture and dry appearance on the
external surface. Pork meat classification is usually based
on pH, color and drip loss (106, 107). Exudative (PSE and
RSE)  meats are characterized by a low pH value at early
postmortem (i.e., pH below 5.8 at 2 h), a pale color
reflected in a L value higher than 50 (only for PSE) and
drip loss higher than 6%. Figure 28.7 shows a typical pH
drop profile for normal, DFD and PSE pork meats. The
negative effects of exudative meats may be reduced sig-
nificantly with some preventive measures such as
appropiate pre-transport handling, lairage, stunning, post-
mortem temperature and chilling rate. The incidence of
exudative pork meat is still significant. For instance, a
1992 survey of the pork supply in the U.S. revealed that
16% was PSE and 10% was DFD (108). Only 16% was

considered to be of ideal quality (RFN) while the remain-
der was found to be of somewhat questionable quality
(RSE), indicating very little progress in the elimination or
minimization of the problem (108).

B. NUCLEOTIDE BREAKDOWN

ATP is the main source of energy for the biochemical
reactions in postmortem muscle. However, its content rap-
idly decreases from an initial 5–8 µmol/g muscle to final
negligible values (rigor state). Initially, some ATP may be
formed through creatin kinase acting on creatin phosphate
and through anaerobic glycolysis (96) but, once creatin
phosphate and glycogen are exhausted or the involved
enzymes inactivated, ATP drops in a few hours to near
zero values through conversion into ADP, AMP and other
derived compounds (see Figure 28.10 for an example on
pork meat). The concentrations of ADP and AMP
decrease to negligible values after 24–48 hours post-
mortem. 5�-inosin-monophosphate (IMP) is formed from
AMP deamination by the action of AMP deaminase, an
enzyme very active at pH near 6.2. Some IDP, generated
from ADP, may be temporarily detected although it is
depleted in a few days. IMP can be further degraded into
inosine and hypoxanthine, both compounds experiencing
a substantial increase as meat is aged (see Figure 28.8).
Similar reactions, although at minor concentrations, are
also observed for 5�-guanosin monophosphate (GMP).
The rate for all these reactions varies depending on the
metabolic status of the animal prior to slaughter as well as
the pH and temperature of the meat (109, 110).

C. PROTEOLYSIS

Proteolysis consists of the progressive enzymatic degra-
dation of major meat proteins, especially myofibrillar 
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proteins, and the subsequent generation of peptides and
free amino acids. The breakdown of structural proteins
results in a weakening of the myofibrillar network and a
sensible improvement in meat tenderness. There are many
muscle endopeptidases (mostly calpains and cathepsins)
and exopeptidases (mostly tri and dipeptidylpeptidases
and aminopeptidases) involved in proteolysis (see Figure
28.3). Main properties of these enzymes have been
described above (see Table 28.2). The extent of proteoly-
sis and thus the tenderness and generation of taste com-
pounds depend on many factors (111). The activity of
endogenous muscle enzymes may vary depending on the
genetics (112, 113) and the age of the animals (114, 115).
Furthermore, the action of these enzymes also depend on
the processing technology. For instance, major or minor
action of the enzymes may be expected depending on the
temperature and time of ageing. These enzymes are also
regulated by certain agents like salt (63, 64, 116, 117). 

In general, the amount of peptides increases during
meat ageing as reported for beef, pork, chicken and rabbit
(118). Some characteristic peptides have been described in
postmortem meat and some of them are related to meat
tenderness or have flavor properties, for instance, the
30 kDa peptide originating from troponin T through the
action of calpain (119) which is related to meat tenderiza-
tion (120–124), a 110 kDa polypeptide from C protein
(125) and some peptides corresponding to 1282.8 Da from
the sarcoplasmic protein glyceraldehyde 3-phosphate
dehydrogenase, 1734.8 Da from troponin T and 5712.9 Da
from creatine kinase (125). Recently, a 32 kDa peptide
derived from troponin T has been reported to increase dur-
ing 20 days of ageing (111). Several small peptides were
also isolated from pork meat and some of them were pro-
posed as predictors of pork meat quality (126–128). The
generation of these peptides may be depressed if some salt,
which inhibits muscle peptidases, is added (62). The activ-
ity of endogenous muscle aminopeptidases is quite rele-
vant and, in fact, a significant amount of released free
amino acids that contribute to meat taste may be found
after several days of meat ageing (129–132). 

D. LIPOLYSIS

Lipolysis consists of the breakdown of triacylglycerols by
lipases and phospholipids by phospholipases resulting in
the generation of free fatty acids (see Figure 28.3). Some
of these fatty acids may contribute to taste but, most
important, unsaturated fatty acids may contribute to the
generation of aroma compounds through further oxidative
reactions. Main lipolytic enzymes, located in muscle and
adipose tissue and involved in these phenomena, are listed
in Table 28.3. These enzymes show good stability and,
although their activity depends on pH, salt concentration
and water activity, the conditions during meat ageing favor
their action (88, 133). The generation rate of free fatty

acids increases with length of ageing. In the case of intra-
muscular lipids, most of the released fatty acids proceed
from phospholipid degradation while in adipose tissue
they proceed almost exclusively from triacylglycerols
(134, 135). 

The generated mono and polyunsaturated fatty acids
are susceptible to further oxidative reactions to give
volatile compounds (136). The beginning of lipid oxida-
tion is correlated with flavor development but an excess of
oxidation may lead to off-flavors, one of the main mecha-
nisms responsible for quality deterioration in meat and
meat products. Warmed-over flavor (WOF) is recognized
as a sensory defect that has been described as the rapid
onset of off-notes developed in cooked meat after refrig-
eration storage (137). WOF is characterized by a decrease
in fresh meatiness and the development of cardboard and
rancid/painty notes in beef, pork and chicken, that may be
detected even after 48 hours (137). 

The beginning of lipid oxidation consists of the for-
mation of free radicals, reactions catalyzed by muscle
oxidative enzymes, like peroxydases and ciclooxyge-
nases, external light, heating and the presence of moisture
and/or metallic cations. The next step in oxidation is the
formation of peroxide radicals (propagation), by reaction
of free radicals with oxygen. The hydroxyperoxides (pri-
mary oxidation products) formed are flavorless but very
reactive (136) giving secondary oxidation products that
contribute to flavor (138). The oxidation is finished when
free radicals react with each other. Unsaturated fatty
acids, especially those of phospholipids, are prone to oxi-
dation. The oxidation rate depends on the level of unsatu-
rated fatty acids and number of unsaturations. For
instance, arachiconid acid (C20:4) is oxidized faster than
linolenic acid (C18:3), and this faster than linoleic acid
(C18:2) and oleic acid (C18:1). An example of the evolu-
tion of oxidation during refrigerated storage of pork meat
is shown in Figure 28.9. Typical volatile compounds
resulting from lipid oxidation (139) are aliphatic hydro-
carbons (poor contribution to flavor), alcohols (high odor
threshold), aldehydes (low odor threshold) and ketones. 

VI. DEVELOPMENT OF SENSORY
QUALITY

The chemical and biochemical changes taking place dur-
ing the refrigerated storage of meat are intimately linked to
the development of specific sensory properties of meat like
color, texture and flavor which are basic to quality. An
example of meat conditioning is shown in Figure 28.10.

A. COLOR

The protein myoglobin constitutes the major pigment in
meat, from 50 to 80% of the total pigment content (Miller,
1994). Myoglobin is composed of globin, a protein moiety,
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and an iron-containing heme group. When the heme iron
exists in a reduced ferrous form, it is called deoxymyoglo-
bin and gives a purplish-red color (140). When oxygen
occupies the sixth ligand by oxygenation under high oxy-
gen tension, it is called oxymyoglobin, and gives a cherry-
red color. These two myoglobin forms may be oxidixed to
metmyoglobin, which gives an undesirable brownish-red
color (140). Metmyoglobin may be formed at high tem-
perature, low pH and under exposure to UV light. Some
bacteria may also favor its formation (97) while some lac-
tic acid bacteria have shown ability to reduce metmyoglo-
bin to myoglobin (141). When oxygen tension is low,
oxygen dissociates from the heme and gives myoglobin.
The content in myoglobin varies depending on the species.
So, beef meat (containing about 5 mg of myoglobin per g
of muscle) has the darkest color, followed by lamb (about
2.5 mg/g) and pork (about 1 mg/g) (142). Myoglobin con-
tent also varies depending on the physiological role (mus-
cles with higher content of red fibers are darker)  and age
(myoglobin content increases with age) (16). In general, a
better red color may be found in meats from mature ani-
mals than in meats from younger animals. 
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Color stability is very important for fresh meat mar-
ketability. Color may be influenced by drop in pH rate and
is more stable at relatively higher ultimate pH values. The
oxidation of myoglobin is accelerated by increases in tem-
perature. The partial oxygen pressure is very important to
the balance between the three myoglobin forms. Finally,
light may produce meat discoloration as well as bacterial
contamination (140).

B. TEXTURE

Calpains play an important role in proteolysis and tender-
ness development during early postmortem while cathep-
sins play a minor role (143). Calpains are activated in
postmortem meat by the increased calcium concentration as
a consequence of calcium release from the sarcoplasmic
reticulum and mitochondria and cause an intense break-
down of the myofibrillar structure, especially around the
Z-line area.  Further evidence has been obtained by addition
of specific cathepsin inhibitors, observing a similar degree
of meat tenderization and myofibrillar fragmentation (144)
or even acceleration of the tenderization rate when calcium
salts are added (145). The need for increased tenderness
and optimized ageing processes prompted the development
of tenderization models based on the activity of calpains
(146). However, other factors must be considered when
comparing proteolytical enzyme levels in different species
(beef, pork, lamb and poultry) and respective rates of ten-
derization (147). Even non-enzymatic mechanisms regard-
ing depolymerization of intermediate filaments under
non-physiological conditions have been proposed for meat
tenderization (148). Calpastatin and cystatins regulate the
activity of calpains and cathepsins, respectively, and their
content varies with species. For instance, pork muscle has
lower calpastatin level (149) and lower calpain II activity
than beef and lamb but at 1 day postmortem pork meat was
the most tender (150). Thus, calpastatin and cystatins, or
even the enzyme/inhibitor ratios, appear to be better pre-
dictors of meat quality than the assays of enzyme activity
alone (151). 

Changes in rate of tenderization may be due to dif-
ferent ultimate pH values (value at 24 h postmortem).
So, preslaughter stress and consequent glycogen deple-
tion may raise the ultimate pH to intermediate values
(around 6.0) and give tougher meat at first day post-
mortem while lower and higher ultimate pH give tender
meat (152). Myofibrillar protein extractability is lower
in PSE pork meat than in normal meat and this may
change the susceptibility of myofibrils to proteolysis
(153). In fact, major changes by calpains are observed in
DFD and normal meats while the action of cathepsins
remains similar in both normal and PSE types of meats
(154). Proteolysis and ultrastructural breakdown has
been reported to be faster in fast glycolyzing muscles.
Higher calpain I activity and lower calpastatin activity

(high enzyme/inhibitor ratio) confirms that calpain I has
an important role in tenderness even in meats with lower
pH values (155).

C. FLAVOR

Raw meat has little aroma but meat flavor is developed
as a consequence of a good number of compounds pro-
duced in postmortem muscle. The most important non-
volatile compounds with taste properties are free amino
acids, peptides, inosine and hypoxanthine, lactic and
succinic and other acids, sugars, and the sodium salts of
glutamic and aspartic acids (156). Flavor enhancers such
as 5�-inosin- and 5�-guanosin-monophosphate, glutamic
acid and monosodium glutamate are also important for
the final flavor of meat (157, 158). Free amino acids
contributing to meat taste have been reported in beef,
rabbit and pork (130, 131, 159, 160). Peptides generated
in aged meat also make an important contribution to
taste. An octapeptide, Lys-Gly-Asp-Glu-Glu-Ser-Leu-
Ala, was isolated from beef after digestion with papain
(161, 162). This peptide was named the beefy meaty
peptide (BMP) or delicious peptide because of its taste-
enhancing properties. This octapeptide exhibits sourness
and astringency at pH 3.5 and umami at pH 6.5 which is
enhanced in the presence of salt and monosodium gluta-
mate (163). Other tripeptides like Ala-Asp-Glu, Ala-
Asp-Glu, Asp-Glu-Glu and Ser-Pro-Glu and dipeptides
like Glu-Glu and Glu-Val, with taste-enhancing proper-
ties, have been isolated from chicken meat treated with
bromelain (164). The production of peptides with desir-
able flavors is favored within the pH range 5.0–6.0 in
beef (165). The division of generated peptides in aged
beef into three fractions revealed that those with molec-
ular mass of 500–1000 kDa and higher than 10,000 kDa
had a negligible effect on taste while those within the
range 1,000–10,000 kDa suppressed sourness, probably
by inhibition of the binding of lactic acid to membranes,
and enhanced umami taste (118). In a similar way, small
peptides in the range 2,700 to 4,500 Da or even below
2,700 Da, have been detected in postmortem pork meat
and some of them gave characteristic brothy and umami
tastes (166).

Volatile compounds are generated with aroma proper-
ties belonging to the following groups: aldehydes, ketones,
esters, hydrocarbons, acids, alcohols, lactones, furanes,
pyrroles, pyridines, pyrazines, non-heterocyclic sulphur
compounds, thiophenes and thiazoles (167). Further gen-
eration of these taste and aroma compounds and interac-
tions among them take place during meat processing and
cooking (157, 168). For instance, the optimal flavor qual-
ity of aged top round beef meat was found after 4 days of
ageing (165). The main reactions involved during cooking
are: pyrolysis of amino acids and peptides, carbohydrate
degradation, Maillard reactions, Strecker degradations,
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degradation of thiamin and lipid degradation (157).
Depending on the balance and relative intensity of all these
reactions, the flavor may change. For instance, some
pyrazines, thiophenes and thiazoles are responsible for the
roasted flavor. Thus, the different flavors for different
meats depend on the balance of the non-volatile and
volatile compounds and the way they interact (167, 169). 

In summary, the chemistry and biochemistry of meat
are quite complex and involve numerous chemical reac-
tions (i.e., lipid oxidation, Maillard reactions, Strecker
degradations, etc.) and biochemical reactions related to
indigenous enzymes (i.e., glycohydrolases, proteases,
lipases, etc.). Knowledge of these reactions is very impor-
tant in order to obtain standardized high quality meats
because all related chemical and biochemical changes have
a strong effect on final quality and consumer acceptability.
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I. INTRODUCTION

Red meat refers to the meat from mammalian skeletal
muscle tissue with distinctive red color including beef,
pork, and lamb. Although muscle and meat are used inter-
changeably on many occasions, there are differences
between the two terms. Muscle refers to a tissue responsi-
ble for contraction and movement in live animals, while
meat is a broad term referring to edible tissues from ani-
mals consisting of muscle, adipose, and other connective
tissues (1). The major components of meat include water,
proteins, lipids, carbohydrates, minerals, soluble non-pro-
tein substances, vitamins, and some incidental com-
pounds such as feed additives or contaminants (Table
29.1). The composition of meat is dependent on the
species, breed, sex, age, activity, the anatomical loca-
tion of the cut, the relative proportions of tissues in 
the retail cut, and other factors. However, the composition
of lean meat is fairly consistent even across different
species (Table 29.2). Hence, in later discussions, the
chemical composition of red meat is not separated 
into species.

II. WATER IN MEAT

Generally, water is the most abundant component in lean
meat, ranging from 65% to 80%. However, if the meat con-
tains excessive adipose tissue, fat may be the predominant
component (Table 29.3). Water is not randomly distributed
in meat. At the time of slaughter, approximately 85% water
in muscle is located intracellularly. The remaining 15%
water is located in the extracellular spaces. The water in the
muscle is withheld through different mechanisms, less than
15% tightly bound to proteins, another 15% loosely bound
to proteins, and the remaining 70% by capillary forces (6).
Since most of the water is distributed in the spaces among
myofibrils, swelling or shrinkage of myfibrils alters the
distribution of water within the muscle but does not neces-
sarily affect the muscle volume as a whole (7). 

The level of water in meat has a direct impact on
cooking yield as well as on tenderness and juiciness of
meat products. Hence, it is desirable to improve water
binding capacity of meat through breeding, slaughtering,
post mortem handling, formulation, and further process-
ing such as mixing, tumbling, and other procedures. 
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III. MEAT PROTEINS

For lean meat, proteins constitute 16% to 22% of the meat
mass. Meat proteins can be divided into three groups
based on their solubility: sarcoplasmic proteins (soluble in
aqueous solutions with an ionic strength of 0.15 or less),
myofibrillar proteins (soluble in aqueous solutions with
an ionic strength of sodium or potassium ions at least 0.3),
and stromal proteins (insoluble even in high ionic strength
solutions of sodium or potassium ions) (2). 

A. SARCOPLASMIC PROTEINS

The sarcoplasmic proteins contribute to about 30% of the
total protein, corresponding to 5.5% of lean meat. The
sarcoplasmic proteins include a mixture of about 50 com-
ponents. The major components are glycolytic enzymes,
myoglobin, cytochromes, and flavoproteins (2). It should
be noted that glycolytic enzymes are not randomly sus-
pended in the sarcoplasm. Instead, they are bound to the
myofibrillar protein (actin). This feature may assist in the
muscular metabolism and physiological function. In addi-
tion, the proportion of the bound glycolytic enzymes

increases in electrically stimulated glycolysis and
decreases when the stimulation stopped (2). Glycolytic
enzymes also bind to other sites in muscle cell, including
the sarcolemma, the sarcoplasmic reticulum, and the
membranes of nuclei and mitochondria. These glycolytic
enzymes play a critical role during post mortem glycoly-
sis. The myoglobin, and to a lesser extent, hemoglobin,
are responsible for the typical red color of meat. The
amount of myoglobin is determined by the metabolic
characteristics of the muscle. For instance, red meat con-
tains high levels of myogolbin to provide more oxygen for
the synthesis of ATP. In contrast, white meat contains low
levels of myoglobin because its energy is generated 
primarily through glycolysis. Generally, sarcoplasmic
proteins have limited functionalities in water-binding, gel-
forming, and emulsifying capacity. 

B. MYOFIBRILLAR PROTEINS

Myofibrillar proteins constitute about 60% of total muscle
proteins, corresponding to about 11.5% of lean meat.
Myofibrillar proteins can be further divided into three
subgroups including contractile proteins, regulatory pro-
teins, and cytoskeletal proteins (Table 29.4). The major
contractible proteins are myosin and actin. The major reg-
ulatory proteins are tropomyosin, troponin, actinins, and
other minor regulatory proteins. Cytoskeletal proteins
include a diverse group of proteins such as titin, nebulin,
desmin, filamin, vinculin, and synemin. The myofibrillar
proteins construct the thick filament, thin filament, Z-line,
and M-line which can be observed under the microscope
or electron microscope.

1. Myosin

Myosin is the most abundant myofibrillar protein, con-
tributing to abut 40% of the total myofibrillar protein or
about 5.5% of lean meat. Myosin contains six subunits
with two identical heavy chains and four light chains (2).
There are three kinds of light chains, i.e., DTNB light
chain (MW 18,000 D), alkaline light chain 1 (MW 25,000
D), and alkaline light chain 2 (MW 16,000 D). The names
of the light chains come from the reagents used to release
them from myosin, either sulfhydryl agent 5,5-dithio-
bis(2-nitrobenzoic acid) (DTNB) or alkaline solution.
One myosin molecule contains two identical DTNB light
chains and two identical alkaline light chains (either 1 or
2). The six subunits form two identical units which form
a complete myosin molecule with a length of 1500 Å (2).
A whole myosin molecule looks like a golf club with the
N-terminus in the head region. The four light chains and
ATPase activity are located at the head. Many myosin
molecules aggregate at the tail to form myosin filament
(thick filament) which in turn forms myofibrils with other
proteins (2, 9). Another protein component for thick fila-
ment, titin, will be discussed later.

TABLE 29.1
Composition of Typical Mammalian Muscle*

Component Wet %

Water 75.0
Protein 19.0
Lipids 2.5
Carbohydrates 1.2
Non-protein nitrogenous compounds 1.65
Inorganic 0.65
Vitamins and other minor components Minimal

* Compiled from Ref. 2.

TABLE 29.2
Composition of Separable Red Lean Meat from
Different Species (%)

Water Protein Lipids Ash

Beef 71 21 5.8 1.0
Pork 72 21 5.9 1.0
Lamb 73 20 5.2 1.0

Compiled from Refs. 3–5.

TABLE 29.3
Composition of Red Meat with Adipose Tissues (%)

Water Protein Lipids Ash

Beef 60 18 20 1
Pork 42 12 43 1
Lamb 62 17 18 1

Compiled from Refs. 3–5.



2. Actin

The other important contractile protein is actin, contribut-
ing to about 20% of total myofibrillar proteins or about
2.5% of lean meat (Table 29.4). Actin contains a single
polypeptide chain. Each actin molecule forms a globe that
is called G-actin. A series of G-actin aggregate linearly to
form a fibrous structure that is called F-actin. F-actin has
a double stranded right-handed helical structure with a
half pitch consisting of 13 monomers (10). The polymer-
ization of G-actin to F-actin (G-F transformation) is
thought to be similar to the process of crystallization (11).
It occurs only above a critical concentration of actin at
which F-actin is in equilibrium with G-actin. F-actin,
tropomyosin, troponin, and nebulin are the major compo-
nents for the thin filaments in myofibrils. 

3. Tropomyosin

Tropomysoin contributes to about 8% of myofibrillar pro-
teins. It is an α-helical molecule approximately 41 nm
long. It is so named because its amino acid composition is
similar to that of myosin (12). Tropomyosin consists of
two subunits with a molecular weight of approximately
37,000 daltons. The two subunits are α and β which can
be separated by sodium docecyl sulfate gel electrophore-
sis or by ion-exchange chromatography.

4. Troponin

Troponin is a protein of MW 80,000 consisting of three
subunits that are named I, T, and C. Troponin C is an
acidic protein that can bind Ca++ with four calcium 
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TABLE 29.4
Some Characteristics of Myofibrillar Proteins from Vertebrate Skeletal Muscle

MW
Protein (KD) %* Location Function

Contractile
Myosin 500 43 Thick filament Contraction

Heavy chain 220 (A-band)
Light chain 16/18/25

Actin (G-form) 42 22 Thin filament Contraction
(I-band)

Regulatory
Tropomyosin 70 8 Thin filament Regulates contraction

α-chain 34
β-chain 36

Troponin 74 5 Thin filament
Troponin-C 18 Ca2+-binding
Troponin-I 21 Inhibits myosin-actin interaction
Troponin-T 35 Binds to tropomyosin

α-actinin 95 2 Z-disk Fastens thin filaments to Z-disk
β-actinin 130 0.1 Thin filament Regulates thin filament length
γ-actinin 35 0.1 Thin filament Inhibits G-actin
Eu-actinin 42 0.3 Z-disk Density
C-protein 140 2 Thick filament Adheres to thick filament
M-protein 165 2 M-line Binds to myosin
X-protein 152 0.2 Thick filament Binds to myosin
H-protein 69 0.18 Thick filament Adheres to C-protein & myosin
Paratropomyosin 35 0.15 Edges of A-band Involving postmortem changes
Creatine kinase 42 0.1 M-line Binds to M-protein

Cytoskeletal
Titin >1000 8 Entire scaromere Holds thick filaments & 

links them to Z-disks
Nebulin 600 3 N-line Binds & holds thin filaments
Desmin 550 0.18 Z-disk Links neighboring Z-disks
Filamin 230 0.1 Z-disk Binds & holds titin
Vimentin 58 0.1 Z-disk Links Z-disk in periphery
Synemin 220 0.1 Z-disk Binds to desmin & vimentin
Zeugmatin 550 0.1 Z-disk Links thin filaments to Z-disk

*Percentage of total myofibrillar protein
Compiled from Ref. 8.



binding sites on each troponin C (13). Troponin I is a
basic protein that inhibits the actin-myosin interaction in
the presence of ATP. The presence of tropomyosin greatly
enhances this inhibition (14). Troponin T binds strongly to
tropomyosin periodically at 40 nm intervals along the
entire length of the thin filament (15). Since each troponin
molecule must regulate seven actin molecules, it is
believed that this must be mediated via a dislocation of the
filamentous tropomyosin molecule along the groove of
actin filaments (16). 

5. Actinins

Actinins are proteins that play a role in regulating the
physical state of actin. Four classes of actinins are known,
α-actinin, β-actinin, γ-actinin, and eu-actinin. α-actinin is
the major actinin found in skeletal muscle, contributing to
about 1–2% of myofibrillar proteins. It is an acidic protein
located in Z-lines, probably participating in cementing the
components of the Z-line (17). Mild treatment of myofib-
rils with proteases results in a marked decrease in the den-
sity of Z-lines with a release of intact α-actinin. The
decrease in Z-line density and the loss of register of 
Z-lines in adjacent myofibrils are characteristic of post-
mortem muscle. It is believed that the release of α-actinin
contributes to the tenderness of postmortem meat (18). 
β-actinin is a protein contributing to less than 0.01% of
myofibrillar proteins. β-actinin is present at the free end
of actin filaments to prevent actin from binding to another
actin filament (19). γ-Actinin is a protein contributing to
less than 0.01% of myofibrillar proteins. It inhibits the
polymerization of G-actin. Eu-actinin contributes to about
0.3% of myfibrillar proteins. It is located at Z-lines to
interact with both α-actinin and actin. 

6. Other Regulatory Proteins

Other regulatory proteins include M-protein, C-protein,
and F-protein, among other minor components. M-protein
contributes to about 0.5% of myfibrillar proteins. It is
located at the M-line of the thick filaments. Other proteins
found at the M-line include myomesin and creatine kinase
(20–22). C-protein comprises 2% of the myofibrillar pro-
tein with a relatively high proline content. C-protein
copolymerizes with myosin filaments. F-protein binds to
myosin filament. I-protein is located at the A-band. It is
suggested that I-protein inhibits the unnecessary splitting
of ATP in relaxed muscle (9).

C. CYTOSKELETAL PROTEINS

Cytoskeletal proteins include titin (connectin), nebulin,
desmin (skeletin), and other minor components. Titin is the
largest protein molecule with a MW of over 1,000,000.
Titin contributes to about 10% of myofibrillar proteins. It
seems that titin forms a three-dimensional net of very thin

filaments to link the neighboring Z-lines (23). It extends
longitudinally in each half sarcomere from the M-line to the
Z-disk as a third filament of the myofibril. Titin and C-pro-
tein bind to the outside shaft of the thick filament. They
encircle and stabilize the thick filament and hence should
be considered components of thick filament. It is believed
that titin is responsible for the resting tension associated
with each sarcomere. Nebulin constitutes approximately
4% of myofibrillar proteins. It is located close and parallel
to the thin filament. Nebulin extends longitudinally along
the entire length of the thin filament from the A-band to the
Z-disk. In mature muscle, it serves as a template for assem-
bly and/or scaffold for stability of thin filaments. It may
also help to anchor thin filaments to Z-disks (1). Desmin
contributes to less than 0.2% myofibrillar proteins. It is
located at the periphery of the Z-disk and also in the fila-
ments that link neighboring Z-disks. Other minor proteins
contributing to the cytoskeleton include filamin, vimentin,
synemin, and paranemin (1). 

D. STROMAL OR CONNECTIVE TISSUE PROTEINS

Stomal proteins include collagen, elastin, and other insol-
uble proteins. Connective tissue proteins play an impor-
tant role in physiological functions as well as in
determining the eating quality of meat. Their physiologi-
cal functions include covering the body, protecting the
body from damage, and connecting muscles, organs, and
other structures to the skeleton and to each other (24).

Collagen is a major structural component of all con-
nective tissues including tendon, bone, cartilage, skin,
vascular tissues, and basement membranes. It is the most
abundant protein in animal bodies constituting 20–25% of
the total protein. Different tissues have different types of
collagens (Table 29.5). Distribution of collagen is not uni-
form among skeletal muscles with the amount generally
paralleling physical activity of the muscle. Hence, mus-
cles of limbs contain more collagen than those around the
spinal column. Consequently, the former are tougher than
the latter. At a level of 33%, glycine is the most abundant
amino acid in collagen, followed by proline and hydrox-
yproline comprising another one-third of the amino acids
of collagen. Since hyroxyproline is a relatively constant
component of collagen (13–14%) and does not occur to a
significant extent in other animal proteins, chemical
analysis of hydroxyproline is commonly used to deter-
mine the amount of collagen in tissues. In addition, colla-
gen is a glycoprotein in that it contains a small quantity of
galactose and glucose (24).

Tropocollagen is the structural unit of the collagen
fibril. Tropocollagen molecules are composed of three 
α-chains that form a triple helix, with each α-chain form-
ing a left-handed helix and three of the left-handed 
α-chains form a right-handed supercoil. Following syn-
thesis of tropocollagen in fibroblasts, they are secreted
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into the intercellular matrix where they are assembled into
collagen fibrils. During fibril assembly, tropocollagen
molecules are aligned longitudinally end to end and later-
ally in a slightly less than one-fourth overlapping stagger.
The overlapping stagger gives rise to the unique striated
appearance of collagen fibrils. It should be pointed out
that only type I and type III collagen fibrils can form col-
lagen fibers. Type I collagen forms large fibers while type
III collagen forms fine fibers. In fibrous collagens, cross-
linkages are formed via intermolecular or intramolecular
cross-links. The number of cross-links depends on the
load and stress of the muscle and also on the age of the
animal. Limb muscle and aged animals generally have
more crosss-links, resulting in tougher meat than meat
from loin or young animals. The cross-links result from
covalent bonding of hydroxyprolines, deaminated lysine,
hydroxylysine, or sulfhydryl groups. The enzymes
responsible for the modification of proline and lysine are
located in fibroblasts and the modifications occur post-
translation of the polypeptides. 

Elastin is a much less abundant connective tissue pro-
tein than collagen. Its ultrastructural characteristics are
not well known. Elastin is a rubbery protein present
throughout the body in ligaments and arterial walls, as
well as in the framework of a number of organs including
muscle. Elastin fibers can be easily stretched and, when
tension is released, return to their original length. Elastin
contains eight amino acid residues with glycine being the
most abundant. There are two unique amino acid residues
in elastin, desmosine and isodesmosine. Elastin is highly
resistant to digestive enzymes and cooking has little solu-
bilizing effect on it. Thus, elastin contributes little to the
nutritive value of meat (1).

IV. LIPIDS

Lipids is the component with the highest variability for
meat, ranging from 1.5% to 13.0% (28), but lipids content
can be as high as 43% if the meat contains excessive adi-
pose tissue (3–5). The variability of lipids arises primarily
from the differences in neutral fat, or triacylglycerides.
Other lipid components such as phospholipids, cerebro-
sides, and cholesterol are fairly constant among different
meat cuts. The differences in triacylglycerides reside in
the fatty acids. The common fatty acids found in meat
include stearic, palmitic, oleic, and linolenic (Table 29.6).
Feed has an impact on the composition of fatty acids in
meat. This is particularly obvious for pork. Bacon and
other meat products from hogs that have ingested flax
seed or fishy residue may develop painty or fishy flavors.
Dietary fatty acids have less impact on the fatty acid pro-
file of ruminant animals because the ruminant bacteria
convert unsaturated fatty acids to saturated fatty acids
through hydrogenation (28). 

The level of phospholipids in muscle tissues is gener-
ally in the range of 0.5–1%. Most of the phospholipids are
phosphoglycerides, i.e., phosphotidylcholine, phospho-
tidylethanolamine, and phosphotidylserine. Since phos-
pholipids contain relatively high levels of polyunsaturated
fatty acids, they tend to be oxidized to generate off-flavor.
Meat also contains a small amount of cholesterol, gener-
ally in the range of 100 mg/100 g (3–5).

V. CARBOHYDRATES

Carbohydrates and related compounds contribute to about
1.0% of meat weight (22). The major components are
glycogen and glucose. Other components such as triose
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TABLE 29.5
Distribution and Molecular Properties of Genetically
Distinct Collagens

Type Molecular composition Tissue location

I [α1(I)]2α2(I) Skin, tendon, bone, dentine
II [α1(II)]3 Cartilage, disc, vitreous,

notocord
III [α1(III)]3 Vascular system, skin,

intestine
IV [α1(IV)]2α2(IV)+α3(IV) Basement membrane 
V [α1(V)]2α2(V)+α1(V)α2(V) Embryonic tissue, skin,

vascular system
α3(V)+ Other combinations 

VI [α1(VI)2 α2(VI)α3(VI)] Vascular system
VII [α1(VII)]3 Skin amniotic membrane
VIII [α1(VIII)]3 + [α2(VIII)]3 Aortic intima
IX [α1(IX)α2(IX)α3(IX)] Cartilage
X [α1(X)]3 Cartilage
XI α1(XI)α2(XI) α3(XI) Cartilage

Compiled from Refs. 24–27.

TABLE 29.6
Fatty Acids Composition of Animal Fats

Pork Beef Mutton
Fatty Acids Lard Tallow Tallow

Lauric (C12:0) Trace <0.2 Trace
Myristic (C14:0) 0.7–4.0 2–8 1–4
Palmitic (C16:0) 26–32 24–33 20–28
Stearic (C18:0) 12–16 14–29 25–32
Arachidic (C20:0) Trace 0.4–1.3 Trace
Total saturated 40–48 40–56 46–60

Myristoleic (C14:1) <0.3 <0.6 Trace
Palmitoleic (C16:1) 2–5 1.9–2.7 Trace
Oleic (C18:1) 41–51 39–50 36–47
Linoleic (C18:2) 3–14 <5 3–5
Linolenic (C18:3) <1 <0.5 Trace
Arachidonic (C20:4) <3 <0.5 Trace
Total unsaturated 52–60 44–60 40–54

Compiled from Refs. 3–5, 28.



phosphates and lactic acid arise from the metabolism of
glucose or glycogen. The level and metabolism of carbo-
hydrates determine, to a great extent, the eating quality of
meat because during postmortem glycolysis, glucose is
converted to lactic acid and ATP, both of which have sig-
nificant impact on postmortem changes. Other important
carbohydrates are bound to proteins which are called pro-
teoglycans (protein accounting for 5–15% and carbohy-
drate accounting for 85–95%) and glycoproteins (protein
being the major component and carbohydrate being the
minor component). 

VI. OTHER COMPONENTS

The mineral content in meat is generally low, with potas-
sium 0.355%, sodium 0.07%, and phosphorus 0.19%
(Table 29.7). However, meat provides some essential trace
elements (Fe, Zn, Cu, etc.) that have higher absorption
than food of plant origins.

Non-protein nitrogenous (NPN) substances contribute
to about 1.5% of meat weight. These substances include
creatine, creatine phosphate, nucleotides, free amino
acids, peptides, creatinine, etc. The level of NPN may
have a significant impact on the flavor of meat. Meat also
contains significant amount of vitamins, especially vita-
min B1 and niacin (Table 29.8).
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I. INTRODUCTION

Meat species identification has been an active area of
research for the past three decades. Identification of the
animal origin is important for fair trade, for ensuring com-
pliance with labeling regulations, and for other issues
such as wild life management and conservation. Initially,
method development for species identification was mainly
for the legal enforcement of regulations governing the
import of raw meats at ports of entry, since species sub-
stitutions, such as the substitution of horse or kangaroo
meat for beef (1, 2), and pork for beef or sheep meat (3),
had been reported in several countries. Methods that give
a clear qualitative result, verifying and identifying the
species of origin, were sufficient at the time. However, as
processed meat and prepared ready-to-eat products have
become increasingly available to consumers, the possibil-
ity of fraudulent adulteration and substitution of the
expected species with other meats has also increased.

Widespread problems due to mixing undeclared meat
species have been documented among fresh and
processed ground meat products in retail markets as either
a consequence of improper handling or economic fraud
(4, 5). Whether this is due to accidental contamination of
low levels of undeclared meat or intentional adulteration
involving significant amounts and/or multiple species,
such practices pose a substantial concern to consumers in
terms of economic loss, food allergies, religious obser-
vance, loss of traceability, and food safety (6). It has been
observed that the adulteration problem occurs more fre-
quently in precooked meats than in fresh meat, possibly
due to the lack of reliable and economical analytical
methods for cooked meats (7). Wherever the law enforce-
ment is inadequate with regard to meat species monitoring
programs, the rate of adulteration increases substantially.
Therefore, the recent focus of species detection has been
on the content of various processed and precooked ground
and comminuted meat products. The development of 

30-1

30 Meat Species Identification

Y.-H. Peggy Hsieh
Department of Nutrition, Food and Exercise Sciences, Florida State University

CONTENTS

I. Introduction............................................................................................................................................................30-1
II. Currently Available Methods ................................................................................................................................30-2

A. Electrophoresis ..............................................................................................................................................30-2
1. Sodium Dodecyl Sulfate-Polyacrylamide Gel Electrophoresis (SDS-PAGE)........................................30-2
2. Isoelectric Focusing (IEF) ......................................................................................................................30-3
3. Isozyme Staining ....................................................................................................................................30-3
4. Capillary Electrophoresis (CE) ..............................................................................................................30-5

B. Chromatography ............................................................................................................................................30-5
C. Spectroscopy ..................................................................................................................................................30-5
D. Immunoassays................................................................................................................................................30-6

1. Agar Gel Immunodiffusion ....................................................................................................................30-6
2. Enzyme-Linked Immunosorbent Assay (ELISA) ..................................................................................30-6
3. Factors to Be Considered in Immunoassay Development......................................................................30-7
4. Specificity ..............................................................................................................................................30-8

E. DNA-Based Assays........................................................................................................................................30-8
1. Hybridization ..........................................................................................................................................30-9
2. Polymerase Chain Reaction (PCR) ........................................................................................................30-9
3. Factors to Be Considered in the Development of PCR Methods ........................................................30-10

F. Overall Comparison of Immunoassay and PCR Methods ..........................................................................30-12
III. Final Considerations ............................................................................................................................................30-12
References ....................................................................................................................................................................30-14



30-2 Handbook of Food Science, Technology, and Engineering, Volume 1

reliable analytical methods that can sensitively identify
and quantify the unknown species in processed and com-
posite mixtures has thus become more important and, at
the same time, more complicated. Research efforts have
concentrated on searching for species markers that are not
only unaffected by the processing conditions, such as
cooking temperature, but can also be used to quantita-
tively assess the proportion of the target tissue present in
meat samples (6).

Recently, an emerging issue concerning the transmis-
sion of the fatal neurodegenerative disease, Bovine
Spongiform Encephalopathy (BSE, commonly known as
mad cow disease), has made the science of species detec-
tion even more demanding and challenging. Most scien-
tists agree that the BSE epidemic originated from the
practice of feeding cattle with rendered animal protein
derived from scrapie-infected sheep tissue, and the dis-
ease is further spread by recycling meat and bones from
infected animals back into cattle feed (8). Etiologically
linked to BSE, the recent occurrence of a new variant of
Creutzfeldt Jakob Disease (nv CJD) in humans is believed
to result from consumption of beef from BSE-infected
cattle (9). Ultimately, food safety is the threshold issue for
consumers’ fear of BSE. To prevent the spread of the dis-
ease in animals and reduce the potential risk of BSE trans-
mission to humans, stringent feed control is essential. The
use of rendered protein supplement derived from rumi-
nants was banned in ruminant feed in the European Union
(EU) in 1994 (10) and in the U.S. in 1997 (11). Since
1996 the World Health Organization (WHO) has recom-
mended that all countries ban the use of ruminant tissue in
ruminant feed  (12). The EU has introduced a total ban on
the feeding of processed animal protein to all animals
which are for human consumption under the new
processed Animal Protein Regulations, while blood, milk
and gelatin are exempt from the feed ban (13). This total
feed ban has been in force since 2000. While the practice
of adding rendered animal by-products, such as meat and
bone meal (MBM) as a protein supplement to non-rumi-
nant animal feed and pet food continues in many BSE-
free countries, different regulatory emphases are placed
on specific animal species and the materials that are per-
missible for use or prohibited. Therefore, methods that
can reliably detect prohibited animal species in MBM and
feedstuffs are crucial for effective implementation and
enforcement of the preventive measures for BSE, as well
as other Transmissible Spongiform Encephal-opathies.
The requirement of adequate sensitivity and reliability of
the assay to not only detect prohibited species but also dif-
ferentiate the prohibited tissues from allowed animal
materials, such as blood, milk and gelatin of the same
species, and without cross reaction with plant materials in
severely heat-processed and highly complex feed samples
has greatly increased the level of the challenge involved in
method development.

In this chapter, the author presents a brief overview of
the techniques that are currently used to identify meat
species and/or quantify the species content. These meth-
ods are summarized in Figure 30.1 and the currently
available commercial assays for meat species identifica-
tion are listed in Table 30.1. The term “meat species” is
used in this chapter to refer to a broad range of animal
species including mammalian, avian and marine animals.
The intent is not to provide an exhaustive review of the
analytical methods in this area but to describe the trend of
method development and to discuss the principles, useful-
ness and limitations of the most commonly used tech-
niques illustrated by using exemplary studies. More
detailed reviews of the methods used for meat species
identification in food or feed products at various develop-
mental stages can be found in a number of articles in the
literature (6, 14–22). The classic methods such as elec-
trophoresis, chromatography and immunodiffusion usu-
ally depend on the stability of the soluble proteins and are
generally applied to raw meat products, although some
have also been applied to cooked meat with limited suc-
cess. Since the recent development of new techniques has
centered on protein-based enzyme immunoassay and
DNA-based Polymerase Chain Reaction (PCR) analyses
in heat-processed products, essential factors and consider-
ations important to their assay development are discussed.
An overall comparison between these two approaches is
made in terms of specificity, sensitivity, quantitative
measure and convenience of the assay.

II. CURRENTLY AVAILABLE METHODS

A. ELECTROPHORESIS

Electrophoresis is a powerful technique for the separation
of soluble proteins into distinctive banding patterns. In
general, most electrophoretic methods use sarcoplasmic
proteins for species identification in raw meat, because
heat denatures and insolubilizes most of the native sar-
coplasma proteins, protein extracts of heat-processed meat
result in only a few faint bands. Analysis of meat samples
by electrophoretic methods must be made by comparing
the patterns obtained to those of authentic samples run
simultaneously. Usually, the complex protein banding fin-
gerprint makes electrophoresis unsuitable for the analysis
of meat mixtures. Several electrophoretic techniques are
described below. They are commonly used to differentiate
animal species, mostly in raw samples, although a few
heat-processed sample treatments are also included.

1. Sodium Dodecyl Sulfate-Polyacrylamide Gel
Electrophoresis (SDS-PAGE)

SDS-PAGE is the most widely used technique for the sep-
aration of soluble proteins based on their molecular sizes.



This technique has been successfully used to detect differ-
ences in native and heat-treated muscle proteins of various
animals (23–25). Separation of different muscle proteins by
SDS-PAGE usually results in relatively uniform patterns,
therefore, this method is less reliable for meat species iden-
tification (26–28). Using more sensitive silver staining for
visualization of the SDS-PAGE protein bands, Zerifi et al.
(29) reported that this method detected species adulteration
in cooked meat at concentrations of 10% (w/w) in a binary
meat mixture. However, many factors other than the animal
species, such as the amount of protein loaded on the gel, the
freshness of the meat, the age and sex of the animal, the
residual blood content, the degree of heat processing and
the staining techniques, may all affect the protein-banding
patterns. Thus, the lack of sensitivity and reproducibility of
the assay and the difficulty of the gel interpretation are the
main drawbacks limiting the use of SDS-PAGE for meat
species identification.

2. Isoelectric Focusing (IEF)

IEF separates proteins into characteristic patterns based on
differences in the isoelectric points of their protein bands.
IEF was first used by Tinbergen and Olsman (30) for
species identification. It has since been extensively used
and officially recommended for the identification of fish
species (31–34). The IEF protein banding profiles for many
species are available from the U.S. Food and Drug

Administration (http://vm.cfscan.fda.gov). It is also used in
identifying animal species in either raw or cooked meats
(35–39). Although the resolution is better than SDS-PAGE,
the patterns of the total protein profiles obtained by IEF are
much more complicated and less consistent (40). The tech-
nique may be useful for identifying individual species
within families or genera, but the large number of protein
bands makes the interpretation of the results impossible in
meat mixtures or in uncommon meat samples.

3. Isozyme Staining

Another possible approach is to use isozyme staining to
improve the sensitivity of electrophoretic assays in raw
meat. Isozymes are different enzyme proteins that catalyze
the same reaction. After electrophoretic separation of meat
protein extracts, the gel is stained for a particular enzy-
matic reaction. The staining makes the isozymes catalyze
the formation of colored compounds via a set of coupled
reactions. For most meat extracts, isozyme staining will
lead to several different protein bands on the gel at differ-
ent positions, which correspond to the different enzyme
proteins that are capable of catalyzing the same enzymatic
reaction. The relative positions of the isozyme markers are
characteristic of the species. Several staining systems using
isozymes, such as esterase (41, 42), phosphoglucomutase
(43), creatine kinase (44, 45), lactate dehydrogenase (40,
46) and peroxidase (47) have been employed for species
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identification of meat after electrophoresis. Although
isozyme patterns are essentially the same for all members
within a species, there are distinctive patterns between each
species (40) and some variations within species age and sex
groups may also occur (41). Since the proteins must retain
their activity for the staining process, it is essential that the
isozyme markers do not denature during extraction and
electrophoresis (43, 46). As a result, this method is less
reliable due to the difficulty of controlling the enzyme
activity of the unknown samples and its application is thus
limited to the identification of species in raw meat.

4. Capillary Electrophoresis (CE)

Capillary electrophoresis is a sensitive separation tech-
nique that combines the electrophoresis principle with
chromatographic methods for protein analysis. A sodium
dodecyl sulfate polymer-filled capillary gel electrophore-
sis (CE-SDS) method was developed by Cota-Rivas and
Vallejo-Cordoba (48) for species identification of raw
beef, pork and turkey meat. The CE-SDS sarcoplasmic
protein profiles that resulted were specific for each animal
species both qualitatively and quantitatively. The same
authors (49) later developed a pattern recognition statisti-
cal model that utilized linear discrimination analysis to
interpret the CE-SDS meat protein profiles. This method
is sensitive enough to differentiate between mechanically
recovered chicken meat and hand-deboned chicken breast
meat based on the difference in their hemoglobin (50). In
general, however, this level of sensitivity is not desirable
for routine meat species identification but only serves to
complicate the results. Although fast separation, automa-
tion and on-line data analysis are major advantages of the
technique, investment in an expensive instrument is
required. It is also extremely difficult to interpret the
results, especially when mixtures of multiple species or
protein additives are involved.

B. CHROMATOGRAPHY

Chromatographic methods such as gas chromatography
(GC), liquid chromatography (LC) and high performance
liquid chromatography (HPLC) have been applied to 
identify species in meat samples based on an examination
of their fatty acid composition (51), histidine dipeptides
(52, 53) or protein profiles (54, 55). Among these tech-
niques, HPLC has been the most frequently used method
by researchers. For example, a reverse phase high-per-
formance liquid chromatography (RP-HPLC) method has
been used to identify several animal species in raw and
heated meat based on species-dependent histidine peptides,
specifically the ratio of carnosine to serine (C/A) (53). In
another study a size-exclusion HPLC column was used to
examine differences in the myofibrillar protein profiles of
fresh meat samples (55). Although the chromatographic
patterns were similar for different muscles within species,

there were several unique proteins and the percentage area
under several protein peaks varied (54, 55), which may
present difficulties for data interpretation. Based on the
rationale that fat is not affected by heating, an LC method
was developed for the detection of pork and lard in fresh
and heat-processed meats based on the increased ratio of
the triglyceride containing saturated fatty acid to the
triglyceride containing unsaturated fatty acid at the C-2
position after derivatization (56). However, since the fat
content in meat products varies widely, it is difficult to
quantify meat adulteration from the fat profiling methods
alone. As with electrophoretic methods, chromatographic
methods may be capable of differentiating between indi-
vidual meat species, but they are less effective in detecting
adulterated species in meat mixtures or cooked meat
because of the increased complexity of the chromato-
graphic patterns. In addition, the requirements of expensive
instruments and laborious sample preparation procedures
have restricted their use for regulatory purposes.

C. SPECTROSCOPY

Spectroscopic methods are based on the light absorption at
selective wavelength of the electromagnetic spectrum by
the molecules in the samples. Spectroscopies using mid-
infrared (2000–800 cm�1), near-infrared (750–2498 nm)
and visible (400–750 nm) reflectance spectra of meat sam-
ples for both discrimination and quantification of species
content have been reported (57, 58). These spectral ranges
can be used alone and in combination. Data in each spec-
tral region are related but not identical and their combina-
tion may provide a synergistic advantage to spectroscopic
analysis (59). A near-infrared spectroscopic technique was
developed to distinguish between beef and kangaroo meat
(60) and detect beef hamburgers adulterated with 5–25%
mutton, pork, skim milk powder or wheat flour with an
accuracy of up to 92.7% (61). A feasibility study on the
application of mid-infrared spectroscopy has been used for
quantification of chicken/turkey blends (62). A combined
visible and near-infrared spectroscopy has been applied to
identify species in raw homogenized meats (63) and to
detect MBM in fish meal (64). When an adulterant is
detected, the adulteration level can be predicted by using
calibration equations for each adulterant. However, the
performance of the calibration equations may be affected
by several factors, including spectral scatter, derivative
treatment and even sample presentation methods. The
position of the spectral peaks of absorption bands may
shift not only due to adulteration with other meat, but also
with different food additives, fat contents, residual blood
and moisture levels and cooking methods (61). In addition,
this spectroscopic technique requires advanced knowledge
of using statistical models for data processing and different
models may be required for each possible blend of meat
(58). Thus, the application of this technique to identify
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meat species in highly processed products presents serious
difficulties and it is neither a common nor a convenient
method for the routine analysis of meat origin.

D. IMMUNOASSAYS

Ever since the beginning of the 20th century, immunological
approaches based on specific antibody-antigen reactions
have been applied in meat species identification (65).
Classical immunological procedures that use antispecies
antisera include the precipitin ring test (66), hemagglutina-
tion inhibition tests (67) and the agar gel immunodiffusion
(AGID) technique (68). Advances in immunochemical tech-
niques have led to new types of immunoassays, including
radioimmunoassays, enzyme immunoassays and non-enzy-
matic chromatographic immunoassays (lateral flow), with
greatly improved sensitivity and accuracy. Radioimmuno-
assay is commonly used only in clinical settings, as the haz-
ardous radioactive materials involved and the requirement
for expensive and delicate scintillation counting equipment
have restricted its use in routine and field tests of meat
species. Two immunoassays, agar gel immunodiffusion
(AGID) and the more recent enzyme-linked immunosorbent
assay (ELISA), both of which are widely used for meat iden-
tification, are described in more detail in the following sec-
tions.

1. Agar Gel Immunodiffusion

Agar gel immunodiffusion (AGID), a double immunodif-
fusion technique originally described by Ouchterlony
(68), involves the diffusion of antigens and antibodies in
a semisolid agar gel. After overnight incubation, a visible
opaque band is formed at the point where the antibody
and its correspondent antigen have met. The modification
of this technique using stabilized reagent paper discs and
pre-prepared agar plates has led to the development of
convenient field test kits such as ORBIT (Overnight
Rapid Bovine Identification Test, 69), PROFIT (Poultry
Rapid Overnight Field Indentification Test, 70), PRIME
(Porcine Rapid Overnight Field Identification Method,
71), SOFT (Serological Ovine Field Test, 72), REST
(Rapid Equine Serological Test, 73), DRIFT (Deer Rapid
Identification Field Test, 74) and MULTI-SIFT
(MultiSpecies Identification Field Test) for meat specia-
tion by USDA-FSIS meat inspectors (75). These field
tests are mainly based on the detection of serum proteins
and are suitable for testing intact pieces of raw meat.
Antisera against plasma proteins for raw meat species
identification are available commercially. The detection
limit of the assay for the target species in a meat admix-
ture relies on the quality of the antispecies antisera. With
traditional AGID, the detection limit of the assay is usu-
ally in the region of 3–10% (17, 76). In most cases, stan-
dardization of the commercial antisera against each type

of sample is required. Although AGID is relatively sim-
ple to perform, it requires a substantial amount of antis-
era and the variable sensitivity, possible interferences by
non-meat ingredients and the requirement for overnight
incubation have restricted AGID to qualitative assays of
whole pieces of fresh meat.

2. Enzyme-Linked Immunosorbent Assay (ELISA)

ELISA has gained widespread acceptance for meat speci-
ation applications due to its simplicity, specificity and
sensitivity and is now recognized as a suitable analytical
method for quality control and enforcement of muscle
food safety and labeling regulations. It can be used for
assaying various analytes in complex mixtures with mini-
mal sample preparation requirements. ELISA does not
need major scientific equipment, is easy to perform, uses
only small quantities of immunoreagents, and has large-
scale screening and field test capacity. However, the suc-
cess of the assay primarily relies on the quality of the
detecting antibodies that capture the target protein antigen
in a sample extract. Both polyclonal (Pabs) and mono-
clonal (Mabs) antibodies have been employed in various
formats of ELISA for the detection of species adulter-
ation. Traditionally, Pabs obtained from the antisera of
immunized animals have been used in ELISA. More
recently, however, several Mabs against muscle proteins
have been developed for the identification of raw meat
(77–81) and for heat-processed meats and feedstuffs (6,
28, 82–85). A comprehensive review of studies published
up to 1998 of ELISAs that utilize Pabs and Mabs for
species identification of raw and cooked meat is provided
in Hsieh et al. (6).

The two ELISA formats most commonly used for
meat speciation are indirect ELISA and double sandwich
ELISA. Indirect ELISA involves the adsorption of a fixed
amount of meat proteins that may or may not contain the
antigen molecules of a target species onto a microtiter
plate. An antispecies antibody is then used to bind the
antigen to the solid phase. The immunoreaction between
the bound antigen and the antibody can be detected by a
secondary anti-immunoglobulin enzyme conjugate, and
subsequently color is developed by the addition of the
enzyme substrate. The color intensity is proportional to
the amount of antigen present in the protein extract.
Indirect ELISA is often used to determine the titers and
specificity of an antibody reagent. However, it is neither a
convenient nor a reliable assay format for the routine
analysis of unknown samples because the protein concen-
tration for each meat extract must be determined before
the sample can be properly diluted and coated on the
microtiter plate. The dilution and composition of the meat
extract affects the antibody binding, and thus the 
ELISA results. Sandwich ELISA employs an antibody
immobilized on the solid phase as the capture antibody
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and another antibody as the detecting antibody to form a
sandwich with the antigen in the middle and two antibod-
ies attached on the different epitopes of the antigen mole-
cule. This is a more user-friendly format that is widely
used for commercial test kits because properly diluted
sample extracts can be directly added to the assay plates
which are pre-coated with the first capturing antibody
reagent. To develop a sandwich ELISA, if Pabs are used
in the assay, the same Pab reagent can be used for both the
capturing and detecting antibodies due to its heterogenous
nature. If Mabs are used, however, two different antibod-
ies with similar specificity and affinity that bind to differ-
ent epitopes are required. A combination of Pab and Mab
is also commonly used in a sandwich ELISA.

3. Factors to Be Considered in Immunoassay
Development

a. Species markers
To identify an animal species using an immunoassay, a suit-
able species marker must be chosen as the antigen for anti-
body development. For most raw meat identification, serum
proteins have been used as antigens to develop the
immunoassays (2, 86–88). Serum proteins are water solu-
ble and easy to extract, thus the sample preparation is sim-
ple. However, the presence of serum proteins may not
necessarily denote the presence of muscle tissues due to
variations in the residual blood content of the muscle tis-
sues. Such assays would not be reliable for quantifying
adulteration levels of extraneous muscle tissues (89).
Moreover, serum proteins are susceptible to heat denatura-
tion; the reliability of using serum proteins for detecting
species origin would be greatly reduced in cooked meats
(90). Any antigens used for cooked meat identification must
either be able to withstand cooking or maintain their anti-
genicity after heating.

Assays based on the detection of heat-resistant,
species-specific muscle proteins are more indicative for a
quantitative measure of lean meat, as well as supporting the
assay in both raw and cooked meat mixtures (77, 82).
Several researchers have attempted to resolve the thermal-
stable components of different meat species. Milgrom and
Witebsky (91) described antigens from the adrenal gland
that are suitable for species identification. Those antigens,
designated as BE, retained their immunogenic properties
even after being subjected to boiling and autoclaving, and
can be precipitated with ethanol. Hayden (92) developed
polyclonal antisera to adrenal BE antigens for species iden-
tification using an immunodiffusion assay, which enabled
the detection of meat from different species at 5–10% lev-
els in cooked beef sausages. Using isoelectric focusing,
Jones and Mortimer (37) demonstrated that for the thermal-
stable muscle proteins (TSMP) eluted in a low pH range
(3.5–6.5), the characteristic pattern of thermal-stable 
proteins from different species were not notably 

different. Sherikar et al. (93) later reported that “troponin
T,” with a molecular weight of 36 kD, was the specific anti-
genic fraction of the TSMPs. Assays based on these TSMP
markers showed more or less cross-reactivity to certain
non-specific proteins. ELISA protocols currently used by
the USDA-FSIS for the identification of cooked meats uti-
lize Pabs against heat-resistant muscle glycoproteins (94,
95). Several commercial sandwich ELISA kits for cooked
meat speciation have also been produced based on the
detection of the glycoproteins (Table 30.1). These commer-
cial kits are able to analyze meats cooked under normal
conditions, although the ELISA signal decreases rapidly
when the meat is cooked above 100°C.

Antisera raised against crude thermal-stable muscle
proteins according to the method of Kang’ethe and
Gathuma (96) have been used to detect ruminant proteins
in rendered animal materials heated to >130°C (97).
However, the ELISA based on these antisera requires a
lengthy procedure to remove gelatin, which interferes
with the measurement, and to concentrate sample proteins
in order to boost the assay sensitivity. The assays also
exhibit cross-reactivity with plant protein present in the
feedstuff (98, 99). In our own laboratory, troponin I (TnI),
a subunit of troponin which is a contractile regulatory pro-
tein in the muscle thin filament, has been identified as a
suitable species-specific and thermal-stable biomarker for
meat species identification in raw, cooked and autoclaved
meats (100, 101). Mabs developed against TnI could
detect and quantify muscle protein heated up to 132°C for
2 hours without compromising any of the reaction signals
(85). An indirect ELISA based on the Mabs raised against
porcine TnI was developed to quantify pork skeletal mus-
cle tissue in a meat admixture, with a detection limit of
0.5% (w/w) (28). Sandwich ELISAs based on TnI-spe-
cific Mabs have also been developed for the detection of
prohibited animal proteins, such as ruminant, mammalian
and all animal species, in rendered MBM and/or in feeds
with a detection limit of 5 ng/ml of TnI, or at least 0.05%
of the adulteration meat species in feed (102). In addition,
the abundance of TnI in muscle tissue and its excellent
extractability, even after severe heating, offers advantages
for a sensitive detection method with a simple sample
extraction procedure. The lateral flow strip test kits mar-
keted by a U.S. company (Table 30.1) are based on the
detection of the ruminant TnI antigen, and are currently
being used internationally for BSE surveillance.

b. Antibodies
Once a suitable antigen has been selected, the most impor-
tant criterion for the successful development of enzyme
immunoassays for meat speciation is the production of
species-specific antibodies raised against the antigen. The
antibodies are the key immunoreagents that differentiate
individual species. The performance of ELISA depends
on the nature, quality and availability of the antibody used
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and both Pabs and Mabs have been used in immunoassays
for species identification. Pabs are antibodies obtained
from the antiserum produced by an immunized animal in
response to an antigen. They are relatively quick and easy
to develop and are heterogeneous in nature, with subpop-
ulations binding to either species-specific or non-species-
specific epitopes; hence cross-reactivity of the antisera
with closely related species is commonly observed (103).
However, the preparation of species-specific antisera
requires immunoaffinity adsorption of cross-reactivity,
which is a costly and time-consuming procedure.
Moreover, variations in specificity and affinity between
batches of antisera are the major concerns when develop-
ing standardized procedures (15). In contrast, Mabs are
produced by a chemical fusion of antibody-producing
cells (B-lymphocytes) and myeloma cells. They offer
advantages over Pabs due to their homogeneous nature
and biologically well-defined characteristics. Although
the initial development costs of Mabs are higher than for
Pabs, the use of Mabs in immunoassays ensures a contin-
uous supply of a uniform immunoreagent and will even-
tually reduce the cost of the analysis (6, 77). Since every
Mab has unique binding properties, ELISA procedures for
each Mab must be optimized individually to achieve the
most accurate analysis and the lowest detection limit.

Usually, IgG is the class of Mabs that is preferred for
use in immunoassays, as it has been reported that IgM
Mabs frequently participate in unexpected cross-reactions
(104). IgM Mabs that are high-molecular-weight mole-
cules are also more difficult to purify and store than IgGs
(105). The most convenient way to avoid obtaining IgMs
is to screen hybridoma clones with detection antibodies
specific to the IgG γ-chain.

4. Specificity

Immunoassays for species identification are typically devel-
oped for a specific animal species and cross-reactivity of the
antibody reagent to closely related species is often a major
concern. As mentioned previously, the preparation of
species-specific Pab reagents requires immunoaffinity
absorption of the cross reactive components. Usually, pure
antigen is required to immunize animals in order to increase
the chance of producing more specific Pabs in the anti-
serum. Developing Mabs does not require the use of a pure
antigen and crude antigens could theoretically be used for
the production of species-specific Mabs. However, we
found this to be ineffective, as the chance of selecting a spe-
cific clone by immunizing and screening with crude antigen
is remote. The development of mono-specific Mabs is much
more difficult than that of group-specific Mabs. This is
mainly because species-specific antigenic determinants on
the crude protein antigens are much rarer than those deter-
minants shared by zoologically related species. The use of 
a pure antigen with known species-specific antigenic 

determinants substantially increases the chances of eliciting
specific antibodies.

Developing antibodies with broad specificity is also
important for the initial screening of samples for the detec-
tion of species adulteration or substitution in meat prod-
ucts. Currently available commercial ELISA kits for meat
species identification are designed for qualitative tests of a
single species at a time. For regulatory purposes, it is very
expensive and time-consuming to test a large number of
samples for multiple species using these ELISA kits, and
it would be much more cost- and labor-effective for a sin-
gle screening to be used to distinguish between different
classes of meat. Mabs developed to recognize common
mammalian species in cooked poultry products (83) and to
detect poultry meat in cooked mammalian meat (84) have
been reported. More recently, Chen et al. (85, 102) devel-
oped ruminant-specific, mammalian-specific and all ani-
mal-specific Mab-based immunoassays for the detection
of ruminant, mammalian and animal proteins, respec-
tively, in feedstuffs. These assays do not differentiate
between individual species within the group but detect the
presence of animal proteins of the target group.

The specificity requirement of an assay to differentiate
allowed animal proteins from prohibited tissue proteins to
ensure compliance with the BSE surveillance regulations
presents fresh challenges for the development of species
identification immunoassays. Specificity of the antibodies
to muscle proteins seems to be a prerequisite for the devel-
opment of such assays. Immunoassays using skeletal-mus-
cle-specific Mabs that are able to detect severely
heat-treated target meat with no cross-reactivity to blood
and food proteins, including milk proteins, egg albumin,
soy proteins and gelatin, have been reported (102, 106).
The muscle-specificity of the assay is also important for
food testing because food proteins are frequently used as
additives in commercially prepared meat products.

E. DNA-BASED ASSAYS

Immunoassays have been extensively used for authentica-
tion of animal species in raw meat for decades, but the non-
availability of antibodies or cross-reactions of the
antibodies to proteins from closely related animal species in
highly processed and heat-treated meat is the major reason
behind recent efforts to develop nucleic acid-based methods
as a alternative approach. In general, DNA is both more sta-
ble and more heat-resistant than proteins and the informa-
tion content of DNA is greater than that of proteins due to
the degeneracy of the genetic code. For these reasons,
DNA-based methods are now being developed to counter
the challenges that currently limit immunoassay techniques.
DNA hybridization and polymerase chain reactions (PCR)
are the two major DNA-based analytical approaches to
meat species identification. DNA hybridization techniques
are generally time-consuming and complicated. In contrast,

30-8 Handbook of Food Science, Technology, and Engineering, Volume 1



the more recent PCR techniques, which easily amplify tar-
get regions of template DNA with or without prior knowl-
edge of the genetic information, have proved to be more
sensitive and rapid than DNA-based techniques for meat
species identification. Lockley and Bardsly (20) have revie-
wed DNA-based methods for food authentication.

1. Hybridization

The initial studies using DNA for meat speciation were
based on hybridization of labeled DNA probes to samples.
Either genomic DNA or cloned DNA was hybridized with
target genomic DNA that had been covalently attached to
nylon membranes in a slot- or dot-blot format and detected
by color development or autoradiography (107–111). This
had the advantage that preparation of probes from genomic
DNA did not require prior knowledge of the DNA
sequences. Utilizing hybridization based on a total genomic
probe, a cross-reaction between cattle, sheep and goats was
observed, reflecting some degree of homology in the
sequences of the satellite DNA in these closely related
species (109). Modified DNA hybridization for reducing
cross-reaction by the addition of unlabeled DNA from the
cross-hybridizing species enabled differentiation between
sheep and goat with about a 10% detection limit (111).
Improved assay specificity was also achieved by using
probes derived from published satellite sequence informa-
tion. Wintero et al. (108) compared a probe based on a
2.7 kb porcine specific satellite fragment (112) with labeled
total genomic DNA, and found the former to be more spe-
cific. The use of species-specific satellite DNA probes for
the unequivocal identification of raw meat from pigs, cattle,
deer, chickens, turkeys, rabbits, sheep and goats has been
reported (113–115). As the species-specific probes tend to
be relatively short oligonucleotides of less than 100 bases,
hybridization is possible even after DNA degradation has
occurred. These methods are specific and useful for the
identification of cooked meat species, but the procedure is
complex, time-consuming and inadequate for complex
sample matrices or for quantification of adulteration levels.

2. Polymerase Chain Reaction (PCR)

PCR methods have gained tremendous popularity in recent
years because the amplification power of the PCR tech-
nique enables the detection of target DNA sequences when
sample quantity is limited. A wide variety of PCR-based
methods for the identification of meat species in food and
feed products have been developed in the past decade. All
of these PCR methods can be categorized into two
approaches, Random Amplified Polymorphic DNA
(RAPD) and species-specific PCR. RAPD amplifies mul-
tiple unidentified sequences using non-specific primers,
leading to species-specific fingerprints of PCR products
visualized by gel electrophoresis. No prior knowledge of
the DNA sequences is required. Species-specific PCR uses

either conserved or specific oligonucleotide primer pairs
targeting species-distinguishing sequences in genomic or
mitochondrial DNA. The prior knowledge on the DNA
sequences is required for primer design. The amplified
PCR products can then be discriminated according to their
sizes, sequencing or further analyses such as Restriction
Fragment Length Polymorphism (RFLP) or Single Strand
Conformational Polymorphism (SSCP). Advances in mod-
ern PCR techniques have emphasized improving the effi-
ciency, reproducibility and speed of detection.

a. Random Amplified Polymorphic DNA (RAPD)
Using arbitrary primers based on short oligonucleotide
sequences, the RAPD method amplifies numerous unidenti-
fied sequences simultaneously. After gel electrophoresis, the
PCR products generate fingerprint patterns that contain fea-
tures unique to a particular species. The discriminating abil-
ity of the RAPD-PCR is virtually unlimited because there is
an unlimited choice of arbitrary primers. However, not all
random primers can adequately distinguish between
species. A careful screening and selection of the primer used
is important for the successful application of the technique
(116). RAPD has been employed to differentiate species in
domestic animals (117), various meat and meat products
(116, 118) and feedstuffs (119). RAPD has also been shown
to produce clear fingerprints from processed products in
which DNA has been slightly degraded, such as smoked or
salted fish products (120). Although the technique generates
informative fingerprints in a relatively short time, the repro-
ducibility of the patterns is unpredictable due to various fac-
tors, such as changes in cycling conditions or intra-species
polymorphisms. Use of longer primers and higher strin-
gency amplification conditions may improve the assay
reproducibility and resolution (121). Therefore, RAPD
assay protocols must be optimized for each application and
must be stringently followed to ensure assay repeatability.
The DNA molecules are usually degraded into smaller frag-
ments in severely processed products; RAPD analysis thus
cannot reliably be used to analyze canned or sterilized sam-
ples. In addition, RAPD may not be practical for identifying
species of origin in products containing 50–50% mixtures of
species that can be interbred, because the pattern of a
50–50% meat mixture cannot be distinguished from that of
a hybrid (120). Thus, RAPD is useful as a rapid, qualitative
method for meat speciation, but known standards must be
run simultaneously each time a sample is tested (117). A
review of the principles and applications of RAPD assay for
genetic analysis of livestock species was published by
Cushwa and Medrano (16).

b. Species-specific PCR
Species-specific PCR for species identification has been
developed to target a DNA segment with sufficient
species-specific variation. The forward and reverse
primers are designed to be specific to each species based
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on the alignment of available DNA sequences from
selected genes. Under stringently defined reaction condi-
tions, such primers generate an amplicon only in the pres-
ence of DNA from a given species. Complete sequence
information permits the size of the product to be predicted,
so that the identification can be confirmed if an appropri-
ately sized amplicon appears on the gel. Mitochondrial
genes such as the ATPase subunit 8 and subunit 6 (122,
123), D-loop (124) and cytochrome b (Cyt b) genes
(125–129), satellite DNA (130), actin genes (131, 132),
Art2 short and CR1 long interspersed repetitive elements
in genomic genes (133) and growth hormone gene (134)
have been studied for the purpose of identifying animal
species, with most of the methods concentrating on the Cyt
b gene as a target sequence. The specificity of PCR primer
pairs that encoded the Cyt b gene sequence has permitted
the amplification of degraded tuna DNA for the identifica-
tion of cooked and canned tuna fish species in commercial
preparations (135). Tartaglia et al. (122) developed a
bovine-specific PCR assay using bovine-specific mito-
chondrial DNA sequence, which allowed the detection of
bovine meat and bone meal in feedstuffs at the 0.125%
level. By amplifying the satellite DNA using a bovine-spe-
cific primer pair, Guoli et al. (130) was able to identify
raw, cooked (100°C, 30 min) and autoclaved (120°C,
30 min) beef without cross-amplification with other ani-
mal species tested. Multiplex PCR allows simultaneous
identification of multiple species with one PCR by using
one universal primer from a conserved DNA sequence in
the gene paired with multiple primers target to hybridize
on species-specific sequences for each species (127, 136).
All these species-specific PCR products were obtained
without the need to adopt other secondary associated tech-
niques such as, RFLP, SSCP or DNA sequencing.

More recently, several real-time PCR methods have
been developed in order to shorten the assay time by elim-
inating the need for post-PCR processing, such as elec-
trophoresis associated with conventional PCR. For
real-time PCR using TaqManTM technology (137), one of
the primer probes is labeled with a reporter fluorescence
dye and a quencher dye. When both dyes are attached to
the probe, the fluorescence is quenched by the quencher
dye so that negligible fluorescence from the reporter dye’s
emission is observed. Once the PCR amplification begins,
DNA polymerase cleaves the labeled probe and the
reporter dye is released from the probe. The separation of
the reporter dye from the quencher dye during each ampli-
fication cycle generates a sequence-specific fluorescent
signal. The signal increases in real time as the PCR cycles
progress, as the intensity of the fluorescence is a function
of the number of cycles. Real-time PCR, therefore, can be
used to monitor the PCR product accumulation as the
amplification cycle proceeds, allowing the detection of the
target sequence with a high sensitivity. Since the analysis
and detection take place in a closed reaction vessel, this

has the advantage of minimizing carry-over contamination
and reducing the incidence of false-positive results.
TaqManTM technology amplifying species-specific primers
has been developed for the detection of beef or pork in
foods with a detection limit of 0.1% to 0.01% of the adul-
teration level (138–140). An alternative real-time PCR sys-
tem using LightCyclerTM technology has been used for the
detection of trace amounts of tiger bone, with a detecting
power of 10 substrate molecules (141). In this system, flu-
orescence is emitted when labeled probes are hybridized to
newly synthesized DNA (142).

3. Factors to Be Considered in the Development
of PCR Methods

a. DNA probes
The specific interaction between the sequence of the DNA
probe and the complementary sequence in the DNA seg-
ment of interest determines the assay outcome. PCR
allows a particular sequence of DNA in samples to be tar-
geted by primers and amplified. Selection of the primer
sequence for PCR amplification depends on the sequence
variation in primers that subsequently and adequately pro-
duce amplicons unique to each animal species. Primers
used will affect the sensitivity and accuracy of the PCR
assay. Total genomic probes can be used to identify dis-
tantly related species, but tailored oligonucleotide probes
need to be designed for differentiation of closely related
species (17). Most strategies to date have targeted the Cyt
b gene in the mitochondrial DNA sequences because of
the high number of copies per cell in animal tissues (143),
inherent variability (144) and the difference in its gene
arrangement between plants and animals (145). It has
been shown that each cell may contain up to 1000 copies
of Cyt b locus and Cyt b sequences differ by at least a few
nucleotides even in very closely related species (146).
PCR assays based on the amplification of Cyt b have the
advantage of increased sensitivity compared to single or
low copy nuclear DNA targets (147). The repetitive
sequence in genomes can also be markers for sensitive
species identification because these repetitive elements
are present in more copies than mitochondrial DNA.
Using short and long interspersed nuclotide elements,
Tajima et al. (133) reported a PCR assay with improved
sensitivity. Their primers were able to detect DNA in feed
containing 0.01 to 0.001% commercial MBM. However,
the quantity of genomic DNA or mitochondrial DNA per
gram present in different types of tissues varies (148),
which may affect the detection limit of the assay or a
quantitative estimation of the target species in a meat mix-
ture (136). For identification of hybridized animals,
assays based on the maternally transmitted mitochondrial
DNA are invalid because only the maternal lineage can be
identified. Species origin of a hybrid animal can only be
verified by analysis of nuclear DNA (149).
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Although DNA is more heat stable than most proteins,
DNA is also degraded by heat or the action of radicals.
Severe heat treatment or prolonged processing of the meat
product will increase the degradation of DNA; thus the
recovery of analyzable DNA can be difficult or uneven from
different species (127). The fragment sizes of DNA from
meat heated to 100°C is reduced from ~1100 bp to ~300 bp
(110), while the DNA extracted from canned tuna meat was
degraded to an average size of ~100 bp. In order to confirm
the utility of the PCR method for analyzing heat-processed
tissues, the amplification should be carried out on DNA
derived from larger portions that were subject to longer
heating times (147). In other words, the length of the DNA
fragments should be long enough to distinguish species
variation and at the same time short enough to allow ampli-
fication of highly degraded DNA. RAPD analysis does not
seem to be reliable for analyzing canned or sterilized sam-
ples. The specie-specific oligonucleotide probes which rec-
ognize relatively short sequences of DNA with adequate
sequence variation between species, on the other hand, are
able to accommodate a considerable amount of DNA degra-
dation without influencing assay specificity. In addition,
PCR fragments generated from mitochondrial DNA seem
to be more successful than nuclear DNA for speciation of
heat-processed samples because mitochondrial DNA, being
circular in shape, is more resistant to heat disintegration
(150). Most recently developed PCR methods (123, 138,
151–154) for the detection of bovine tissue in feedstuffs are
based on the amplification of the ATPase subunits 8 and 6
of the bovine mitochondrial DNA sequences, which was
firstly described by Tartaglia et al. (122).

b. Secondary analyses of PCR products
For species identification, several secondary analyses
have been applied to PCR amplified products of which
each targets a conserved region of the DNA sequence.
These methods vary in their complexity, utility and cost
due to the nature of each assay.

1. PCR-RFLP
PCR analysis with subsequent restriction fragment length
polymorphism is the most widely used method of identify-
ing meat and fish species (19). PCR-RFLP allows the
genetic variation between species to be distinguished by
digesting PCR amplified fragments from a conserved
region of DNA with restriction enzymes, which act on
DNA at specific sites. Based on the sequence variability
among species, these enzyme-digested products can be
visualized by agarose or polyacrylamide gel electrophore-
sis as a DNA fingerprint unique to each species. The band-
ing pattern varies when different restriction enzymes are
employed. It is important to use appropriate restriction
enzymes and to ensure the complete digestion of all the
DNA fragments analyzed. The enzymes selected should be
available commercially, economically priced, reasonably
active in the PCR mix and able to maximally differentiate

between the species analyzed. PCR-RFLP has been exten-
sively used for meat species identification in food and feed
samples (149, 154–160). Partis et al. (147) evaluated this
DNA fingerprinting method for determining the species
origin of raw and cooked meats by amplifying a fragment
within the Cyt b gene, and concluded that although the
PCR-RFLP is a suitable method for identifying species in
raw and cooked pure animal tissues, the assay is not suit-
able for analyzing mixtures since the results may not be
representative of the true components present in the mix-
ture due to differential template amplification. The general
applicability of RFLP may also be hampered by
intraspecies DNA sequence polymorphism or point muta-
tions that affecting the typical RFLP pattern of a species.
To overcome this drawback, the use of two restriction
enzymes for the identification of an unknown sample may
be sufficient because no individual identified as having
two different RFLP patterns compared to other individuals
of the same species has been observed (156).

2. Sequencing
If information on the DNA sequence is available from data-
bases, individual species may be identified through a given
sequence of digestions with specific restriction enzymes
(155). Direct sequencing of the PCR products is an ideal
confirmation test and allows an assignment to a species even
if there is no reference material available. Comparing Cyt b
sequences from the database Brodmann et al. (5) reported
that vertebrates of different classes showed correspondence
of at the most 80%, and animals of the same genus showed
correspondence above 94%. Correspondences of more than
99% generally indicate the same species. Traditionally,
sequencing has been considered to be time-consuming and
expensive and to require data handling skills, but due to
recent advances in the nucleotide sequencing process, this
method is nowadays relatively simple and fast. Since
sequencing PCR fragments has become a standard proce-
dure in laboratories working with recombinant DNA tech-
nologies, it has been suggested that a DNA sequence
database for unambiguous authentication of animal species
should be constructed (19). However, it is still difficult to
apply sequencing to mixtures of different species.

3. PCR-SSCP
In comparisons involving high homology DNA
sequences, further analysis of PCR products may be
accomplished using Single Strand Conformational poly-
morphism (SSCP), which can be used to analyze the poly-
morphism at single loci. The PCR-SSCP technique is
based on the principle that single-stranded DNA mole-
cules take on specific sequence-dependent secondary
structure under non-denaturing conditions. After perform-
ing the PCR, the amplicons are denatured to single
strands. Single-stranded molecules differing by as little as
a single base substitution will form different conform-
ers and migrate differently in a non-denaturing gel 
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electrophoresis (161). This technique has been applied to
identify fish species (162–165) as well as differentiate
between samples of species of pig and wild boar meat
(166). Stringent conditions must be maintained for intra-
base pairing, as this affects the electrophoretic mobility
and reference material must be treated in the same way
and run alongside the unknown sample. Intraspecies vari-
ability of single-strand DNA patterns may also cause
some confusion in identifying an unknown sample. In
such cases, different regions of the DNA probe can be
used for SSCP, or use of RFLP analysis or sequencing of
the amplicons (163).

F. OVERALL COMPARISON OF IMMUNOASSAY AND

PCR METHODS

Immunoassay systems are suitable for use in the labora-
tory for routine analyses or large-scale sample screening,
as well as for development into convenient field test kits.
These assays usually only require simple sample prepara-
tion and need no major instrumentation. The overall assay
time can be as short as 30 minutes. However, immunolog-
ical approaches depending on antibodies often suffer from
loss of reactivity due to heat treatment of the sample and
cross-reactions of proteins from closely related species.
Availability of suitable antibody reagents is the major lim-
iting factor for the application of immunoassay methods.
Immunoassays based on the detection of serum proteins
are limited to qualitative analysis only because the amount
of residual blood does not parallel the quantity of meat tis-
sue present in a sample. In order to achieve a quantitative
analysis, the assay must target an abundant antigen with
an even distribution in muscle tissues from different parts
of the animal, so that the amount of antigen measured by
the assay corresponds to the amount of the target muscle
tissue in the sample, regardless of the location of the cut.
Once developed, the antibodies can be applied in various
immunoassays for maximum success.

It is a common belief that PCR-based techniques offer a
high detection sensitivity and specificity. They can be
applied in both raw and highly processed products even with
extensive protein denaturation; thus most of the recently
developed methods for meat species differentiation in feed-
stuffs are PCR-based techniques (see Table 30.2). Since
DNA can potentially provide more information through the
acquisition of sequence database, differentiation of closely
related species is less difficult than in an immunoassay,
which relies on the availability of specific antibodies.
However, PCR-based methods are technically demanding
and prone to contamination; they also require expensive
instruments and dedicated facilities. Moreover, PCR based
methods for quantification of the extent of sample adulter-
ation are complex and the data interpretation is difficult.
Current DNA-based techniques provide no satisfactory
answer to the proportional amount of a particular species for

the following reasons: 1) the difference in DNA quantity and
extractability in different tissues (113); 2) differential tem-
plate amplification resulted from primer mismatches (147);
and 3) the ubiquity of DNA in all types of cells. Although
quantitative PCR detection of porcine DNA has been
reported (167, 168), the results only refer to the DNA con-
tent over a certain limited range, which cannot be translated
into the content of fat or lean meat. DNA based methods are
not able to distinguish between different tissues or materials
(21). Therefore it is impossible to use DNA-based methods
to differentiate prohibited animal tissue from the allowed
blood or milk in feedstuffs. In addition, most PCR methods
require the extraction of nucleic acids from the sample tis-
sue, which limits its application for large-scale practice and
the development of field testing kits. For all the above rea-
sons, PCR-based techniques have not been adopted for rou-
tine analysis, while faster and more specific DNA-based
technologies are developing rapidly. Accumulation of an
extensive database of DNA sequences from different animal
species will facilitate the design of primers, and thus the
development and usefulness of PCR methods.

III. FINAL CONSIDERATIONS

Reliable analytical methods are indispensable for the
accurate labeling of food and feed products. Detection of
species adulteration requires an assay capable of working
in complex and variable matrices. Hence, the challenges in
developing antibody-based immunoassay or PCR methods
for meat species identification lie in overcoming the
potential cross-reactivity with other species and food addi-
tives. Usually, the judgment of the violation samples is
limited to determining the minimum level that the method
could achieve. For practical purposes, it is necessary to set
a cutoff value for judging violations. Hsieh et al. (4, 7)
applied 1% as their criterion for reporting the violation
rate of species adulteration in official meat samples,
because adulteration at such a low level would not confer
any economic incentive. An assay capable of detecting
down to the 1% adulteration level thus seems to be ade-
quate for routine analysis. The assay sensitivity of both
modern immunoassays and PCR methods are comparable,
and either can achieve this generally acceptable detection
limit of 1% or below for the adulteration level in food
products. As the minimum safe level to prevent transmis-
sion of BSE in feedstuffs has not been established, no
agreed sensitivity value of the assay has been established.
A detection limit at a lower level than 1% is generally
expected for safety reason. It is also crucial that the assay
conditions are properly controlled in order to preclude
incidences of false positive and false negative results.

It is necessary to optimize and standardize the condi-
tions for protein or DNA extraction from a variety of sam-
ples. Due to the variation in sample composition, factors
affecting the recoveries of antigen or DNA from samples,

30-12 Handbook of Food Science, Technology, and Engineering, Volume 1



Meat Species Identification 30-13

TA
B

LE
 3

0.
2

PC
R

 a
nd

 E
LI

SA
 M

et
ho

ds
 U

se
d 

to
 I

de
nt

ify
 A

ni
m

al
 S

pe
ci

es
 in

 F
ee

ds
tu

ff
s

R
ef

er
en

ce
s

M
et

ho
ds

Ta
rg

et
 S

pe
ci

es
Pr

ob
es

D
et

ec
ti

on
 L

im
it

Te
st

 o
f 

In
du

st
ri

al
 S

am
pl

es
N

o.
 C

or
re

ct
ly

 I
de

nt
ifi

ed
/N

o.
 T

es
te

d 

15
9

PC
R

-R
FL

P
D

og
 o

r 
ca

t
C

yt
 b

 m
t D

N
A

 
0.

01
%

 in
 r

en
de

re
d 

m
ea

t 
m

ix
tu

re
s 

(1
21

o C
,3

0 
m

in
)

12
3

PC
R

B
ov

in
e,

ov
in

e,
sw

in
e 

or
 

m
tD

N
A

*
0.

01
%

 in
 r

ef
 f

ee
ds

tu
ff

s
ch

ic
ke

n
13

4
Ta

qM
an

T
M

re
al

-t
im

e 
M

am
m

al
 o

rb
B

ov
in

e 
(c

ro
ss

 
G

ro
w

th
 h

or
m

on
e 

ge
ne

s
0.

02
 n

g 
or

 0
.0

1%
 D

N
A

4/
7 

bo
vi

ne
 in

 M
B

M
PC

R
re

ac
t w

/C
er

vi
da

e)
1–

5%
 in

 M
B

M
5/

7 
m

am
m

al
ia

n 
in

 M
B

M
15

8
PC

R
-R

FL
P

C
at

tle
,s

he
ep

,g
oa

ts
,d

ee
r,

el
k 

m
tD

N
A

N
ot

 r
ep

or
te

d
13

9
R

ea
l-

tim
e 

PC
R

C
at

tle
 o

r 
pi

g
m

tD
N

A
0.

1–
0.

5%
 in

 f
ee

d
16

8
PC

R
B

ee
f

Sa
te

lli
te

 D
N

A
 

1%
 b

M
B

M
 (

12
0o C

,3
0 

m
in

) 
in

 f
ee

d
13

8
R

ea
l-

tim
e 

PC
R

B
ov

in
e

m
tD

N
A

*
0.

00
1%

 in
 L

SR
4/

6 
13

3
PC

R
R

um
in

an
ts

,p
ig

s,
ch

ic
ke

ns
G

en
om

ic
 D

N
A

0.
01

%
 in

 f
ee

d
15

4
PC

R
-R

FL
P

Sh
ee

p,
po

rk
,p

ou
ltr

y
m

tD
N

A
*

0.
12

5%
 in

 L
SR

3/
7

1–
5%

 in
 in

du
st

ri
al

 M
B

M
 

15
7

PC
R

-R
FL

P
R

um
in

an
t o

r 
no

nr
um

in
an

t 
C

yt
 b

m
tD

N
A

N
ot

 r
ep

or
te

d
15

3
PC

R
B

ov
in

e
m

tD
N

A
*

0.
12

5%
 in

 f
ee

d
Fa

ls
e-

ne
ga

tiv
e 

1.
25

%
 (

3/
24

0)
Fa

ls
e-

po
si

tiv
e 

0.
83

%
15

2
PC

R
B

ov
in

e,
ov

in
e 

or
 p

or
ci

ne
m

tD
N

A
*

0.
3%

 (
bo

vi
ne

/o
vi

ne
)

A
m

pl
if

ie
d 

5/
7 

sa
m

pl
es

 w
ith

 a
cc

ur
ac

y 
of

 
1%

 (
po

rc
in

e)
 in

 L
SR

72
.5

%
 a

nd
 6

0%
 f

or
 2

 e
xt

ra
ct

io
n 

m
et

ho
ds

,
fa

ile
d 

to
 a

m
pl

if
y 

2/
7 

sa
m

pl
es

 
15

1
PC

R
 

B
ov

in
e

m
tD

N
A

 
0.

12
5%

 b
M

B
M

 in
 f

ee
d

12
2

PC
R

B
ov

in
e

m
tD

N
A

* 
0.

12
5%

 b
M

B
M

 in
 f

ee
d

10
2

Sa
nd

w
ic

h 
E

L
IS

A
R

um
in

an
t

T
n 

I-
sp

ec
if

ic
 M

ab
s 

5 
ng

/m
l T

nI
 o

r
0.

05
%

 in
 f

ee
d

85
In

di
re

ct
 E

L
IS

A
A

ll 
an

im
al

,m
am

m
al

ia
n 

an
d 

T
n 

I-
sp

ec
if

ic
 M

ab
s

0.
1%

 (
al

l a
ni

m
al

)
ru

m
in

an
t s

pe
ci

es
0.

3%
 (

m
am

m
al

ia
n)

2%
 (

ru
m

in
an

t)
 in

 f
ee

d
98

Sa
nd

w
ic

h 
E

L
IS

A
R

um
in

an
t a

nd
 p

or
ci

ne
R

ab
bi

t a
nt

is
er

a
12

50
 p

pm
 p

ro
te

in
s 

af
te

r
ge

la
tin

 r
em

ov
al

97
Sa

nd
w

ic
h 

E
L

IS
A

R
um

in
an

t
R

ab
bi

t a
nt

is
er

a
16

6 
pp

m
 p

ro
te

in
s 

af
te

r
ge

la
tin

 r
em

ov
al

* 
Pr

im
er

 d
es

ig
n 

ac
co

rd
in

g 
to

 T
ar

ta
gl

ia
 e

t a
l.,

19
98

 (
R

ef
. 1

22
)

bM
B

M
:b

ov
in

e 
m

ea
t a

nd
 b

on
e 

m
ea

l
M

ab
s:

m
on

oc
lo

na
l a

nt
ib

od
ie

s
PC

R
:p

ol
ym

er
as

e 
ch

ai
n 

re
ac

tio
n

C
yt

 b
:c

yt
oc

hr
om

e 
b

M
B

M
:m

ea
t a

nd
 b

on
e 

m
ea

l
R

FL
P:

re
st

ri
ct

io
n 

fr
ag

m
en

t l
en

gt
h 

po
ly

m
or

ph
is

m
L

SR
:l

ab
or

at
or

y 
sc

al
e 

re
nd

er
ed

 s
am

pl
es

m
tD

N
A

:m
ito

ch
on

dr
ia

l D
N

A
T

nI
:t

ro
po

ni
n 

I



such as the extraction method, pH, salt content and heating
conditions of the sample and sample matrices, need to be
carefully controlled, studied and considered in interpretation
of results. For validation of an assay, the lab-formulated
meat mixtures might not sufficiently represent the vast vari-
ety of commercial products. Therefore, conducting trials on
a variety of commercially available meat and feed products
is important for assessing the validity of a new assay.

Ideal analytical methods for meat species identification
and detection of species adulteration need to be specific,
sensitive, rapid, affordable, of high throughput, able to ana-
lyze heat-processed as well as raw products and provide
quantitative measures. No single method can meet all these
requirements for all types of samples at all times. Selection
of an assay depends on many factors, such as the purpose
of the assay, nature of the sample, sample size and numbers,
specificity and sensitivity required, turnaround time, cost,
availability of facilities and equipment, etc. Although many
challenges have yet to be fully met by any laboratory or
diagnostic service, most assays mentioned in this chapter
may be used complementarily to each other. To safeguard
consumers, the integrity of the food chain is non-nego-
tiable. As the problems and trends of species adulteration
change in the meat and/or feed industries, in order to ensure
compliance with the corresponding regulations, our analyt-
ical skills will continue to face challenges in this area. New
techniques emphasizing faster and more convenient assays,
such as one-step assays, biosensors, microarray technology,
and automated systems based on antibodies, DNA or both,
will provide the weapons for the next generation’s fight to
protect consumers and safeguard our food supply.
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I. INTRODUCTION

The conversion of muscle into meat is a complex process that
involves an understanding of muscle components as well as
metabolic reactions. This chapter will focus on the chemical
components of the live muscle and chemical and biochemi-
cal reactions leading to the conversion of muscle into meat. 

II. COMPOSITION AND CHEMISTRY

A. WATER

One of the most abundant and important components of
meat is water. Poultry meat contains approximately 75%

water by weight. Water has several functions within
meat, one of which is a medium for transportation of
nutrients, hormones, metabolites, and waste to and from
cells. It also provides a medium for chemical reactions
and metabolic processes. Three states of water exist in
muscle: bound, immobilized, and free. Bound water is
very tightly bound to proteins and can only be removed
by ashing. Immobilized water has weaker interactions
than the bound water and is associated with ions and
proteins. This water, held by ionic interactions, may be
released during cooking or heat application. Free water
is loosely held in the cell, and is susceptible to loss
known as drip or purge. 



B. CARBOHYDRATES

Skeletal muscle does not have an abundant supply of car-
bohydrates. Glycogen, the storage form of glucose, is the
major carbohydrate found in muscle and can be up to 0.5 to
1.3% of the weight of the muscle (1). It is important in pro-
viding energy for metabolism, contraction, and relaxation.
Other carbohydrates include intermediate substances and
products of cell metabolism. 

C. LIPIDS

Poultry muscle contains several types of fatty acids includ-
ing saturated, unsaturated, acylglycerols or neutral lipids,
and phospholipids. The neutral lipids are the most abun-
dant. These fats are composed of fatty acids and a glycerol
backbone. They consist of mono-, di-, and triglycerides,
depending upon how many fatty acids are bound to the
glycerol backbone. Phospholipids are mainly found in the
cell membranes and contain both hydrophobic and
hydrophilic sites. Lipids have many functions including
providing energy for the muscle cell, metabolic functions,
and cell membrane structure and function. 

D. PROTEINS

Protein constitutes approximately 16% to 22% of the mus-
cle, second in abundance only to water (1). Muscle con-
tains several classes of proteins including myofibrillar,
sarcoplasmic, and connective tissue proteins. The myofib-
rillar proteins are long, fibrous, charged, and are salt solu-
ble in elevated ionic concentrations of 0.3 M or greater
(<1.5% NaCl) (2). These myofibrillar proteins are respon-
sible not only for contraction and relaxation, but also water
holding capacity and protein functionality. The myofibril-
lar proteins can be further divided into three functional
categories: contractile (myosin, actin), regulatory (tropo-
myosin, troponin) and cytoskeletal proteins (titin, con-
nectin, C-protein, and desmin). Of these proteins, myosin
and actin are considered to be the most abundant and the
most functional, especially in food complexes. 

Sarcoplasmic proteins are mainly globular and func-
tion as enzymes and cofactors involved in energy metabo-
lism. Many of these proteins share common properties
such as high isoelectric points, globular structures, and low
molecular weights. With these properties, the sacroplasmic
proteins are water soluble and can be extracted in low salt
solutions with an ionic strength of less than 0.15 M. 

Connective tissue proteins provide strength and sup-
port for the muscle in such ways as tendons and liga-
ments. Within the interstitial space of the muscle, the
connective tissues consist of collagen, reticulin, and
elastin along with other supporting proteins termed
ground substance. Connective tissue proteins are very
fibrous and insoluble in high ionic strength solutions.

E. INORGANIC SUBSTANCES

Most of the inorganic constituents consist of cations and
anions used in muscle metabolism, contraction, and relax-
ation. Calcium is required for contraction to occur and is
stored within the muscle cells. Other inorganic substances
are potassium, sodium, magnesium, chloride, and iron. 

III. SKELETAL MUSCLE

A. ULTRASTRUCTURE

Skeletal muscle is a complex structure that is a major
component of the body and has been reviewed by several
authors (3–7). The muscle is surrounded by a thick con-
nective tissue sheath known as the epimysium which is
continuous with the tendon (Figure 31.1). The muscle is
then divided into bundles of fibers surrounded by the per-
imysium. The connective tissue surrounding individual
muscle fibers is the endomysium. 

Avian skeletal muscle fibers are long, unbranched,
narrow, and multinucleated cells (4–6). These fibers can
vary in length from several millimeters to more than 30
cm and have a diameter of 10 µm to 100 µm. Surrounding
the muscle fiber is the sarcolemma, an elastic plasma
membrane composed mainly of proteins and lipids. The
sarcolemma not only surrounds the contractile units of the
muscle, but also regulates uptake and release of molecules
by the cell. The most distinguishing feature of the sar-
colemma is its ability to depolarize during a nerve
impulse. Invaginations of the sarcolemma form a network
of tubules known as the transverse tubule (t-tubule) sys-
tem. When an action potential reaches the myoneural
junction, the t-tubule system aids in the progression of this
impulse longitudinally along the sarcolemma in both
directions along the entire length of the fiber. 

The sarcoplasmic reticulum (SR) is an intracellular
membrane structure separate from the sarcolemma and t-
tubule system. The SR is responsible for the release and
sequestration of calcium involved in contraction (3).
Small structures called “feet” bridge the gap between the
t-tubules and the SR. When the muscle cell is stimulated,
the action potential reaches the sarcoplasmic reticulum
through the t-tubule system causing the release of stored
Ca�2 for muscle contraction initiation (4).

The basic contractile unit of the muscle is the sar-
comere which is mainly composed of the myofibrillar
proteins myosin and actin (Figure 31.2). These proteins
are arranged parallel to the muscle fiber and overlap in
certain regions. This overlap accounts for the banding
pattern of the myofibril. The protein-dense bands where
actin and myosin overlap are referred to as the A bands
because they are anisotropic in polarized light. The less
dense area is known as the I band since it is isotropic in
polarized light. 
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B. MUSCLE PROTEINS

The muscle is made up of three major types of proteins:
myofibrillar (or contractile), sarcoplasmic, and stromal (or
connective). The myofibrillar proteins make up approxi-
mately 50–60% of total muscle protein and include pro-
teins that are involved in the contraction-relaxation process
(5, 6, 9). Sarcoplasmic proteins comprise approximately
30–35% of the muscle proteins and include the enzymes
involved in muscle metabolism (5, 9). Connective tissue is
made of stromal proteins and comprises approximately
3–6% of total muscle protein (9). 

1. Thick Filament

Myosin is a globular and filamentous protein, which is the
basis for the thick myofilament. Myosin makes up
approximately 45–50% of total myofibrillar protein
(6, 10). It is also one of most important proteins, along

with actin, that is involved in muscle contraction. The pro-
tein consists of two globular heads attached to a long
α-helical-like filamentous tail (Figure 31.3). Myosin is a
large molecule of approximately 520 kD and is made up
of six subunits. There are two heavy chains, approxi-
mately 220 kD, that make up the fibrous portion of the
molecule, and two sets of light chains, approximately
17–22 kD, that are found in the globular regions of the
molecules (5). Furthermore, the myosin molecule can be
divided into two sections: heavy meromyosin (HMM) and
light meromyosin (LMM). The globular heads, located in
HMM, contain the adenosine triphosphate (ATP)-binding
site and the actin-binding region, which are necessary for
muscle contraction. The HMM section also contains a
portion of the fibrous myosin. The LMM section, a por-
tion of the fibrous myosin, is the area of the molecule that
is packed into the thick filament. It is thought that the
myosin molecule has two hinge points, one between
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FIGURE 31.2 Diagram of the striated muscle fiber and the structure of the sarcomere.



HMM and LMM and the other between the fibrous
myosin and globular myosin, so that it can function prop-
erly and effectively in the contraction-relaxation process.
Approximately 200 myosin molecules aggregate along
with other structural proteins to form the thick myofila-
ment (7, 8). During aggregation, the myosin heads point
toward the Z-lines and the tails toward the M-line. The
thick filament is approximately 1.5 µm in length and
14–16 nm in diameter (4). The primary structural proteins
are called C-proteins and M-proteins. The C-proteins are
thought to hold the myosin filament together by wrapping
around the myosin filament (11). There are seven bands of
C-protein around the thick filament on each side of the
H-zone (4, 5). The M-protein and myomesium are thought
to adjoin the two myosin filaments at the tail region of
myosin in the center of the sarcomere, or at the M-line (3).
At the M-line, creatine kinase is also present, but its role
in the structure of the thick filament is not known (3, 11).
Creatine kinase is important to muscle metabolism. It is
used in the formation of ATP from creatine, which is a
short term energy supply for the muscle. Other proteins
are also associated with the thick filament including
F-protein, H-protein, and I-protein although their role in
structural integrity of the thick filament is not known. It is
thought that the I-protein inhibits myosin ATP-ase activ-
ity, an enzyme involved in ATP hydrolysis (11).

2. Thin Filament

The actin protein is made up of globular molecules,
approximately 42 kD, that form a filamentous protein
which is the basis for the thin filament (Figure 31.4).
Actin comprises approximately 20% of the total myofib-
rillar proteins and is essential to the muscle contraction
process (5). Approximately 200 globular molecules,
G-actin, are bound together by ionic and hydrophobic
bonds to form each filamentous actin, or F-actin. Two
strands of F-actin along with two strands of filamentous
tropomyosin and associated troponin (globular) are
twisted together to form the thin (actin) filament. There
are approximately 13 G-actin molecules per strand per
twist of F-actin. The tropomyosin protein is made up of
two α-helical polypeptide chains that twist around each

other forming a filamentous rope-like structure.
Tropomyosin, approximately 41 nm in length and 71 kD,
lies near the groove of the F-actin filament (11). In con-
juction with tropomyosin is the globular protein, troponin,
which appears every seven G-actin molecules. Troponin is
made up of three subunits: troponin I (21 kD), troponin T
(37 kD), and troponin C (15 kD). Each subunit has a dif-
ferent function that is important in the contraction
process. Troponin-T binds to tropomyosin, troponin-I
inhibits actomyosin interactions by binding to actin, and
troponin-C binds to calcium. These functions will be dis-
cussed later in this chapter. The thin filament, made of
actin and the tropomyosin-troponin complex, is approxi-
mately 6–8 nm in diameter and extends approximately
1 µm from the Z-line toward the thick filament where a
portion of the thin filament overlaps with the thick fila-
ment at the A band. The I band of the sarcomere consists
of the thin filament alone.

In addition to actin, tropomyosin, and troponin, there
are other proteins also present that are associated with the
thin filament. γ-Actinin and β-actinin are present along
the thin filament and at the end of the filament, respec-
tively. It is thought that these proteins aid in regulating the
length of the thin filament, thereby stabilizing the struc-
ture. Furthermore, β-actinin may inhibit interfilament
intereactions thereby allowing it to smoothly slide during
contraction and relaxation (5). 

3. Z-Line and Gap Filaments

Each sarcomere is made up of thick filaments, thin fila-
ments, and other proteins located near or at the Z-line and
either as an integral part or on the periphery, the beginning
and end of each sarcomere. Some of the Z-line proteins
include desmin, vimentin, synemin, α-actinin, Eu-actinin,
vinculin and zeugmatin (5, 10). Nebulin is also present
near the Z-line in the N-line. Other myofibrillar proteins
that are present include Z-protein and tensin, located in
the integral, and filamin, plectin, spectrin, and ankyrin,
located in the periphery; however, the role of these pro-
teins in muscle is not fully understood. 

Desmin is generally located around the periphery of the
Z-line, running transversely, indicating that this protein acts
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to tie the adjacent myofibrils together by forming a fila-
mentous network. Furthermore, desmin may also link
myofibrils to subcellular organelles, nuclei and mitochon-
dria, and to the cellular membrane (10). Vimentin and syne-
min, like desmin, are also involved in forming a network
around and between adjacent myofibrils. The role of these
proteins is to provide structural integrity to not only the sin-
gle myofibril, but also to a group of myofibrils, or muscle
fiber. α-Actinin is a protein that ties actin into the Z-line, or
Z-disk. This protein is an integral component of the Z-disk
and is located in the interior. In addition to its role in struc-
tural integrity, α-actinin is thought to play a role in the for-
mation of actin (i.e., direction of forming filament, length of
filament). Although not well understood, zeugmatin and
Eu-actinin are thought to link actin to the Z-disk (5).
Vinculin is thought to attach the myofibrils to the sar-
colemma; however, its function is not fully understood
(5, 11). Nebulin was previously thought to be associated
with the N-lines within the sarcomere and to control the
geometric organization of the thin filament (12). However,
more recent evidence suggests that nebulin is an elongated
filamentous protein that runs parallel to the thin filament
binding to both F-actin and α-actinin, thereby suggesting
that nebulin aids in stabilizing the thin filament (10, 12, 13).
Nebulin is also thought to serve as a template for the thin fil-
ament during formation. In addition to these proteins, there
is another major protein present in the muscle that aids in
structural integrity known as titin. Titin, a gap filament, is
the third most abundant protein in the muscle, comprising
approximately 8% of the myofibrillar proteins. Titin is a
highly elastic filamentous protein that is located throughout
the sarcomere, extending longitudinally from the Z-line to
the M-line (10). Titin is thought to serve as a template for
the formation of thick and thin filaments. It also serves to
keep the thick filaments aligned in striated muscle (5, 10). 

4. Stromal Proteins (Connective Tissue)

There are two types of connective tissue found in the body:
connective tissue proper and supportive connective tissue.

While these types differ in their function, they are very sim-
ilar in composition. Connective tissue that covers the mus-
cle, muscle bundle, and muscle fiber (epimysium,
perimysium, and endomysium, respectively) is known as
connective tissue proper (4). It is this type of connective tis-
sue that can influence the tenderness of meat. In contrast,
connective tissue in bones and cartilage provides structural
support; therefore this type is known as supportive connec-
tive tissue. Connective tissue is made up of a non-structured
ground substance which contains carbohydrates, proteins,
and lipids (14). There is also an extracellular matrix which
is fibrous in structure and made up of a class of proteins
called stromal proteins (5). The stromal proteins consist pri-
marily of collagen and elastin, and aggregation of these
proteins make up the extracellular fibers that are embedded
in the ground substance. Unlike any other aggregation of
proteins, these have high tensile strength once a fiber is
formed. Several authors have compiled a comprehensive
review of connective tissue (5, 15, 16).

5. Collagen

Collagen makes up the majority of the stromal proteins and
is considered the most abundant protein in the body, com-
prising up to one third of the total body protein (3, 14). It is
not only found in muscle, but also in bone, skin, tendons,
cartilage, and the vascular system (4, 14). Collagen has a
unique structure. The collagen molecule is made up of three
polypeptide chains that form into a triple helix known as
tropocollagen, the structural unit of a collagen fibril (Figure
31.5). Globular domains also exist on the collagen mole-
cule and are referred to as non-triple helical domains (15).
These domains are important in the association of multiple
collagen molecules. The polypeptide chains are made up of
repeating amino acid sequences of Gly-X-Y, where X and
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Y can be any amino acid except tryptophan. Most often the
X and Y are proline and hydroxyproline, respectively
(5, 15). The amino acid glycine comprises one third of the
amino acids found in collagen. Hydroxyproline and
hydroxylysine are also present in high proportions within
collagen, and are generally only found in collagen. There
can be at least 19 variations of the polypeptide chains.
Fifteen identified types of collagen can form from various
combinations of the individual polypeptide chains that
make up the tropocollagen molecules (16). Types I, III, IV,
V, and VII are associated with connective tissue in skeletal
muscle (4, 14). Type I collagen is located in the epimysium
and perimysium, type III in the perimysium and endomy-
sium, and types IV and V in the endomysium (16). It is
thought that type III collagen plays a major role in meat
tenderness when connective tissue is a factor (14). 

Tropocollagen molecules, 300 nm in length, are
bound together to form collagen fibrils with a striated
appearance in types I, II, III, V, and XI. Fibrils are assem-
bled by the tropocollagen molecules aligning adjacently
end to end. The molecules align in a quarter-stagger par-
allel pattern with an end overlap of 25 nm, and are stabi-
lized by ionic and hydrophobic interactions (5, 16). This
quarter-stagger and overlapping pattern that repeats every
67 nm results in the striated appearance of the collagen
fiber (Figure 31.6). The collagen fibers have a distinctive
crimp (fold) that is observed once the fiber is formed;
however, the crimp disappears when the muscle is under
tension (Figure 31.7). It is thought that this planar crimp-
ing serves as a shock absorber to take up strain before ten-
sion is applied to the muscle (15, 16). 

The fibrous structure of collagen has high tensile
strength due to its enzyme-induced intermolecular (between
molecules) crosslinks (Figure 31.7). These crosslinks are
covalent bonds that can occur in the carboxy- and amino-ter-
minal ends of the tropocollagen, depending on the collagen
type. Because type III collagen is the predominant collagen
type that can play a role in meat quality, only the crosslinks
of this type will be discussed. However, the crosslinking
mechanism is similar in other collagen types. 

Three types of crosslinks can occur in the formation of
stable collagen fibers. First, disulfide bonds are formed in
type III and IV collagen. These types of collagen contain
the amino acid, cysteine, whereas the remaining types do
not. The disulfide bonds are formed near the carboxy-ter-
minal end of a tropocollogen molecule and can occur both
intra- (within molecule) or intermolecularly between α-
chains of tropocollagen. Secondly, lysine-derived reducible
divalent crosslinks can be formed during fiber synthesis,
both intra- and intermolecularly. The third type of crosslink
that can occur in collagen is a trivalent crosslink that forms
as the animal ages. This type of crosslink is usually referred
to as mature crosslinks. Mature crosslinks are heat stable
and are the cause of toughness due to connective tissue
associated with mature animals. In the latter two types of
crosslinks, the enzyme lysyl oxidase plays a major role in
the crosslink formation. 

Lysyl oxidase binds to α-chains in the tropocollagen
molecule in either the amino- or carboxy-terminal end.
Lysyl oxidase reacts with and converts the lysyl group into
an aldehyde group. Two aldehyde groups can further react to
form either an intramolecular crosslink, known as an aldol,
or the aldehyde can react with hydroxylysine to form an
aldimine or oxo-imine (or keto-imine) bond (15). The
aldimine bond is heat labile while the oxo-imine is heat sta-
ble. Both of these bonds form intermolecularly at either the
amino- or carboxy-terminal end of the tropocollagen mole-
cule. As the animal ages, nonreducible trivalent bonds can
form from these existing divalent bonds. There is much less
information available on the mechanism of mature crosslink
formation. However, it is known that the trivalent bonds
increase the tensile strength of collagen. Furthermore, the
mature crosslinks are heat stable. Therefore, upon cooking
of meat from a mature animal, the crosslinks will not break
and the network of connective tissue remains intact resulting
in decreased tenderness of the meat. 

The tropocollagen molecules found in type IV colla-
gen do not form collagen fibrils, but form a more open
network of tropocollagen that is hexagonal in shape,
resembling chicken wire. The molecules found in type IV
collagen are 400 nm in length and, due to the location of
the glycine residues and the charge profile, the molecules
are more flexible and form a thin open structure upon
aggregation (16). Type IV collagen is often found in base-
ment membranes. In skeletal muscle, it is one of the types
of collagen found in the endomysium. 
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6. Elastin

In addition to collagen, elastin also makes up the stromal
proteins of connective tissue. However, elastin is much
less abundant than collagen and plays less of a role in
meat quality except in instances where elastin content is
high in certain muscles. Elastin is generally found in arte-
rial walls and ligaments in the body. It is a rubbery protein
that is insoluble in water or salt solutions, is very heat sta-
ble, and is resistant to digestive enzymes. 

C. CONTRACTION/RELAXATION

Contraction and relaxation of the muscle are both active
processes which have been reviewed by several authors
(4–6, 17, 18). The act of contraction begins when an
action potential received from a motor neuron at the motor
end plate depolarizes the sarcolemma, allowing a rapid
influx of Na� and efflux of K�, and causing a membrane
polarity reversal. When a threshold of �70 mV is
reached, this action potential is propagated in both direc-
tions along the sarcolemma down the length of the entire
muscle, finally reaching the sarcoplasmic reticulum
through the t-tubule system. Once the action potential
reaches the sarcoplasmic reticulum, the sequestered Ca�2

is released into the sarcoplasmic fluid. This release
increases the free Ca�2 concentration from 10�7 moles/L
normally present within the muscle to 10�6 or 10�5

moles/L (4). The free Ca�2 then binds to the regulatory
protein troponin-C causing a change in configuration of
the troponin-I subunit, which releases the inhibition of
tropomyosin, exposing the actin-binding site to myosin.
This release of tropomyosin allows myosin to bind to
actin and form actomyosin crossbridges. The myosin
ATPase is then activated and hydrolyzes ATP into ADP
and inorganic phosphates, thereby releasing the energy
required to tilt the myosin head (Figure 31.8). This action
pulls the actin filament toward the center of the sarcom-
ere, resulting in a shortened sarcomere (Z-lines are closer
together). During the resulting contraction, actomyosin
crossbridges are continually broken and formed to allow
for sliding of the filaments. In cases of severe muscle con-
traction, the actin filaments may overlap. However, it is
important to note that during contraction, the actual length
of the myosin and actin filaments do not change.

Relaxation is measured by a decrease in muscle ten-
sion (4). In order for relaxation to occur, the membranes
must become repolarized, Ca�2 must be resequestered
within the sarcoplasmic reticulum, and ATP must be
regenerated through a series of reactions. Membrane repo-
larization is due to the Na�/K� ATPase pump re-estab-
lishing a resting membrane potential of �90 mV through
the active transport of Na� out of the cell and K� into the
cell (17). The resequestration of Ca�2 is accomplished by
activation of an ATPase, which aids in pumping Ca�2 back
into the sarcoplasmic reticulum.

Both muscle contraction and relaxation require
energy in the form of ATP for re-establishment of the elec-
trochemical gradient through the Na�/K� pump, for
breaking and forming actomyosin bonds, and for pumping
Ca�2 into the sarcoplasmic reticulum (4). Normally, mus-
cle contains approximately 2 to 4 mM of ATP (18). Due
to the fact that muscle cannot store a sufficient amount of
ATP for the above conditions to occur, a rapid source and
an efficient method of rephosphorylating ADP to ATP
must be available.

D. ENERGY METABOLISM

The synthesis of ATP required for these processes to occur
has been reviewed by several authors (3, 4, 6). The most
rapid source of energy is through phosphocreatine, a sar-
coplasmic component, which, when combined with ADP,
is converted to ATP and creatine by the catalytic enzyme
creatine kinase. During extensive use of ATP within the
muscle, creatine is depleted and must be regenerated at
the mitochondrial membrane during rest. 

ADP � Phosphocreatine ATP � Creatine 

Creatine Kinase

Aerobic metabolism is the method that generates the
most ATP (Figure 31.9). This series of reactions utilizes
carbohydrates, proteins, and lipids, which are degraded to
carbon dioxide and water while releasing energy as ATP.
Glucose is broken down into pyruvate through glycolysis,
netting three ATP molecules per molecule of glucose. In the
presence of oxygen, pyruvate then enters the tricarboxylic
acid cycle (TCA) in the mitochondria, releasing hydrogen
ions. These ions then enter into the electron transport chain
and through oxidative phosphorylation net 34 ATP mole-
cules per molecule of glucose (4). Therefore a total of 37
ATP molecules are produced during aerobic metabolism. 

Anaerobic glycolysis is a less efficient method of pro-
ducing ATP, with three molecules of ATP produced per
glucose molecule. In anaerobic metabolism, there is a lack
of oxygen and pyruvate cannot enter into the TCA cycle.
Instead, the combination of pyruvic acid and H�, both by-
products of glycolysis, form lactic acid. In a normal func-
tioning homeostatic system, lactic acid is removed
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through the blood stream. However, during poultry pro-
cessing, exsanguination, occurs, leading to a build-up of
lactic acid in the muscle. This increase in lactic acid post-
mortem is important in the development of rigor mortis as
will be discussed later. 

E. GLYCOGEN CATABOLISM

Homeostasis can be defined as the state of equilibrium in an
organism. Homeostasis is maintained by the cyclic nature
of providing energy to the muscle cells as well as removal
of waste (Figure 31.10). Glucose is absorbed by the gas-
trointestinal tract into the blood stream where it is either
absorbed by the liver for storage as glycogen or carried to
the muscle cell for utilization or storage as glycogen.
Glycogen is the major storage form of glucose in the mus-
cle and can be 0.5 to 1.3% of the weight of the muscle (4). 

In times of high muscle activity, liver glycogen can be
hydrolyzed into glucose and transported via the blood for
utilization by the muscle cell (Figure 31.10). The regula-
tion of glycogen breakdown into glucose in the muscle
cell is controlled through phosphorylase (19, 20).
Phosphorylase is the enzyme controlling the conversion of
glycogen into glucose-1-phosphate for ATP generation in
glycolysis. In resting muscle, phosphorylase activity is
low. However, in an active muscle, phosphorylase is acti-
vated through a process of phosphorylation to allow
breakdown of glycogen for ATP production. 

There are several different control mechanisms for
phosphorylase, including external regulators, hormones
and calcium concentration. Phosphorylase can be acti-
vated by an increased amount of ATP breakdown products
(inorganic phosphate, AMP, and IMP) which are indica-
tive of an active muscle. Hormones such as epinephrine
and adrenaline can also activate this cascade. During
stress, glycogen breakdown is required for generation of
ATP for the “fight or flight” response. 

Calcium concentrations can also stimulate glycogen
catabolism. Calcium is required for muscle contraction.
When the muscle receives a nervous impulse, Ca�2 is
released from the sarcoplasmic reticulum increasing the
cellular concentration to 10�6 M. This concentration is
required not only for contraction via myofibrillar ATPase
activity, but is also the same concentration required for
activation of phosphorylase. Therefore, both nervous and
hormonal changes aid in concert to increase the break-
down of glycogen to ATP for energy. 

Once glycogen has been catabolized into glucose, the
muscle cell utilizes glucose to form ATP. Glycolysis
yields 3 ATP, pyruvate and two molecules of lactic acid.
Pyruvate can then enter the TCA cycle in the mitochon-
dria and yield CO2 and H�. The H� then enters into the
mitochondrial electron transport chain yielding water,
oxygen, 34 ATP, and heat. 

Metabolic waste such as lactic acid, heat, CO2, and
water are removed from the cell by the circulatory system
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and removed from the body via the lungs and kidneys.
Lactic acid can be metabolized into CO2 and water by the
liver or it can be re-synthesized into glucose for storage.
During times of increased activity, a build-up of lactic
acid can occur and can cause acidosis. However, follow-
ing a rest period, the lactic acid is removed via the blood
and the muscle can return to its resting state. 

F. RIGOR MORTIS

Rigor mortis or “stiffness of death” is the process of con-
verting muscle into meat through a series of biochemical,
physical, and structural changes. These changes begin with
exanguination at which time there is a loss of both oxygen
transportation to the muscle and a removal of metabolic
waste such as lactic acid from the muscle. When stores of
creatine phosphate have been depleted, glycogen stores are
used for further phosphorylation of ADP. Aerobic metabo-
lism continues until oxygen is depleted. Anaerobic metab-
olism is then utilized for the production of ATP until lactic

acid accumulates and pH decreases to a level (approxi-
mately pH 5.9) that prevents glycolysis. However, ATP is
still present within the muscle cell. Therefore, any stimu-
lation to the muscle such as deboning prior to the comple-
tion of rigor mortis will increase actomyosin bond
formation and sarcomere shortening, resulting in
decreased tenderness. Due to this objectionable toughness
associated with early deboning, poultry carcasses must be
aged for 4–6 hours to allow for rigor mortis development
(21, 22). This phase of oxygen depletion and muscle exten-
sibility is referred to as the onset of rigor mortis (Figure
31.11). 

Reduced extensibility begins the onset phase and con-
tinues until the muscle is completely inextensible and
rigor mortis is complete. During the completion phase,
90% or more available actomyosin bonds are formed
compared with only 20% in the living muscle (4). An ATP
concentration of 1 µM/g is required for muscle function to
occur. When the concentration of ATP decreases to below
1 µM/g, the muscle is no longer extensible (Figure 31.12). 
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The final stage of rigor, resolution, is characterized by
a decrease in structural integrity of the muscle during
postmortem storage. This decrease in structural integrity is
due to proteolytic degradation of certain myofibrillar Z
disk proteins such as desmin, titin, and nebulin by pro-
teases such as calpain. Calpains improve meat tenderness
by degrading Z disk proteins, thus increasing myofibrillar
fragmentation. Also, ionic interactions may affect the post-
mortem tenderization of meat. Ionic strength increases in
postmortem muscle due to the release of Ca�2 from the
sarcoplasmic reticulum and the accumulation of phosphate
from ATP degradation. This increased ionic strength
decreases the sphere of charge surrounding each protein
and weakens the structural integrity of the myofibrils,
resulting in decreased toughness (23). 

G. METABOLIC DIFFERENCES BETWEEN RED AND

WHITE FIBERS

Muscle fiber types differ among species and also among
muscles within a single animal due to genetic expression,
function, and stage of growth. The four basic fiber types
include: slow-twitch oxidative (type I, red), fast-twitch

oxidative and glycolytic (type IIA, red), fast-twitch gly-
colytic (type IIB, white), and intermediate (type IIC).
Broiler pectoralis muscles, for example, contain 100%
white fibers, while Pekin duck pectoralis contain around
84% red fibers (24–26). Intermediate muscles contain a
mixture of both red and white fibers. 

Red fibers contain more myoglobin, are more vascu-
larized, and are able to utilize oxidative metabolism as a
source of energy, while white fibers mainly utilize gly-
colytic enzymes (Table 31.1) (5, 27). As a result of the
increased oxidative metabolism in the red fibers, they con-
tain not only more but larger mitochondria. When com-
paring red muscles of the broiler leg to white muscles of
the broiler breast during rigor development, the white
muscles have an increased accumulation of lactic acid due
to their ability to use stored muscle glycogen in the gly-
colytic pathway for energy (Figure 31.13). Without oxy-
gen, the red fibers cannot utilize the oxidative pathways
and energy replenishment decreases.

White fibers are able to contract more rapidly and in
short bursts since they mainly utilize glycogen rather than
fat stores and have a more developed sarcoplasmic reticu-
lum and t-tubule system (6). White fibers are also more
easily fatigued compared to red fibers, which contract
slower and for a longer duration without fatigue (27). 

Red fibers develop rigor mortis at a faster rate com-
pared to white fibers. No biochemical changes occurred
after 2 hours postmortem in red muscles; however, the
white muscle fibers display metabolic changes up to 8
hours postmortem. The red muscle fibers of the duck pec-
toralis have a faster rate of pH decline than the white mus-
cle fibers of the broiler pectoralis, indicating a more rapid
onset of rigor mortis (24). Red fibers are generally smaller
in diameter when compared to white fibers, and have 
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TABLE 31.1
Relative Comparisons of Red and White Fibers in
Poultry Muscle

Parameter White Red

Myoglobin Low High
Color White Red
Contraction Speed Fast Slow
Fatigue Resistance Low High
Contractile Action Phasic Tonic
Capillary Density Low High
Energy Source Glycolytic Oxidative
Mitochondrial Size Small Large
Mitochondria Number Low High
SR and T-tubules More Developed Less Developed
Fiber Diameter Larger Smaller
Connective Tissue More Less
Rigor Development Slow Fast
Glycogen Content High Low
Lipid Content Low High



proportionally more connective tissue surrounding each
fiber as compared to white fibers (5). Thus, tenderness
decreases with an increase in red fiber content within spe-
cific muscle groups. 

IV. MEAT QUALITY CHARACTERISTICS

The inability of the muscle cells to rid themselves of meta-
bolic by-products such as lactic acid causes several post-
mortem metabolic and structural changes within the
muscle, the most important of which is a decrease in pH
(28). This decrease in pH is the most significant post-
mortem change and can affect important meat quality
attributes such as color, water holding capacity, and texture
(29, 30). These three attributes are used to evaluate meat
quality by both processors and consumers. Two conditions
caused by the rate of pH decline include dark, firm, and
dry (DFD) and pale, soft, and exudative (PSE) meat. 

Dark, firm, and dry meat develops when muscle glyco-
gen is depleted prior to slaughter, resulting in high muscle
pH from reduced postmortem glycolysis (4, 6, 31). Dark,
firm, and dry meat is characterized as having a high water
holding capacity, even though the meat appears dry (5). 

Pale, soft, and exudative meat is characterized as hav-
ing a pale color, soft texture when cooked, and a low water
holding capacity. This condition develops due to an accel-
erated postmortem metabolism which leads to a rapid
decline in postmortem muscle pH (4–6). Rapid post-
mortem glycolysis has been observed in both swine and
turkeys in which pH of PSE muscles was less than 5.8
within 45 min postmortem in swine and 15 min post-
mortem in turkeys. This would be compared to normal
muscle pH at this postmortem time of greater than 6.0 (32,
33). This rapid decline in pH occurring while muscle tem-
peratures are still elevated denatures proteins and causes a

decrease in solubility and enzymatic activity (34, 35).
Porcine muscles with pH values below 6.0 at 45 min post-
mortem had a higher ATPase activity, indicating a more
rapid glycolytic rate, and were found to produce poor meat
quality (36). Authors have reported that rabbit muscle kept
at 37°C for 6 hours postmortem resulted in a rapid pH
decline to below 5.8 and a loss of half Mg-ATPase activity
compared to muscles incubated at 34°C (37). 

A. COLOR

Color is an important quality attribute as consumers are
often willing to pay more for poultry products based on
color. Several factors can influence meat color including
pH, myoglobin concentration, and nitrites (4). Even
though myoglobin has been shown to be important in
determining raw meat color, it is less important in broiler
and turkey breast meat meat simply because there is less
myoglobin than in other meats (beef, pork). 

Pinking is an important problem in turkey and broiler
meat. Pinking can result from several factors such as
undercooking meat, contamination with nitrites, addition
of ingredients such as peppers, improper stunning, and
several antemortem stressors. There are several problems
that can arise from pinking such as food safety issues with
undercooked meat, consumer complaints, and a decreased
purchasing of poultry products by consumers. Probably
one of the main reasons for pinking in white poultry meat
is the addition of nitrite. Nitrite is an ingredient that is nor-
mally added to cured products and produces a character-
istic pink cured color upon heating. Normally, nitrite is
not added to products made with white meat but can inad-
vertently be added through contamination from water
sources or human error. 

In cooked products, several pigments have been linked
to pinking in poultry white meat. Myoglobin facilitates the
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FIGURE 31.13 Comparison of lactic acid accumulation in red- and white-fibered muscles in broilers during rigor development. 



transfer of oxygen and waste to and from muscles from the
blood. Denaturation of myoglobin is related to pH, time,
and cooking temperature. Undenatured myoglobin due to
improper heating of high pH that prevent denaturation at
adequate cooking temperatures can reault in pinking of
white meat. This is especially true in turkey breast meat,
which has a higher concentration of myoglobin than broiler
white meat. Cytochrome c is another important pigment in
meat which can lead to undesired pinking since it has a
higher denatutaion point that myoglobin. Cytochrome c is
a heme protein responsible for transport of electrons in the
mitochondria. Levels of this protein have been elevated in
stressed animals. 

B. WATER HOLDING CAPACITY

The state of water in striated muscle has been reviewed by
several people (3, 4, 38). Striated muscle contains approx-
imately 75% water, which exists as three forms in the
muscle: bound, immobilized and free. Since water is a
polar compound, it can bind with other water molecules as
well as charged protein groups. Bound or constitutional
water is less than 1% of muscle water and is located
within the protein molecules. This water has such a strong
protein-water interaction that it cannot be lost except dur-
ing ashing of the meat. The second form of water is
immobilized or interfacial water and is approximately
10–15% of water in meat. Immobilized water is attracted
to the bound water layer, creating multilayers of water
each more loosely bound as the distance from the bound
water increases. Due to the strong water-water and water-
protein interactions, immobilized water is typically lost
with cooking. Free water accounts for the remaining por-
tion of water in meat tissues and is associated with the
extracellular space. Free water is held loosely through
capillary forces and can be lost easily through mechanical
actions such as cutting, grinding, cooking, and storage
of meat. 

Water binding capacity of meat is altered in two ways:
by the net charge effect and the steric effect. As a polar
molecule, water can bind to other charged amino acid side
groups. The amount and type of charge on a protein
changes with pH. As pH decreases, the number of reactive
groups available for water binding decreases. The point at
which water binding is minimal on a protein is referred to
as the isoelectric point or pI. Since actin and myosin are
the most predominant proteins in the muscle and since
they are most responsible for water holding capacity, their
pI is the pH at which the meat’s water holding capacity is
the least. The pI of muscle is approximately 5.1 where the
number of positive charges equals the number of negative
charges resulting in a net zero charge or the pH at which
the meat’s water holding capacity is minimal (17). 

The steric effect or degree of contraction has the
greatest effect on the water holding capacity of meat. As
the amount of space between the muscle protein structures

decreases with contraction, less space is available for
water around the proteins. Contractile state and pH of the
muscle can influence the amount of interstitial space. If
the muscle is in a contracted state, there is less space
within the muscle to hold water intracellularly due to the
shortening of the sarcomeres. Therefore, water is expelled
into the extracellular space. 

Muscle pH can also affect the amount of space to bind
water molecules. If repulsion between charged groups is
increased, as occurs in higher pH muscle, the protein net-
work is enlarged and allows an increased amount of water
holding capacity. In PSE meat, when the pH is closer to
the pI of the myofibrillar proteins, attraction between
charged groups increases and the protein network shrinks.
Therefore, part of the immobilized water becomes free
water, which may be lost as drip (39). 

Myofibrillar proteins such as myosin, the predominant
muscle protein, have a large amount of water holding
capacity. Any changes to this protein can decrease the abil-
ity of the muscle to retain water. Denaturation of myosin
has been found to decrease water holding capacity (35,
40). In PSE muscle the myosin head shrinks from 19 nm
in normal muscle to 17 nm (40). This shrinkage of the pro-
tein lattice causes expulsion of intracellular water into the
extracellular space and decreases water holding capacity.
The extent of myosin shrinkage is also dependent upon the
rate of pH decline, ultimate pH, and temperature during
chilling with the faster rate of decline and higher tempera-
tures early postmortem, leading to increased denaturation
and shrinkage. 

C. TEXTURE

Protein gels are formed by intermolecular crosslinks
resulting in an ordered three-dimensional network of pro-
teins. The two primary steps involved in thermal gelation
are denaturation of native myosin and aggregation of the
partially unfolded myosin molecules to form the protein
gel. Myosin denaturation can decrease the strength of
heat-induced gelation. There are two transition tempera-
tures (Tm) of myosin that are important in gel formation.
Chicken breast myosin Tm1 at 47.5°C is associated with
the aggregation of the globular heads through disulfide
bond formation while Tm2 at 54°C is more associated
with the network formation by the unfolding of the helical
tail portion (41). However, turkey breast myosin is more
temperature sensitive with the Tm1 in turkey breast being
only 40°C at pH 6–12 (42). These researchers also found
that there was full reversibility of turkey breast myosin
denaturation when heated for 5–30 min at 40°C and 5 min
at 50°C followed by incubation at 4°C for 24 hours. 

Gel strength is negatively correlated with cook loss
and meat color, with higher cook loss and paler meat
resulting in decreased gel strength. This negative correla-
tion is probably due to the decreased solubility of myosin
in PSE meat as well as fewer charges available for water-
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water and protein-protein interactions. Extraction of salt
soluble proteins from PSE meat is decreased compared to
that of normal meat and gel strength is significantly less
from product made with PSE meat. It has been postulated
that the precipitation of phosphorylase onto the myofibrils
at the Z line and A band results in a decreased solubility
of myosin (43). 

V. CONCLUSION

Muscle is a complex and highly specialized tissue that is
able to convert chemical energy into mechanical energy
for locomotion. The biochemical reactions that allow the
muscle to complete these highly specialized tasks are the
same reactions which cause the conversion of muscle into
meat. The loss of the circulatory system is responsible for
the anoxic conditions and allows the build-up of lactic
acid which begins the process of rigor development. Meat
quality characteristics can be affected by the rate of rigor
mortis development. Once rigor mortis is complete, the
muscle has been converted into meat. 
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Poultry, especially chicken broilers and turkey, is one of
the most widely consumed muscle foods in the world. It is
an important source of dietary energy and nutrients, such
as high quality proteins, essential fatty acids, vitamins and
highly bio-available minerals [1]. In south-east and east
Asia, as well as in eastern and western Europe, ducks and
geese also play an important role because of their tasty
meat. The world consumption of poultry meat in the year
2001 exceeded 69 949 thousand tons, ranked between pro-
duction of beef and veal (56 647 thousand tons) and pig
meat (91 188 thousand tons) [2]. The increase in muscle
proportion and the reduction in carcass fat content by
selection and careful restriction are major attempts to
improve carcass quality of poultry and the nutritional value
of meat [3–7]. However, concern has been raised over its
high consumption and the fat content, in particular satu-
rated fatty acids, which can greatly increase the risk of car-
diovascular diseases and some type of cancer [8,9]. 

The chemical properties of poultry meat (or muscle)
have been studied intensely. These studies were primarily
carried out on whole poultry carcasses and/or specific

muscles and included the examination of variables such as
breed (genetics), diet formulations, age, gender, housing
(live bird production) and general management practices
(short-term antemortem stress) on composition, nutritive
value, and quality of meat [10–13]. The present review
will focus on the impact of muscle type on the nutritional
value of poultry meat.

I. CHEMICAL COMPOSITION

Information about body composition can be important for
those producing and selling animal products and nutri-
tionists. Producers need information about body composi-
tion to produce leaner meat animals, sellers need
information to determine how much of the energy that an
animal eats is captured as growth or other forms of
production [10].

The chemical composition of poultry breast (B) and
thigh/leg (T/L) muscles is presented in Tables 32.1
through 32.3. The richest in protein were breast muscles
of turkeys, broilers, geese, and ducks. The T/L muscles of



all kinds of poultry contained approximately 0.4–3.8%
less protein (Table 32.1). Some authors found higher dif-
ferences in protein content between breast and thigh mus-
cles of broilers (23.80 vs. 18.30% [16]), 22 wk male
turkeys (24.51 vs. 19.60% [22]), 16 wk female turkeys
(25.24 vs. 21.29% [43] or 23.96 vs. 18.92% [45]) (Table
32.3), and 14 wk geese (23.02 and 19.39% [46]). 

The fat content of breast muscles, in ascending order,
was turkey females, Pekin and  Muscovy ducks, broilers,
hens, turkey males, Mule ducks, and geese; for T/L mus-
cle, it was Pekin, mule, and Muscovy ducks, hens, turkey
(Table 32.1). The fat content for the breast muscles from
all poultry types was lower than for the L/T muscles. 

Moisture content for Pekin and Muscovy ducks was
greater than for other kinds of poultry. Moisture was com-
parable for turkey and geese and it was lower than in
broilers, hens, and Mule ducks. Broilers, Pekin ducks, and
goose breast muscles had higher percentage of moisture
than the T/L muscles. The higher content of moisture in
broiler breast muscles than in thigh muscle (73.74 vs.
73.22%) was also found by Gornowicz and Dziadek [15]
but it was not significantly different (Table 32.3).
However, Biliński et al. [38] found about 1% lower mois-
ture content in 17 wk goose breast muscle compared to
thigh muscle (72.31 vs. 73.54%). 

The content of ash in breast muscle of chickens, Pekin
ducks, and geese was higher than in thigh muscles while
it was comparable both brest & thigh muscles for hens,
turkeys and Mule ducks.

A. CHEMICAL COMPOSITION—AGE, SEX, STRAIN

The influence of age and sex on chemical composition of
poultry meat is presented in Tables 32.2 and 32.3. In earlier
studies as the broiler increased in age from 6 to 8 wk protein
content in light male and female meat increased by 0.52 and
0.80% and fat in male white and dark meat increased by
1.32 and 1.66% [47]. The protein content increased with age
to the detriment of water content in 12 vs. 14 wk female
turkey breast and thigh muscles (23.60 vs. 24.80% and
20.70 vs. 22.40% [41]) and Pekin and Mule duck breast
muscles [4,26] (Table 32.2). In 16–18 wk female turkey
muscles the protein (breast) and moisture (breast and thigh)
contents were comparable, while in thigh muscles protein
content decreased after 16 wk [41]. During the growth from
2 to 5 wk Pekin duck breast muscles decreased in protein
content from 21.5 to 20.0% and then after 7 wk increased to
21.9% while the leg muscle protein content was not influ-
enced by age [25]. With advancing age increased fat content
was observed in turkey breast muscle [40]; female turkey
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TABLE 32.1
Approximate Chemical Composition Profile for Breast (B) and Thigh/Leg (T/L) Poultry Muscles

Poultry Type Moisture (%) Protein (%) Total Lipid (%) Ash (%) Reference

Muscle/Meat B T/L B T/L B T/L B T/L

Chicken 
Broiler (6 wk) M 74.36 73.21 22.80 19.14 1.58 6.65 1.26 1.05 [11,12,14–18]

(0.52) (0.41) (0.92) (1.05) (0.61) (1.23) (0.27) (0.09)
Broiler (8 wk) 75.37 74.66 22.39 19.00 1.48 5.33 0.61 0.51 [13*,19]

(0.24) (1.92) (0.01) (0.01) (0.03) (1.23) (0.00) (0.00)
Hens (64 wk)** 73.21 74.04 – – 1.51 4.49 1.08 1.06 [20]

Turkey (22 wk) M 72.74 72.24 23.36 19.54 1.63 4.84 1.18 1.09 [21–23]
(2.10) (1.03) (1.37) (0.08) (0.35) (1.09) (0.02) –

Turkey (15 wk) F 73.51 72.91 23.29 19.52 1.25 6.28 1.17 1.06 [21,22,24]
(0.56) (24.0) (1.14) (0.31) (0.59) (0.80) (0.05) (0.02)

Duck
Pekin (7 wk) M 76.82 75.80 21.20 20.90 1.31 2.00 0.99 0.80 [25–27]

(1.32) (1.41) (1.57) (1.65) (0.82) (0.62) (0.13) (0.00)
Pekin (8 wk) M 77.17 76.85 20.87 19.35 1.60 3.45 – – [12,26,28,29]

(1.53) (0.49) (0.40) (0.35) (0.87) (2.47) – –
Muscovy (12 wk) M 76.43 76.06 20.89 20.31 1.43 3.43 1.07 – [29–33]

(0.39) (0.48) (0.67) (0.27) (0.47) (0.61) (0.08) –
Mule (12 wk) 74.55 74.50 21.78 21.40 2.41 2.70 1.15 1.20 [4,34,35]

(0.67) (0.00) (1.29) (0.00) (0.38) (0.00) (0.07) (0.00)
Geese

White Italian (16 wk) M 71.07 22.26 4.84 1.50 [36,37]
(0.96) (0.65) (0.48) (0.16)

White Italian (17 wk) 72.36 71.55 22.48 20.38 3.11 6.51 1.18 1.00 [38,39]
(0.08) (2.81) (0.62) (0.49) (0.18) (3.27) (0.11) (0.03)

M � male, F � female, * � drumstick, ** � white, dark muscles.



thigh muscle [41]; Pekin breast [6]; Pekin thigh muscles
[26]; and Mule duck breast and thigh muscles [4,6].
However, less fat content was found in 15 vs. 10.5 wk
Muscovy ducks [6] and 24 vs. 15 wk geese [42]. According
to Bieliński et al. [38] the protein and fat content in goose
breast and thigh muscles increased with age from 10 to 17
wk, remained comparable between 17 and 25 wk, and after
33 wk protein content decreased and fat content increased,
respectively. Moreover, in muscles of 10 wk geese the mois-
ture content was the highest and the ash content was the
lowest and they did not change with age (Table 32.2). Friend
et al. [48] found no effect of age on geese breast muscles
protein and fat contents.

The differences in chemical composition between
males (M) and females (F) were found for broilers,
turkeys, and ducks (Table 32.3). Evans et al. [47] found
that fat content was higher in male broiler light (white,
breast) meat than in light females (16.18 vs. 14.66%) and
the protein content of dark meat of males compared with
females was higher (18.32 vs. 17.60%) but the moisture
(64.37 vs. 66.62%) and fat (11.85 vs. 13.99%) contents
were lower. Gornowicz and Dziadek [15] found only a
higher content of moisture and ash in broiler male mus-
cles compared to female muscles (Table 32.3). The breast
muscles of 22/24 wk male turkeys contained less moisture

[22,23,45] and more fat than those of 15/16 wk females
[21–23,43,45]. However, Faruga et al. [43] noticed higher
amounts of moisture in 24 wk turkey males both in breast
and thigh muscles than in 16 wk females. Lower moisture
content and higher fat content were also observed in male
Mule duck breast compared with females [4]. The reverse
trend, i.e., higher moisture and lower lipid content, was
found for male and female breast muscles of Pekin ducks
[28]. Muscovy duck [28] and goose [36,44] male breast
muscles were characterized by higher fat content than
females. The thigh muscles of turkey and male Pekin duck
had lower lipid levels than female thigh muscle
[22,23,27,43,45] (Table 32.3). At the same age (14 wk)
male turkeys deposited in breast and thigh muscles less
total lipid content than females, i.e., 0.96 vs. 1.32% and
2.26 vs. 2.88%, respectively [49]; this was in line with
lower fat content in male turkey thigh muscles than
female at different ages (22/24 vs. 15/16 wk). Male
Turkeys had higher ash content in the breast muscles
compared to females (1.11 vs. 0.93% [40]).

Other authors found no differences in moisture, fat,
and protein contents based on sex for broiler muscles [15]
and Pekin duck [25] and goose [48] breast and/or leg
muscle protein and fat; broiler breast [14], turkey breast
[40] and Muscovy duck [29] and 12/16 wk goose [50]
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TABLE 32.2
Influence of Age on Approximate Chemical Composition Profile for Poultry Breast (B) and Thigh/Leg (T/L) Muscles

Poultry Type Moisture (%) Protein (%) Total Lipid (%) Ash (%) Reference 

Muscle/Meat B T/L B T/L B T/L B T/L

Turkey (16 wk) 73.74 23.98 0.18 1.04 [40]
Turkey (20 wk) 73.52 23.85 0.47 1.00 [40]
Turkey (12 wk) F 74.70 75.20/ 23.60 20.70/ 1.50 3.70/ [41]
Turkey (16 wk) F 73.60 72.80/ 24.30 20.10/ 1.90 6.30/ [41]
Turkey (18 wk) F 73.50 72.90/ 24.10 20.60 1.90 5.50/ [41]

Duck
Pekin (7 wk) 77.50 76.80/ 19.40 19.00/ 0.40 1.50/ [26]
Pekin (8 wk) 76.00 76.50/ 21.30 19.60/ 0.60 1.70/ [26]
Pekin (9 wk) 21.30 20.20/ 1.50 3.20 [6]
Pekin (12 wk) 22.00 19.60 2.10 3.20 [6]

Muscovy (10.5 wk) 19.90 20.30/ 1.40 1.90/ [6]
Muscovy (15 wk) 21.00 20.50/ 1.30 1.70/ [6]

Mule (8 wk) 19.20 20.40/ 1.00 1.60/ [6]
Mule (14 wk) 22.00 20.40/ 1.40 1.80/ [6]
Mule (10 wk) M 75.60 21.84 2.09 1.10 [4]
Mule (12 wk) M 74.10 22.53 2.83 1.20 [4]

Geese (10 wk) 75.14 75.78/ 20.77 19.27/ 2.61 3.45/ 0.99 0.79/ [38]
Geese (17 wk) 72.31 73.54/ 22.04 20.73/ 3.24 4.20/ 1.10 0.98/ [38]
Geese (33 wk) 72.13 73.32/ 20.92 19.57/ 4.12 5.73/ 1.19 1.09/ [38]
Geese (15 wk)* 71.69 /70.73 21.53 /20.39 5.87 /8.61 1.18 /1.01 [42]
Geese (24 wk)** 71.56 /71.35 21.67 /20.34 5.17 /7.12 1.06 /1.06 [42]

M � male, F � Female, * � intensive, ** � semi-intensive system.



muscles; turkey thigh [22,23,45] and goose [36] breast
muscle protein and moisture; and Mule duck breast mus-
cle [4] mineral content.

Differences in the moisture, protein, and fat content of
pullet and cockerel breast and thigh muscles or broiler
breast muscles were associated with strain crosses
[13,15]. Strain also influenced the protein percentage
and fat in broiler thigh muscles but no strain-related dif-
ferences were found in moisture content. The small dif-
ferences in muscle chemical composition among strain
crosses may slightly alter the nutritional value of broiler
meat [13]. Puchajda et al. [22,45] found that turkey
medium-heavies’ genetic lines influenced the differences
in breast protein content of 22 wk males and in thigh mus-
cle fat content of 15/16 wk females. However, another
survey found no influence of genetic lines of heavies
turkey males (22 wk) on muscle protein and fat content

[23]. Filus et al. [21] did not show any significant indica-
tion of the dependency of hybrid turkey heavies and
medium-heavies on the chemical composition of meat.

Górska and Górski [26] reported differences among
duck crossbreds in breast and thigh muscle moisture and
protein contents with no apparent species-fat content
relationship in the case of both muscles. Nutritive values
of breast and thigh muscles of SW (Small White), Synta
(Pekin) ducks and their reciprocal crosses showed a ten-
dency of paternal effect on protein and fat contents in
breast and thigh muscles; in ash this was only evident in
thigh muscles [27]. The strain had also a significant
impact on the protein [39,50], moisture, and/or ash con-
tent in goose breast and leg muscles [39]. According to
Friend et al. [48] strain influenced the fat content in
goose breast muscles but had no influence on protein
content.
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TABLE 32.3
Influence of Sex on Approximate Chemical Composition Profile for Poultry Breast (B) and
Thigh/Leg (T/L) Muscles

Poultry Type Moisture (%) Protein (%) Total Lipid (%) Ash (%)

Muscle/Meat B T/L B T/L B T/L B T/L Reference

Broiler (6 wk) M 73.74 73.22/ 21.49 18.34/ 0.88 6.73/ 1.79 1.15/ [15]
Broiler (6 wk) F 70.44 70.17/ 21.67 18.15/ 0.71 6.67/ 1.35 0.91 [15]

Turkey (22wk) M 73.95 21.85 1.57 1.20 [21]
Turkey (15 wk) F 74.13 22.43 0.88 1.22 [21]
Turkey (24 wk) M 72.35 72.51/ 24.64 22.31/ 2.09 4.39/ 1.12 1.09/ [43]
Turkey (16 wk) F 70.24 68.65/ 25.24 21.29/ 1.17 7.42/ 1.12 1.06/ [43]
Turkey (22 wk) M 70.32 72.97/ 24.51 19.60/ 1.32 4.07/ 1.17 1.09/ [22]
Turkey (15 wk) F 73.04 72.74/ 24.58 19.74/ 0.93 5.72/ 1.13 1.08/ [22]
Turkey (22 wk) M 73.96 71.52/ 23.73 19.49/ 2.01 5.61/ [23]
Turkey (16 wk) F 74.60 71.61/ 23.96 18.92/ 0.76 8.61 [23]
Turkey M 73.70 23.81 0.31 1.11 [40]
Turkey F 73.56 24.02 0.34 0.93 [40]

Duck
Pekin (7 wk) M 75.30 74.80/ 22.30 21.70/ 1.50 2.70/ 0.90 0.80/ [27]
Pekin (7 wk) F 75.70 75.10/ 21.00 20.50/ 2.10 3.40/ 1.10 1.00/ [27]
Pekin (8 wk) M 76.60 20.80 2.10 [28]
Pekin (8 wk) F 74.00 20.50 2.60 [28]

Muscovy (12 wk) M 76.13 /75.72 21.32 /20.12 2.09 /3.86 [29]
Muscovy (10 wk) F 76.63 /75.62 21.20 /19.95 1.90 /3.96 [29]
Muscovy (11 wk) M 76.50 20.20 2.50 [28]
Muscovy (9 wk) F 76.30 19.60 1.60 [28]

Mule (10 wk) M 75.60 21.84 2.09 1.10 [4]
Mule (10 wk) F 76.35 21.66 1.69 1.11 [4]
Mule (12 wk) M 74.10 22.53 2.83 1.20 [4]
Mule (12 wk) F 75.02 22.27 2.26 1.24 [4]

Geese (16 wk) M 70.39 22.72 5.18 1.39 [37
Geese (16 wk) F 70.45 21.64 4.32 1.38 [37]
Geese (16.6 wk) M 73.10 22.70 6.10 1.60 [44]
Geese (16.6 wk) F 73.70 22.60 5.30 1.40 [44]

M � male, F � Female.



II. AMINOACIDS AND COLLAGEN
Poultry meat is an important source of high biological
value proteins providing all of the indispensable (essen-
tial) amino acids [44,51,52]. On average, 40% of the
amino acids present in meat are indispensable for human
health [9]. Dietary proteins are the only source of amino
acids that we need. Our bodies require nine essential
amino acids that animal protein contains in the best “pro-
portion” [1]. The high lysine content of meat protein is
important nutritionally because it counter-balances the
low lysine content of cereal proteins when they are eaten
together in a mixed diet [9].

The content, type, and cross-links in collagen influ-
ence nutritional and dietetic values of meat and its tender-
ness [53,54]. Poultry breast muscle was found to contain
less collagen than thigh muscle (Table 32.4). The same
trend was observed when collagen was expressed in rela-
tion to total protein content in the particular kind of poul-
try meat with the exception of 8 week Pekin ducks for
which breast protein contained 1% more collagen than
thigh muscle protein. As a protein of lower value collagen
was the lowest in turkey and geese, and higher in broiler
an Pekin duck muscles.

III. HEME PIGMENTS
Primary heme pigments in poultry meat include myoglo-
bin, hemoglobin, and cytochrome c. The quantity of myo-
globin greatly influences the appearance of poultry meat.
Hemoglobin is another pigment of importance since about
20 to 30% remains in the carcass of a well-bled bird, thus
influencing final carcass coloration [57]. Heme pigment

content and “free iron ions” were associated with occur-
rence of lipid oxidation [19,58].

Table 32.5 shows total heme and heme pigments in
poultry muscles. Goose and duck breast muscles contained
considerably more heme pigments than the breast muscles
of turkeys, hens, and broilers. The same trend was
observed in T/L muscle; however, differences in heme pig-
ment content (except for young and adult layer) were less
pronounced among different poultry types. Nishida et al.
[62] found different amounts of myoglobin in adult layer
leg muscles, i.e., from 4.44 to 5.82 mg/g in adductores,
2.53 mg/g in sartorius, and 0.57 mg/g in biceps femoris,
which was greater than for young layer, amounted to 0.33
mg/g of myoglobin in biceps femoris. The broiler, hen, and
turkey breast muscles had from 1.4 to 6.4 times lower con-
centration of heme pigments, hemoglobin, myoglobin, and
cytochrome (broilers) than those for T/L muscles (Table
32.5). These differences were smallest  broilers and great-
est for hens. In duck and goose breast muscles the heme
pigments content was 14 to 79% greater than that in the leg
muscles. However, total pigment concentration in
Muscovy ducks and hemoglobin content in Pekin ducks
were not significantly different in both muscles.

The mg of total pigment per gram of muscle increased
in the following order: broiler breast, hen breast, turkey
breast, broiler thigh/leg, hen leg, turkey leg, duck leg, goose
leg, duck breast, and goose breast.

A. HEME PIGMENTS—AGE, SEX, AND STRAIN

With advancing age (18 vs. 28 wk) myoglobin concentra-
tion significantly increased in male turkey breast muscles
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TABLE 32.4
Collagen Content for Poultry Breast (B) and Thigh (T) Muscles

Poultry Type Collagen Collagen/Protein (%)

ReferenceMuscle B T B T

Broiler 3.12 (mg/g) [55]
Broiler 1.27 (mg/g) [12]
Broilers 0.54 (%) 1.05 (%) 2.34 5.31 [53]
Broilers M 0.733 (%) 1.04 (%) [56]
Broilers F 0.62 (%) 0.783 (%) [56]

Turkey (22 wk) M 385 (mg%) 572 (mg%) 1.63 2.94 [23]
Turkey (16 wk) F 429 (mg%) 484 (mg%) 1.80 2.55 [45]
Turkey (16 wk) F 358 (mg%) 839 (mg%) 1.48 4.17 [41]

Duck
Pekin 1.75 (mg/g) [12]
Pekin (8 wk) 5.0 4.05 [26]
Muscovy (12 wk) 2.52 (%) [33]

Geese
White Italian (14 wk) 340 (mg%) 670 (mg%) 1.45 2.83 [36]
White Italian (17 wk) 400 (mg%) 600 (mg%) 1.81 2.89 [38]

M � male, F � Female.



and male and female thigh muscles with no changes in the
breast muscles from female turkeys [63].

Male turkeys exhibited significantly higher myoglo-
bin concentration than females [63] and male Muscovy
ducks had higher total heme pigment concentration than
females (Table 32.5) [29].

IV. VITAMINS

Poultry meat is rich in niacin (PP), an essential vitamin
that plays a role in many metabolic cycles. Moreover, it is
also an important source of vitamins from the B group, like
thiamine (B1) and riboflavin (B2), both important in energy
metabolism, and B12, which is necessary to the nervous
system and exclusively present in foods of animal origin
(not available in plants) [1]. Depending on the kind of diet,
broiler and turkey muscles, hens, ducks, and goose meat
can be also a supplementary source of vitamins diluted in
lipids, i.e., vitamins A, D, and E [64,65].

The content of vitamins in poultry muscles is pre-
sented in Table 32.6. Thiamine content (B1) was the high-
est in duck flesh and substantially lower, 2.79 times, in
goose flesh, 5.1 times in broiler breast, and 5.6 times in
turkey white meat [52]. The content of vitamin B1 was
comparable in broiler breast and T/L muscles and turkey
white and dark meat, respectively. The increasing order of
the amount of riboflavin (B2) in poultry meat was as fol-
lows: broiler breast, turkey white, turkey breast, hen
breast, broiler leg, turkey dark, duck and goose flesh. The
broiler muscles had two times more niacin (PP) than
turkey light and dark meat and 2–3 times more than hen,
duck, and goose flesh. The richest in vitamin B6 were

broilers, then geese and turkey, while duck content of this
vitamin was the lowest. 

A. VITAMINS—AGE, SEX, AND STRAIN

Riboflavin (B2) content in breast broiler muscles decreased
with age from 7 to 12 wk (0.093 vs. 0.086 mg/100 g) with
no changes in niacin (PP) and vitamin B6 [66]. In contrast,
Singh and Essary [67] reported that with advancing age of
broilers from 8 to 10 wk the content of thiamine (B1) and
riboflavin (B2) increased in breast (0.032 vs. 0.045 and
0.040 vs. 0.050 mg/100 g) and thigh (0.059 vs. 0.066 and
0.096 vs. 0.113 mg/100 g) while the amount of niacin (PP)
decreased in thigh muscles (6 vs. 5.6 mg/100 g) and did
not change in breast muscles (10.4 vs. 10.2 mg/100 g).

Ang and Hamm [14] stated no significant differences
due to sex in riboflavin (B2), niacin (PP), and vitamin B6

in the breast of 7 wk broilers. It was in line with results of
Singh and Assary [67] who found that only male broiler
thigh contained significantly more thiamine (B1) and
riboflavin (B2) than female thigh muscles, i.e., 0.065 vs.
0.060 and 0.111 vs. 0.101 mg/100 g, respectively.

V. MINERALS

Minerals influence palatability, acidity of meat, biological
activity of different enzymes, and osmolarity of meat. Iron
is an important nutrient for human beings because it plays
a part in the process of oxygen transport from lungs to var-
ious tissues by means of hemoglobin to which it is linked.
Iron functions as a catalyst in many metabolic reactions.
Its absence provokes anaemia [1]. Preponderance of haem

32-6 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 32.5
Total Heme, Hemoglobin, and Myoglobin Content in Poultry Breast (B) and Thigh/Leg (T/L) Muscles

Poultry Type Total Pigment Hemoglobin Myoglobin Cytochrome

Reference

(mg/g) (mg/g) (mg/g) (mg/g)

Muscle/Meat B T/L B T/L B T/L B T/L

Broiler* 0.32 0.59/ 0.17 0.38/ 0.15 0.21/ 13.71 37.38/ [59]
Broiler** 0.44 0.79/ 0.28 0.48/ 0.16 0.30/ 27.15 65.99/ [59]
Broiler 0.24 /1.09 0.24 0.75 – 0.34 [60]
Broiler (8 wk) 0.43 /1.75 0.12 /0.58 0.31 /1.17 [61]

Hen (60 wk) 0.46 /2.49 0.13 /0.80 0.33 /1.69 [61]

Turkey 0.51 0.06 0.45 [40]
Turkey (24 wk) M 0.74 /2.66 0.16 /1.02 0.58 /1.64 [61]
Duck
Pekin (8 wk) 3.59 /2.91 1.19 /1.17 2.40 /1.74 [61]
Pekin (8 wk) 4.31 /3.54 [29]

Muscovy (12 wk) M 3.90 /3.02 [29]
Muscovy (10 wk) F 3.68 /2.79 [29]

Goose (16 wk) 6.47 /3.80 1.71 /1.14 4.76 /2.66 [61]

M � male, F � Female, * � ice slush, ** � air chilling.



iron in meat, which is absent from plant sources, makes the
iron from meat more bioavailable [9]. Zinc is important
because it is involved in several metabolic reactions and
meat is its main source. Its deficiency reduces the
immunological defenses of the organism [1,68].

Table 32.7 shows the mineral content in poultry meat.
The broiler breast muscles contained more Mg, K, P, and
Li (18.2 vs. 5.8 µg/g [69]), less Cu, Fe, Zn, and Na, and a
comparable level of Ca than T/L muscles. Goluch-
Koniuszy et al. [70,71] found no difference in Cu and Mg
content between broiler breast and leg muscles and
Kunachowicz et al. [65] found lower Ca content in broiler
breast than thigh muscles. Turkey breast muscles were
characterized by higher content of K and P and lower con-
tent of remaining minerals when compared with thigh
muscles [41]. However, Posati [52] showed higher Mg
content in light than in dark turkey muscles. Goose breast
muscles had a higher content of Fe and lower Ca than
thigh muscles. The higher content of Fe in broiler and
turkey T/L muscles as well as in goose breast muscle was
related to their greater content of myoglobin and hemo-
globin than in corresponding breast and thigh muscles,
respectively (Table 32.5). Higher content of Zn in T/L
muscles can be explained by their greater metabolic
activity.

The iron content in goose muscles was substantially
higher than in broiler and turkey muscles and in hen, duck,
and goose flesh (Table 32.7). The richest in zinc were
turkey thigh muscles. The average zinc content was in
duck flesh and broiler T/L muscles, and the lowest was in
turkey and broiler breast muscles. The Mg content was
rather uniformly distributed in broiler and turkey muscles
and its content in duck, hen, and goose flesh was between
that of broilers and turkeys. It was difficult to estimate the

order of Na, K, and P contents in poultry meat on the
basis of different author results presented in Table 32.7.

A. MINERALS—AGE, SEX, AND STRAIN

In broiler breast and thigh muscles sex influenced Fe, Zn,
and Na levels. Fe content was lower in breast and thigh
muscles of broiler males than females while Zn content
was higher in males than females, but differences were not
so high as for Fe content [16]. According to Goluch-
Koniuszy et al. [71], sodium content was higher in female
breast muscles and in male leg muscles, respectively.
Other authors found no sex influence on the level of nutri-
ents (Cu, Fe, Zn, Mg, Ca, Na, K, P, and Li) in broiler
cockerels and pullets [69,70]. 

Strain influenced the level of Mg, Ca, and K [16] as
well as Ca and Li levels [69] in broiler breast and thigh
muscles.

VI. LIPID FRACTIONS CONTENT

Lipids play a key role in many quality traits of meat prod-
ucts including nutritional value and sensory properties,
mainly flavor because they are both solvent and precur-
sors of aroma compounds. Intramuscular lipids refer to
lipids contained in both intramuscular adipose tissue and
muscle fibers. The intramuscular adipose tissue comprises
cells located along the fibers and in the interfascicular
area. The fat cells contain almost exclusively triacylglyc-
erols (TAG). The lipids of the fibers consist of cytosolic
droplets of TAGs and membrane lipids, phospholopids
(PL), and cholesterol. The amount of TAGs in the fibers
only accounts for a small part of the total intramuscular
TAGs [74].
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TABLE 32.6
Approximate Analysis of Vitamins in Poultry Breast (B) and Thigh/Leg (T/L) Muscles

Poultry Type Thiamine (B1) Riboflavin (B2) Niacin (PP) B6

Reference

(mg/100 g) (mg/100 g) (mg/100 g) (mg/100 g)

Muscle/Meat B T/L B T/L B T/L B T/L

Broiler 0.093 12.12 0.84 [66]
Broiler 0.086 11.98 0.824 [14]
Broiler 0.070 0.076/ 0.092 0.188/ 11.194 6.328/ 0.55 0.33/ [52]
Broiler 0.090 /0.080 0.153 /0.226 12.44 /2.78 [65]

Hen** 0.083 0.159 5.16 [65]

Turkey* 0.064 0.081 0.122 0.221 5.844 3.075 0.56 0.36 [52]
Turkey 0.036 0.150 4.92 [65]

Duck** 0.360 0.450 5.300 0.34 [52]
Duck** 0.177 0.226 3.45 [65]

Goose** 0.129 0.377 4.278 0.64 [52]
Goose** 0.120 0.330 6.40 [65]

* � light and dark meat, ** � flesh.
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Table 32.8 shows that the TAG content was the lowest
in broiler breast, average in turkey and Muscovy duck
breast, highers in male mule duck, and the highest in
goose breast muscles. The PL content in broiler and
turkey breast muscles was lower by nearly half of its level
in duck and goose breast muscles. 

Broiler, hen [81], and turkey breast muscles contained
less total lipids, TAGs, and PL than thigh muscles. The
high level of PL is characteristic of red, oxidative mus-
cles. Therefore breast, glicolytic muscles of broilers and
turkeys contained less PL than T/L contra partners as well
as breast muscles of ducks and geese which mainly com-
prised red fibers [12,82–84]. Surprisingly, some authors
found that PL was higher in the lipids of broiler breast
than thigh muscle lipids [76,77]. In both broiler and
turkey muscle types, free fatty acids were present in only
trace amounts. The FFA concentration was higher in
broiler leg muscles by 37% [85] and turkey thigh muscles
by 73% [79] compared to corresponding breast muscles. 

Broiler muscle lipid fraction contained more FFA
amounts than turkey muscles. The broiler and Muscovy and
10 wk Mule duck breast muscles contained more PL than
TAG. The reverse was true for goose breast and 12 wk male
Mule duck muscles while in turkey breast and 12 wk mule
female duck the level of the main components of lipids was
comparable. On the other hand, in broiler and turkey T/L
muscles PL content was lower than the TAG content.

The fatty acid composition of the different lipid classes
of broiler and turkey muscles is shown in Tables 32.9 and
32.10. There were only small differences between broiler
and turkey breast and leg TAG fatty acid composition
(Table 32.9). According to Pikul et al. [78] in broiler mus-
cles palmitic (C16:0), oleic (C18:1), linoleic (C18:2n6),

and linolenic (C18:3n3) acids in TAG accounted for about
26%, 37%, 22%, and 1%, respectively. Ahn et al. [85] and
Sklan and Tenne [75] found that broiler breast TAG con-
tained less oleic acid (C18:1) and more linoleic acid
(C18:2n6) and linolenic acid (C18:3n3) than leg muscles.
Sklan and Tenne [79] found lower content of palmitic acid
(C16:0) and higher content of linoleic acid (C18:2n6) in
turkey breast TAG than in turkey thigh TAG. There were no
arachidonic acid (C20:4n6) and polyunsaturated PUFA n-3
in turkey muscle TAGs fraction. The decreasing percentage
of the fatty acid groups in TAGs was monounsaturated fatty
acids (MUFA), saturated fatty acids (SFA), and PUFA for
broiler muscles [64,75,78,85] and SFA, MUFA, and PUFA
for turkey muscles [79].

The PL fatty acid composition of broiler and turkey
breast muscles was different from T/L muscles (Table
32.10). The PL fraction of broiler and turkey breast con-
tained more palmitic acid (C16:0) and oleic acid (C18:1)
and less stearic acid (C18:0) and linoleic acid (C18:2n6)
than PL from T/L muscles [64,75,78]. The above pattern
was also valid for phosphatidyl choline (one apart phos-
phatidyl ethanolamine major PL) with the one exception of
similar or higher values of linoleic acid (C18:2n6) in breast
and T/L broiler muscles [75,85]. The broiler breast and T/L
muscles contained a higher level of arachidonic acid
(C20:4n6) in PL fraction than corresponding turkey mus-
cles by 6.5 and 7.0%, respectively. The relative percentage
of PUFA was the same in the PL from broiler breast and leg
muscles while for turkey PL the percentage of PUFA was
lower in breast than thigh muscles. Compared to phos-
phatidyl choline (PC) phosphatidyl ethanolamine (PE) in
broilers contained more PUFAs. Turkey muscles lacked
PUFA n-3 in the PL fraction, likewise in the TAGs fraction.
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TABLE 32.8
Total Lipid Content and Lipid Class Composition of Poultry Breast (B) and Thigh/Leg (T/L) Muscles

Total Lipids TAG* PL** FFA

Reference

Poultry Type (g/100 g) (g/100 g) (g/100 g) (g/100 g)

Muscle/Meat B T/L B T/L B T/L B T/L

Broiler 0.24 /0.70 0.50 /0.64 0.024 /0.033 [75]
Broiler 0.90 2.20 0.37 0.73/ 0.61 0.26/ [76]
Broiler M 0.90 2.30/ 0.35 0.76/ 0.62 0.23/ [77]
Broiler F 0.90 3.20/ 0.43 0.83/ 0.55 0.16/ [77]

Broiler (11 wk) 0.97 /2.10 0.22 /1.08 0.68 /0.90 [78]
Broiler (11.7 wk) 0.87 2.60/ 0.35 1.84/ 0.52 0.76/ [64]

Turkey 1.21 2.03/ 0.58 1.14/ 0.50 0.76/ 0.015 0.026/ [79]
Duck

Muscovy (12 wk) M 1.82 0.56 1.12 [32]
Mule (10/12 wk) M 2.09/2.83 0.88/1.65 1.12/1.09 [4]
Mule (10/12 wk) F 1.69/2.26 0.58/1.11 0.98/1.0 [4]

Landaise Goose (24 wk) 3.88 0.98 0.04 [80]

M � male, F � Female, * � TAG (triacylglycerols), ** � PL (phospholipids).



The decreasing percentage of the fatty acids groups in PL
for broiler muscles, i.e., PUFA, SFA, and MUFA (The
reverse when compared with TAGs) differed from turkey
muscles: SFA, PUFA, and MUFA [64,75,78].

The fatty acid composition of TAGs was different
from the fatty acid composition of PL (Tables 32.9 and
32.10). The PL fraction from broiler and turkey muscles
contained more PUFA and SFA and less MUFA than the
TAGs fraction. The arachidonic acid content in broiler
breast and leg muscles was substantially higher in PL than
in TAG. The broiler breast and leg PUFA n-6/n-3 ratio in
PL was two times lower than in TAG (2.04 and 2.11) [78].

A. LIPID FRACTIONS CONTENT—AGE, SEX, AND

STRAIN

The TAG content of Mule duck increased with age and this
correlated with the increase in lipid content (Table 32.7) [4].

There was no change in the content or class composi-
tion of the lipids with sex of broilers [77]. At any given
age, the TAG content was higher in male Mule duck breast
compared with the females but this difference was not
significant [4].

VII. CHOLESTEROL

Determination of cholesterol in food is important for con-
sumer health [86]. High dietary cholesterol intake is con-
sidered to be one of the risk factors for human
atherogenesis [87]. The higher cholesterol concentration
reduces membrane fluidity, lowers Ca�-ATPase activity,
and regulates contraction and relaxation rates [88].
Cholesterol content in chicken tissue is possible to be
influenced by fatty acid composition of the diet [3] or by
the dietary garlic and copper content [88]. 

Table 32.11 presents cholesterol content expressed in
mg/100 g of poultry meat. The cholesterol content in poul-
try breast white muscles, in ascending order, was as fol-
lows: broilers, hens and turkeys, Muscovy ducks, goose,
Pekin and Mule ducks, and ranged from 41.0 to 123
mg/100 g. The cholesterol content in different poultry T/L
muscles was on similar level with one exception of higher
content in hen dark meat, and ranged from 64.0 to 101
mg/100 g. Cholesterol is solely a membrane lipid in meat,
and is also found in cell membranes of adipose tissue and
fatty tissue [91]. Cholesterol is usually associated with
adipose tissue, which is more abundant in thigh than in
broiler and turkey breast muscles (Table 32.1). Moreover,
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TABLE 32.9
Fatty Acid Composition (%) of the TAG Fraction of Lipids from Broiler and Turkey Breast (B)
and Thigh/Leg (T/L) Muscles

Reference [75] [85] [78] [75] [85] [78] [79] [79]

Poultry Type Broiler Broiler Turkey

Muscle B B B (11 wk) T L L (11 wk) B T

FFA profile (%)
C14:0 0.80 0.82 1.02 0.83
C16:0 25.10 21.42 26.01 25.20 21.22 25.65 29.30 32.60
C18:0 6.50 5.96 6.36 5.80 5.45 5.81 9.00 9.40
C20:0 0.81 0.28 0.28
C22:0 0.28 0.39

C14:1 0.20 0.12
C16:1 8.00 4.93 5.21 7.90 5.60 5.73 3.10 5.00
C18:1 43.00 46.35 37.31 44.60 52.08 36.41 30.20 30.30
C20:1 0.72 0.44

C18:2n6 17.30 17.15 21.39 16.20 13.03 22.12 27.60 23.80
C20:2n6 0.41 0.21 0.29 0.32
C20:4n6 0.10 0.70 0.30 1.08

C18:3n3 1.46 1.25 0.69 1.24
C20:5n3 0.00 0.00 0.19

SFA 31.60 28.98 33.75 31.10 27.68 32.96 38.30 42.00
MUFA 51.00 52.00 42.72 52.50 58.13 42.26 33.30 35.30
PUFA 17.40 19.02 23.55 16.50 14.18 24.76 27.60 23.80

n-6 17.40 17.56 22.30 16.50 13.31 23.52 27.60 23.80
n-3 1.46 1.25 0.87 1.24
n-6/n-3 12.03 17.84 15.30 18.97



slow-twitch fibers of thigh muscles have many more mito-
chondria, their mitochondria are bigger, and the metabolic
rate in muscles is faster in comparison to the fast-twitch
fibers of breast muscles [88]. Therefore, the cholesterol
content in T/L or dark meat was higher by 17.0–48.3% in
broilers, by 50.2% in hens and by 20.3–37.3% in turkeys
(range from 63.7 to 78.9 mg/100 g) compared to breast or
white meat (range from 40.9 to 58.2 mg/100 g). In con-
trast, the cholesterol level in goose breast muscles was
higher by 15.3% than in thigh muscles.

The cholesterol content expressed as a percentage of
total lipids in broiler breast muscles (2–2.7%) was two to
three times higher than in thigh muscles (1.0%) [17,77]. In
contrast, the cholesterol concentration in total lipids of
turkey male breast and thigh muscles was not significantly

different (4.07 vs. 3.10%) [90]. Irrespective of the differ-
ences between muscles, cholesterol concentration was
substantially higher in total lipids of turkey muscles than in
chicken muscles. This can be explained by lower total lipid
content in turkey breast and thigh muscles (1.47 and
2.45%) (Table 32.1) than in breast and thigh broiler mus-
cles (1.80 and 7.30%) [17,90].

A. CHOLESTEROL—AGE, SEX, AND STRAIN

The cholesterol content decreased with age: in 7 vs. 9 wk
broiler breast muscle by 33.30% [66], in 5 vs. 13 wk
broiler breast muscle by 8.40%, and in thigh muscle by
23.57% [92], in 10 vs. 25 wk male turkey breast muscles
by 20.97%, and in thigh muscles by 23.76% [49], and in

Chemical Composition of Poultry Meat 32-11

TABLE 32.10
Fatty Acid Composition (%) of the PL Fraction and Its Classes (PE* and PC**) of Lipids from Broiler and Turkey
Breast (B) and Thigh/Leg (T/L) Muscles

Reference [75] [75] [85] [85] [75] [75] [85] [85] [78] [78] [79] [79]

Poultry Type Broiler Turkey

Muscle B/PE B/PC B/PE B/PC T/PE T/PC L/PE L/PC B/PL L/PL (11 wk) B/PL T/PL

FFA profile (%)
C14:0 0.80 0.48 0.51 0.48 0.15 0.18
C16:0 16.00 35.00 7.61 26.28 16.70 18.90 7.96 23.9 20.36 16.82 25.60 19.70
C18:0 26.60 11.00 19.21 10.58 24.10 33.70 19.99 15.99 12.76 20.09 22.50 24.30
C20:0 0.24 0.25 0.32 0.47 0.24 0.32
C22:0 1.37 1.09
C24:0 0.40 0.61

C14:1 0.06 0.07
C16:1 2.10 1.70 0.58 0.85 2.80 1.30 0.48 0.82 0.45 0.71
C18:1 17.60 24.00 20.06 26.06 17.80 16.60 16.57 23.18 18.06 13.67 21.20 13.60
C20:1 0.72 0.46 0.76 0.38
C22:1 0.29 0.51 0.45 1.83 2.52 1.92

C18:2n6 6.80 13.60 14.54 19.15 9.10 10.80 15.61 19.54 10.95 14.99 16.70 26.00
C20:2n6 2.00 1.98 1.39 1.64 0.37 0.40
C20:3n6 2.27 2.21 1.28 1.34
C20:4n6 12.60 5.20 17.07 6.21 11.10 10.80 20.13 5.98 20.02 19.71 13.50 12.70
C22:2n6 0.52 0.21
C22:4n6 3.93 1.31 4.73 1.05 5.03 4.98

C18:3n3 0.47 0.19 0.34 0.21 0.09 0.31
C20:3n3 0.35 0.24 0.30 0.25
C20:5n3 0.20 2.40 1.28 0.42 2.40 1.40 0.93 0.42
C22:3n3 1.59 0.47 1.54 0.54
C22:5n3 6.20 3.30 2.73 0.92 4.00 3.10 3.07 0.75 2.27 1.39
C22:6n3 11.90 3.70 3.78 1.24 11.80 3.40 3.66 1.29 2.71 1.76

SFA 42.60 46.00 27.86 37.58 40.80 52.60 28.78 40.88 35.28 39.11 48.10 44.00
MUFA 19.70 25.70 21.64 27.88 20.60 17.90 18.25 26.21 21.09 16.37 21.20 13.60
PUFA 37.70 28.20 49.69 34.55 38.40 29.50 52.98 32.92 41.44 43.54 30.20 38.70
n-6 19.40 18.80 39.80 31.07 20.20 21.60 43.14 29.54 36.37 40.08 30.20 38.70
n-3 18.30 9.40 10.69 3.48 18.20 7.90 9.84 3.38 5.07 3.46
n-6/n-3 1.06 2.00 3.72 8.93 1.11 2.73 4.38 8.74 7.17 11.58

* � PE (phosphatidyl ethanolamine), ** � PC (phosphatidyl choline).



10 vs. 12 wk male Mule duck breast muscles of males by
13.22% and females by 13.68% [4]. In 9–11 wk broiler
breast muscles there was no age dependency on choles-
terol content and after 12 wk its content increased to the
level of 7 wk broiler breast muscle [66]. The cholesterol
content in breast and thigh muscles of female turkeys (10
vs. 18 wk) was entirely independent of age [49].

At the comparable age (14 wk) male turkeys had
higher cholesterol content than females in breast and thigh
muscles (Table 32.11) [49]. The same trend was observed
for goose and male and female Mule duck breast muscles
but differences were not significant [4].

VIII. FFA

To prevent serious chronic diseases of humans, it is nec-
essary to consider both the balance intake of fatty acids
[8,93] and the intake of cholesterol [86] in poultry meat.
A substantial reduction in carcass fats and cholesterol and
improvement of the fatty acid make-up in poultry mus-
cles, such as omega-3 fatty acids, bring about nutritional
and economic benefits to consumers and producers alike
[3]. Fat deposition is controlled by the calorie: protein
ratio of the diet, and the fatty acid composition is

controlled by type and amount of dietary fat by adding
linoleic (LA, C18:2n6) and linolenic (LNA, C18:3n3)
acids, vegetable oils, fish meal, fish oils, beef tallow and
marine algae [3,8,85,87,94–99]. For example, the compo-
sition of fatty acids in chicken carcass can be modified
through feeding because in the digestive system of chick-
ens, lipids are absorbed and deposited in tissue in
unchanged form. The concentration of fatty acids in tissue
is closely correlated with their dietary content, in contrast
to SFA and MUFA acids which can be synthesisted de
novo from simple precursors such as glucose or amino
acids [5,8,94,100]. Linoleic acid (C18:2n6) and
α-linolenic acid (C18:3n3), the precursors of the n-6 and
n-3 family of fatty acids, respectively, are essential fatty
acids and have to be supplied by the diet [100]. 

The fatty acid composition of muscle tissue plays a
major role in lipid stability and product quality. Lipid oxi-
dation is one of the main causes of deterioration in the
quality of meat during storage and processing. Lipid oxi-
dation is a major problem in poultry meat due to the high
content of polyunsaturated fatty acids (PUFA) and low
level of natural antioxidants such as tocopherol
[8,64,85,94,101]. However, introducing antioxidants to
the diet, especially vitamin E, efficiently protects the car-
cass from this process [102,103]. 

Okuyama et al. [104] recommended the decrease of
polyunsaturated (PUFA) n-6/n-3 ratio in diet and the sep-
arate evaluation of the content of α-linolenic acid (LNA,
C18:3n3; the basic fatty acid and precursor of PUFA n-3
family), arachidonic acid (AA, C20:4n6; a key metabolite
in the PUFA n-6 family), eicosapentaenoic acid (EPA,
C20:5n3), and docosahexaenoic acid (DHA, C22:6n3) in
foods, because the physiological activity of EPA�DHA is
five times higher in comparison with LNA. Another
dietary factor influencing the risk of atherosclerosis in
humans is the ratio of saturated (SFA), monounsaturated
(MUFA), and polyunsaturated (PUFA) fatty acids [8].

Some long chain PUFAs (i.e., dihomo-α-linolenic acid,
AA and EPA) are precursors of eicosanoids — important
metabolites in the control of cell metabolism [105]. In con-
trast to PUFA n-6 arachidonic acid (C20:4n6), dietary
PUFA n-3 decrease production of pro-inflammatory
eicosanoids and have a positive effect on cardiovascu-
lar–coronary heart disease, autoimmune, and other chronic
diseases, including cancer [8,100,106]. The incidence of
coronary heart disease has been said to be dependent upon
two different processes – atherosclerosis and trombosis –
where atherosclerosis relates to the thickening of the arte-
rial wall and trombosis relates to formation of a clot that
occludes the artery, causing heart attack [8,107]. The DHA
has an important role in the development of the central
nervous system of the newborn while the EPA is involved
in blood clotting and the inflammatory response [9]. In
view of physiological effects of arachidonic acid (AA), i.e.,
an increased synthesis of pro-inflammatory prostaglandins,
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TABLE 32.11
Cholesterol Content in Poultry Breast (B) and Thigh/
Leg (T/L) Muscles

Poultry Type Cholesterol (mg/100 g)

ReferenceMuscle/Meat B T/L

Broiler 42.40 63.70/ [17]
Broiler 43.40 /84.00 [89]
Broiler 47.41 [12]
Broiler 51.00 [66]
Broiler (11 wk) 40.90 /77.50 [78]
Broiler* 59.40 71.60 [3]
Average 47.42 (6.93) 74.20 (8.64)
Hens* 50.07 100.61 [20]
Turkey 45.10 /71.90 [89]
Turkey (20 wk) M 47.40 70.00/ [49]
Turkey (20 wk) M 58.20 73.00/ [90]
Turkey (14 wk) M 52.70 78.90/ [90]
Turkey (14 wk) F 48.20 72.30/ [49]
Average for M 50.85 (5.84) 73.45 (3.84)
Pekin duck 123 [91]
Pekin duck 99.11 [12]
Average 111.06 (16.89)
Muscovy duck (M) 67.00 [32]
Mule duck (10/12 wk) M 121/105 [4]
Mule duck (10/12 wk) F 117/101 [4]
Goose 80.70 70.00 [89]
Goose (16.6 wk) M/F 88/82 [44]
Average 84.35 (5.16) 70.00

M � male, F � female, * � white, dark muscles.
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leukotrienes and platelet-activating factor which is con-
nected with cancer and autoimmune diseases, the decrease
of its intakes is recommended [108–110]. Generally, high
intakes of EPA�DHA and AA are considered important
positive and negative aspects for human nutrition, respec-
tively [49,87,109,110]. 

The percentage representation of fatty acids in lipids
from poultry breast and T/L muscles is presented in Tables
32.12–32.15. The main SFA fatty acids in poultry breast
and T/L muscles were palmitic acid (C16:0) and stearic
acid (C18:0), with minor quantity of myristic acid (C14:0),
and for duck and goose breast muscles also lauric acid
(C12:0). The stearic acid (C18:0) is not thought to raise
blood cholesterol level while the myristic acid (C14:0),
appears the most atherogenic and has four times the cho-
lesterol-raising effect of palmitic acid [107]. Kelly [115]
showed that stearic acid (C18:0) in the diet had beneficial
effects on thrombogenic and atherogenic risk factors in
males. The predominant MUFA fatty acids in the poultry

for both muscles were oleic acid (C 18:1) and palmitoleic
acid (C16:1). In the PUFA fatty acids group linoleic acid
(C18:2n6) dominated followed by arachidonic acid
(C20:4n6), α-linolenic acid (C18:3n3) and DHA (C22:6n3,
except duck muscles and goose leg muscles). In all tissues
the principal fatty acid was oleic (C18:1), followed by
palmitic acid (C16:0) and/or linoleic acid (C18:2n6).

Broiler, hen and goose breast, or white muscle lipids
contained more SFA, PUFA n-6, and PUFA n-3, and total
PUFA but less MUFA than T/L or dark muscle lipids
(Tables 32.12, 32.13, and 32.15). However, some authors
found in broiler breast muscles, when compared with T/L
muscles, less PUFA n-6 by 2.16% [111] or almost the
same percentage of SFA [3,17,105], MUFA, and PUFA
n-3 [105]. The nutritionally significant PUFA n-6/PUFA
n-3 ratio was lower (more favorable) in broiler breast
muscle (5.35) compared with thigh muscle (6.33). For
hens the ratio of PUFA n-6/PUFA n-3 was slightly higher
(by 0.32%) in white than in dark smuscles.
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TABLE 32.13
Free Fatty Acid (FFA) Profile of Hen and Turkey Breast (B) or White (W) and Thigh (T) or Dark
(D) Muscles

Reference [20] [20] [90] [49] [49] [90] [49] [49]

Turkey B B B Turkey T T T
Hen W 20 wk 20 wk 14 wk 20 wk 20 wk 14 wk

Muscle 64 wk Hen D M M F M M F

FFA (%)
C14:0 0.67 1.53 0.99 0.99
C16:0 23.01 21.38 24.32 22.40 20.80 24.41 22.20 20.20
C18:0 10.32 8.87 9.95 7.70 11.30 10.49 9.80 8.90

C16:1 2.48 3.78 6.14 5.84
C18:1 32.38 39.26 28.48 36.60 32.10 28.45 32.70 32.60
C20:1 0.28 0.36 0.30 0.33

C18:2n6 12.62 15.36 21.54 21.30 21.00 22.58 22.50 24.90
C18:3n6 0.11 0.12
C20:2n6 0.39 0.24
C20:3n6 0.45 0.26
C20:4n6 8.11 3.27 4.15 1.40 3.00 3.59 2.60 2.30
C22:4n6 0.76 0.50 1.03 0.74
C22: 5n6 0.27 0.19

C18:3n3 0.75 1.99 0.89 2.80 2.00 0.94 2.50 2.70
C20:5n3 (EPA) 0.00 0.03 0.19 0.18
C22:5n3 (DPA) 0.52 0.18 0.63 0.43
C22:6n3 (DHA) 1.58 0.56 1.01 1.60* 3.20* 0.72 2.10* 2.20*

SAT 34.01 31.79 35.26 30.10 32.10 35.89 32.00 29.10
MUFA 35.13 43.40 34.92 36.60 32.10 34.62 32.70 32.60
PUFA 25.57 22.38 29.82 27.10 29.20 29.49 29.70 32.10

Total n-6 22.71 19.63 27.10 22.70 24.00 27.22 25.10 27.20
Total n-3 2.86 2.75 2.72 4.40 5.20 2.27 4.60 4.90
n-6/n-3 8.01 7.69 9.96 5.16 4.62 11.99 5.46 5.55

M � male, F � female, * � EPA � DHA.



Broiler, hen, duck and goose breast muscles were char-
acterized by a higher proportion of stearic acid (C18:0)
and lower proportion of oleic acid (C18:1) than thigh mus-
cles. Lipids associated with broiler or hen breast meat con-
tained less linoleic acid (C18:2n6) and linolenic acid
(C18:3n3), but more arachidonic acid (C20:4n6) and
eicosapentaenoic EPA (C20:5n3—no difference in hens),
docosapentaenoic DPA (C22:5n3) and docosahexaenoic
DHA (C22:6n3) than lipids associated with T/L muscles.
The level of EPA, DPA, and DHA in broiler breast lipids
was at least one and a half that of thigh muscles lipids and
DHA exceeded EPA in both breast and thigh muscles
lipids by a factor of two and a half. Kralik and Ivankovic
[111] found higher content of EPA, DPA, DHA, and total
n-3 fatty acids but less n-6 fatty acids in broiler breast
muscles compared with thigh muscles which indicated that
the percentage of PUFA in both kinds of muscles was com-
parable. Others found no difference in linoleic acids
(C18:2n6) [3,17] or in fatty acid profiles between broiler
white and dark muscles [105]. The level of DPA and DHA
in hen breast muscles was 2.8 times higher than in thigh
muscles [20]. In goose breast muscles, likewise in broilers

and hens, the proportion of linolenic acid (C18:3n3) was
lower than in leg muscles [42]. In contrast, goose breast
muscle lipids were characterized by the presence of higher
levels of linoleic acid (C18:2n6) and the same values of
arachidonic acid (C20:4n6) as in leg muscles, and accord-
ing to Biesiada-Drzazga et al. [42], by the absence of EPA,
DPA, and DHA in both muscles. The proportion of linoleic
acid (C18:2n6) in Pekin [6,12] and in Muscovy duck
[6,32] breast muscles compared with thigh muscle was
higher and lower, respectively.

Breast and thigh muscle lipids of 20 wk male turkeys
were comparable in total values of the main fatty acids frac-
tions [49] or were different in fatty acid composition [90].
Therefore, turkey breast muscles were characterized by a
higher proportion of linolenic acid (C18:3n3) and lower pro-
portions of SFA, linoleic acid (C18:2n6), and arachidonic
acid (C20:4n6) compared to thigh muscles [49,79] which
was in accordance with data for chicken and hen only for
linoleic acid (C18:2n6). According to Komprda et al. [90],
turkey breast muscles had slightly higher arachidonic acid
(C20:4n6) and DHA (C22:6n3) percentages than thigh mus-
cles which corresponded with broilers. However, higher or
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TABLE 32.14
Free Fatty Acid (FFA) Profile of Duck Breast (B) and Thigh (T) Muscles

Reference [12] [32] [113] [113] [6] [6] [6]

B B B T T T T
Pekin Muscovy A44 A44 Pekin Muscovy Mule

Muscle 7 wk 12 wk 8 wk 8 wk 9/12 wk 10.5/15 wk 8/14 wk

FFA (%)
C12:0 1.72 1.09/0.94 1.20 1.18
C14:0 1.51 1.20 1.20 0.90 0.70/0.67 0.55/0.53 0.63/0.57
C15:0 1.80 0.80 0.30
C16:0 28.23 22.40 27.80 23.90 23.80/23.10 25.00/22.00 25.70/21.60
C17:0 0.30 0.20
C18:0 14.01 13.30 11.40 7.50 5.40/5.40 8.00/7.40 6.90/6.90

C14:1 0.50 0.20 0.10
C16:1 2.20 1.90 3.40 4.50 3.50/2.20 2.10/1.50 3.00/1.70
C17:1 0.40 0.10
C18:1 32.41 28.40 34.80 48.40 48.80/45.40 41.30/40.60 43.90/43.80
C20:1 0.60 0.70 0.81/0.93 0.52/0.62 0.56/0.77

C18:2n6 13.12 14.90 11.40 10.10 11.50/17.50 17.20/20.00 14.90/19.10
C20:2n6 1.20
C20:3n6 0.50
C20:4n6 3.91 12.60 6.90 2.50

C18:3n3 1.30 0.60 0.80 0.94/0.69 0.88/0.91 0.91/0.77

SAT 45.46 38.70 41.50 32.80 30.99/30.11 34.75/29.93 34.41/29.07
MUFA 34.61 30.80 39.40 53.80 51.11/48.53 43.92/42.72 47.46/46.27
PUFA 17.03 30.50 18.90 13.40 12.44/18.19 18.08/20.91 15.81/19.87

Total n-6 17.03 29.20 18.30 12.60 11.50/17.50 17.20/20.00 14.90/19.10
Total n-3 1.30 0.60 0.80 0.94/0.69 0.88/0.91 0.91/0.77
n-6/n-3 22.46 30.5 15.75 12.23/25.36 19.55/21.98 16.37/24.81



the same MUFA percentage and lower or the same PUFA
percentage in male turkey breast than thigh muscles were
not in line with broilers and hens. The PUFA n-6/n-3 ratio
was comparable in turkey muscles and hens. A comparison
of fatty acid composition in male turkeys and broiler breast
and thigh muscles revealed that in turkey muscles the ratio
of SFA was higher by 5.06/6.59%; MUFA was lower by
10.28/14.08%; PUFA was higher by 4.60/7.49%; and
arachidonic acid (C20:4n6) was higher by 2.05/2.69%
[17,90]. Therefore, turkey meat provided substantially less
MUFA (a desirable fraction from the viewpoint of human
nutrition) and more arachidonic acid (undesirable fraction)
compared to broiler meat.

Duck breast muscles contained more SFA than other
kinds of poultry and less PUFAs than broilers, hens, and
turkeys. The fatty acid contents of duck and goose mus-
cles were very similar and contained approximately 50%
SFA, 33% MUFA, and 16% PUFA (Tables 32.12–32.15).

The interpretation of fatty acid composition in
poultry meat depends on the presentation method. As a

percentage of total fatty acids, broiler thigh SFA were not
different (30.60 vs. 31.27%), MUFA was higher (49.06
vs. 43.31%), and PUFA was lower (15.51 vs. 18.87%)
than breast muscles of the corresponding fatty acid groups
[58]. In contrast, when fatty acid content was expressed in
mg/100 g of muscles, broiler thigh muscles contained
more SFA (1530 vs. 300 mg/100 g), MUFA (2460 vs. 410
mg/100 g) and PUFA (780 vs. 180 mg/100 g). Likewise,
in turkey thigh muscles the sum of SFA, MUFA (725 vs.
441 mg/100 g), PUFA, and EPA and DHA (18.2 and 14.6
mg/100 g) and arachidonic acid (C20:4n6) (72.7 vs. 50.3
mg/100 g) was substantially higher than in breast mus-
cles, due to the higher total lipid content in thigh com-
pared to breast muscles (2.45 vs. 1.47%) [90]. These
values differ from that expressed as a percentage of total
fatty acids for turkey muscles as shown in Table 32.12.
Turkey breast muscles contained 5% less SFA, nearly
40% less MUFA, and approximately the same amount of
PUFA compared to broiler breast muscles [17,90]. The
EPA�DHA values for turkey and chicken breast muscles
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TABLE 32.15
Free Fatty Acid (FFA) Profile of Goose Breast (B) and Leg (L) Muscles

Reference [80] [114] [114] [42] [42]

B B B B L
Muscle 24 wk 16 wk M/F 26 wk M/F 15*/24** wk 15*/24** wk

FFA (%)
C12:0 0.13
C14:0 0.67 2.20 1.40 0.07/0.08 0.06/0.06
C15:0 0.82
C16:0 24.87 24.50/26.40 25.10/26.20 24.76/27.47 24.27/20.40
C18:0 6.82 10.60 8.80 3.16/4.35 3.02/2.58
C20:0 0.15
C22:0 0.09
C24:0 0.17

C16:1 3.96 4.10 4.60 1.55/2.05 1.73/1.96
C18:1 43.40 49.80/46.30 50.30/50.20 61.19/58.30 63.20/67.89
C20:1 0.22 0.80-0.90 0.80-0.90 0.06/0.08 0.07/0.07
C22:1 0.02

C18:2n6 15.00 6.90 6.10 8.76/7.38 7.40/6.76
C20:2n6 0.29 0.02/0.05 0.01/0.02
C20:3n6 —/0.03 0.03/—
C20:4n6 2.31 0.70 0.50 0.24/0.12 0.07/0.12

C18:3n3 0.66 0.50-0.60 0.50 0.08/0.06 0.07/0.07
C22:5n3 (DPA) 0.13
C22:6n3 (DHA) 0.25

SAT 32.31 37.00/40.30 36.10/36.40 27.99/31.90 27.35/23.04
MUFA 47.60 55.00/51.30 56.30/57.00 62.80/60.43 65.00/69.92
PUFA 18.64 8.10 7.10 9.10/7.64 7.58/6.97

Total n-6 17.60 7.60 6.60 9.02/7.58 7.51/6.90
Total n-3 1.04 0.50 0.50 0.08/0.06 0.07/0.07
n-6/n-3 16.92 15.20 13.20 112.7/112.6 107.3/98.57

M � male, F � female, * � intensive system, ** � semi-intensive system.



were similar. However, turkey thigh muscles contained
less EPA�DHA than broiler thigh muscles (18.2 vs. 31
mg/100 g) due to the substantially lower total lipid con-
tent, i.e., 2.45 vs. 7.30%, respectively. The content of
arachidonic acid (C20:4n6) in turkey breast muscles (50.3
mg/100 g) was higher by nearly 60% in comparison to
chicken breast muscles (32.1 mg/100 g). 

A. FFA—AGE, SEX, AND STRAIN

Fatty acid composition of broilers, turkeys, ducks, and
geese was affected by age and sex. A comparison of 13 wk
fast growing broilers with 5 wk broilers showed that older
birds had significantly lower MUFA content in breast mus-
cles, and the levels of PUFA and arachidonic acid
(C20:4n6) were higher in breast muscles and lower in thigh
muscles, respectively [92]. Advancing age of male and
female turkey was accompanied by increased MUFA and
decreased PUFA percentage in breast and thigh muscles
while the percentage of SFA decreased in breast muscles
and increased in thigh muscles, respectively (Table 32.13)
[49]. Moreover, with increasing age the content of sum of
EPA�DHA decreased in both male muscles, but did not
differ in female muscles. The arachidonic acid (C20:4n6)
content decreased with age in breast muscles of turkeys of
both sexes, but not in thigh meat. With age duck thigh mus-
cle lipids had a lower level of MUFA and higher levels of
PUFA and linoleic acid (C18:2n6). Age had no influence on
SFA content in Pekin duck thigh muscles, but in Muscovy
and Mule duck the SFA level decreased with age (Table
32.13). During the time of rearing of geese from 6–30 wk
the fat of male and female breast, muscles decreased grad-
ually with the content of SFA by 3.0–3.4% and stearic acid
(C18:0) by 4.9%. The share of MUFA and palmitoleic acid
(C16:1) increased by 1.1–3.0% and by 1.1%, respectively
(Table 32.14) [114]. However, the PUFA, linoleic acid
(C18:2n6), and arachidonic acid (C20:4n6) were not influ-
enced by age. Friend et al. [48] found no differences due to
age in goose fatty acid composition.

The male broiler breast muscles concentration of total
PUFA and PUFA n-3 was lower than in female breast mus-
cles while the male thigh muscle concentration of MUFA
was lower and total PUFA and PUFA n-3 were higher than
in female thigh muscles. The level of arachidonic acid
(C20:4n6) in male broiler muscles was higher than for
female muscles [77]. At the same age, male turkey breast
muscles were characterized by lower MUFA content and
thigh muscles had lower contents of both MUFA and
PUFA than corresponding female muscles [49]. 

The breast muscle lipids of 16 wk male geese males
were characterized by more favorable composition of
fatty acids compared to females due to the higher share of
MUFA and lower level of SFA (Table 32.14) [114].

Geese strains influenced the composition of the fol-
lowing fatty acids: palmitic (C16:0), palmitoleic (C16:1),

stearic (C18:0), oleic (C18:1), linoleic (C18:2n6), and
arachidonic (C20:4n6) [48]. Batura et al. [50] also found
geese strain dependent on differences in the level of
myristic acid (C14:0), linoleic acid (C18:2n6), and arachi-
donic acid, (C20:4n6). 

IX. CONCLUSIONS

Muscles highest in protein content were turkey, broiler
and goose breast muscles while the lowest in fat were
breast muscles of turkeys, broilers, and Pekin-Muscovy
ducks. The best proportion of protein to fat was in the
duck thigh muscles. Goose and turkey muscles had the
lowest moisture content. 

The broiler muscles were the highest in niacin. Duck
and goose flesh were the best sources of thiamine (B1) and
riboflavin (B2). The broiler and turkey thigh/leg or dark
muscles contained more riboflavin (B2) and less niacin
(PP) and vitamin B6 than breast/light muscles. Poultry
meat is also an important source of several minerals, espe-
cially iron (goose muscles, turkey dark), zinc (turkey
dark), potassium and phosphorus (goose flesh), and other
trace elements such as copper.

Lipids of white poultry meat (broilers, hens, geese) were
richer in SFA and PUFA and the lipids of red meat were
richer in MUFA. Therefore, poultry consumption, especially
breast muscle, could provide an important additional source
of nutritionally important unsaturated fatty acids (PUFA).

Poultry breast muscles have higher nutritional and
dietetic values than thigh muscles (lower lipid and colla-
gen content and higher protein content).
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Srutek, A Rosiński. Influence of feeding system, exten-
sive vs intensive, on fatty liver and meat production in
geese. Arch Geflügelk 62:169–175, 1998.

81. JO Igene, AM Pearson, RA Merkel, TH Coleman.
Effect of frozen storage time, cooking and holding tem-
perature upon extractable lipids and TBA values of beef
and chicken. J Anim Sci 49:701–707, 1979.

82. E Baeza, MR Salichon, G Marche, N Wacrenier. Age
and sex effects on muscular development of Muscovy
ducks. Proceedings of XIVth European Symposium on
the Quality of Poultry Meat, Bologna, 1999, pp
129–134.

83. G Elminowska-Wenda, A Rosiński, D Kńosowska, G
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I. INTRODUCTION

Per capita consumption of poultry has increased dramati-
cally during the last 40 years with poultry meat ranking as
the most consumed muscle food per capita in the United
States. This increased consumption in poultry compared to
other meats can be attributed to vertical integration, an
increase in value-added product offerings, and nutritional
quality. In vertically integrated companies, the same com-
pany owns several or even all of the process from live pro-
duction through slaughter, and distribution to retail or
foodservice. Vertical integration has improved product uni-
formity and increased profit margins for the poultry industry
compared to other meat industries. The poultry industry has
also increased the production of value-added poultry prod-
ucts to meet consumer demands for convenience, versatility,
and variety. Also, nutritionally, the fat in both chicken and
turkey meat is easily removed compared to other meats,
enabling consumers to adopt a more low-fat type of meat
into their diets. The process of converting the live animal

into meat is complex. Many steps are implemented to ensure
uniformity and high quality for the consumer. This chapter
will detail the steps required to convert a live bird into a con-
venient and versatile product for consumers.

II. SLAUGHTER

Poultry slaughter involves six primary unit operations:
preslaughter, immobilization, feather removal, evisceration,
chilling, and further processing. In each of these processes,
bird uniformity and automation can affect both quality and
efficiency (yield). Normally, plants process birds at 70–140
birds per minute depending on the inspection system used,
the type of birds (broilers versus turkeys), and the unifor-
mity of the birds.

A. PRESLAUGHTER

The United States Department of Agriculture (USDA) has
a “Zero Tolerance” for fecal contamination of poultry 



carcasses in the Pathogen Reduction/Hazard Analysis and
Critical Control Point System (HACCP) (1). Therefore,
birds are removed from feed, but allowed access to water
8–12 hours prior to slaughter to allow for clearing of the
intestinal tract (2). This time for clearing of the gastroin-
testinal tract helps prevent some fecal contamination of
carcasses due to intestinal rupture by the automated evis-
ceration/processing equipment. Feed withdrawal fewer
than eight hours can result in fecal contamination and full
crops, which can lead to contamination of the carcass dur-
ing evisceration and possible condemnations (3). Feed
withdrawal greater than 12 hours prior to slaughter can
result in loose feces, green gizzards, and bloated intestines,
which leads to downgrades and meat yield loss for proces-
sors. Also, the longer the feed withdrawal period, the more
water weight is lost, resulting in a decreased yield for
processors. Therefore, feed withdrawal should be within
the 8–12 hours prior to slaughter to allow for the clearing
of the intestinal tract, and to minimize yield losses (4).

Antemortem handling of the birds preslaughter can
affect meat quality and consumer acceptability of the prod-
uct. The largest meat quality determinants at this ante-
mortem stage are handling and stress to the bird. Improper
handling can result in bruises, broken and dislocated bones,
and variation in breast meat color, all resulting in decreased
yield for the processor through carcass downgrading. The
areas most frequently bruised are the breast, wings, and
legs (5). An estimate of 90–95% of all bruises found on
broiler carcasses occurs during the final 12 hours prior to
slaughter (6). This period is normally when the birds are
caught, cooped, transported to the plant, and unloaded for
slaughter. Ages of bruises are easily determined and can be
used at the plant to determine problem areas either at the
farm or during catching, transportation, or unloading.
During the initial formation of a bruise, the area appears
bright red, followed by purple, yellow, green, and orange
before returning to the normal color of the tissue (7, 8).

Increased stress due to catching and transportation
may also lead to poor meat quality and reduced yield. Most
birds are usually caught and cooped during the evening to
early morning hours to ensure cooler temperatures and to
reduce stress. Several broiler companies use automated
methods to catch birds. These machines “scoop” birds
from the floor of the house into coops minimizing bruising
and broken bones. However, most turkey facilities are still
completely manual when catching birds due to their large
size. Transportation of the birds may lead to increased
stress and can result in poor meat quality. This will be dis-
cussed in more detail later in the chapter.

B. IMMOBILIZATION – STUNNING,
EXSANGUINATION

Following arrival at the processing plant, the birds are
unloaded from the transportation trucks onto a conveyor

line through an automated “dumping” mechanism.
However, turkeys are normally unloaded from the trucks by
hand. Both methods can cause bruising and broken bones if
the animal is handled improperly. Once on the conveyor,
the birds enter the plant and are hung on shackles prior to
slaughter. The hanging room is usually a dark room with
red or black lights to offer a calming effect on the birds to
reduce stress. Once shackled, the birds are electrically
stunned in a saline (approximately 1% NaCl) water bath to
render the bird unconscious. Electrical stunning is the most
common method of bird immobilization in the U.S.
because it is inexpensive, convenient, and safe (9, 10).

Electrical stunning produces a uniform heartbeat for
better bleeding, immobilizes the bird for slaughter, and
relaxes the feather follicles for better picking. Normally, the
birds are stunned for 10–12 seconds (10–20 mA per broiler;
20–40 mA per turkey) to produce a state of unconsciousness
for 60–90 seconds (11). Stunning parameters with excessive
amperage can cause downgrades, while too low of an
amperage can cause poor bleeding, poor meat quality, and
improperly killed birds. Therefore, proper stunning amper-
ages are important determinants of good quality meat.

Stunning parameters and methods vary from country
to country. For example, the European Economic
Community requires birds to be irreversibly stunned by
using saline bath electrical stunning methods that deliver
approximately 100 mA per bird. This high amperage can
cause broken clavicles, blood splash, rupture femoral
arteries, and other downgrades (12). Brazil and some
European countries have replaced high amperage electri-
cal stunning with gas stunning. Gas stunning utilizes
argon and carbon dioxide mixtures to displace oxygen and
cause hypoxia in birds. Meat quality from gas stunned
birds and low amperage stunned birds is better in com-
parison to high amperage electrical stunning because of
the prevention of blood splash and broken bones (13, 14).

To reduce blood splash and ruptured arteries, bleed
out must be performed within 10 seconds of low amper-
age electrical stunning. Exsanguination (or bleed out) is
the period of blood removal which usually lasts 1.5 to 3
minutes. Following stunning, the head of the bird is
guided through a set of bars for proper presentation to the
cutting blade (Figure 33.1). Most of these automated cut-
ting blade machines use a single unilateral neck cut which
severs the right carotid artery and jugular vein. However,
some processors use a rotating blade to sever both carotid
arteries and jugular veins for a more complete bleeding
efficiency. Either way, the blood volume lost is 30–50%,
mainly from the major arteries and veins (11). This loss of
blood volume causes brain failure and eventually death to
the bird. Insufficient bleeding can result in poor meat
quality and discoloration of the skin during scalding.
Flavor is the most affected quality parameter associated
with improper bleeding with the development of a gamey
flavor due to the residual blood remaining in the muscles.
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C. FEATHER REMOVAL – SCALDING, PICKING

Feather removal is a two-step process – scalding and pick-
ing. Scalding is time and temperature dependent with two
variations, soft scald and hard scald, depending upon the
intended use of the carcass or parts. Soft scald is immer-
sion of the carcasses in 53.35°C (128°F) water for 120
seconds (11). Soft scalding loosens the feathers but does
not disrupt the outer skin layer or the cuticle (waxy, yel-
low-pigmented outer layer). Thus, a yellowish coating is
retained on the skin of the bird. Soft scalded birds can be
difficult to pick because the feather follicle is not loosened
fully. Also, a quality problem can exist in further
processed products with soft scalded birds because the
cuticle prevents coating adhesion on batter and breaded
products.

A hard scald is immersion of the carcass in 61–63°C
(140–145°F) water for 45 seconds. The cuticle layer is
removed through this hard scald process. Feathers are also
easier to remove compared to the soft scald. Also, there
are fewer quality problems with hard scalding since
coated products have better batter adhesion without the
cuticle layer. However, appearance may be a problem for
those consumers that prefer the “yellow” tinted soft
scalded birds.

Feather removal (picking) is completed by rotating
rubber fingers which grasp the feathers and remove them
(Figure 33.2). Proper picking is dependent upon the time
the carcass spends in the picker as well as the speed of the
rotating fingers. Over picking may cause downgrades and
mutilations (carcass that have no salvageable parts) while
under picking may leave feathers on the carcass resulting
in downgrading further down the processing line.
Therefore, feather removal is important in maximizing
quality and yield of the carcass.

D. EVISCERATION – VISCERA REMOVAL, INSPECTION

Prior to actual evisceration, the head, feet, and preen
gland (oil gland located at the base of the tail) are
removed. Evisceration, or the process of removing viscera
from the carcass, is normally automated in chicken plants
but is still performed manually in most turkey plants. With
either method, the viscera is exposed and removed from
the internal body cavity. Once exposed, the USDA inspec-
tor examines the carcass for field or plant condemnations
and fecal contamination. Condemned birds are usually
those with obvious signs of disease as well as cadavers
(birds that have died for reasons other than exsanguina-
tions). These birds are disposed of and do not enter the
production chain. Fecal contaminated birds must be
reprocessed and or trimmed prior to re-entering the pro-
duction chain. The inedible viscera is then removed from
the carcass and discarded while the edible viscera (heart,
liver, and gizzard) are collected, cleaned, chilled, and
packaged for retail or fast food restaurants. Necks are
removed from the birds and lungs are vacuumed out of the
body cavity by automated machines. Birds without their
viscera are then visually inspected (final inspection) by
trained plant personnel for such things as surface lesions,
tumors, and bruising. Any imperfections will be trimmed
and washed prior to the bird re-entering production.
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FIGURE 33.1 Killing machine indicating the bicycle wheel
and guide bars used for alignment. Reprinted with permission
from Poultry Meat Processing, 2002. Ed. AR Sams, Copyright
CRC Press, Boca Raton, Florida.

FIGURE 33.2 Picking cabinet with rubber fingers used to
remove feathers. Reprinted with permission from Poultry Meat
Processing, 2002. Ed. AR Sams, Copyright CRC Press, Boca
Raton, Florida.



To ensure high quality of meat, the most important
parameter in evisceration is dependent upon the unifor-
mity of the birds and proper machine adjustment.
Improperly adjusted machines or flocks with very little
uniformity in size or shape can cause an increase in num-
ber of mutilations and downgrades. Both of these scenar-
ios cause decreased yield and profit margins for the
processor. For this reason, processors utilize specific
genetic lines of broilers or turkeys to minimize size varia-
tion within the plant.

E. CHILLING

Poultry meat must be chilled to 4.4°C within 4 hours of
slaughter for 4 lb. broilers, 6–8 hours for 4 to 8 lb broilers
and within 8 hours for broilers greater than 8 pounds and
for turkeys. In order to accomplish this, two methods are
utilized, immersion or air chilling. Air chilling is not the
most common method in the United States for poultry car-
casses; however, it is used extensively in Europe, South
America, and Canada. With air chilling, the birds remain on
the shackles following evisceration and enter a room with
temperatures ranging from �7°C to 2°C (15). The car-
casses remain in this room for 1–3 hours and may have a
continual spray mist to help reduce temperatures of the car-
cass as well as prevent extra moisture loss and reduction in
carcass yield. Even with misting, air chilled birds normally
have a dry appearance to their skin which disappears dur-
ing rehydration. However, air chilled birds normally have a
lower pathogen load and have an increased shelf-life when
compared to immersion chilled carcasses (16, 17).

Immersion chilling is the most common method of
chilling poultry in the U.S. Carcasses are removed from
the shackle following evisceration and are placed in
staged water tanks for a period of about 80 minutes
(sometimes longer for turkeys). During immersion chill-
ing, the carcasses are moved through a continuous chill-
ing system by paddles or an auger, through increasingly
colder and cleaner water (counter-current flow system)
(Figure 33.3). An air bubble agitation system is also
employed that decreases the thermal layering effect cool-
ing the carcasses at a faster rate (Figure 33.4). This
counter-current flow method of chilling increases water
uptake, increases heat exchange, and provides a method of
cleaning the bird. Immersion chilled birds have a lower

total microbial count than air chilled carcasses due to the
washing effect of the immersion. However, there are an
increased number of pathogen-positive birds due to cross-
contamination issues related to tank sharing during the
production day. It is important to note that antimicrobials
are used during the chilling process to decrease bacteria,
especially pathogens. Chlorine is the most common
antimicrobial used in immersion chilling at a level of
20–50 ppm as allowed by FSIS.

Immersion chilling involves three steps. The first
stage is referred to as pre-chilling and can be a separate
tank in some processing plants. This separate tank acts as
a “bird wash” to decrease microbial load and debris in the
subsequent tanks. The temperature of the pre-chill is
around 12°C (55°F) while the other stages are 4–7°C
(40–45°F) and finally 1°C (30–34°F) prior to exit of the
birds from the chiller and into second processing. During
the pre-chill stage, birds absorb some amount of water in
their skin while the final stage allows pores in the skin to
close trapping the water inside and increasing the weight
of the bird.

Postmortem temperature is an important processing
factor involved in determining meat quality. Improper
chilling of the bird can cause color defects in the meat
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FIGURE 33.3 Immersion chiller system showing the counter-current flow of water and birds.

FIGURE 33.4 Water immersion chilling tank showing air
hoses used to agitate water. Reprinted with permission from
Poultry Meat Processing, 2002. Ed. AR Sams, Copyright CRC
Press, Boca Raton, Florida.



know as pale, soft, and exudative (PSE) meat. The devel-
opment of PSE meat is caused by protein denaturation
resulting from a rapid rate of pH decline while carcass
temperatures are still elevated. The elevated carcass tem-
peratures may have a more damaging effect when meat
pH is below 6.2 (18). Carcasses with a normal pH decline
may develop PSE meat if improperly chilled (19, 20).
Rapid chilling decreases protein denaturation and can sig-
nificantly reduce the development of PSE meat.
Therefore, processors should chill carcasses rapidly early
postmortem to prevent poor meat quality problems.
Achieving a breast muscle temperature of less than 36°C
(95°F) by 60 minutes postmortem and 28°C (82°F) by 90
minutes postmortem may reduce the PSE-like characteris-
tics in turkeys (21).

A recent change in the poultry industry has occurred
with a new regulation regarding moisture absorption and
retention. The Food Safety Inspection Service has issued
a final rule requiring that plants produce poultry products
with either no retained water or only the minimum
amount required to meet food safety requirements (22).
The reasons for this rule deals with both complaints from
consumer groups and inconsistencies with red meat pro-
cessing. Consumer groups have long argued that retained
water in poultry meat and subsequent leakage from the
meat into packages could lead to spillage and contamina-
tion in the home. This increased contamination could
result in an increase in food-borne illnesses from
Salmonella and Campylobacter. The inconsistencies in
meat processing have focused on the different methods of
chilling carcasses. Meat carcasses (beef, pork, and lamb)

are air chilled not immersion chilled so water is not
retained in these meat products as in poultry carcasses.
Actually, water (moisture) is reduced due to shrinking that
occurs with air chilling these carcasses. Therefore, the red
meat industry has argued that poultry meat is “adulter-
ated” because water has been added to increase its bulk
weight and therefore consumers are paying for water
along with meat weight. If water is not regulated to be at
a minimum uptake during chilling, then the product is not
only adulterated but misbranded. Therefore, FSIS has pro-
posed this regulation to help make the meat processing
and poultry processing more consistent.

F. SECOND PROCESSING

Following temperature reduction of the carcasses, the birds
are hung on shackles and either packaged as whole birds or
cut into parts through automated processes. Adding value to
carcasses by cutting them into parts has revolutionized the
poultry industry (Table 33.1). In 2000, the predominant
form of chicken marketed in the United States was parts
(11). This trend started more than 30 years ago when con-
sumers demanded more versatility and variety in chicken
meat. At this time, consumers were mostly made up of two
income families and there was less time for preparation of
meals and cutting up of whole birds. Therefore, as we have
entered into the 21st century, this trend of increasing versa-
tility and variety has continued. From a processor stand
point, adding value by cutting whole carcasses into parts
increases profit margins and consumers are willing to pay
an increased price for convenience.
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TABLE 33.1
Commonly Used Configurations for Parts of a Chicken Carcass in the U.S.

Part Description

Half Carcass Carcass split evenly into right and left halves
Breast Quarter Anterior right or left quarter containing half of the spine, the ribs, the pectoralis muscles (major and minor), and 

the attached wing
Leg Quarter Posterior right or left quarter containing half of the spine, the thigh, and the drumstick
Wing The three segments of the wing with a variable amount of the breast meat (depending on the customer)
Breast The major and minor pectoralis muscles with or without rib and sternum bones or skin
Thigh The upper part of the leg containing the femur
Drumstick The lower part of the leg containing the tibia and fibula
Drumette The inner portion of the wing
Wing Portion The middle section of the wing, with or without the outer “flipper or wing tip” portion still attached
Whole Breast The anterior half of the carcass without wings, with both breasts still connected in front and with or without the 

spine connecting them in the back 
Keel Piece The pointed posterior tip of the whole breast before splitting (approximately one third of the whole breast)
Breast Piece After the removal of the keel piece from the whole breast, the remaining part is split into right and left halves
Whole Leg Drum and thigh with no spine
Back or Strip Back Spine and pelvis, production of quarters puts the back as part of the respective quarters
Breast Half or Front Half The entire, intact, anterior half of the carcass
Leg Half, Back Half, or Saddle The entire, intact, posterior half of the carcass

Source: Reprinted with permission from poultry meat processing, 2002. Ed. AR Sams, Copyright CRC Press, Boca Raton, Florida.



G. DEBONING

Following second processing, any birds not sold as whole
carcasses or parts for retail are usually stored in tubs on ice
in a 4°C cooler for 8–12 hours. This storage time allows
for the development of rigor mortis and helps to decrease
the toughness associated with early deboning. Once aged,
the carcass can be either deboned manually or automati-
cally by specialized equipment. Deboning method is the
same for either automatic or manual operations: the breast
fillet is stripped from the carcass. The wings are then sold
as parts and the butterfly can either then be sold or split
into two fillets as a less expensive part.

Deboned broiler beast meat is the most valued portion
of the carcass and has the highest scrutiny from the con-
sumer. Since this product is normally free of skin, all dis-
colorations and blemishes (bruises) are evident and highly
scrutinized by consumers. The three toughest challenges
to the processor with deboned broiler breast fillets are
portion control, uniformity, and toughness. Portion con-
trol is important in the food service industry (restaurants,
hotels, etc.) where every consumer should receive the
same amount of meat to allow for better cost estimation
and meat ordering. In order to accomplish this portioning,
scales are used in the deboning section of plants so all
deboned broiler breast fillets are automatically weighed
and sold based on uniformity of weight.

To ensure uniformity of size, the breast fillets can also
be hand trimmed of excess fat, connective tissue, and even
meat. Several restaurants require the meat to be a specific
shape and size, so, either manually or by specialized
equipment, the breast fillet is cut either horizontally or
vertically to achieve the desired shape as defined by the
customer. Automated equipment is now available to
quickly create specific dimensions of the fillets by water
knives. This specialized sizing is costly to the consumer
because it is very labor intensive.

Uniform tenderness is a very challenging consumer
concern for the poultry industry. Rigor mortis develop-
ment is discussed in detail in other chapters. However, the
development of rigor mortis takes 4–6 hours in broilers.
Any stimulation to the muscle prior to the development of
rigor mortis can cause an increase in toughness. For this
reason, carcasses, or even front halves, are aged on the
bone in a cooler for a minimum of 4 hours to overnight to
prevent toughening. This aging time is expensive and
labor intensive and can even cause a decrease in yield
from water loss up to 2–3% (23).

To alleviate this toughness associated with early debon-
ing, several plants have implemented electrical stimulation
of the carcass following death or marination techniques fol-
lowing chilling. Electrical stimulation (ES) is different
from stunning in that ES requires higher amperage and it is
applied to the carcass immediately after death. When
applied, electrical stimulation causes muscle contractions

which uses energy stored in the muscle and allows rigor
mortis to develop at a faster rate. Therefore, storing car-
casses to prevent toughness associated with early deboning
is no longer needed. Another method used to alleviate
toughness is marination or the addition to salt and phos-
phates to increase juiciness of the meat. This increase in
juiciness results in a more tender product. Marination will
be discussed further in this chapter.

III. GRADING

A. CLASSIFICATION

Each species of poultry (chickens, ducks, geese, guineas,
and pigeons) is divided into classes by their physical
appearance mainly associated with age and sex. Based on
these classes, quality grades are then established based on
the quality of individual carcass and parts as will be dis-
cussed later in the chapter.

B. STANDARDS FOR GRADING

One way to add value other than cutting whole carcasses
into parts is to grade carcasses or sort them by specific
conditions and quality characteristics. The Agricultural
Marketing Service (AMS) is a branch of the USDA
responsible for poultry grading. Following mandatory
inspection for wholesomeness (Figure 33.5), each bird is
examined to determine eating quality and uniformity.
Grading is voluntary, unlike inspection by FSIS.
Therefore, the processing plant must pay for personnel
from AMS to grade carcasses, thus increasing the price of
the graded product for consumers. However, consumers
are willing to pay for the added increase to ensure good
eating quality and uniformity with tenderness, juiciness,
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FIGURE 33.5 USDA inspection shield for wholesomeness.



color, and meatiness. Grading has become an industry
standard and is almost expected from consumers.

Once graded by an authorized grader, the official
USDA grade mark is used on packages and is easily iden-
tified by consumers (Figure 33.6). The highest quality
grade is USDA Grade A, followed by USDA Grade B and
then USDA Grade C. The standards for USDA Grade A, B,
and C carcasses and bone in parts are listed in Table 33.2
(24). USDA Grade A is usually in retail packages and con-
sumers are mostly familiar with this grade. Downgraded
carcasses, USDA Grades B and C, are usually further
processed because of some deformities or defects. One
way to add value to downgraded carcasses is to cut them
into parts for retail.

IV. QUALITY CHARACTERISTICS

Three main characteristics of poultry meat determine
overall meat quality: tenderness (texture), water holding
capacity, and color.

A. TENDERNESS

Tenderness is one of the most important meat quality
characteristics. Several factors influence the tenderness of
whole muscle meat products. These factors include the
contractile state of the muscle, the amount of connective
tissue, and juiciness. In market age broilers (6 weeks),
probably the most important influence is the contractile
state of the muscle. Most of the tenderness variation due
to contractile state in meat from young broilers is related
to the conversion of muscle to meat (rigor mortis devel-
opment). During this conversion, which begins at the time
of slaughter, muscle pH declines due to an accumulation
of lactic acid in the muscle. In addition, ATP content
declines as the muscle shifts from aerobic to anaerobic
metabolism. This rigor mortis period takes approximately
4–6 hours in broilers (25, 26). If the muscle is stimulated
by deboning or extreme cold temperatures (cold shorten-
ing) prior to rigor completion, the muscle can have some
degree of contraction possibly without enough energy

present for muscle relaxation (depending on what time the
stimulation occurred). Therefore, the muscle would
shorten thus altering the state of contraction; the denser
the muscle, the tougher it will feel to consumers.

The connective tissue component of meat tenderness
does not play a major role in young broilers. However, it
does affect older animals (such as spent fowl) to a greater
extent because as the animal ages, heat-stable crosslinks
in the collagen form that will not melt during cooking.
Juiciness is important in meat tenderness as well because
it provides lubrication and mouth feel which are important
from a consumer sensory perception. Cooking method is
the primary factor impacting juiciness. For example, over-
cooking which can cause excess moisture loss can
decrease tenderness or perceived tenderness by con-
sumers. Any cooking method in which the product can
lose excess moisture (example: uncovered grilling com-
pared to covered baking) can decrease the juiciness and
therefore decrease tenderness of the product.

B. WATER HOLDING CAPACITY

Water holding capacity (WHC) is another important char-
acteristic of meat quality. Water holding capacity can be
defined as the ability to retain inherent water in the meat
or added water (observed in further processed items).
Water can be lost from meat through gravitational (stor-
age, drip loss), mechanical (cutting), or thermal (cooking)
forces. Differences in meat quality are directly related to
how the meat can handle the application of these forces.

Water exists as three forms in the muscle: bound,
immobilized, and free. Bound water is closely associated
with the muscle proteins. Because water molecules are
polar, they associate with the electrically charged reactive
groups of the proteins. This water layer is so tightly bound
that it can only be removed by incineration (high temper-
atures). The second form of water is known as immobi-
lized. This water layer is attracted to the bound layer of
water, but the attraction is much weaker. The attraction
also decreases as the distance to the proteins increase. The
third form of water is known as free water and accounts
for the majority of the water in meat. Free water is loosely
held by capillary forces and is easily lost during process-
ing procedures such as cutting, grinding, storage (drip),
and cooking.

Water holding capacity is affected by pH (net charge
effect) and the amount of space between the muscle pro-
tein structures (steric effect). The postmortem decline in
pH results in a loss of reactive groups to bind water due to
reduced net protein charge and reduced protein solubility.
As pH decreases in meat, it nears the isoelectric point (pI)
of muscle proteins (approximately 5.1). The closer the pH
is to the pI of the meat proteins, the number of charged
sites on the proteins that normally bind water decreases.
Examples of changes in WHC due to pH are pale, soft,
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FIGURE 33.6 Grade mark from USDA Agricultural Marketing
Service.
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TABLE 33.2
Summary of Specifications for Grading A, B, and C Grade Carcasses

Ready-to-Cook Poultry –– A Quality
Summary of Specifications for Standards of Quality for Individual Carcasses and Parts
Effective April 29, 1998 (Not All Inclusive — Minimum Requirements and Maximum Defects Permitted)

A Quality
Conformation: Normal

Breastbone Slight curve or dent
Back Slight curve
Legs and Wings Normal

Fleshing: Well fleshed, considering kind and class
Fat Covering: Well-developed layer — especially between heavy feathers tracts

Defeathering: Turkeys Ducks and Geese1 All Other Poultry
(feathers less than 3/4 in.) (feathers less than 1/2 in.) (feathers less than 1/2 in.)

Free of protruding feathers and hairs Carcass Parts Carcass Parts Carcass Parts
4 2 8 4 4 2

Exposed Flesh:2 Carcass Large Carcass Parts3 Other Parts3

Weight Range (halves, front and rear halves)
Minimum Maximum Breast and Legs Elsewhere Breast and Legs Elsewhere
None 2 lbs. 1/4 in. 1 in. 1/4 in. 1/2 in. 1/4 in.
Over 2 lbs. 6 lbs. 1/4 in. 1 1/2 in. 1/4 in. 3/4 in. 1/4 in.
Over 6 lbs. 16 lbs. 1/2 in. 2 in. 1/2 in. 1 in. 1/2 in.
Over 16 lbs. None 1/2 in. 3 in. 1/2 in. 1 1/2 in. 1/2 in.

Discolorations:
Carcass Lightly Shaded Moderately Shaded4

Breast and Legs Elsewhere Hock of leg Elsewhere
None 2 lbs. 3/4 in. 1 1/4 in. 1/4 in. 5/8 in.
Over 2 lbs. 6 lbs. 1 in. 2 in. 1/2 in. 1 in.
Over 6 lbs. 16 lbs. 1 1/2 in. 2 1/2 in. 3/4 in. 1 1/4 in.
Over 16 lbs. None 2 in. 3 in. 1 in. 1 1/2 in.

Discolorations:
Large Carcass Parts 

(halves, front and rear halves) Lightly Shaded Moderately Shaded4

Breast and Legs Elsewhere Hock of leg Elsewhere
None 2 lbs. 1/2 in. 1 in. 1/4 in. 1/2 in.
Over 2 lbs. 6 lbs. 3/4 in. 1 1/2 in. 3/8 in. 3/4 in.
Over 6 lbs. 16 lbs. 1 in. 2 in. 1/2 in. 1 in.
Over 16 lbs. None 1 1/4 in. 2 1/2 in. 5/8 in. 1 1/4 in.

Discolorations:
Other Parts Lightly Shaded Moderately Shaded4

None 2 lbs. 1/2 in. 1/4 in.
Over 2 lbs. 6 lbs. 3/4 in. 3/8 in.
Over 6 lbs. 16 lbs. 1 in. 1/2 in.
Over 16 lbs. None 1 1/4 in. 5/8 in.
Disjointed and Broken Bones: Carcass—1 disjointed and no broken bones. Parts—Thighs with back portion, legs, or leg

quarters may have femur disjointed from the hip joint. Other parts—none.
Missing Parts: Wing tips and tail. In ducks and geese, the parts of the wing beyond the second joint may

be removed if removed at the joint and both wings are so treated. Tail may be removed
at the base.

Freezing Defects: Slight darkening on back and drumstick. Overall bright appearance. Occasional pock-
marks due to drying. Occasional small areas of clear, pinkish, or reddish-colored ice.

1 Hair or down is permitted on the carcass or part, provided the hair or down is less than 3/16 inch in length, and is scattered so that the carcass or part
has a clean appearance, especially on the breast and legs.
2 Maximum aggregate area of all exposed flesh. In addition, the carcass or part may have cuts or tears that do not expand or significantly expose flesh,
provided the aggregate length of all such cuts and tears does not exceed a length tolerance equal to the permitted dimensions listed above.
3 For all parts, trimming of skin along the edge is allowed, provided at least 75 percent of the normal skin cover associated with the part remains
attached, and the remaining skin uniformly covers the outer surface and does not detract from the appearance of the part.
4 Moderately shaded discolorations and discolorations due to flesh bruising are free of clots and limited to areas other than the breast and legs except
for the area adjacent to the hock.

Source: USDA, 1998.
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TABLE 33.2 (Continued )

Ready-to-Cook Poultry –– B Quality

Summary of Specifications for Standards of Quality for Individual Carcasses and Parts
Effective April 29, 1998 (Not All Inclusive — Minimum Requirements and Maximum Defects Permitted)

B Quality
Conformation: Moderate deformities

Breastbone Moderately dented, curved, or crooked
Back Moderately crooked
Legs and Wings Moderately misshapen

Fleshing: Moderately fleshed, considering kind and class
Fat Covering: Sufficient fat layer—especially on breast and legs

Defeathering: Turkeys Ducks and Geese1 All Other Poultry
A few scattered protruding (feathers less than 3/4 in.) (feathers less than 1/2 in.) (feathers less than 1/2 in.)

feathers and hairs Carcass Parts Carcass Parts Carcass Parts
6 3 10 5 6 3

Exposed Flesh:
Weight Range

Minimum: Maximum: Carcass Parts
None 2 lbs. No part on the carcass (wings, legs, entire back, No more than 1/3 of the flesh normally 
Over 2 lbs. 6 lbs. or entire breast) has more than 1/3 of the flesh exposed covered by skin exposed
Over 6 lbs. 16 lbs
Over 16 lbs. None

Discolorations:2 Carcass
Carcass Lightly or Moderately Shaded Discolorations

Breast and Legs Elsewhere
None 2 lbs. 1 1/4 in. 2 1/4 in.
Over 2 lbs. 6 lbs. 2 in. 3 in.
Over 6 lbs. 16 lbs. 2 1/2 in. 4 in.
Over 16 lbs. None 3 in. 5 in.

Discolorations:2 Large Carcass Parts
Large: Carcass Parts Lightly or Moderately Shaded Discolorations

(halves, front and rear halves) Breast and Legs Elsewhere
None 2 lbs. 1 in. 1 1/4 in.
Over 2 lbs. 6 lbs. 1 1/2 in. 1 3/4 in.
Over 6 lbs. 16 lbs. 2 in. 2 1/2 in.
Over 16 lbs. None 2 1/2 in. 3 in.

Discolorations:2 Other Parts
Other Parts Lightly or Moderately Shaded Discolorations

Breasts, Legs, and Parts
None 2 lbs. 3/4 in.
Over 2 lbs. 6 lbs. 1 in.
Over 6 lbs. 16 lbs. 1 1/2 in.
Over 16 lbs. None 1 3/4 in.

Disjointed and Broken Bones: Carcass—2 disjointed and no broken bones, or 1 disjointed and 1 non-protruding broken 
bone. Parts—may be disjointed, no broken bones; wing beyond second joint may be 
removed at a joint. 

Missing Parts: Wing tips, 2nd wing joint, and tail. 
Trimming: Carcass Parts

Slight trimming of the carcass is permitted provided the A moderate amount 
meat yield of any part on the carcass is not appreciably of meat may be trimmed 
affected. The back may be trimmed in an area not wider around the edge of a part 
than the base of the tail to the area halfway between the to remove defects.
base of the tail and the hip joints.

Freezing Defects: May lack brightness. Few pockmarks due to drying. Moderate areas showing a layer of 
clear, pinkish, or reddish-colored ice.

1 Hair or down is permitted on the carcass or part, provided the hair or down is less than 3/16 inch in length, and is scattered so that the carcass or part
has a clean appearance, especially on the breast and legs.
2 Discolorations due to flesh bruising shall be free of clots and may not exceed one-half the total aggregate area of permitted discoloration.



exudative (PSE) meat, and dark, firm, and dry (DFD)
meat conditions. Because the pH of PSE meat is closer to
pH 5.1, it will have lower water holding capacity partly
due to its lower pH resulting in fewer charges to bind
water; however, DFD has high water holding capacity

because its high pH is further away from the pI. Meat with
high pH has a pH that is further away from the pI of
myofibrillar proteins increasing the number of charged
groups; therefore, the proteins have more reactive groups
available to hold water.
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TABLE 33.2 (Continued )

Ready-to-Cook Poultry –– C Quality
Summary of Specifications for Standards of Quality for Individual Carcasses and Parts
Effective April 29, 1998 (Not All Inclusive) (Minimum Requirements and Maximum Defects Permitted)

C Quality
Conformation: Abnormal

Breastbone Seriously curved or cooked
Back Seriously crooked
Legs and Wings Misshapen

Fleshing: Poorly fleshed
Fat Covering: Lacking in fat covering over all parts of carcass

Deathering: Turkeys Ducks and Geese1 All Other Poultry
Scattering of protruding (feathers less than 3/4 in.) (feathers less than 1/2 in.) (feathers less than 1/2 in.)

feathers and hairs Carcass Parts Carcass Parts Carcass Parts
8 4 12 6 8 4

Exposed Flesh:
Weight Range

Minimum: Maximum: Carcass Parts
None 2 lbs.
Over 2 lbs. 6 lbs. No limit
Over 6 lbs. 16 lbs
Over 16 lbs. None

Discolorations:2 Carcass
Carcass Breast and Legs Elsewhere

None 2 lbs. No limit
Over 2 lbs. 6 lbs. on size, number of areas, or intensity of discolorations
Over 6 lbs. 16 lbs and flesh bruises if such areas do not render 
Over 16 lbs. None any part of the carcass unfit for food.

Discolorations:2 Parts
Parts Breasrs, Legs, and Parts

(includes large carcass parts)
None 2 lbs. No limit
Over 2 lbs. 6 lbs. on size, number of areas, or intensity of 
Over 6 lbs. 16 lbs. discolorations and flesh bruises if such areas 
Over 16 lbs. None do not render any part unfit for food.

Disjointed and Broken Bones: No limit

Missing Parts: Wing tips, wings, and tails. 
Backs shall include all meat and skin from pelvic bones, except that the meat contained in

the ilium (oyster) may be removed.
The vertebral ribs and scapula with meat and skin and the backbone located anterior (for

ward) of ilia bones may also be removed (front half of back).

Trimming: Carcass Parts
Trimming of the breast and legs is permitted, but not to the extent that the normal meat 

yield is materially affected.
The back may be trimmed in an area not wider than the base of the tail and extending from

the tail to the area between the hip joints.

Freezing Defects: Numerous pockmarks and large dried areas.

1 Hair or down is permitted on the carcass or part, provided the hair or down is less than 3/16 inch in length, and is scattered so that the car-
cass or part has a clean appearance, especially on the breast and legs.



Water holding capacity is also affected by a steric
effect, or the amount of interstitial space between muscle
proteins. The amount of this space can be influenced by
pH and contractile state of the muscle. At higher muscle
pH, further away from the pI, there are more charged ions
in the muscle. These charged ions separate muscle pro-
teins by repulsive force which then allows more physical
space available to hold water. The contractile state of the
muscle can also affect this space. For example, if muscle
is in a contracted state, there is less interstitial space avail-
able to hold water. Any factor contributing to muscle
shortening in the prerigor state such as early deboning can
affect WHC.

C. COLOR

Color is an important meat quality attribute that can be
affected by several factors including myoglobin concen-
tration, oxidation state of the iron within the myoglobin,
and muscle pH. Pinking in poultry has become a problem
in recent years because consumers seem to associate the
“pink” color to a food safety problem (undercooking of
the chicken or turkey meat). However, pinking can occur
as a result of addition of ingredients such as nitrite,
improper stunning causing petechial hemorrhaging, and
undenaturated myosin following improper heating.
Nitrites are normally added to further processed products
to add color and for food safety measures. However, dur-
ing heating, a characteristic pink color develops in the
product, which can sometimes be confused with under-
cooking. Insufficient heating can also cause some unde-
natured myoglobin pigments to retain a “pinkish” color
which could present a quality problem to consumers.
Another common reason for pinking is contamination of
the meat with nitric dioxide and carbon dioxide from oven
gasses. These combinations can cause pinking in meat
often leaving the consumer wondering if the product is
fully cooked. Pinking in poultry meat can be avoided by
cooking meat to an internal temperature of 71–73°C,
adding compounds that scavenge undenatured myoglobin
components that cause pinking, and keeping burners
cleaned and running efficiently (27).

Another common quality problem with color in poul-
try meat is pale, soft, and exudative meat. Denaturation of
proteins, specifically the sarcoplasmic proteins, can cause
increased scattering of light in the muscle resulting in
lighter (or paler) meat. Shrinkage of myofibrils at low
muscle pH levels causes greater scattering of light at the
myofibril surface. The transmittance of individual muscle
fibers is decreased at low pH resulting in less light absorp-
tion and paler meat. Furthermore, myofibrils are birefrin-
gent, or have two refractive indices, which cause light to
take two different paths as it travels through the myofibrils.
Muscle pH strongly affects the difference between the two
paths with increased light scattering at low pH levels.

D. RELATIONSHIP BETWEEN COLOR AND WATER

HOLDING CAPACITY

Color is also related to water binding capacity of the meat.
Color of meat is discussed further in Chapter 31, “Poultry:
Chemistry and Biochemistry.” In general, pale, soft, and
exudative (PSE) meat has a low pH; therefore, water bind-
ing is low because more water is contained in the extra-
cellular space rather than intracellular space. With more
water in the extracellular space, light will be reflected
rather than absorbed. In poultry, muscle pH is highly cor-
related with L* value, a measurement of lightness. In the
case of dark, firm, and dry (DFD) meat, meat color is
darker due to the high pH. The high pH causes the meat to
bind more water, and because of the high water binding,
more light is absorbed rather than reflected and results in
a darker color.

V. MARINATION

The easiest way to improve quality for consumers and
improve the profit margins for processors is to marinate
poultry parts, especially breast fillets. Marination of poul-
try breast meat continues to grow as the demand for fur-
ther processed products increases. Marinades can be
incorporated into meat by tumbling, mixing, or massaging
the meat at low temperatures, thereby facilitating tender-
ization through disintegration of the muscle fiber sheath
and stretching of the myofibrils. Commercial methods
used to marinate meat including tumbling, blending, and
injection. Each method has its advantages and disadvan-
tages. Tumbling promotes rapid and consistent pickup at
controlled temperatures, the ability to marinate large
quantities, and the capability to handle many different
products and sizes. Blending allows for finer control of
product mixing as compared to tumbling, and the ability
to directly apply refrigerant. Injection marination is bene-
ficial for its relative consistency of marinade application
on large and complex products, and reduction of labor and
speed of marination.

The two key ingredients in commercial poultry mari-
nades are salt and phosphate. Marination with a variety of
combinations of salt and phosphates has been used as
means to improve taste, tenderness, and protein function-
ality of broiler breast fillets. Marination has also been
used to improve protein functionality losses imparted by
the PSE condition (28).

One of the most important properties of poultry meat
is its water holding capacity (ability to bind and retain
innate water, as well as added water during marination).
Pale, soft and exudative meat has poor water holding
capacity which results in an economic loss for processors,
as well as a decrease in consumer acceptance. Marination
has been used as a method to increase the water holding
capacity, thereby improving the quality and increasing the
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yield of the meat. This increase in functional property is
due to the marinade solution maintaining a higher pH
postmortem.

Myofibrillar proteins, such as actin, myosin, and the
actomyosin complex, are primarily responsible for WHC
and marinade pick-up and retention. The salt and sodium
tripolyphosphates commonly used in poultry meat mari-
nation work synergistically to increase water binding by
increasing pH and ionic strength, combined with the dis-
sociation of actomyosin, exposing more water binding
sites (29). Basically, the salt and phosphate marinade
uptake causes the tissue fibers to swell, resulting in
decreased cooking loss and increased juiciness and ten-
derness of the meat.

Salt can affect proteins in many ways. At a low con-
centration, salt increases the WHC of proteins due to
hydrated salt ions binding to charged groups of proteins.
This resultant increase in water binding can be attributed to
the water associating with bound ions. When salt binds to
proteins, electrostatic repulsion causes the protein structure
to loosen and allow more water binding. Salt also increases
marinade pick-up by solubilizing the actin and myosin pro-
teins which increases the space between the thick and thin
filaments to pick up and retain marinade solution.
Phosphates also increase WHC by increasing the number of
charged sites on the protein for water binding to bind. The
most common phosphates used in the poultry industry are
sodium tripolyphosphates. However, several other phos-
phates are available with differing solubility, pH, and func-
tional properties. An increased WHC allows for better
uptake and retention of the marinade solution itself, as well
as increasing the retention of the meat’s own moisture, con-
sequently increasing yield in an inexpensive manner.

The effect of various polyphosphate and salt (NaCl)
solutions on myofibril protein extraction has been studied
(30). In the absence of phosphates, no significant swelling
or any other changes were noted at salt concentrations of
0.4 M or less. When salt concentrations were increased to
0.5 M and 0.6 M, myofibrils started to enlarge trans-
versely and protein extraction became significantly
noticeable.

The addition of polyphosphates induces changes in
the protein extraction pattern. It is thought that polyphos-
phates possess an ATP-like property that allows polyphos-
phates to extract myosin and disintegrate part of the
myofibril (30). Actomyosin is formed during rigor mortis
and creates a state of permanent muscle contraction that
leads to tough meat. Polyphosphates have the ability to
dissociate this actomyosin complex, enabling myofibril
lattices to expand laterally, resulting in an increase in
water uptake. Tripolyphosphates were also shown to have
similar effects. The researchers concluded that both poly-
and tripolyphosphates are ionic species that dissociate
myofilaments, depolarize thick filaments, and remove the

actomyosin structural barricade, thereby enhancing cook-
ing yield and juiciness.

VI. CONCLUSION

The process of converting muscle into meat is highly
complex. The poultry industry has reduced this complex-
ity some by vertically integrating the production and pro-
cessing stages. This integration has helped improve
uniformity and quality in poultry meat. However, as dis-
cussed in this chapter, there are very intricate steps in the
conversion of the live animal into meat for consumers and
quality can be affected at each step.
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I. DEFINITIONS OF FATS, OILS, AND LIPIDS

In the scientific and even professional literature, the term
lipids is more and more widely used. Lipids are classes 
of fatty acid derivatives. Their nomenclature is defined by
the joint IUPAC-IUB standard (1). Fatty acids (aliphatic
monocarboxylic acids) of 4 and more carbon atoms are usu-
ally bound as esters in plant and animal tissues, and only
rarely as amides or free acids. Triacylglycerols, waxes,
phospholipids, glycolipids, mucolipids, and lipoproteins

are the most important lipid representatives. For many
authors, especially in medical or biological sciences, lipids
are exclusively naturally occurring fatty acid derivatives, but
this definition is not useful for  food science and technology
because many closely related compounds, such as hydro-
genated oils, structured lipids, fatty acid methyl or ethyl
esters, and many oleochemicals do not occur in nature, but
have been produced industrially. Aliphatic fatty acids are not
the only organic acids bound in lipids because alicyclic or
even phenolic acids were detected in natural lipids.



Substances like psychosin or lysoplasmalogens are included
as lipids even when they do not contain any fatty acids.
Long-chain fatty alcohols naturally occur in the liposoluble
fraction of foods. Their properties and chemical structures
are close to those of fatty acids, and therefore they are often
treated as lipids. The same is true of sterols, but it is prefer-
able to classify steroes as terpenic derivatives or as a sepa-
rate class of compounds. Sterols are often esterified with
fatty acids so that sterol esters are formed. They are classi-
fied as lipids because they contain bound fatty acids. Ethyl
or higher esters of fatty acids (4–12 carbon atoms) are often
present as natural components in fruits or are produced by
fermentation in alcoholic beverages. They have specific aro-
mas. They are, however, not considered lipids. It is evident
from this discussion no generally accepted definition of
lipids exists.

Fats and oils are lipophilic products obtained by pro-
cessing natural materials of both plant and animal origin.
Fats are usually of animal origin, and most oils are of plant
origin, but animal oils such as fish oils exist, too. Fats are
solid at room temperature while oils are liquid. The classi-
fication depends on the ambient temperatures; some prod-
ucts of tropical trees, such as palm or coconut oils, are
liquid in the country of origin, but are solid in a temperate
climate. Some semisolid lipid products are called butters,
such as cocoa butter or shea butter, because their consis-
tency is similar to butter in the country of origin. Officially,
only a product of milk fat may be called butter; butters of
vegetable origin should be better called fats.

Fats and oils are not pure compounds because they con-
sist of all liposoluble substances extracted during processing
of biological materials. They mostly consist of triacylglyc-
erols (more than 95%), which are lipids, but they are accom-
panied by other liposoluble nonlipidic products, such as
sterols, hydrocarbons, or liposoluble vitamins. Essential oils
may be present in traces, but they are not lipids as they
mainly consist of terpenes. For this reason, it would be
preferable to use the terms fats and oils only for industrial
products, and to use the term lipids for classes of pure sub-
stances. Of course, professionals in English-speaking coun-
tries often are not very careful concerning terminology.

II. FATTY ACIDS

A. DEFINITION

Fatty acids bound in lipids are mostly monocarboxylic
acids with an aliphatic straight hydrocarbon chain.
Branched fatty acids are rare, and are present almost
exclusively as minor components. Odd carbon number
fatty acids are also present only exceptionally. Fatty acids
differ in the number of carbon atoms and double bonds.
Some fatty acids are substituted by oxygen groups and
even by other functional groups. Fatty acids with less than
4 carbon atoms have not been found in natural lipids.

B. SATURATED FATTY ACIDS

Saturated fatty acids have no double bond in their hydro-
carbon chain. They have both systematic and trivial
names, usually reflecting their origin (Table 34.1). The
most common saturated fatty acid is palmitic acid, present
in all lipids, at least in a small amount. Even carbon-num-
ber saturated fatty acids are mostly present in natural
lipids, while odd carbon-number acids are present only as
traces or as no more than minor acids in some fats. Short
chain acids (1–3 carbon atoms) occur in nature, but are
not bound in natural lipids. They may be found in lipids
from some industrial products. Medium chain saturated
acids (4–10 carbon atoms) are liquid at room temperature.
Higher saturated acids are solid with their melting points
increasing with the increasing carbon number.

C. MONOUNSATURATED FATTY ACIDS

Monounsaturated fatty acids contain a double bond in
their hydrocarbon chain. They have both systematic and
trivial names. In the case of unsaturated fatty acids, iso-
merism is possible. The double bond exists in cis (Z) or
trans (E) configuration, and the double bond may be
located at different carbon atoms (Table 34.2). Natural
unsaturated fatty acids are mostly of the cis-configuration.
Traces of trans-unsaturated fatty acids (0.04–0.05%) are
detected even in cold-pressed edible oils (2). The position
of double bonds is usually counted from carboxyl carbon,
but in texts dealing with nutrition, calculation is often
from the final methyl group. In such cases, they are
defined, e.g., as an n-6 or ω-6 acid, if the double bond is
located at the 6th carbon atom from the final methyl
group. The most common unsaturated fatty acid is oleic
acid (an n-9 fatty acid), which is present in nearly all
lipids at least in small amounts. Monounsaturated acids
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TABLE 34.1
The Most Important Saturated Fatty Acids (Compiled
from Beilstein and Chemical Abstracts Data Bases)

Number of 
Systematic Trivial Carbon Molecular Melting
Name Name Atoms Weight Point [°C]

Butyric Butyric 4 88.1 �4.6
Hexanoic Caproic 6 116.2 �1.5
Octanoic Caprylic 8 144.2 16.3
Decanoic Capric 10 172.3 32.4
Dodecanoic Lauric 12 200.3 43.8
Tetradecanoic Myristic 14 228.4 54.4
Hexadecanoic Palmitic 16 256.4 62.6
Octadecanoic Stearic 18 284.5 70.4
Eicosanoic Arachic 20 312.5 75.8
Docosanoic Behenic 22 340.6 80.2
Tetracosanoic Lignoceric 24 368.6 84.2
Hexacosanoic Cerotic 26 396.7 87.7



containing a triple bond are very rare, and are found only
in fats for nonedible uses.

Unsaturated fatty acids have lower melting points
than the respective saturated fatty acids, and are better
soluble in organic solvents. Trans unsaturated acids have
higher melting points than the respective cis acids (Table
34.2).

D. POLYUNSATURATED FATTY ACIDS

Polyenoic unsaturated fatty acids contain 2–6 double bonds.
Many isomers are possible, but only a few are really found
in nature. The majority among them belong to essential fatty
acids as they cannot be synthetized in the human body [3].
Most natural polyunsaturated fatty acids have trivial names,
which are more widely used than the systematic names
(Table 34.3). Melting points of polyenoic fatty acids are
lower than 0°C; therefore, they are not given in Table 34.3.
An exception is eleostearic acid – because of the presence
of trans double bonds (α-eleostearic acid � 49°C,
β-eleostearic acid � 71°C). The allylic (pentadienoic) con-
figuration is most frequent, -CH�CH-CH2-CH�CH-,
where the double bonds are separated by a methylene group.
Their structures (4) are shown in Figure 34.1. Both n-6 and

n-3 polyunsaturated fatty acids belong to the essential fatty
acids. They are enzymatically transformed into eicosanoids
(5). The n-3 polyenoic acids are appreciated as they neutral-
ize unfavorable effects of the excessive n-6 polyunsaturated
fatty acid intake in modern diet of developed countries [6].
The balance between n-6 and n-3 polyunsaturated fatty
acids should be maintained in the diet (7).

Conjugated unsaturated acids, -CH�CH-CH�CH-
are rather rarely found, e.g., in milk fat or in some noned-
ible oils. In the most common fatty acids, the first double
bond is located at the 9th or 6th carbon atoms (from the
carboxyl group) or at the 3rd or 6th carbon atom (from the
methyl group). Pentaenoic and hexaenoic n-3 fatty acids
are typical for marine oils. They belong to the important
essential fatty acids.

III. LIPIDS

A. ESTERS OF GLYCEROL

Fatty acids are mostly bound as glycerol esters in natural
material. Glycerol (propantriol, Figure 34.2.A) contains
three hydroxyl groups, each of which could be esterified
with a fatty acid residue. Monoacylglycerols (formerly
monoglycerides) contain only one fatty acid residue in the
molecule, and exist in two isomeric forms (Figure 34.2.B
and 34.2.C). The former one is more stable. The 1-acyl iso-
mer has an unsymmetrical carbon atom, so that two optical
isomers exist. Diacylglycerols (formerly diglycerides) are
formed by substitution of two hydroxyl groups with an acyl
group (Figure 34.2.D and 34.2.E). The 1,2-isomer has an
asymmetrical carbon atom. It is easily isomerized into its
more stable 1,3-isomer. The most common glycerol esters
are triacylglycerols (formerly triglycerides), where all
hydroxyl groups of glycerol are substituted with fatty acids
(Figure 34.2.F). Monoacyl and diacylglycerols are present
only in small amounts as intermediary metabolic products.

In simple triacylglycerols, all hydroxyl groups may be
substituted with the same fatty acid (Figure 34.2.F), but in
most cases, mixed triacylglycerols exist in nature, where
two or three different fatty acids are bound on the same
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TABLE 34.2
The Most Important Monounsaturated Fatty Acids
(Compiled from Beilstein and Chemical Abstracts
Data Bases)

Number Melting 
Systematic Trivial of Carbon Molecular Point 
Name Name Atoms Weight [°C]

9-cis-Hexadecenoic Palmitoleic 16 254.4 34.5
6-cis-Octadecenoic Petroselinic 18 282.5 31.5
9-cis-Octadecenoic Oleic 18 282.5 16
9-trans-Octadecenoic Elaidic 18 282.5 45.5
11-trans-Octadecenoic Vaccenic 18 282.5 39
13-cis-Docosenoic Erucic 22 338.6 33.5
13-trans-Docosenoic Brassidic 22 338.6 60.6

TABLE 34.3
The Most Important Polyunsaturated Fatty Acids (Compiled from Beilstein and Chemical
Abstracts Data Bases)

Number of Number of Melting 
Systematic Name Trivial Name Carbon Atoms Double Bonds Weight

9-cis, 12-cis-Octadecadienoic Linolenic 18 2 280.4
9-cis, 12-cis, 15-cis-Octadecatrienoic Linolenic 18 3 278.4
6-cis, 9-cis, 12-cis-Octadecatrienoic γ-Linolenic 18 3 278.4
9-trans, 11-trans, 13-trans-Octadecatrienoic Eleostearic 18 3 278.4
5,8,11,14-all-cis-Eicosatetraenoic Arachidonic 20 4 304.6
5,8,11,14,17-all-cis-Eicosapentaenoic EPA 20 5 302.4
4, 7, 10, 13, 16, 19-all-cis-Docosahexaenoic DHA 22 6 328.5



glycerol molecule. If the carbon atoms 1 and 3 are occu-
pied by different fatty acids, the carbon atom 2 becomes
asymmetrical; if the stereospecificity has to be evident, it
is expressed by means of the sn system. The carbon num-
bers of glycerol are numbered stereospecifically (1). The
carbon atom that appears on top in that Fischer projection
that shows a vertical carbon chain with the hydroxyl
group at carbon-2 to the left is designated as C-1. To dif-
ferentiate such numbering from the conventional number-
ing, the prefix sn is used, e.g., sn-1-palmitoyl, 2-linoleoyl,
3-oleoylglycerol. Physical properties of optical isomers
are not very different.

The number of triacylglycerol isomers is theoretically
very high, but it is usually substantially restricted in natu-
ral fats and oils. Triacylglycerols are formed in natural
food raw materials by esterification of glycerol under cat-
alytic action of lipases. Lipases possess certain selectivity
so that in most natural vegetable fats and oils the carbon
atom sn-1 is occupied by palmitic acid or other saturated
acids, and the carbon atom sn-2 by linoleic acid or
linolenic acid, less often by oleic acid. The carbon atom
sn-3 may be substituted with any fatty acid, most often
unsaturated fatty acids.

In some plant or animal raw materials fatty acids are
bound to monohydroxylic aliphatic alcohols or sterols.
They are called waxes (8). The most important wax is
bees wax. Their importance in the human diet is low.

Fatty esters of sugars, e.g., sucrose, are produced as fat
replacers [9] as they are not cleaved by natural lipases, and
cannot thus be utilized as a source of energy by humans.

More information on physical and chemical charac-
teristics of oils, fats, and waxes are obtained from the lit-
erature (10).

B. PHOSPHOLIPIDS

Phospholipids consist not only of fatty acids and an alco-
hol, but also contain a phosphoryl group, usually ionized
(1). The most common phospholipids are esters of glyc-
erol; therefore, they are called glycerophospholipids.
They are derivatives of 1,2-diacylglycerol, where the
phosphoryl group is bound to the carbon atom sn-3. Such
a derivative is called a phosphatidyl (Figure 34.3.A). If no
other residue is bound to the phosphoryl group, phospha-
tidic acids are formed (Figure 34.3.B). They may exist as
calcium or magnesium or other salts. 

Very often, the aminoalcohol choline is bound to the
phosphoryl group, and the resulting compound is phos-
phatidylcholine (earlier lecithin) (Figure 34.3.C), most often
existing as an inner salt. The phospholipid containing
another amino alcohol — ethanolamine — is called phos-
phatidylethanolamine — earlier known as colamine (Figure
34.3.D). Another important phospholipid class contains
bound amino acid serine — phosphatidylserine (Figure
34.3.E). Other phospholipids may not contain any nitrogen,
e.g., they contain bound myoinositol (hexahydroxycyclo-
hexane); such phospholipids — phosphatidylinositols
(Figure 34.3.F) –– may be esterified by other phosphoryl
residues. The phosphoryl group may be substituted by a
glycerol (Figure 34.3.G) or a diacylglycerol (Figure 34.3.H).
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R-CH2-CH2-COOH → R-CH-CH2-COOH → R-CO-CH3 + CO2  [1]

OOH

R* + O2 → R-O-O* [2]

R-O-O* + R-H → R-O-OH + R* [3]

R-O-O-H  → R-O-O* + H* or R-O* + H-O*

or 2 R-O-O-H → R-O-O* + R-O* +  H2O [4]

-CH=CH-C*-CH=CH- + O2 →  -CH=CH-CH=CH-CH- or

OOH

-CH-CH=CH-CH=CH-  [5]


OOH

2 R* or R*  + R-O-O* or R* + R-O* or 2 R-O* →  Relatively stable products [6]

R-O-O-H + Me2+ + R-O-O* + Me+ + H+  [7]

R-O-O-H + Me+ → R-O* + H-O− + Me2+  [8]

R-O* + R* → R-O-R  [9] 

FIGURE 34.1 Chemical structures of polyenoic fatty acids.



Phosphatidylinositols, among other functions, diminish the
postprandial oxidation of triacylglycerols, thus increasing
the feeling of satiety, and decreasing the weight gain (11).

In natural phospholipids the fatty acid residue in the
position sn-2 may be cleaved off by action of phospholi-
pases, and lysophospholipids are formed (Figure 34.3.J).
Plasmalogens are phospholipids, where a fatty acid is
replaced by an aldehyde in the form of a hemiacetal, usu-
ally in its dehydrated form as the respective 2-unsaturated
alcohol (Figure 34.3.K).

Some phospholipids do not contain any bound glyc-
erol. Fatty acids are bound to a long-chain alcohol,
such as sphingosine in animal tissues (Figure 34.3.L) or
phytosphingosine in plant tissues (Figure 34.3.M). They
are not bound as esters but as amides, and the hydroxyl
group is esterified by a molecule of phosphoric acid,

which may contain bound choline or other compounds.
Such lipids are called sphingolipids (Figure 34.3.N).

Phospholipids are present in all food materials at least
in small amounts (12). Their content in oilseeds varies
between 1–3% of the oil basis. The phospholipids fraction
is present in crude oils obtained by extraction of oilseeds
with nonpolar. It is precipitated from crude oils by action of
water, or better by phosphoric or citric acid. The precipitate
contains about 60% phospholipids. It is called lecithin.
Lecithins of acceptable sensory properties, good functional
properties, and reasonable availability are obtained only
from soybeans or egg yolk, but the latter are more expen-
sive. For most edible purposes, it is bleached and/or modi-
fied, e.g., by addition of free fatty acids. Lecithins enriched
in phospholipids or phoshatidylcholine are available on the
market. Lecithin is highly appreciated as an emulsifier or
for many other purposes. Lower quality products are used
for nonedible purposes. For more information about phos-
pholipids see References 13–15.

C. GLYCOLIPIDS

Glycolipids are fatty acid derivatives containing bound
sugars, most often D-galactose or D-glucose. The sim-
plest glycolipids are derived from 1,2-diacylglycerols by
substitution of the remaining hydroxyl group with a galac-
tosyl (Figure 34.4.A) or a digalactosyl (Figure 34.4.B)
residue. More complicated derivatives were identified,
e.g., in oat lipids (16). 

Galactosyldiacylglycerols are present in plants as a
part of membranes for storage of starch (17). Emulsions
containing galactolipids are components of fat replacers
as they evoke the sense of fullness. 

Cerebrosides are glycosides derived from sphingosine
amides — ceramides (Figure 34.4.C).

Glycolipids contain sulphuric acid, sometimes bound
to the glycoside residue (Figure 34.4.D). Gangliosides are
complex phospholipids containing bound sialic acid
(Figure 34.4.E), and usually also one or several residues
of bound sugars. They were earlier called mucolipids.

D. LIPOPROTEINS

Lipids form macromolecular complexes with protein,
where lipids are bound to proteins by multiple physical
forces. They are present either as dispersible aggregates,
soluble in water, or as membranes. Covalent bonds are
found only exceptionally in natural lipoproteins, but may
be formed by interactions of oxidized lipids with proteins. 

In water-soluble lipoproteins, the lipid moiety is sur-
rounded by a layer of hydrated proteins (Figure 34.5.A).
The contact between the lipid and the protein moieties is
effected by a layer of emulsifiers, chiefly sterols and
phospholipids. The lipophilic, hydrophobic hydrocarbon
chains of the emulsifiers are oriented inside the oil droplet
while the hydrophilic parts are oriented towards the rela-
tively polar and hydrophilic protein layer. The stability of
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the dispersions of lipoproteins in water depends on the
ratio of lipids:proteins. More information on lipoproteins
is available from specialized literature (18, 19). 

The most widely studied dispersed lipoproteins are
those of blood plasma, which belong to the following
classes according to their behavior under centrifugation,
where they are separated on the basis of their density
(specific gravity):

a. VLDL –– very low density lipoproteins;
b. LDL –– low density lipoproteins;
c. HDL –– high density lipoproteins.

The content of hydrophilic components and the stabil-
ity of lipoprotein dispersion increases with their increasing
density.

Lipoproteins forming membranes regulate the perme-
ation of water molecules into cells and subcellular particles.
They mostly consist of a double layer of lipoproteins. The
polar moieties are oriented towards the water phases on
both sides of the membrane, while the non-polar moieties
form multiple physical bonds between the two lipid layers

of the membrane (Figure 34.4.B). Both phospholipids and
sterols are important parts of membrane lipoproteins. 

Lipids form complexes with starch and other macro-
molecular carbohydrates as well as with proteins (20).
Three types of these interactions exist:

a. Complexes consisting of lipid inclusion com-
pounds inside an amylose helix or short helices
inside amylopectin straight-chain oligosaccha-
ride branches.

b. Complexes, where lipids are sorbed on the sur-
face of carbohydrate particles.

c. Complexes, where lipids are located in capil-
laries between carbohydrate particles.

IV. OCCURRENCE OF LIPIDS IN PLANT
AND ANIMAL FOOD MATERIALS

Lipids are present in almost all food materials of both ani-
mal and plant origin (21). They are necessary for the exis-
tence of living tissues, even when mostly only in small
amounts of 0.5 to 3.0%. These lipids are mainly located in
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cell membranes and in intracellular membranes, and mainly
consist of phospholipids, glycolipids, and lipoproteins. The
triacylglycerol fraction is relatively low in these tissues. The
lipids are mostly bound to proteins and other hydrophilic
components so that they are extractable only with solvent

mixtures containing polar components, such as mixtures of
chloroform and methanol or diethyl ether and ethanol.

In addition to their function in the metabolism of living
organisms, lipids are deposited as energy reserves. The
reserve lipids are very important raw materials in the food
industry. They consist mostly of relatively non-polar tria-
cylglycerols. Therefore, they are extractable with hydrocar-
bon solvents. Plant seeds contain either macromolecular
carbohydrates or lipids as a source of energy for the germi-
nating organism. In those plants, where the energy is stored
in lipids, the content of seed lipids (called mostly oils) may
be 30–60% dry weight (Table 34.4). In some plants, energy
is stored both as lipids and as starch, such as in soybeans,
where the lipid content is about 20%. In some seeds, lipids
are stored also in the pericarp, e.g., in olives, avocado, or oil
palm fruits. The fatty acid composition of storage lipids
may be very different from that of membrane lipids. 

Seed oils have different fatty acid composition from
pericarp oils, e.g., palm oil has a fatty acid composition
close to that of lard, while the palm kernel oil has the fatty
acid composition similar to that of coconut oil (Table 34.5).
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Examples of fatty acid composition of the most
important fats and oils are shown in Table 34.5 (trace fatty
acids are not included).

Even in plants using starch as a source of energy for
germinating organism, at least the germ is rich in lipids so
that it may be used for industrial processing, e.g., in the
case of corn or wheat germs (Table 34.4). During the ger-
mination, oil is gradually used up as a source of energy, or
it is converted into other compounds, chiefly cellulose.

Animal tissues also consist of two types of lipids. Lipid
membranes and dispersible lipoproteins are present only in
limited amounts of about 1–2% dry weight in the respective
tissue. They consist mainly of phospholipids and glycol-
ipids. Animals store energy in carbohydrates only in very
small amounts; therefore, only energy reserves stored as tri-
acylglycerols are important for the organism and in the
industry. Surprisingly, in some tissues the amount of lipids
may be much higher than the amounts of proteins. The fatty
acid composition of reserve (depot) fat is different from the
composition of polar lipids as polar lipids are rich in
linoleic acid and more unsaturated polyenoic acids. The
fatty acid composition of depot fat in farm animals depends
partially on the composition of feed lipids, and similar rela-
tions exist in other animals. A typical example are lipids of
fish and other aquatic animals as the fatty acid composition
is influenced by that of algae and small crustaceans, which
are their main source of nutrition. Polar lipids bound in
membranes are not substantially affected by fatty acid
composition of feed lipids.

The fatty acid composition of the triacylglycerol frac-
tion of fats and oils is very different, and it is specific for
each species. Examples of fatty acid composition of the
most important fats and oils are shown in Table 34.5. (Trace
fatty acids are not included and may be found in the origi-
nal literature). The fatty acid composition of vegetable oils

is very variable. In some species oleic acid prevails, in other
it is linoleic acid, and in another group linolenic acid is
present, too. In palm seed lipids the major fatty acids are
lauric, myristic, and palmitic acids. Triacylglycerols of land
animals mostly consist of palmitic, stearic, oleic, and
linoleic acids while polyunsaturated fatty acids are major
components of marine oils (22). 

The traditional fatty acid composition may be sub-
stantially modified by breeding, genetic manipulations, or
even climatic conditions. Modified soya cultivars yield oil
with high saturated fatty acid content, suitable as trans-
free replacers of hydrogenated oils, or canola oil with 
40% lauric acid is suitable for nonedible uses (23). In ani-
mals it is affected by feed lipids. The novel modified oils
usually have higher oleic acid content and lower polyun-
saturated acid content so that they are more resistant
against oxidation on heating or long storage.

V. CHEMICAL CHANGES DURING
INDUSTRIAL FAT AND OIL
EXTRACTION AND PROCESSING

A. FAT AND OIL EXTRACTION FROM NATURAL

SOURCES

Oilseeds are the most important raw material for the pro-
duction of edible oils. Soybeans, followed by palm fruits,
are the chief oilseeds worldwide, but rapeseed and sun-
flower seed are also important in Europe, followed by
olives and animal raw materials (24). Seeds are first
crushed, and the resulting meal is heated by steam applica-
tion. During the process, heat denaturation of the protein
moiety destroys lipid membranes and other lipoproteins so
that the yield of oil substantially increases in comparison to
the cold extraction. This process is called conditioning.

Conditioned oilseed meals of oilseeds containing
40–60% oil are then fed to expeller presses, where oil is
extracted from the meal under high pressure and temper-
atures up to 100°C. Crude oil is removed and collected in
a tank, and the pressed material (cakes), still containing
about 12–20% oil, is cooled to the ambient temperature.
Soybeans have only about 20% oil so that the cake has a
lower concentration of oil or is treated by solvent extrac-
tion before the previous expeller pressing. Rice brans or
corn germs are not expeller pressed because of low oil
content, but are treated directly with solvents. Olives are
cold-pressed in special crushers at temperatures below
40°C with production of virgin olive oils (25, 26).

The cakes are then extracted using solvents, most
often hexane, pentane, and their isomers, or other hydro-
carbons of similar boiling temperatures. Continuous
processes are mostly used, and the resulting extracted
meal is then separated from the solution of oil in the
extraction solvent (micella). Crude oil is then obtained by

TABLE 34.4
Content of Plant Lipids (15)

Systematic Lipid Lipid Content
Plant Name Name Source [% Dry Weight]

Soya Soja hispida Beans 16–22
Sunflower Helianthus annuus Seed 42–62
Peanut Arachis hypogaea Seed 45–50
Rape Brassica napus Seed 40–48
Cocoa Theobroma cacao Seed 53–59
Almonds Prunus amygdalus Seed 60–65
Sesame Sesamum indicum Seed 50–55
Cotton Gossypium hirsutum Seed 20–24
Oil palm Elaeis guineensis Pericarp 30–40
Cocos palm Cocos nucifera Copra 63–70
Olive Olea europaea Pericarp 13–50
Rice Oryza sativa Bran 8–15
Wheat Triticum aestivum Germ 7–12
Corn Zea mays Germ 14–19
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TABLE 34.5
Fatty Acid Composition of Fats and Oils (66)

A. Linoleic Acid Oils

Fatty Acid Code Sunflower Oil Peanut Oil* Safflower Oil Sesame Oil Cottonseed Oil**

16:00 5–8 8.3–14 5.3–8.0 7.9–10.2 21.4–26.4
16:01 �0.5 �0.2 �0.2 0.1–0.2 �1.2
18:00 2.5–7 1.9–4.4 1.9–2.9 4.8–6.1 2.1–3.3
18:01 13–40 36.4–67.1 8.4–21.3 35.9–42.3 14.7–21.7
18:02 40–74 14.0–43.0 67.8–83.2 41.5–47.9 46.7–58.2
18:03 �0.3 trace trace 0.3–0.4 �0.4
20:00 �0.5 1.1–1.7 0.2–0.4 0.3–0.6 0.2–0.5
20:01 �0.5 0.7–1.7 0.1–0.3 �0.3 trace
�20 �1.5 3–6 �2.0 �0.5 �0.1

Note: * � also 22:0, 2.1–4.4%, and 24:0, 1.1–2.2%; ** � also 14:0 0, 6–1.0%.

B. Oils Containing Linolenic Acid and Cereal Oils

Fatty Acid Code Soybean Oil Rapeseed (Canola) Oil Linseed Oil Corn Oil Rice Bran Oil

16:00 9.7–13.3 3.3–6.0 7 10.7–16.5 16–28
16:01 �0.2 0.1–0.6 trace �0.3 0.5
18:00 3.0–5.4 1.1–2.5 4 1.6–3.3 2–4
18:01 17.7–25.1 52.0–66.9 20 24.6–42.2 42–48
18:02 49.8–57.1 16.1–24.8 17 39.4–60.4 16–36
18:03 5.5–9.5 6.4–14.1 52 0.7–1.3 0.2–1.0
20:00 0.1–0.6 0.2–0.8 trace 0.3–0.6 0.5–0.8
20:01 �0.3 0.1–3.4 trace 0.2–0.4 0.3–0.5
�20 �1.2 �1.3* trace �0.9 �1.0

Note: * � mostly erucic acid.

C. Oils from Palms, Examples of Vegetable Butters and Oleic Acid Oils

Fatty Acid Code Palm Oil Palmkernel Oil Coconut Oil Cocoa Butter Olive Oil*

8:00 0 2.1–4.7 4.6–9.4 0 0
10:00 0 2.6–4.5 5.5–7.8 0 0
12:00 trace 43.6–53.2 45.1–50.3 0 0
14:00 0.7–1.3 15.3–17.2 16.8–20.6 0.1 trace
16:00 40.1–46.3 7.1–10.0 7.7–10.2 25–27 7.5–20
18:00 4.0–6.5 1.3–3.0 2.3–3.5 33–37 0.5–5.0
18:01 36.7–40.9 11.9–19.3 5.4–8.1 34–35 55–83
18:02 9.4–12.1 1.4–3.3 1.0–2.1 3–4 3.5–21
20:00 0.1–0.7 �0.7 �0.2 0.2–1.0 �0.8
�20 �0.4 �0.8 �0.2 trace �0.3

Note: * � also 16:1 0.3–3.5% and 18:3 �1.5%.

D. Fats of Farm Animals

Fatty Acid Code Cow Milk Fat* Chicken Fat Pork Lard Beef Tallow Mutton Tallow

12:00 2.2–4.5 0.1 0 0 0
14:00 5.4–14.6 0.9 trace 1–6 2–4
14:01 0.6–1.6 trace 0.5–2.5 �1 trace, low
16:00 25–41 22 20–32 20–37 20–27
16:01 2–6 6 1.7–5.0 1–9 1.4–4.5
18:00 6–12 6 35–62 25–40 22–34
18:01 18.7–33.4** 37 35–62 31–50*** 30–42***

(Continued )



distilling off the solvent. The last solvent residues are
removed by distillation with steam. The resulting crude
oil is stored in a separate tank or mixed with oil obtained
by expeller pressing.

During the industrial extraction of fats and oils, other
lipophilic substances, such as sterols or tocopherols, come
into the extract, even when they may be originally not
present in oil droplets of seed cells but in other parts of the
seed (27).

The extracted meal from the solvent extraction is treated
in a toaster at temperatures of about 100°C or higher to lib-
erate the residual solvent, to deactivate enzymes, and to
detoxicate extracted meal. The last solvent traces are
removed by steaming. Meal is then cooled down and stored
in elevators. The extracted meal is used for feeding purposes.

B. CRUDE OIL REFINING

Crude vegetable oil contains various minor components,
such as oxidation products of triacylglycerols and ter-
penes, polar lipids, trace metal derivatives, which deterio-
rate its sensory and functional properties. Therefore, it is
processed by refining. Good detailed information on veg-
etable oil processing techniques for human nutrition is
available (28–30). The first refining step is the degum-
ming. Oil is treated with hot water, usually containing
phosphoric or citric acid. Most phospholipids present in
crude oil are hydrated and become insoluble in oil. Some

phospholipids are not precipitated unless special proce-
dures are used, such as superdegumming. The precipitate,
containing coprecipitated components other than phospho-
lipids and some oil, is removed, dried, and used as com-
mercial lecithin. The membrane filtration is another
approach to degumming (31).

The degummed product may be treated in two ways.
If the free fatty acid content is high, it is alkali refined by
a solution of sodium hydroxide or, less often, by sodium
carbonate. 

Free fatty acids are converted into water soluble
sodium salts, which are washed out of oil with hot water.
Natural pigments and other impurities are partially
removed, too. After the alkali refining, oil is dried by heat-
ing at reduced pressure, and treated with bleaching earth
or a mixure of bleaching each and with active carbon. In
the process of bleaching, natural pigments (mainly
carotenoids, pheophytins and chlorophylls) and the last
traces of sodium salts are removed. Dimers of polyunsat-
urated fatty acids or sterols and trans-isomers may be
formed in the course of bleaching (32). More information
on bleaching is available (33). 

Bleached oil is deodorized by treatment with over-
heated steam under reduced pressure in nitrogen at tem-
peratures of 220–250°C. Volatile substances, formed by
oxidation of unsaturated fatty acids during seed storage or
seed processing, are removed during the process, and both
the sensory value and the resistance against oxidative
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TABLE 34.5 (Continued )

D. Fats of Farm Animals

Fatty Acid Code Cow Milk Fat* Chicken Fat Pork Lard Beef Tallow Mutton Tallow

18:02 0.9–3.7 20 3–16 1–5 1.9–2.4
20:00 1.2–2.4 trace �1.0 trace trace
�20 0.8–3.0 trace �3.0 trace trace

Notes: * � also 4:0, 2.8–4.0%; 6:0, 1.4–3.0%; 8:0, 0.5–1.7%; 10:0, 1.7–3.2%; ** � Including 2–3% trans fatty acids;
*** � Including minor trans fatty acids.

E. Fish Oils

Fatty Acid Code Cod Liver Oil Herring Oil Carp Oil Menhaden Oil*

14:00 3–5 3–10 3 6–12
16:00 10–14 13–25 17 14–23
16:01 6–12 5–8 17 7–15
18:00 1–4 1–4 4 2–4
18:01 19–27 9–22 28 6–16
18:02 1–2 1–2 13 1–2
18:04 – 1–5 – 1–5
20:01 7–15 9–15 4 0.5–2
20:2–4 0.8–3.0 0.8–1.2 3 1–4
20:05 8–14 – 3 12–18
22:01 4–13 12–27 – 0.2–0.4
22:06 6–17 4–10 – 2–4

Note: * � also 16:2–16:4, 1.8–6.2%; 24:0, 4–15%.

Expressed as weight % total fatty acids; trace fatty acids are omitted; fatty acid codes: number of carbon atoms: number of
double bonds.
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sensory deterioration (called rancidity) are thus substan-
tially improved. Other relatively volatile substances are
also removed at least partially, such as sterols or toco-
pherols. The deodorized oil has a bland neutral flavor.

Crude oils containing less than about 1% free fatty
acids may be refined in a simpler way, i.e., by physical
refining (34). After degumming, crude oil is deodorized in
a similar way as in the case of alkali refined oils to remove
all relatively volatile components, including free fatty
acids. The resulting oil is bleached. The alkali refining
step is thus eliminated, which is advantageous from the
environmental standpoint. The resulting refined oil is of
about the same quality as alkali-refined oil, e.g., as in the
case of rapeseed oil (35).

During the process of deodorization cis,cis-diunsatu-
rated fatty acid bound in triacylglycerols is partially isomer-
ized into cis,trans and trans,cis-dienoic isomers in the case of
linoleic acid (36). Several other trienoic isomers are formed
in oils containing linolenic acid, such as soybean or rapeseed
oil. As the nutritional value of these isomers is doubtful, the
deodorization temperature should be lower than 240°C to
minimize the isomerization. The best results are obtained
using thin-film deodorization. In this process the temperature
may be lower and the heating time shorter (37).

Vapors removed during deodorization are collected as
deodorization sludges. They contain free fatty acids,
sterols, and tocopherols so that they can be used for the
production of tocopherol concentrates suitable as antioxi-
dants. Sterols may be isolated, too, and used either
directly or after hydrogenation in stanols in margarines as
an additive lowering blood pressure and decreasing the
cholesterol content in blood plasma (38).

Refined oils are either used directly as salad oils or fry-
ing oils, or after emulsification as mayonnaise and salad
dressings, or are added to margarines (39). If fresh fish oils
are properly refined (40), they are acceptable for mar-
garines even without hydrogenation (41), even when their
oxidation stabiliity may still be a problem (40).

C. PRODUCTION OF LECITHIN

Crude lecithin is obtained in the process of crude oil degum-
ming (39) as explained in Section 34.V.B. It is mostly used
for feed or other nonedible purposes; only soybean or egg
lecithin are used for edible purposes. Typical properties of
soybean lecithin are shown in Table 34.6. They are used as

natural surface active agents for many purposes in the food
industry (42). Lecithin may be modified in different ways
(43). For use in light-colored food products, it is bleached by
hydrogen peroxide. For some purposes concentrated phos-
pholipids are necessary; therefore, oil is removed from com-
mercial lecithin by membrane filtration or selective
extraction, e.g., with acetone or propane, which is a more
acceptable solvent for environmental reasons (44). The most
important component of soy phospholipids is phosphatidyl-
choline. Soy phospholipid concentrate may be enriched to
high levels of phosphatidylcholine by interesterification
with choline in the presence of phospholipases (45).
Fractions enriched with phosphatidylcholine and in phos-
phatidylinositol may be obtained from lecithin by fractiona-
tion with 90% aqueous ethanol (46).

D. INTERESTERIFICTION, ESTER INTERCHANGE,
AND SAPONIFICATION

Fats and oils are essentially mixtures of triacylglycerols.
They may be converted into other esters by interesterifica-
tion (47) with methanol or higher alcohols (Figure 34.6.A).
The process is called alcoholysis, and is catalyzed by small
amounts of alkaline hydroxides or alcoholates, produced
in situ by dissolution of metallic sodium in alcohol. The
conversion of triacylglycerols into methyl esters is used for
analytical purposes and for diesel fuels. 

The alcoholysis of triacylglycerols with glycerol —
glycerolysis — is of technical importance. Solid fats, such
as fully hydrogenated oils, are commonly used. They are
heated with glycerol to high temperatures in the presence
of small amounts of sodium hydroxide. A mixture of
monoacylglycerols and diacylglycerols results (Figure
34.6.B), which are used as emulsifiers. They may be frac-
tionated into the monoacylglycerol fraction and the dia-
cylglycerol fraction using short space vacuum distillation.
The monoacylglycerol fraction is particularly useful as an
emulsifier for the production of margarines and other
emulsified fats and oils.

Another procedure for production of partial glycerol
esters is the treatment of triacylglycerols with water in the
presence of lipases, most often immobilized on a solid
support (45).

Tricylglycerols of natural fats and oils possess spe-
cific distribution of fatty acids. The distribution may be
randomized by interesterification of the particular fat and
oil or a mixture (ester interchange, Figure 34.6.C) or of a
mixture of different tricylgycerols (Figure 34.6.D). The
reaction is carried out again in the presence of sodium
hydroxide, metallic sodium, or sodium methoxide as a
catalyst. Immobilized lipases may be used as catalysts,
too. The reaction proceeds at ambient or moderately
increased temperatures. The resulting products may be
tailored to specific properties, especially rherological
properties (sensory texture or consistency). Low-caloric
structured lipids are produced in this way, containing

TABLE 34.6
Properties of Food Lecithin (8)

Component Content [%]

Acetone insolubles � 65
Toluene insolubles max. 0.3
Moisture max. 0.3
Free fatty acids* max. 15 

Note: Free fatty acids may be added to change the consistency.
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long-chain, medium-chain, and short-chain fatty acids
(48). In contrast, the stability against oxidative rancidity is
often decreases (49).

Natural fats and oils may be fully hydrogenated and
the resulting trisaturated triacylglycerols are then inter-
esterified with non-hydrogenated oils (50). Plastic solid
fats are thus produced, containing no trans-unsaturated
fatty acids. The topic of structurally modified food fats
has been reviewed (51).

As some consumers would like to decrease their
energy consumption of fats without affecting the sensory
properties of food and decreasing the agreeable fatty taste,
some undigestible fat replacers have been introduced to
the market, such as Olean, Salatrim, and Caprenin. In
these products, esterified fatty acids cannot be split off by
lipases (52).

Fats and oils are very rich sources of energy; therefore,
their consumption may result in obesity. Fats with lower
energy content are produced by interesterification of natural
oils with stearic or behenic acid, which are not completely
utilized in the metabolism, and medium-chain fatty acids,
which have moderately lower energy content and are not
deposited in the fatty tissues. These products are marketed
as structured fats. 

E. HYDROLYSIS OF FATS AND OILS

Triacylglycerols are hydrolyzed into fatty acids and glyc-
erol. The reaction with sodium hydroxide was used to pro-
duce soap; therefore, the process is still called saponification
(Figure 34.6.E). Saponification proceeds by mixing fat with
a solution of sodium hydroxide at the boiling temperature.
The first stage, i.e., the cleavage of a triacylglycerol mole-
cule into a diglycerol and soap, is slow as the reactants are
immiscible and the reaction proceeds only on the interphase.
The reaction products act as emulsifiers so that the second
stage of saponification is fast. After saponification, sodium
chloride is added to the reaction mixture in order to decrease
the solubility of soaps in the aqueous phase. The lower aque-
ous layer also contains glycerol, which is isolated, and dis-
tilled from impurities, especially water. The separation of
soaps from the water phase containing glycerol by salting is
still not complete. 

Saponification is now carried out on the plant scale
mostly by simply heating fats or oils with water under pres-
sure to high temperature, sometimes in the presence of
metallic oxides as catalysts. Fatty acids are gradually
cleaved from the original glycerol esters. Free fatty are then
purified by vacuum distillation. They are then used for soap

General mechanism:
                                       OH
                                            
R1-C=O + R2-OH  → R2-C-OH  → R1-C=O
                                                   
 OH                          O-R2             O-R2

Fatty acid  Alcohol  Intermediary    Ester
  product

A – interesterification with methanol

CH2-O-OC-R       CH2-OH
            
CH-O-OC-R   +    3 CH3-OH    →    CH-OH   +   3 R-CO-O-CH3
       
CH2-O-OC-R        CH2-OH

B – glycerolysis of triacylglycerols

CH2-O-OC-R      CH2-OH    CH2-O-OC-R          CH2-O-OC-R
                                                                                          
CH-O-OC-R   +   CH-OH     →     CH-OH             +       CH-OH
                                                        
CH2-O-OC-R       CH2-OH   CH2-O-OC-R           CH2-OH

Triacylglycerol     Glycerol   1,3-diacylglycerol     1-monoacylglycerol

C – mechanism of ester interchange

CH2-O-OC-R1    CH2-O-OC-R2         CH2-O-OC-R1  CH2-O-OC-R2

                                                                          
CH-O-OC-R1  +  CH-O-OC-R2    →   CH-O-OC-R1     + CH-O-OC-R1

                                                                           
CH-O-OC-R1      CH-O-OC-R2          CH2-O-OC-R2         CH2-O-OC-R2

D – randomization of triacylglycerols by means of ester interchange (simplified)

CH2-O-OC-R1            CH2-O-OC-R1      CH2-O-OC-R2      CH2-O-OC-R3

                                                                                         
                                   CH-O-OC-R3   +   CH-O-CO-R1   +   CH-O-OC-R2

                                                                                        
CH2-O-OC-R3             CH2-O-OC-R2      CH2-O-OC-R3      CH-O-OC-R1 

3 CH2-O-OC-R2    

(a) (b)

→

E − saponification of triacylglycerols

CH2-O-OC-R CH2-O-OC-R
                                
CH-O-OC-R       +   NaOH → CH-OH              +   ROONa
  
CH2-O-OC-R CH2-O-OC-R

Triacylglycerol 1,3-diacylglycerol

CH2-O-OC-R CH2-O-OC-R
 
CH-OH              +   NaOH    → CH-OH             +      RCOONa
 
CH2-O-OC-R CH

2
-OH

1,3-diacylglycerol  1-monoacylglycerol

CH2-O-OC-R CH2-OH
 
CH-OH              +   NaOH  → CH-OH         +      RCOONa
 
CH2-OH CH2-OH

1-monoacylglycerol Glycerol                    Sodium soap

FIGURE 34.6 Esterification reaction of fats and oils.
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production, production of metallic soaps, or for other pur-
poses. Glycerol obtained in this way is less contaminated
than in the case of saponification with sodium hydroxide.

Lipids may be hydrolyzed with immobilized lipases,
too (45). Depending on the origin of lipase, the reaction
may be stereospecific.

F. HYDROGENATION OF FATS AND OILS

At the beginning of the 20th century, there was an excess of
oils on the market, but consumers required solid fats, simi-
lar to lard or butter. Hydrogenation was a suitable solution.
The unsaturated fatty acids bound in triacylglycerols are
converted into less unsaturated or even saturated fatty acids
by the addition of hydrogen. Triacylglycerols of saturated
fatty acids are solid, unlike triacylglycerols of unsaturated
fatty acids. However, triacylglycerols containing three satu-
rated fatty acids in the molecule have too high melting
points (about 70°C). They remain solid at body temperature;
therefore, they are not attacked by lipases, and their
digestibility is only very low. They have a strong tallowy
taste, and are thus unsuitable for human nutrition. Therefore,
only one or two fatty acids in a triacylglycerol molecule
should be converted into a saturated fatty acid. Solid fats
with melting points corresponding to lard are thus obtained.

Prerefined edible vegetable oils or fish oils are used as
raw material. They are heated to 160–180°C in the atmos-
phere of hydrogen using nickel as a catalyst. Nickel is
deposited on the surface of kieselguhr or another suitable
inert substrate; mixtures of nickel with nickel oxide are
preferred. Other metals, such as palladium, rhodium,
cobalt, or mixtures of nickel with copper also have cat-
alytic qualities, but nickel is usually used. The pressure
may be between 0.15–0.5 MPa. Free fatty acids, phos-
pholipids, soap or other surface active compounds, and
sulphur derivatives act as catalytic poisons, so they should
be removed from oil before the reaction, usually by refin-
ing processes. More information is available on both the
theory and practice of hydrogenation (53). Partially
hydrogenated oils are chiefly solid; therefore, they can be
used for the production of shortenings (cooking fats).
Fluid shortenings are available on the market, mainly for
use in the baking industry (54).

During the hydrogenation reaction polyunsaturated
fatty acids are first converted into monounsaturated fatty
acids (Figure 34.7.A). The formation of saturated fatty
acids (Figure 34.7.B) is slower. The ratio of reaction rates
k1:k2 is the selectivity of hydrogenation (55), which
depends on the catalyst and the reaction conditions. The
reaction rate constant k1 defines the rate of hydrogenation
of dienoic acids into monoenoic acids, while the constant
k2 defines the rate of hydrogenation of monoenoic fatty
acids into saturated acids. Low hydrogen pressure, low
temperature, and low catalyst content determine the selec-
tivity. Because hydrogenation is an exothermic reaction,
heat is produced and the reactor has to be cooled. The

reaction is usually stopped at the stage when the melting
point reaches the required value, usually between
30–45°C, depending on the purpose of the product.

An important side reaction takes place during hydro-
genation, i.e., the isomerization of the original cis double
bond into a trans double bond. The trans monounsaturated
fatty acids have higher melting points than the correspond-
ing cis fatty acids so that the desired melting point is already
attained at a higher degree of unsaturation. The low hydro-
gen pressure, lower content of the catalyst, and higher tem-
perature favor the formation of trans fatty acids. The trans
fatty acids are now considered undersirable for human nutri-
tion (36, 56). Therefore, hydrogenation conditions have to
be adapted to obtain products with low content of trans fatty
acids or hydrogenated oils are replaced with other solid fats.
The cis,trans isomerization is accompanied by positional
isomerization of double bonds.

Hydrogenated oils are cooled after the reaction, fil-
tered to remove the catalyst, and refined to remove impu-
rities. They may be used as shortenings or cooking fats, or
added to emulsified fats, such as margarines. There is now
a tendency to replace hydrogenated oils with palm oil
fractions or other solid fats free of trans fatty acids.

Free fatty acids may be fully hydrogenated too, e.g.,
for the production of metallic and alkaline soaps or solid
free fatty acids, but higher hydrogen pressure and higher
content of catalyst are needed.

At very high hydrogen pressures of 20–50 MPa,
higher temperature, and using special catalysts containing
copper and chromium, not only double bonds, but also the
carbonyl double bond in the carboxyl or ester group are
hydrogenated, and fatty alcohols result which are useful
for the production of surfactants.

G. OXIDATION REACTIONS

Unsaturated fatty acids bound in lipids are oxidized on
storage using several mechanisms (58). Different types of
oxidation processes occur in unsaturated fats and oils
(59). The spontaneous oxidation by air triplet oxygen is
called autoxidation, and it is usually initiated by free rad-
icals or by singlet oxygen. Singlet oxygen is produced in
course of photooxidation of unsaturated lipids in the pres-
ence of photosensitizers. Several enzymes present in
oilseeds or animal tissues, such as lipoxygenases, catalyze
oxidation reactions.

The most important oxidation mechanisms are shown
in Table 34.7. Enzyme-catalyzed oxidation occurs even in
seeds or fruits and other edible parts of raw materials of
both plant and  animal origin. Lipoxygenases are the most
important representatives of this group of enzymes (60).
For this reason, even fresh edible oils contain at least
minute traces of oxidation products. The oxidation occur-
ring spontaneously in the presence of oxygen is autoxida-
tion. In both cases unsaturated hydroperoxides are the
primary reaction products. 
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The oxidation is a free radical chain raction, proceed-
ing after the following mechanism (Figure 34.8). The
methylene groups adjacent to a double bond or located
between two double bonds are the primary site of attack
(Figure 34.8.A). Free radicals produced in this way add a
molecule of oxygen with formation of free peroxy radi-
cals (Figure 34.8.B). 

These radicals can abstract hydrogen from another
molecule of an unsaturated fatty acid with formation of a
hydroperoxide and another free radical (Figure 34.8.C).
Such a reaction chain can be repeated up to several hun-
dred times before the reaction is stopped by a termination
reaction (Figure 34.8.D). The reaction is efficiently termi-
nated by interaction of free R-O* or R-OO* radicals with

A – formation of monoenoic acids from a dienoic acid

R1-CH=CH-CH2-CH=CH-R2  +  H2  →  R1-CH=CH-CH2-CH2-CH2-R2  or 

R1-CH2-CH2-CH2-CH=CH-R2

Dienoic acid Monoenoic acids 

B – formation of a saturated acid from a monoenoic acid

R1-CH=CH-R2    +  H2  →  R1-CH2-CH2-R2

Monoenoic acid Saturated acid 

C – isomerization reactions during hydrogenation 

H
 

R1-CH2-C=C-CH2-R2  +  H-H  →  R1-CH2-C-C*-CH-R2 + H*  →  R1-CH2-CH2-C=C-R2

R1-CH=CH-CH2-CH2-R2  +  H2

Positional isomers 

cis-monoenoic acid 


H

H
 

H
 

R1-C=C-CH2-R2  or  R1-CH2-C=C-R2  +  H2


H


H

H


+  H2  or  R1-CH-C*-C-CH2-R2  + H*  →

H


H


H


H


H


H


H


H


H

H
 

H
 

R1-C-C-CH2-R2  +  H2  →  R1-C-C*-C-R2  +  H*  →τ

H


H


H


H


H

FIGURE 34.7 Hydrogenation of fats and oils.

TABLE 34.7
Mechanism of Lipid Oxidation

Type of Oxidation Precursors Primary Products

Lipoxygenase catalyzed Linoleic, linolenic acids Conjugated hydroperoxides
Autoxidation Unsaturated fatty acids Hydroperoxides
Photooxidation Unsaturated fatty acids Hydroperoxides
In vivo oxidation Essential fatty acids Eicosanoids
Hydrogen peroxide oxidation Unsaturated fatty acids Hydroxy acids
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antioxidants (61), which are discussed in detail elsewhere
in this book. Rearrangement of the double bond and the
pentadienoic double bond systems (Figure 34.8.E)
accompanies the formation of free radicals. Products with
a conjugated double bond system are produced, which
contain trans double bonds, at least partially. The reaction
mixture consists of two to four isomers, the proportions of
which depend on reaction conditions. In the case of
enzyme-catalyzed reactions, selective oxidation takes
place so that certain isomers prevail. 

The autoxidation rate increases with increasing temper-
ature. At room temperature linoleic and linolenic acids are
oxidized at a much faster rate than monoenoic fatty acids,
but at high temperatures, monoenoic fatty acids and even
saturated fatty acids can be oxidized, especially in the pres-
ence of metallic catalysts. The relative reaction rates depend

on the reactive system, e.g., the stability of fatty acids in
bulk oils decreases with increasing degree of unsaturation.
In contrast, the oxidation stability increases with the increas-
ing degree of unsaturation in water micelles (62).

The lipid hydroperoxides can be oxidized into diperox-
ides of different structures, usually peroxohydroperoxides.
Hydroperoxides are very unstable, particularly at higher
temperatures, being dissociated after two mechanisms
(Figure 34.9.A,B). The cleavage into alkoxy free radicals is
more probable. The degradation is accelerated in the pres-
ence of heavy metal compounds with transient valency,
such as copper or iron ions (Figure 34.9.C,D). During the
reaction the metal ion is reduced into its lower valency state
and oxidized again into its higher valency state (61). As the
decomposition is again a chain reaction, one metal ion
can catalyze the decomposition of many hydroperoxide 

A – formation of lipid free radicals (initiation reaction)

R-H → R* H*

Lipid Lipid free radical

B – formation of a peroxy radical

R* + O2 → R-OO*

C – formation of a hydroperoxide (propagation step)

R-OO* + R-H → R-OOH + R*

D – termination reactions

R-O* or R-OO* or R* → Non-radical stable compounds

E – rearrangement of a pentadienoic system during the propagation step

R1-CH=CH-CH2-CH=CH-R2  →  R1-CH=CH-C*H-CH=CH-R2 Free radical
                    ↓
   R1-C*H-CH=CH-CH=CH-R2 or R1-CH=CH-CH=CH-C*H-R2

  
  Conjugated dienoic free radicals
     
   ↓ + O2
 
                                             R1-CH-CH=CH-CH=CH-R2 or R1-CH=CH-CH=CH-CH-R2    
                                                                                                                                         
                                                  OO*                                                                     OO* 
                                                                 Free peroxy radicals
      
                                                                                  ↓ +  R-H
 
                                             R1-CH-CH=CH-CH=CH-R2 or R1-CH=CH-CH=CH-CH-R2

                                                           
                                                        OOH  OOH
 
                                                   Isomeric conjugated lipid hydroperoxides

FIGURE 34.8 Mechanism of lipid autoxidation.
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molecules. Each reaction produces two free radicals, initi-
ating further oxidation chain reaction. Therefore, heavy
metals are very efficient oxidation catalysts.

Free radicals are eliminated by reaction of two free
radicals, e.g., with formation of a dimer (Figure 34.9.E),
or by reaction with antioxidants, as explained in another
Chapter. The dimeric compounds are transformed in free
antioxidant radicals of very low reactivity. However, large
excess of free radicals becomes harmful in biological sys-
tems (63).

Polymers produced during the autoxidation are mainly
dimers, where the fatty acid chains are bound by C-C,
C-O-C, or C-O-O-C bonds, their ratios depending on the
access of oxygen during oxidation. Multiple bonds may be
formed in case of polyenoic fatty acids so that lipids oxi-
dized to an advanced degree always contain cyclic com-
pounds. In addition to cyclic oligomers, cyclic monomers
are also produced by oxidation (64). The amount of poly-
mers may be high, up to 10%, in frying oils used for a
repeated deep frying.

Another reaction of unsaturated lipid hydroperoxides is
their decomposition by rearrangement and chain cleavage
with formation of both volatile and non-volatile compounds,
such as shown in Figure 34.10.A. Aldehydes, alcohols, hyd-
rocarbons, and ketones are produced in this way. They are
very sensory active, especially the unsaturated derivatives,
and impart to fats and oils a characteristic off-flavor called
a rancid flavor. Hexanal, 2-hexenal, 2-octenal, or 2,4-deca-
dienal (Figure 34.10.C) are typical rancidity products.

Another type of oxidation proceeds on light in the
presence of photosensitizers, such as chlorophylls or
pheophytins. They convert the ordinary triplet oxygen
present in air into singlet oxygen, which is several hun-
dred times more reactive than triplet oxygen. It is added to
double bonds with the formation of hydroperoxides.
Edible oils and foods nearly always contain minute traces
of chlorophyll pigments; therefore, the exposure of oils to
light should be avoided. The concentration of chloro-
phylls is particularly high in virgin olive oil which is
rather sensitive to singlet oxygen oxidation.

R-O*   +   *OH A − formation of an alkoxy and a
      hydroxy radicalh

R-OOH

R-OO*  +   *H B − formation of a peroxy radical 

R O

HO

H O

RO2  R-OOH C − dimerization and decomposition of
       lipid hydroperoxides  

R-O*  + H2O  + *OO-R  

R-OOH + Cu+ R-O* + Cu2+ +  HO− D − catalytical effect of metal ions

R-OOH + Cu2+  R-OO* + Cu+ + H+

E − decomposition of conjugated dienoic hydroperoxides 

R1-CH2-CH-CH=CH-CH=CH-CH2-R2

O*               Alkoxy radical 

R1-CH2-CH=O + HO-CH=CH-CH=CH-CH2-R2 R1-CH3 + O=C-CH=CH-CH=CH-CH2-R2

Aldehyde Hydrocarbon Alkadienal

 O=CH-CH2-CH=CH-CH2-R2

Aldehyde 



FIGURE 34.9 Decomposition of lipid hydroperoxides into nonvolatile compounds.
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Oxidation reactions proceed rapidly at high tempera-
tures, such as during deep fat frying (65, 66) or microwave
heating (67).

Oxidation is desirable for some industrial purposes. Dry
films are formed from thin layers of oil applied on a metal-
lic or wooden surface. Such oils are called drying oils, e.g.,
linseed or tung oil belong to this group. In the formation of
coatings containing linseed oil, and in artistic painting,
metal salts are often added to hasten the drying reaction.

H. CHEMICAL CHANGES IN THE PRODUCTION OF

OLEOCHEMICALS FROM FATS AND OILS

Lipids are important sources of oleochemicals. Alkaline
soaps have been already mentioned. Salts of other metallic
cations, such as calcium salts, are also produced for various
purposes, and are called metallic soaps. They are usually
produced from solutions of alkaline or ammonium salts of
fatty acids by precipitation with metallic anions. Metallic

soaps are used for many purposes. Aluminium or zinc
stearates are used as lubricants, as paint thickeners, or in the
cosmetic and pharmaceutical industries. Salts of heavy
metals (such as manganese or cobalt) are used in paint dry-
ers and as additives in plastic materials.

Fatty acids are used as raw materials in other prod-
ucts, mainly surfactants, such as copolymerates with eth-
ylene oxide (Figure 34.11.A) or propylene oxide.

Very important intermediary products are fatty alco-
hols, produced by high pressure hydrogenation of fats or
fatty acids (explained in Section 34.V.E). They may also
form copolymers with ethylene or propylene oxides
(Figure 34.11.B) or they are sulphated with sulphuric tri-
oxide into sulphates. Alkaline salts of alkyl sulphates are
used as detergents.

Fatty acids of fats can be converted into amides by
reaction with amoniac (Figure 34.11.C). Amides are
dehydrated into nitriles (Figure 34.11.D), which are
hydrogenated into alkyl amines (Figure 34.11.E). Salts of

R1-CH=CH-CH-R2 R1-CH=CH-CH-R2

O* 

Lipid hydroperoxide Free alkoxy radical 

R1-CH=C*H    +    O=CH-R2 R1-CH=CH-CH=O    +    *R2

Aldehyde  Alkenal  
O2 O2

R1-CH=CH2

Alkene 
R2

R2-H R2-O-O*

Hydrocarbon 
R1-CH=CH-O-O*

R1-CH=CH-O*

R1-CH=CH-OH

R1-CH2-CH=O

R1-CH=CH-O-OH

R-H

R-H
R*

R* R2-O-OH

Hydroperoxide

      Hydroperoxide 

HO*

R-H R-H 

R* R*

Alcohol 

   Aldehyde 

O-OH HO*

R-H

HO*

R2-O*

R2-OH

 

FIGURE 34.10 Cleavage of monoenoic lipid hydroperoxides into volatile compounds.



alkyl amines (usually alkylated) are technically important
surface active agents — inversion salts. Quarternary
ammonium salts are particularly useful.

Many other oleochemicals can be manufactured from
fats and oils, but they are a topic for special monographs.

VI. PHYSICAL CHANGES OF FATS AND OILS

A. EMULSIFICATION

Fats and oils are insoluble in water, but may form emul-
sions. Two types of emulsions occur in foods: oil-in-water
emulsions (O/W), where water is the continuous phase
and oil is the dispersed phase, and water-in-oil emulsions
(W/O), where water is the dispersed phase and oil is the
continuous phase. Mayonnaise and cream belong to the
O/W type, while butter and margarine belong to the W/O
type. Mixed emulsions also exist (31), e.g., in margarines
or cosmetic emulsions, where drops of the dispersed
aqueous phase may contain dispersed tiny oily droplets.

Emulsions are unstable unless they are protected 
by emulsifiers. Emulsifiers are semipolar compounds,
consisting of a polar group and a non-polar hydrocarbon
chain. On the water and oil interface they are oriented
towards the water phase with their polar groups and
towards the oil phase with their hydrocarbon chains

(Figure 34.12). The phases are thus protected against coa-
lescence. Even stabilized emulsions are not equilibriated
systems, and still have a tendency to partial coalescence,
especially if the size of droplets of the dispersed phase is
large (68).

The choice of suitable emulsifers is limited; they
should be natural food components and harmless to
human health. Phospholipids are natural emulsifiers as
they act as emulsifiers in blood plasma and other tissues
in the organism, and in cream or butter. However, the
amount of phospholipids — mostly soybean lecithin —
available on the market is not sufficient for the industrial
production of food emulsions. Another choice are monoa-
cylglycerols. They are natural metabolites of fats and oils
easily produced by glycerolysis of fats and oils in the
industry, and the reaction mixture may be used either
directly or after fractionation into monoacylglycerols and
diacylglycerols. Most margarines and bread spreads con-
tain monoacylglycerols as emulsifiers. The amount of the
emulsifier depends on the composition of the water and
oil phases, on their ratio, and on the size of dispersed par-
ticles. The chemical structures of emulsifiers are similar,
consisting of a polar functional group and a long nonpo-
lar chain. The ratio of the polar and the nonpolar moieties
indicates the emulsifying capacity, and is defined as the
hydrophilic-lipophilic balance (HLB). A higher HLB

34-18 Handbook of Food Science, Technology, and Engineering, Volume 1

A − copolymerization of fatty acids with ethylene oxide

R-CH2-COOH   +  n CH2  CH2    →    R-CH2-C-O-(CH2-CH2-O)n-H
          
        O         O

Fatty acid               Ethylene oxide

B − copolymerization of fatty alcohols with ethylene oxide

R-CH2-OH   +   n CH2  CH2          → R-CH2-O-(CH2-CH2-O)n-H

   O 

Alkanol               Ethylene oxide

C − formation of amide from fatty acids and amoniac
         O
R-COOH   +   NH3    →    R  C                + H2O
         NH2

D − dehydration of fatty amides into nitriles
               O
R  C               →   R-C ≡ N + H2O
               NH2

E − hydrogenation of fatty acid nitriles into amines

R-C ≡ N   +   2  H2 → R-CH2-NH2

FIGURE 34.11 Formation of surfactants from fats, oils and fatty acids.
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value of an emulsifier enhances the formation of O/W
emulsions. In low-fat emulsified products the emulsion
stability may be enhanced by additions of ingredients
increasing the viscosity of the aqueous phase, such as
modified starches or carbohydrate gums. Other emulsi-
fiers are manufactured for nonedible uses. More informa-
tion may be obtained from specialized literature (69–71).

B. FRACTIONATION OF FATS AND OILS

Physical properties, mostly the texture (formerly consis-
tency), and the nutrition value, are changed by fractiona-
tion into a higher melting and a low melting (or even
liquid) fraction. Either dry process or fractionation in the
presence of emulsifiers may be used. The proper proce-
dure of crystallization and the crystalline modifications
obtained are of great importance (72). The process is used
for the preparation of stearin and olein, fractionation of
milk fat (73) or palm oil, e.g., for cocoa butter replace-
ments (74). Palm stearin and palm olein are important
ingredients for the production of margarines (75).

VII. CONCLUSIONS AND FUTURE TRENDS

New raw materials for edible and speciality fats and oils are
constantly being sought, and other new oils are developed
by conventional breeding or genetic manipulation from tra-
ditional oilseeds. They have fatty acid composition and

properties tailored for specific uses. Another trend is to
modify the fatty acid and triacylglycerol composition of
conventional fats and oils or phospholipids by treatment
with lipases or phospholipases or by ester interchange.
Minor components may be removed from natural fats and
oils by modern technologies, such as membrane filtration.
New culinary equipment such as microwave heating affects
fats and oils in ways not completely understood, and should
be studied. The stability of fats and oils against oxidation is
still a problem, and new methods of stabilization, especially
new natural antioxidants, are being studied. Fats and oils
may be stabilized against oxidation, too, by preventing the
air access.

VIII. SUGGESTIONS FOR FURTHER
STUDY OF FATS AND OILS

More systematic information on fats and oils may be
obtained in general compendia on fats and oils (76–79), or
in specialized monographs, such as on soybean process-
ing (39), applications to functional foods (80), and lipid
chemistry (81). Tables provide useful information about
lipid analysis (82, 83). Data on fatty acid composition of
natural lipids have been reviewed recently (21, 82, 84).
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I. INTRODUCTION

The science of fish as food usually concentrates on
the deterioration that occurs after death. Even when
packed in ice, the dead fish are still attacked by spoilage
bacteria. If they are frozen immediately after catching and
cold-stored, the texture of the thawed, cooked product
gradually toughens with storage time, while the flavour
will become rancid unless special precautions are taken.

While investigating cold-storage phenomena,
the writer became aware that natural variations in the
raw material could sometimes be more significant
than the changes resulting from refrigeration, which
had been the focal point of the study. This finding
indicated a prior need for an investigation of ‘variation,’
the role of season and fishing ground, and ultimately
their effects on the suitability of a batch of fish as a
foodstuff.



Anecdotal evidence existed long before any systematic
work had been undertaken in this field. For example, fish-
ermen from the Moray Firth (north of Aberdeen, Scotland)
used to risk damaging their nets by fishing as close as pos-
sible to stony ground, since experience had taught them that
fish caught there were firm-fleshed. Those caught on a soft
ground ‘had a soft texture,’ which precluded their being
transported to Aberdeen because they decayed so rapidly.
Similar conclusions were derived from the nature of the
diet of the fish at the time. Cod (Gadus morhua L.) which
were consuming soft and fatty sand-eels (Ammodytes spp.),
‘became soft themselves,’ while those with shellfish in their
stomachs (‘hard-feeding’) were firmer.

These observations, based on a lifetime’s experience at
sea, were of course reliable; the interpretations were not. In
fact, the basis for the observations was almost certainly the
nutritional status of the fish. Most species starve during the
winter, and those that spawn in late winter, developing
gonads while starving, drain their resources further. Since
they deplete their own body proteins, the flesh becomes
soft. When feeding resumes, the fish cram themselves with
whatever food has become available –– in the case of cod,
fatty sand-eels. However, at this point they have not yet
recovered, and when the fishermen examine them, they are
still soft. Additionally, digestive enzymes are found in abun-
dance in stomachs full of food. If the fish are not sufficiently
washed after gutting, some autodigestion could also take
place, leading to further softening. Later in the summer, the
fish become more choosey and prefer shrimps — and their
flesh by now is firmer. 

Nearly 50 years ago, a scientific report (1) hinted that
the fishing grounds themselves might influence the quality
of the fish. It was stated that cod caught in the Faroes kept
better in melting ice than did those from other grounds. This
is now known to be a pH effect, governed by the carbohy-
drate reserves of the fish, and will be fully described later. 

In the following account, we shall describe some indi-
vidual features of the fish and how or why they change
with the seasons and the locality. Shulman (2) described
them collectively as the ‘syndrome’ of the fish: it is the
integrated features which govern the overall acceptability
of the fish as food. The fish type used for study has mostly
been the Atlantic cod along with lesser consideration of
other gadoids, fatty fish, and salmonids. Observations
made with one species do not necessarily apply to others.

II. FEATURES OF THE FISH

A. SKIN COLOUR

The skin colour of many species of fish reflects that of
the sea-bottom. Thus, cod from the north of Iceland,
where the bottom is mostly of black volcanic ash, are
the darkest of all that we have encountered. Cod from
the fjords along the coast of Norway live amongst weeds

and are often of a rich gold colour. Those from the Faroe
Bank (60–53 N 08–20 W), which is composed of gleam-
ing white shells, are extremely pale, as are all other
species from that ground. 

The fish change their colour according to stimuli
received from their eyes, so if there is a black fish in a
shoal of normally-coloured fish, that fish is blind. An
experienced buyer on the fish-market can often pin-point
where any batch was caught, so is able to choose those
which he most favours. 

There are so many variables involved in animal biol-
ogy that apparently simple relationships do not necessar-
ily apply at all times. In the present instance, the
adaptability of fish skin colour to background colour is
limited. When some pale-coloured cod from the Faroe
Bank were brought back alive to Aberdeen (3) and placed
in an aquarium together with darker-coloured cod from
the Aberdeen Bank (57–05 N 01–15 W), the skins of the
two groups of fish tended to change towards the interme-
diate colour of their new surroundings, but not completely.
After as much as 16 weeks in the same environment, the
two groups of fish could still easily be distinguished by
colour, though not as strikingly as at first. This could indi-
cate either a genetic difference between the two stocks, or
different, limited ranges of colours being assigned to the
two groups early in life as, for example, are the numbers
of vertebrae in herrings (Clupea harengus L.), which
become established in the young fry of a specific age
according to the environmental temperature (4).

B. FLESH COLOUR

1. Non-Fatty Fish

Figure 35.1 shows the appearance of a cod with the skin
removed. The lateral dark area represents ‘red muscle,’ the
remainder ‘white muscle.’ The former is more fatty and
more vascular than the latter and is rich in myoglobin and
mitochondria, characteristics typical of very active mus-
cle. Its metabolism is aerobic, and its purpose is to enable
the fish to cruise for long periods without resting. The
white muscle operates anaerobically and is used for a
sudden dash in pursuit or escape; its poor vascularity and
lack of haem pigments result in the need for a recovery
period between bursts of activity to restore the energy
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FIGURE 35.1 A cod with skin removed, showing the lateral
red muscle. (Drawn by Eva Parsons. Crown copyright.)



compounds. The actual proportion of red muscle between
different species of fish reflects their customary physical
activity; flat fish which spend much of their time at rest
have hardly any of it. 

The most active species of the gadoid family is the
saithe (Pollachius virens L.), so its musculature contains a
greater proportion of red muscle than that of cod or whit-
ing (Merlangius merlangus L). It can make the fillet look
rather dirty, for which reason it fetches a lower price on
the market. This can have important commercial conse-
quences, as the following account shows. 

A certain company bought the total catch of cod from
a trawler, without prior inspection. When filleted, the
flesh was found to be unacceptably dark for processing
into the frozen cod fingers for which they had been pur-
chased. It was realised that there would be complaints and
possible litigation so, rather than scrap the whole batch,
they made it into fish-cakes, a lower-priced product. The
exact source of the fish was unknown, so an extensive sur-
vey of cod from different grounds was undertaken at Torry
Research Station (5).

The actual proportion of red muscle was found to dif-
fer little between cod caught on different grounds, but the
intensity of the red colour was greater in the fish from two
localities at Svalbard, the most northerly grounds investi-
gated. The Svalbard cod are unique in swimming great
distances each year, from the Lofoten Islands off Norway,
where they spawn in February, to Svalbard, where they
arrive in summer to feed. Another feature which makes
the Svalbard cod unique (Figure 35.2) is the distribution

of red muscle colour between the individual fish of each
sample. In the fish from grounds other than Svalbard, the
distribution was Gaussian –– a symmetrical shape, with
values greater and less than the median tapering off in
each direction. No such shape was seen in the samples
from the two Svalbard grounds, where values ranged hap-
hazardly from pale to intense. Examination of the same
race during the spawning season off Lofoten again
revealed deep chocolate-brown lateral muscle. 

The most reasonable interpretation of Figure 35.2 is
that, while the red muscle in cod from Svalbard was on
average darker than that from other grounds, the fish with
the most intense colour had just arrived from their long
journey, while the pale ones had reached Svalbard some
time previously and were now less active. Subsequent
experiments with cod caught near Aberdeen showed that
after 28 days of activity, swimming round a circular tank
(5), their red muscle had become significantly darker than
that in fish from the same batch, which had been rested for
the same period; during this resting time, the colour had
faded appreciably. Thus, the intensity of colour in red
muscle adapts to activity level, rather than being a fixed
characteristic of a species. 

In a seasonal survey of cod from Aberdeen Bank, the
red muscle colour showed a smooth variation during the
year (Figure 35.3), the minimum value in April being just
63% of the maximum in August. Since changes in pig-
mentation follow physical activity, a ‘swimming activity
curve’ would probably lie somewhat to the left. Be that as
it may, the more deeply pigmented cod must have been
more energetic than usual, presumably because of
increased feeding activity. 

2. Fatty Fish

All species of fish carry triacyl glycerols as reserves of
energy, but non-fatty fish, such as cod, carry virtually all
of it in the liver, and fatty fish, such as herring (Clupea
spp.) and salmonids, distribute it throughout the flesh.
Since fatty species are active swimmers, their musculature
is usually dark-coloured, but this fact does not actually
worry the consumer. The point is that, because of its con-
tent of flavourous substances, the red-coloured muscle is
more tasty than the white muscle anyway. In a trial at sea
with two senior Japanese fishery scientists (6), European
species of non-fatty fish were tasted, immediately after
catching, as O-Sashimi, i.e., raw, with Wasabi sauce. The
somewhat despised saithe was here considered the most
desirable, better even than prime fish such as lemon sole
(Microstomus kitt Walbaum).

The lipid content of the muscle of fatty fish is the major
factor influencing quality. Since it decreases markedly at
and following spawning, there is therefore a seasonal vari-
ation in the acceptability of these fish. When the proportion
of lipid is low, the cut surface of the fillet is matt instead of
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FIGURE 35.2 Distribution of intensity of red muscle colour in
batches of 50 cod caught (a) on the Faroe Bank and (b) off West
Svalbard. Faroe Bank fish are a stationary stock, Svalbard fish are
migratory. The values on the abscissa are optical densities at 512
nm of a 4 cm light path of acid-acetone extracts. (Reference 5.)



glossy, it does not smoke satisfactorily, and the texture is
‘dry’ or fibrous in the mouth. The colour is not affected.

3. Salmonids

The pink colour of salmon and trout flesh reveals the pres-
ence of carotenoids, mostly astaxanthin and canthaxanthin.
As far as the consumer is concerned, the colour is a desir-
able feature, but why is it present in these species and not
in others? For a long time, carotenoids were considered to
be a ‘playful diversion of Nature’ (7) of no real use to the
fish except as precursors of vitamin A, but in salmonids
they are closely tied to the reproductive cycle. The fish
obtain them from their food, some being deposited
unchanged while others are converted into other
carotenoids before being laid down in the tissues (8).
During the feeding season, they accumulate in the liver,
flesh, skin, and fins, but accumulation in the flesh is negli-
gible until maturation has definitely started (P.N. Lewtas,
personal communication, 1977). As the gonads grow
larger, their demand for carotenoids exceeds the dietary
intake, and pigment is then increasingly transferred to
them from the flesh. The process is induced by 17-methyl
testosterone (9) and halted if the fish are castrated (10).

There is therefore a seasonal variation in the amount
of pigment in salmonid flesh, which drains almost to zero
around the spawning time. Figure 35.4 shows the changes
in farmed rainbow trout (Salmo gairdnerii Richardson),
which occur despite the fact that because the fish were
farmed, they were receiving a continuous supply of 

canthaxanthin. Studies on chum salmon (Oncorhynchus
keta Walbaum) during their spawning migration (11)
showed that the carotenoid concentration in the blood
serum (‘in transit’) rises steeply in the pre-spawning and
near-spawning phases, but drops sharply when spawning
actually starts.

A number of functions has been suggested for
carotenoids in salmonids: as hormones and as assistants
for fertility and embryonic development among other
ideas. However, trout embryos with the orange oil droplet
removed can develop normally (summarised 7). M. Hata
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(personal communication, 1977) successfully reared rain-
bow trout embryos which were free from carotenoids. The
main function of carotenoids may well be to protect the
eggs from the harmful effects of sunlight, since salmonids
lay them in shallow water. 

C. CHANGES IN THE MAIN CONSTITUENTS

1. Lipids

All mature fish undergo a regular cycle of depletion and
restitution. This is the background to most of the phe-
nomena, important in food science, described in the pres-
ent account. It is based on the fact that ripe gonad tissue
in most fish, particularly the females, occupies a relatively
large part of the body cavity, and represents a huge syn-
thesis of new protein and transfer of lipid. In most cases,
the amount of food that the fish eats is quite inadequate to
supply all this material plus the energy required for swim-
ming, so the fish must perforce break down much of its
own musculature (‘endogenous feeding’ - 12). As triacyl
glycerols in the muscle of fatty fish are used up for gonad
synthesis, the relative proportion of water in the tissue
rises. This inverse relationship was called the ‘fat-water
line’ by Brandes and Dietrich (13), who found that the
percentage of muscle lipids in fatty fish could be assessed
more conveniently just by measuring the water content.

In cod and similar low-fat fish, triacyl glycerols are
virtually absent from the white muscle. The total lipid con-
tent is only between 0.5% and 0.6%, made up of ‘struc-
tural’ components, phospholipids and cholesterol and
derivatives (14), the latter being about 10% of the total
lipid. These membrane lipids are not available for mobili-
sation unless the muscle itself is broken down. Stored tria-
cyl glycerols are removed from the liver instead.

There is some evidence that maturation, as distinct
from simple starvation, mobilises polyunsaturated fatty
acids selectively from the reserves for transfer to the
gonads. An early report (15) stated that the lipids remain-
ing in the bodies of herrings at maturity were less unsatu-
rated than those from fish in the early stages of
maturation. Studies on capelin (Mallotus villosus Müller)
also showed (16) that polyunsaturated fatty acids tended
to be mobilised from the body lipids and the more satu-
rated fatty acids tended to be left behind. Neither study
compared the changes in maturing fish with those which
were not maturing under the same conditions. However,
more fatty acid C22:6 (docosahexaenoic acid) has been
found to be removed from the livers of starving cod which
were actively maturing than from similar fish which had
been castrated (17). This fatty acid is the most important
one in the gonads of both sexes. 

Some activities, such as maturation and migration
which deplete the lipid levels in the fish, actually require a
certain level of lipid reserves before they can take place.
Thus, when young Atlantic salmon are starved on alternate

weeks in the springtime, reducing their lipid stores, matu-
ration is suppressed (18). Knowledge of this phenomenon
can help the economics of fish farms, since the expensive
fodder is directed towards profitable body growth, rather
than to gonads which represent waste.

Anchovy (Engraulis encrasicholus L) overwinter by
migrating from the Sea of Azov in September to warmer
water, but must first accumulate a critical level of lipid.
This ‘triggers’ migration at a particular range of water
temperatures. Those which fail to exceed 14% lipid dur-
ing their summer feeding do not migrate at all and die
when this shallow sea freezes (19, 20). 

2. Proteins

a. Muscle Tissue
In the muscle of non-fatty fish there is a significant ‘pro-
tein-water line’ (21), but in this case the water content is not
just relative: extra water has entered the tissue. Figure 35.5
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(a)

(b)

FIGURE 35.5 Cross sections of the white muscle of starving
cod. (a) Moderate starvation, water content 83.3%. Some diminu-
tion of the solid contractile tissue can be seen, and the collagen
sheath of each cell is separated from it by a layer of fluid. (b) Very
severe starvation, water content 95.3%. The original outlines of
the cells are still delineated by the thin lines of connective tissue
but most of the contractile tissue has disappeared. Magnification:
120 times. (After Lavéty, unpublished. Crown copyright.)



shows a cross section of the muscle of a much-depleted
cod, compared with a less-depleted counterpart. It will be
seen that, while much of the contractile muscle tissue has
been removed, the cells still retain roughly the same shape
as before, the vacant space now being occupied by fluid.

This observation shows the main weakness of the clas-
sical ‘condition factor,’ used extensively at one time to
assess the nutritional status of fish. The weights of fish of
the same length were compared, using the formula (W/L3),
where W is the weight of the fish and L the length. Figure
35.5 shows that measuring the loss in weight during star-
vation or maturation under-estimates the actual loss of pro-
tein. In the case of extreme emaciation, cod do actually
appear thinner (22) as seen in Figure 35.6, but the loss of
protein in the earlier stages is not revealed. The concurrent
loss of lipids from the liver can be seen in its diminishing
size and its change of colour from creamy-yellow to red. 

More than 40 years ago, a simple survey of the propor-
tion of water in the white muscle of cod during the year (23)
provided more information than expected (Figure 35.7). The
water content of sexually immature cod was seen to increase
in the spawning season, though to a lesser extent than in
mature fish. This shows that the shortage of food in winter
depletes every fish, not just those which synthesise gonads.
In addition, fish which have spawned several times are more
depleted than first-time spawners. In the author’s laboratory
(unpublished), it was later shown that the water content of
the white muscle of cod held without food in an aquarium
could increase to 86% in young fish before death ensued.
That of large cod, however, could rise to as much as 96%, so
it is clear that larger fish adapt to the greater drain on their
resources. As fish grow, the proportion of gonads produced
as a percentage of the body weight increases steadily. For
example, the burden of spawning in hake (Merluccius mer-
luccius L.) doubles for every 10 cm increase of body length
(24). Eventually, the fish become so depleted that they can-
not recover from spawning and die (25). 

The relevance of these observations to food science is
that while many species of fish go through a season of

wateriness, which makes them unsuitable as food, small
fish are less likely to be affected.

b. Connective tissue
The glistening sheets of material which bind individual
muscle cells together and join blocks of muscle to the ver-
tebral column are constructed of collagen, a protein rich in
proline and hydroxyproline. It appears not to be mobilised
to supply energy during starvation but, as described later,
its physical properties change with the season.

3. Carbohydrates 

a. Their role and origins
Carbohydrates are stored in the liver as glycogen, a ‘poly-
glucose,’ which is released into the blood as free glucose
and transported to the muscle as required. On arrival, it is
either used immediately to supply energy, or resynthesised
into muscle glycogen for temporary storage. Although car-
bohydrates make up only a small percentage of the weight
of the fish at any time, they are probably the most impor-
tant of all constituents in the context of food science, since
they are responsible for changes in the texture of the
cooked product and in the way the fillets hold together.
Their behaviour will therefore be described in some detail. 

Carnivorous species of fish can acquire appreciable
quantities of glycogen from the livers of their prey.
Vegetarian fish on the other hand receive little or none of
it in this manner, and indeed all species continually syn-
thesise most or all of what they need from protein and
lipid precursors (‘gluconeogenesis’). They do, however,
maintain certain levels of it which vary according to the
general nutritional status of the fish, the glycogens of liver
and muscle varying in tandem with each other (26).
Figures 35.8 and 35.9 illustrate these relationships. There
have been particular problems in studying the glycogen of
white muscle. While there is enough of it in the liver to be
measured by standard methods, this is not possible in
white muscle because of the low levels present and their

35-6 Handbook of Food Science, Technology, and Engineering, Volume 1

FIGURE 35.6 Severely starved cod (upper), showing overall change in shape compared with a fed specimen (lower). (Reference 21.)



ephemeral nature. Glycogen fuels all muscular activity, so
it is rapidly consumed by the thrashing about which
accompanies capture, and indeed its concentration in the
muscle can be reduced by half after only 15 seconds of
struggling (reviewed p 423 of Reference 8). Attempts to
measure it in the muscle of newly-captured or frozen fish
are therefore pointless.

The best that can be done in the way of direct assess-
ment of glycogen in muscle is to stun rested fish by a blow
on the head before they have had time to struggle. Small

samples of muscle are then rapidly excised and dropped
into liquid air for subsequent analysis. As it is not possi-
ble even with these precautions to avoid all struggling, the
levels as measured vary more than those from the liver. 

b. The pH of muscle after death
i. Its derivation and measurement
As soon as a fish dies, oxygen no longer circulates to the
muscle and glycogen breakdown stops at the lactic acid
stage, through the Embden-Meyerhof-Parnas pathway.
Some of it takes another path and is broken down into glu-
cose by the action of an amylase present in the muscle
(reviewed 27), so any variation in the proportion of the
lactic acid and amylolytic pathways would affect the
‘final’ pH of the muscle (the pH after carbohydrate degra-
dation is complete, usually measured 24 h after death),
since lactic acid lowers it and glucose does not. It has
been shown that the initial glycogen concentration
strongly influences the 24 h post-mortem pH value of the
white muscle of cod, whether fully fed, starved, or starved
and refed. Possible effects of variations in the pathway
therefore seem unimportant (28).

One question remains. Does the amount of struggling
undergone by the fish at death influence the final pH?
While the lactic acid formed during exercise is rapidly
released into the blood system from the muscle of mam-
mals (29), very little is released from fish muscle (30). The
stress which accompanies some modes of exercise seems
to cause the fish muscle to retain its lactic acid, probably
under the influence of the catecholamine hormones (31).
The lactic acid generated by violent exercise will therefore
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supplement that generated spontaneously after death, so
that the 24 h post-mortem pH values should be the same,
however long the fish struggled before death. Experiments
have confirmed this, the final pH of the muscle of cod
removed quickly from a tank and stunned being similar to
that of those previously exercised stressfully (32).

The measurement of pH after the completion of gly-
colysis therefore constitutes a simple method of assessing
the carbohydrate level of the flesh (28) and, by the rela-
tionship shown in Figure 35.9, that of the liver also.

Struggling can, arguably, confer a certain benefit.
Rigor mortis sets in as soon as the residual glycogen falls
below a critical level after death. Since struggling greatly
reduces the level of glycogen in the muscle, the fish enters
rigor more quickly, and the condition lasts for a shorter
time, than in a fish which dies without stress (33). This
benefits farmed salmon, which should not be handled or
filleted in rigor because it causes gaping; when they have
become flaccid again after rigor (the ‘resolution of rigor’)
they are suitable for filleting. It may take several incon-
venient days before this state is reached, so some strug-
gling before death can save money. There seem to be no
advantages to processing or handling salmon by prolong-
ing the times before or in rigor after harvesting, except
where the salmon are to be sold intact to a customer,
where the state of rigor mortis indicates freshness (34).

ii. Seasonal variation 
It is reasonable to expect that the final pH of fish muscle
should be high during the winter, because food is scarce
and little carbohydrate is present in the muscle to form
lactic acid after death. The fish feed continuously during
the summer, so the final pH should then be consistently
low. However, experimental findings do not bear this out.
Figure 35.10 shows that, over a wide range of fishing

grounds, the pH of cod muscle after death is high during
most of the year, but that around June most of the fish
exhibit low values for a short period, after which high val-
ues are restored. The approximate date when low values
occur varies somewhat from year to year, but the principle
is the same (35). The phenomenon appears not to occur in
haddock (Melanogrammus aeglefinus L.) (31), but a
short-term minimum pH value has been observed in June
in farmed Atlantic salmon (36).

iii. Experimental starvation and refeeding 
Studies of the three main constituents of cod tissues during
starvation (37) have shown that they are mobilised for
energy purposes in a definite order (Figure 35.11). The
integrity of white muscle is more important to the survival
of the fish than are the lipid reserves of the liver, so its pro-
teins are not mobilised to supply energy until most of the
liver lipids have disappeared. There is therefore a hiatus of
several weeks, longer at lower temperatures and vice versa,
before any change is seen in the protein content of the white
muscle during starvation. Red muscle is generally more
important to the fish than is white muscle, since it enables
the fish to ‘cruise’ without fatigue. It therefore retains its
glycogen for several weeks after the beginning of starva-
tion, while depletion begins immediately in white muscle.

It is again reasonable to expect that, with the decline of
available carbohydrate in starving cod, the activities of the
enzymes that convert protein and lipid to glycogen (gluco-
neogenesis) would become more active, to redress the situ-
ation. However, it has been shown (38) that in fact the
enzymes involved, phosphoenol pyruvate carboxykinase
and alanine aminotransferase in the liver, and the fructose
diphosphatase in liver, red muscle and white muscle,
become steadily less active during starvation, though there
can be a transient increase in activity during the early stages. 

35-8 Handbook of Food Science, Technology, and Engineering, Volume 1

Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov
1974 1975

10

20

30

40

50

60

70

80

90

100

pH
 ≥

 6
.6

 (
%

)
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The starving cod adapt to decreasing glycogen
resources by reducing their swimming activity, spending
long hours motionless on the bottom of the aquarium. In
contrast, starving rainbow trout (Salmo gairdnerii
Richardson) do increase the activity of their gluconeoge-
netic enzymes, so that reasonable levels of glucose in the
blood and muscle are maintained. The trout is a more phys-
ically active fish and continues to swim during starvation. 

On refeeding, the sequence of change illustrated in
Figure 35.11 is reversed. The muscle proteins are restored
first, red muscle before white. Only after this do the liver
lipids return to normal values (26). 

The restoration of glycogen, however, is remarkable.
There is enormous over-compensation, both in liver and
muscle, during refeeding. A 20-fold increase above non-
starving values of liver glycogen is possible (39). Figure
35.12 shows the effect in cod liver (26). It is noteworthy
that the value after 195 days has dropped spontaneously to
normal, despite the continuation of the feeding regime.
Similar rises and subsequent falls are shown in red and
white muscle (Figure 35.13). 

The large increases in the levels of glycogen in the
three tissues of starving-refed fish, compared with the
level in fish fed continuously during the experiment,
almost seem to indicate a loss of control or a metabolic
imbalance, but studies with the DNA/RNA ratio, which
varies in proportion to the vigour of protein synthesis,
suggest that the over-compensation is a necessary part of
the restorative process (26). The glycogen level in the red
muscle reaches a maximum value after 60 days of refeed-
ing, compared with 105 days in white muscle. The
DNA/RNA ratios reach maxima at the same two points.
Perhaps the energy required for protein resynthesis comes

from this glycogen. The restoration of red muscle protein
has priority over that of white muscle.

A smaller glycogen overshoot is seen in fish previ-
ously starved for a shorter period, and the type of food
proffered for refeeding also influences the phenomenon
(26). Figure 35.14 shows that a diet of squid during refeed-
ing results in a bigger overshoot than that resulting from a
diet of herrings.

Figure 35.15 shows the corresponding final pH of
the white muscle during starving and refeeding. A
refeeding period of around 100 days was chosen to cor-
respond with the glycogen maximum (Figure 35.13). A
final pH lower than that usually found in fish from the
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FIGURE 35.11 Diagrammatic representation of the sequence
in which the principal constituents of liver and muscle are
mobilised during the starvation of cod at 9°C. Time values are
approximate. (Reference 25.)
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sea can be seen in the fish refed on squid. This result is
thought to mirror the phenomenon seen in Figure 35.10
in free-living cod caught around June. Using the period
of 100 days, one could speculate that these fish had
started to feed in March (the stock used spawns around
the second week in March). However, the results show

too much scatter to predict the date of resumption of
feeding from year to year. 

III. BIOLOGICAL PHENOMENA AND
FOOD SCIENCE

A. GAPING

1. Anatomical Background

Figure 35.16 shows the appearance of the cut surface of a
cod fillet. The pattern of lines shows the cut edges of con-
nective tissue sheets (myocomma; plural: myocommata)
which merge with the skin on the lower surface and are
joined to the vertebrae on the upper. They are made of the
protein collagen (non-contractile) and bind blocks of mus-
cle tissue (myotomes) together, transmitting the force of
the muscular contractions used in swimming.

In the muscle tissue of warm-blooded animals such as
beef, the connective tissue toughens as the animal ages,
eventually resulting in a material which is a challenge to
eat, even after long cooking. Fish connective tissue is much
more ‘frail,’ and dissolves into gelatin at temperatures well
below that of boiling water. It is therefore never a problem
as regards the texture of the cooked product. Most of the
potassium of muscle tissue is found within each contractile
cell, while sodium is principally in the spaces between the
cells and in the connective tissue. Figure 35.16 shows that
there is a far greater proportion of connective tissue at the
caudal end of the fillet, so consumers on a low-sodium diet
should perhaps avoid this part. 

Figure 35.17 shows (magnified) the junction between
the ends of some white muscle cells on each side of a sheet
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of connective tissue, shown in black. The light grey areas
are longitudinal sections of individual muscle cells, and it
can be inferred that each cell is surrounded by a ‘tube’ of
connective tissue which merges with the myocomma itself.

It is an elegant mode of attachment, but when this junction
breaks, gaping occurs (Figure 35.18). 

2. Causes of Gaping

As a general rule, gaping is a problem of frozen fish. More
specifically, it can be seen in fish which have been frozen
intact, with or without guts in, then thawed and filleted. It
is not usually a problem when they are filleted after the
resolution of rigor mortis before freezing. Gaping is of
great economic significance: a gaping fillet cannot be
sliced, smoked –– or sold. The difficulties associated with
gaping and its commercial significance were brought
home to the writer at a large processing plant, the owners
of which owned the fishing boats which supplied it. At the
time (June), their haddock were gaping so badly after fil-
leting that they had to be minced and sold as a low-priced
product which represented financial loss for the company.
The management were in a position to control all handling
procedures aboard the ships, but nothing they requested
improved the situation. This fact triggered an eight-year
investigation at Torry Research Station, Aberdeen.

Folk-lore from the fishermen has it that fish stuffed
with food (‘feedy fish’) gape. This suggests that the soft
flesh seen in early summer contains weak connective tis-
sue, but experiments again showed otherwise (40). Figure
35.19 shows that it is the best-nourished fish which gape,
the starved ones do not. The gaping score was assessed
subjectively: a value of ‘1’ signified a single longitudinal
split in the fillet, and higher scores were based on the
number of gaps between myotomes (41). The score fig-
ures are not mathematically related to one another, but the
method is still a useful research tool. Figure 35.20 sug-
gests that pH could be the factor responsible rather than
softness as such, because the gaping follows the seasonal
pattern of pH (42). The relationship was confirmed when
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FIGURE 35.16 Drawing of the cut surface of a cod fillet (mus-
culature next to the bone). The thin lines indicate the cut ends of
the myocommata. (Reference 39.)

FIGURE 35.17 Photomicrograph of the junction of 4 individ-
ual muscle cells (pale areas) with each side of a myocomma
(thick black stripe). The cells are about 100 microns across, and
the connective tissue tubes separating each from its neighbour are
shown as thin dark lines. (Author’s picture. Crown copyright.)

FIGURE 35.18 A bad case of gaping (upper), compared with
a normal (lower) fish. Both fish were frozen ‘round,’ thawed and
filleted, but the good specimen was frozen before rigor mortis
and the gaping one had been preserved for 8 days in melting ice
before freezing. (Crown copyright.)



isolated myocommata, suspended in buffers of various pH
values and subjected to increasing tension until they
broke, became increasingly frail as the pH decreased
(Figure 35.21). The effect was reversible: myocommata
which had been weakened in a buffer of low pH, then
transferred to one of neutral pH, were found to have
regained their strength (43). A similar relationship
between season, pH and gaping has been found in farmed
Atlantic salmon, the highest gaping score being in June
and the lowest in January (36).

B. THE FREEZING PROCESS ITSELF

The time between the death of the fish and freezing is
important. Figure 35.22 shows that gaping is minimal in
whole fish, frozen before the onset of rigor mortis and
thawed before filleting. It rises when the fish have been
frozen in rigor and rises further when frozen after the fish

have become limp again (41).The phenomenon has been
seen in several species of fish, but there are differences in
degree (41). Haddock (Melanogrammus aeglefinus L.)
gape the most, followed in sequence by cod, saithe
(Pollachius virens L.), redfish (Sebastes marinus L.), hal-
ibut (Hippoglossus hippoglossus L.), and lemon sole
(Microstomus kitt Walbaum).
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The lesson is clear: freeze whole fish as soon and as
quickly as possible after death, bearing in mind that if
they are frozen slowly, the effect is the same as that of
prolonging the period preceding freezing.

The mechanism of gaping from this cause is interest-
ing. The surface of a fillet cut before the onset of rigor
mortis is dry to the touch, while if it is taken from a fish
actually in rigor, it feels and looks wet. Freezing results in
the solidification of this ‘free’ water, together with some
of the water more closely associated with the contractile
proteins. The frozen water becomes physically separated
from the muscle cells, now dehydrated, in bodies of pro-
tein-free ice, faster freezing generating more numerous,
smaller ice crystals and vice versa. Some tissue water is so
tightly bound to the protein that it never freezes, but the
proportion of freezable water is smaller in pre-rigor mus-
cle than in muscle in or beyond rigor. Measurements on
cross-sections of frozen cod muscle (44) show that the
area attributable to ice is 46% of the total area in cod rap-
idly frozen pre-rigor, while in that frozen in rigor or after
its resolution the figure is 57%. In addition, when fish are
kept for longer periods in melting ice, water from outside
steadily diffuses into the muscle tissue (45), resulting in
further break-up of the myocommata on freezing (Figure
35.23). 

C. HANDLING

pH is not the sole arbiter of gaping. The intrinsic strengths
of the collagen membranes vary between species. In a
comparison of hake (Merluccius merluccius L.), cod and
catfish (Anarhichas lupus L.), hake were found to gape
more readily than the other two species and catfish did not
gape under any experimental conditions, including very
rough handling (46). The mean breaking stresses of
myocommata were found to be 30 (hake), 87 (cod) and
142 (catfish) N/cm3, the final pH values of all the fish
being similar. The breaking stresses of skin samples were
greater, but differed between the species in the same
sequence as above. 

In rigor mortis of whole fish, the muscle masses on
each side of the fish contract strongly against each other,
resulting in an unyielding rigidity. If the fish is curved as
it enters rigor, this shape becomes fixed, and clearly any
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FIGURE 35.22 Gaping in fillets made from different fish
species frozen at different times after death. All species were
pre-rigor at 0 h, in rigor at 20 h and post-rigor at 120 h. Species
from the top downwards: haddock, cod, saithe, redfish, halibut,
lemon sole, plaice. (Reference 40.)

(a)

(b)

FIGURE 35.23 Sections through frozen cod muscle (small
pale areas represent ice crystals). Both specimens frozen very
rapidly at –80°C, but specimen (a) frozen 1 day after death, (b)
after the whole, gutted fish had been held in melting ice for 8
days before freezing. The band across the middle is the
myocomma, with muscle cells on either side. The tissues in (a)
appear almost as fresh muscle. The myocomma in (b) is com-
pletely disrupted by ice crystals; fish in this condition gape
badly. (Reference 44, Crown copyright.)



attempt to straighten it before filleting would cause severe
gaping in species other than catfish. Similarly, throwing
rigid fish to other operatives or dropping them from a
height would also cause gaping. This is common sense,
but it still happens in practice. 

Incidentally, if a fish is filleted before rigor mortis has
set in, the musculature is now free to contract as it enters
rigor. The shortened fillets, which take on a ribbed appear-
ance, are tough to eat after cooking. If the pre-rigor fillet is
dropped straight into a hot pan, it contracts even more and
is virtually inedible because of its very rubbery texture.

D. TEMPERATURE

As stated, fish collagens dissolve as gelatin at much lower
temperatures than the collagens of warm-blooded ani-
mals. The effect can be seen in Figure 35.24, where gap-
ing increases to a maximum value when freshly-killed cod
enter rigor mortis at 25°C. Controls at iced temperature
do not gape at all (47). During heavy fishing in the sum-
mer months, the temperature of the fish could easily rise
sufficiently to cause ruinous gaping if freezing were
delayed. It may, however, be possible to retrieve the situ-
ation (43). Figure 35.25 shows that myocommata break
more at higher temperatures, but that they are less easily
broken if they are cooled to 0°C before measurement.
Hence, it is vital to cool fish before further handling if
they have been lying in the sun.

Rainbow trout also gape more as they enter rigor at
higher temperatures, but rigor at 26°C in this species does
not cause gaping: high scores require temperatures at or
above 35°C. The higher water-temperatures tolerated by
this species during life seem to engender a greater thermal
stability in their collagen (36). 

E. SIZE

Figure 35.26 shows that small cod gape more than large.
The relationship is seen only in summer and autumn,
however, disappearing or even being reversed in the win-
ter and spring (48). Two factors are at work here: the pH
of larger cod can be lower than that of smaller, varying
with the season, and can over-ride the size effect.

Do any of these observations help to explain the indus-
trial problem with haddock, described earlier? Fish of this
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species have been found to gape more than other species
investigated (41), and the industrial problem was encoun-
tered in June, when the final pH values are often low.
Isolated myocommata from haddock are in fact stronger
than those of cod (43), but the final pH of this species has
been observed to be intrinsically low, even as late as
October (49), almost certainly accounting for their greater
tendency to gape. The reason for the low pH is unknown.

There is scant advice for mitigating severe gaping in
haddock. The fish should be put into the freezer before the
onset of rigor if at all possible and any additional fish
chilled at once and handled gently. Otherwise, it is better
not to freeze them whole around June –– though such
advice may be impractical. 

F. TEXTURE

1. pH

Although the tough texture sometimes found in cooked
beef is never found in fish, the latter, stored in the frozen
state for too long or at too high a temperature (or both),
yields a product which, after cooking, is somewhat difficult
to swallow and can leave fibrous strands stuck between the
teeth of the consumer. The sensation is of a dry, fibrous
product and is unpleasant, especially if coupled with a ran-
cid taste. Here we examine the texture of fish that has not
been frozen, which can range between sloppy and firm.

The relationship (50) between the final pH of cod
muscle and the texture as eaten is shown in Figure 35.27.
The water contents of the muscle of the different fish fell
within the narrow range of 80.0 to 80.9%, which is nor-
mal for well-fed cod (23). The softest fish were therefore
not watery. This finding casts an interesting light on the
texture of acutely starving fish, which are also sloppy and
can, after cooking, be sucked through the teeth (not pleas-
ant). The very slight effect of water content at constant pH
on texture is shown in Figure 35.28. It is clear that pH is
the over-riding factor governing the texture of the cooked
product. Its importance in assessing the suitability of fish
for processing was recognised earlier by Cowie and Little
(51), who selected fish on the market for processing solely

on the basis of pH, using a probe pH electrode pushed
straight into the wet tissue. The dividing line between
tough and acceptable frozen cod fillets has been found to
apply also to fish minces from 16 Australian species
caught by mid-water trawling and cooked after storage for
up to a year at –18°C (52).

2. Cold Storage

There is little to add to what has been said already. Free
water and some water associated with the protein structures
of the muscle separate out as ice as the fish freezes. As cold
storage continues, the individual muscle cells are less and
less able to resorb the melt-water, after thawing. More water
therefore drips out of the thawed fillets and the sensation of
the cooked product becomes increasingly dry or fibrous.

The rate of deterioration is governed by the storage
temperature; it is progressively slower at lower tempera-
tures, but also varies with the species. Studies carried out
at –14°C showed that the whiting (Merlangius merlangus
L.) deteriorated the most quickly, reaching its limit after 10
weeks (53), whereas the lemon sole (Microstomus kitt
Walbaum) required over 17 years to reach the same degree
of deterioration (54). For this to happen, the muscle fibres
must be dehydrated by the formation of ice bodies within
the tissue. Frozen cod muscle deteriorates very quickly at
�1.5, but no change occurs in supercooled muscle stored
at the same temperature with no ice present (55). 

The consequence of these phenomena is that fish
which are already firm-textured through having a low
final pH soon become unacceptable as a foodstuff if they
are subsequently cold stored. More interestingly, high-pH
fish which are sloppy-textured can actually be improved
by a short period of frozen storage.

IV. THE SIGNIFICANCE OF GEOGRAPHY

A. INTRODUCTION

We have seen earlier that the colour of the red muscle of
one particular stock of cod which swim great distances
(the Svalbard-Lofoten stock) is more intense than that of
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more sedentary stocks. As regards food science, the effect
is largely cosmetic but can lead to financial loss.We now
consider whether the characteristics of any grounds are
such as to affect the desirability of the fish as food.

It is easy to imagine that fish from widely-spaced
enclosed bodies of water might differ from one another
because of disparities in temperature, water-chemistry,
identity of creatures consumed, etc. The chances of find-
ing important differences between fish from widely
spaced oceanic locations seemed much less promising,
and a detailed survey was undertaken without much opti-
mism (56). However, the results amply justified the enter-
prise, some characteristics of cod from the Faroe Bank
(60-53 N 08-20 W) being significantly different from
those of cod from the other grounds investigated. 

B. THE FAROE BANK COD

1. The Fish Themselves

Figure 35.29 shows the fine appearance and corpulence of
a Faroe Bank cod, quantified in Figure 35.30. Only the
neighbouring Faroe Plateau cod are comparable. The livers
were very large and creamy, showing how well the fish had
been nourished. Early work on cod from Aberdeen Bank
(57-05 N 01-15 W) showed that the water content of the
muscle ranged from about 80% to 80.9% in well-fed fish
during a span of twelve months (Figure 35.7), a value of
about 81% or more signifying early stages of starvation
(23). The white muscle of spring-caught Faroe Bank cod
seems to be unique in having less than 80% of water
(Figure 35.31) and more protein nitrogen (Figure 35.32)
than cod from other grounds. Values for liver glycogen are
high though not remarkable (56), but the final pH of the
muscle is lower than in any other group (Figure 35.33).
These fish were caught in the spring of 1966. Those caught
in the autumn of 1968, when all the fish were sated, still
maintained the uniquely low level of muscle water content,
but the protein nitrogen and pH values were not remark-
able. The others had caught up. The low value of muscle

water in Faroe Bank cod was observed again during sur-
veys in September 1971 and September 1972.

In a small independent experiment (57), the total lipid
content of the white muscle of Faroe Bank cod caught in
the spring was 0.63%, compared with a value of 0.55% in
Aberdeen Bank cod, while in the autumn the correspon-
ding figures were 0.78% and 0.67%. This small difference
appears to be important, as we shall see. 

2. Consequences for Cold-Stored Cod

It has been concluded in a well-reasoned article (58) that
the term ‘quality’ is often over-used and made to cover a
variety of observations. Preferably, one should specify the
parameter studied. Here we study the texture, flavour and
appearance of the thawed, filleted and cooked product.
Just looking at the superb appearance of the fish lying on
the deck at 3 A.M. or so (night-fishing is the rule on the
Faroe Bank), one instinctively feels that their overall
‘quality’ as an item of food must be at the top of the scale.
In our survey (56), the fish were frozen whole very soon
after capture, stored at �30°C for three months, thawed at
low air temperatures, filleted and examined before and
after cooking. These conditions are as near ideal as one
can provide –– but the quality scores for all three param-
eters were uniformly low.

a. Texture and Gaping
Because of the strong link between pH and texture, it has
been suggested that the fish most suitable for long-term
storage should have a pH not less than 6.6 (59) or 6.7 (60).
In many of the Faroe Bank cod caught in the spring, the pH
was lower than 6.6. As a result, the texture of the cooked
product as tasted by a panel was firm, but that of the same
fish after 3 months at �30°C, thawed and cooked, was
judged to be unacceptably tough. (50). Similarly, because
of the low pH of the muscle, the thawed fillets gaped. The
fact of unacceptability in each case casts doubt on the suit-
ability of these fish for freezing and cold-storage. 

b. Flavour
The off-flavour developed by fish muscle during cold-stor-
age (rancidity) has been likened to wet cardboard, boiled
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FIGURE 35.29 A cod from the Faroe Bank (length: 51 cm).
(Author’s picture. Crown copyright.)
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clothes and other poetic imagery. It results mostly from the
oxidation of polyunsaturated fatty acids located primarily
in the phospholipids, and has been identified as hept-cis-4
enal (61–63). Many factors govern the rate of the reaction,
and the chemistry is complex: the subject has been
reviewed recently in detail (64). Since the phospholipids
are part of the structure of muscle cell membranes, they
present a large surface area for oxidation, compared with
the neutral lipids (triacyl glycerols) which are more ‘com-
pact’ and contain a smaller proportion of polyunsaturated
fatty acids. They are the main constituents of the fatty
deposits used as stores of energy. The spatial distribution
of the two types of lipid is important (64) and may help to
explain inter-species differences.

Since the lipid content of cod muscle is usually less
than 1%, it might be supposed that it would develop neg-
ligible rancidity compared with that found in more fatty
species on cold-storage, but this is not necessarily so. The
most likely reason is that the lipids of cod muscle consist
almost entirely of phospholipids –– triacyl glycerols make
up only about 1% of the total (65). 

In small samples of Faroe Bank cod, the white muscle
was found to contain about 20% more total lipid than that
in Aberdeen Bank cod, and this probably explains the fact
that cold-storage off-flavour (and off-odour) was signifi-
cantly greater in Faroe Bank cod than in cod from four
other grounds (66) and considered unacceptable by the
tasters (Table 35.1). Might it be possible to reduce the
cold-storage off-flavour of cod by reducing their total lipid
content? A further factor which may govern the propensity
of frozen fish to become rancid is geographic latitude,
which affects the temperature of the sea-water. The lipids
of fish become progressively more unsaturated as the
water becomes colder (more likely to become rancid), and
vice versa (21, 67, 68). The purpose appears to be to ensure
that the melting-points of structural lipids are below that of
the environmental temperature so that they remain flexible. 

Experimental starvation of Aberdeen Bank cod for 2
months (69) resulted in a water-content of 84% and some

35-18 Handbook of Food Science, Technology, and Engineering, Volume 1

TABLE 35.1
Taste-panel assessment of cold-store off-flavour and off-odour of cod caught in spring 1970 on different
grounds, gutted and stored for 3 months at ��30°C. The fish were filleted and steam-cooked without seasoning
before tasting. 0 �� absent; 5 �� very strong, the upper limit of commercial acceptability being about 3.
Comparing the five grounds by analysis of variance by the F test showed that the mean results for the Faroe
Bank differed significantly from the others for flavour (P ��  0.01) and odour (P �� 0.05). (Reference 64.)

Fishing Ground Map Reference Cold Store Flavour Cold Store Odour

X SD X SD

Aberdeen Bank 57-05 N 01-15 W 1.68 0.60 1.32 0.51
Faroe Bank 60-53 N 08-20 W 3.02 0.95 2.29 0.84
Faroe Plateau 62-34 N 06-24 W 1.45 0.63 0.91 0.51
SE Iceland 65-27 N 13-08 W 1.70 0.49 1.04 0.35
NW Iceland 65-35 N 25-00 W 1.37 0.37 0.84 0.24
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FIGURE 35.34 The decrease in proportion of phospholipids
in the lipids of cod white muscle during starvation, shown by the
increase in water content. (Reference 65.)
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reduction in the lipids of the muscle. The proportion of
phospholipids (Figure 35.34) and the degree of unsatura-
tion in the residual lipids (Figure 35.35) were also
reduced. Freezing followed by cold-storage at �10°C
resulted in a much reduced development of off-flavour
and off-odour (Table 35.2). Analysis of hept-cis-4-enal
confirmed the finding. Several factors may be involved
here, although the results appear to be a simple cause and
effect.

It is improbable that deliberate starvation will ever be
used in practice to reduce the deterioration of flavour in
cold-stored cod, but, as a water-content of 84% or more is
often found naturally in late winter in this species, it sug-
gests that advantage might be taken of the likely seasonal
variation in off-flavour. 

It should now be obvious that the difference between
Faroe Bank cod and the others originates in an unusually
rich food supply. There is a deep oceanic channel which
keeps the fish separate from neighbouring stocks. We
found that they were not eating particularly fatty prey, but
that the stomachs were filled with echinoids, crustaceans,
and sometimes fish.

3. Chilled Fresh Fish

One feature of Faroe Bank cod does favour them as an
item of food, when compared with cod from at least one
other ground. It keeps for a longer period in melting ice
(1). This is clearly a result of the lower pH, which inhibits
the activity of spoilage bacteria (70). 

V. ACKNOWLEDGEMENT

The complex interactions described in this chapter have
been supplemented and confirmed in species other than
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(71). It is a pleasure to pay tribute to the fine work of a
colleague whom I have never met.

VI. CAVEAT LECTOR

The influences of geographical location on cod regarded
as a foodstuff seem to be straightforward enough, but one
can never assume that other species will behave in the
same way. Cold-storage off-flavours develop strongly in
herrings (Clupea harengus L.) but the off-flavour in cold-
stored Atlantic salmon, another fatty species, seems to
develop more slowly –– salmon keep well in the deep-
freezer. Triacyl glycerols in salmon muscle are found in
the myocommata, so perhaps they protect the phospho-
lipids within the myotomes from oxidation: it would be
difficult to prove. Again, the starvation of rainbow trout
results in a net increase in the unsaturation of the fatty
acids of the flesh, but the flesh of the starving fish con-
taining the highest concentration of docosa-hexaenoic
acid does not develop more cold-storage off-flavour
than those containing less (72). However, the apparent
rises and falls of docosahexaenoic acid in this species
are merely the results of outflow and inflow of triacyl
glycerols. 

There are usually traps for the unwary who try
to derive generalised relationships from individual
dynamic interactions. This is the way of much biological
research.

BIBLIOGRAPHY

1. GA Reay. Factors affecting initial and keeping quality.
Food Invest Bd DSIR Ann Rep 1957, p 3. 

2. GE Shulman. Life Cycles of Fish. Physiology and
Biochemistry. Moscow. Translated from Russian by N
Kaner. New York and Toronto: John Wiley & Sons, 1974.

3. RM Love. Colour stability in cod (Gadus morhua L.)
from different grounds. J Cons Int Explor Mer 35:
207–209, 1974.

4. G Hempel, JHS Blaxter. The experimental modification
of meristic characters in herrings (Clupea harengus L.).
J Cons Perm Int Explor Mer 26: 336–346, 1961.

5. RM Love, LJ Munro, I Robertson. Adaptation of the
dark muscle of cod to swimming activity. J Fish Biol 11:
431–436, 1977.

6. RM Love. Eating raw fish in Europe. Fishing News
Internat, March 1974: 47 only, 1974.

7. J Deufel. Physiological effect of carotenoids on
salmonidae. Hydrologie 37: 244–248, 1975.

8. RM Love. The Chemical Biology of Fishes. 2. London:
Academic Press, 1980, p 144.

9. S Ando, F Yamazaki, M Hatano, K Zama. Deterioration
of chum salmon (Oncorhynchus keta) muscle during
migration –– III. Changes in protein composition and
protease activity of juvenile chum salmon muscle upon
treatment with sex hormones. Comp Biochem Physiol
83B: 325–330, 1986.

10. EM Donaldson, UHM Fagerlund. Effect of sexual mat-
uration and gonadectomy at sexual maturity on cortisol
secretion rate in sockeye salmon (Oncorhynchus nerka).
J Fish Res Bd Can 27: 2287–2296, 1970.

Fish Biology and Food Science 35-19

TABLE 35.2
The effect of moderate starvation of cod on the devel-
opment of off-odours and off-flavours during cold-
storage at ��10°C. (Reference 65.)

Odour Flavour

5 weeks 10 weeks 5 weeks 10 weeks

Fed controls (5 fish) 1.5 1.55 3.43 3.55
Starved fish (5 fish) 0.55 0.4 1.28 1.8
Difference 0.95 1.15 2.15 1.75
Significance level 1% 5% 0.1% 5%

Cis-4-heptenal values were as follows: starved cod muscle, 3.5 nmol/1000g
wet muscle; fed cod muscle, 23.0 nmol/1000 g wet muscle.



11. T Kitahara. Behaviour of carotenoids in the chum
salmon (Oncorhynchus keta) during anadromous migra-
tion. Comp Biochem Physiol 76B: 97–101, 1983.

12. GE Shulman, RM Love. The Biochemical Ecology of
Marine Fishes. London: Academic Press, 1999.
Advances in Marine Biology, AJ Southward, ed., Vol
36, p 106.

13. CH Brandes, R Dietrich. Observations on the correlations
between fat and water content and the fat distribution in
commonly eaten fish. Veröff Inst Meeresforsch Bremerh
5: 299–305, 1958.

14. MD Garcia, JA Lovern, J Olley. The lipids of fish. 6.
The lipids of cod flesh. Biochem J 62: 99–107, 1956.

15. JA Lovern. Fat metabolism in fishes. XII. Seasonal
changes in the composition of herring fat. Biochem J
32:676–680, 1938.

16. RJ Henderson, JR Sargent, CCE Hopkins. Changes in the
content and fatty acid composition of lipid in an isolated
population of capelin (Mallotus villosus) during sexual
maturation and spawning. Mar Biol 78: 255–263, 1984.

17. K Takama, RM Love, GL Smith. Selectivity in mobilisa-
tion of stored fatty acids by maturing cod, Gadus
morhua L. Comp Biochem Physiol 80B: 713–718, 1985.

18. DK Rowe, JE Thorpe. Suppression of maturation in
male Atlantic salmon (Salmo salar L.) parr by reduction
in feeding and growth during spring months.
Aquaculture 86: 291–313, 1990.

19. GE Shulman. Characteristics of the chemical composi-
tion of Azov anchovy during spring and wintering migra-
tions (in Russian). Rybnoye Khozyaistvo 8: 68–70, 1957.

20. GE Shulman. Dynamics of chemical composition of
Azov Sea anchovy in relation to its biology (in
Russian). Trudy Azovsko-chernomorskogo Nauchno-
issledovatelnogo Instituta morskogo Rybno Khozyastva
i Oceanografii 18: 130–144, 1960.

21. RM Love. The Chemical Biology of Fishes. Vol. 1.
London: Academic Press, 1970, Fig. 85, p 229.

22. RM Love. Studies on the North Sea cod. III. Effects of
starvation. J Sci Food Agric 9: 617–620, 1958.

23. RM Love. Water content of cod (Gadus callarias L.)
muscle. Nature, Lond 185: 692 only, 1960.

24. CF Hickling. The natural history of the hake. Fishery
Invest, Lond, Ser 2, 12(1): 78, 1930.

25. JH Orton. Reproduction and death in invertebrates and
fishes. Nature, Lond 123: 14–15, 1929.

26. D Black, RM Love. The sequential mobilisation and
restoration of energy reserves in tissues of Atlantic cod
during starvation and refeeding. J Comp Physiol 156B:
469–479, 1986.

27. JR Burt. The course of glycolysis in fish muscle. In: JM
Leitch, ed. Food Science and Technology, vol 1, Chemical
and physical aspects of food. Proceedings of 1st
International Congress on Food Science and Technology.
London: Gordon and Breach, 1969, pp 193–198.

28. D Black, RM Love. Estimating the carbohydrate
reserves in fish. J Fish Biol 32: 335–340, 1988.

29. RS Batty, CS Wardle. Restoration of glycogen from lac-
tic acid in the anaerobic swimming muscle of plaice,
Pleuronectes platessa L. J Fish Biol 15: 509–519, 1979.

30. PR Dando. Lactate metabolism in fish. J Mar Biol Ass
UK 49:209–223, 1969.

31. CS Wardle. Non-release of lactic acid from anaerobic
swimming muscle of plaice Pleuronectes platessa L.: a
stress reaction. J Exp Biol 77: 141–155, 1978.

32. RM Love, M Muslemuddin. Protein denaturation in
frozen fish. XII. The pH effect and cell fragility deter-
minations. J Sci Food Agric 23: 1229–1238, 1972.

33. T Berg, U Erikson, TS Nordtvedt. Rigor mortis assess-
ment of Atlantic salmon (Salmo salar) and effects of
stress. J Food Sci 62: 439–446, 1997.

34. P Howgate. Post-harvest handling and processing. In:
SM Stead, L Laird, eds. Handbook of Salmon Farming.
London: Springer, in association with Chichester, U.K.,
Praxis Publishing, 2002, pp 187–202.

35. RM Love. The post-mortem pH of cod and haddock
muscle and its seasonal variation. J Sci Food Agric 30:
433–438, 1979.

36. J Lavéty, OA Afolabi, RM Love. The connective tissues
of fish. IX. Gaping in farmed species. Internat J Food
Sci Tech 23: 23–30, 1988.

37. D Black. The metabolic response to starvation and
refeeding in fish. Ph.D. dissertation, Aberdeen
(Scotland) University, 1983.

38. RM Love, D Black. Dynamics of stored energy in North
Sea cod (Gadus morhua L.) and cultured rainbow trout
(Salmo gairdneri Richardson). In: J Mellinger, ed.
Animal Nutrition and Transport Processes. 1. Nutrition
in wild and domestic animals. Comp Physiol. Basel:
Karger, 1990, pp 193–202.

39. SK Kamra. Effect of starvation and refeeding on some
liver and blood constituents of Atlantic cod (Gadus
morhua L.). J Fish Res Board Can 23: 975–982, 1966.

40. RM Love, I Robertson. The connective tissues of fish. I.
The influence of biological condition in cod on gaping in
frozen-thawed muscle. J Food Technol 3: 215–221, 1968.

41. RM Love, J Lavéty, PJ Steel. The connective tissues of
fish. II. Gaping in commercial species of frozen fish in
relation to rigor mortis. J Food Technol 4: 39–44, 1969.

42. RM Love. The Food Fishes. Their Intrinsic Variation
and Practical Implications. London: Farrand Press,
1988, Fig. 86, p 166.

43. RM Love, J Lavéty, NG Garcia. The connective tissues
of fish. VI. Mechanical studies on isolated myocom-
mata. J Food Technol 7: 291–301, 1972.

44. RM Love. Protein denaturation in frozen fish. XI. The
proportion of tissue water converted to ice. J Sci Food
Agric 17: 465–471, 1966.

45. RM Love, J Lavéty. The connective tissues of fish. VII.
Post-mortem hydration and ice-crystal formation in
myocommata, and their influence on gaping. J Food
Technol 7: 431–441, 1972.

46. K Yamaguchi, J Lavéty, RM Love. The connective tis-
sues of fish. VIII. Comparative studies on hake, cod and
catfish collagens. J Food Technol 11: 389–399, 1976.

47. RM Love, MA Haq. The connective tissues of fish. III.
The effect of pH on gaping in cod entering rigor mortis
at different temperatures. J Food Technol 5: 241–248,
1970.

48. RM Love, MA Haq, GL Smith. The connective tissues
of fish. V. Gaping in cod of different sizes as influenced
by a seasonal variation in the ultimate pH. J Food
Technol 7: 281–290, 1972.

35-20 Handbook of Food Science, Technology, and Engineering, Volume 1



49. RM Love, MA Haq. The connective tissues of fish. IV.
Gaping of cod muscle under various conditions of freez-
ing, cold-storage and thawing. J Food Technol 5:
249–260, 1970.

50. RM Love, I Robertson, GL Smith, KJ Whittle. The tex-
ture of cod muscle. J Texture Studies 5: 201–212, 1974.

51. WP Cowie, WT Little. The relationship between the
toughness of cod stored at �29C and its muscle protein
solubility and pH. J Food Technol 1: 335–343, 1966.

52. HA Bremner, GM Laslett, J Olley. Taste panel assess-
ment of textural properties of fish minces from
Australian species. J Food Technol 13: 307–318, 1978.

53. RM Love, J Olley. Cold-storage deterioration in several
species of fish, as measured by two methods. In: R
Kreuzer ed. The Technology of Fish Utilisation.
London: Fishing News (Books) Ltd, 1965, pp 116–117.

54. H-K Kim, I Robertson, RM Love. Changes in the mus-
cle of lemon sole (Pleuronectes microcephalus) after very
long cold-storage. J Sci Food Agric 28: 699–700, 1974.

55. RM Love. New factors involved in the denaturation of
frozen cod muscle protein. J Food Sci 27: 544–550, 1962.

56. RM Love, I Robertson, J Lavéty and GL Smith. Some bio-
chemical characteristics of cod (Gadus morhua L.) from
the Faroe Bank compared with those from other fishing
grounds. Comp Biochem Physiol 47B: 149–161, 1974.

57. RM Love, R Hardy, J Nishimoto. Lipids in the flesh of
cod (Gadus morhua L.) from Faroe Bank and Aberdeen
Bank in early summer and autumn. Mem Fac Fish,
Kagoshima Univ 24: 123–126, 1975.

58. HA Bremner. Understanding the concepts of quality and
freshness of fish. In: HA Bremner, ed. Safety and
Quality Issues in Fish Processing. Boca Raton, FL:
CRC Press, Cambridge: Woodhead Publishing Ltd.,
2002, pp. 163–172.

59. KO Kelly. Factors affecting the texture of frozen fish.
In: R Kreuser, ed. Freezing and Irradiation of Fish.
London: Fishing News (Books) Ltd., 1969, pp 339–342.

60. TR Kelly. Quality in frozen cod and limiting factors on
its shelf life. J Food Technol 4: 95–103, 1969.

61. AS McGill. An investigation into the chemical compo-
sition of the cold storage flavour components of cod.
IFST mini-symposium on freezing. Inst Food Sci
Technol U.K., 1974, pp 24–26.

62. AS McGill, R.Hardy, JR Burt, FD Gunstone. Hept-cis-
4-enal and its contribution to the off-flavour in cold-
stored cod. J Sci Food Agric 25: 1477–1489, 1974.

63. AS McGill, P Howgate, AB Thomson, G Smith, A
Ritchie, R Hardy. The flavour of white fish and the rela-
tionship between the chemical analysis and sensory
data. In: J Adda, ed. Proceedings of the 4th Weurman
Flavour Research Symposium, Dourdon, France.
Amsterdam: Elsevier Science Publishers, 1985, pp
149–164.

64. IP Ashton. Understanding lipid oxidation in fish. In: HA
Bremner. ed. Safety and Quality Issues in Fish
Processing. Boca Raton, FL: CRC Press; Cambridge:
Woodhead Publishing Ltd., 2002, pp 254–285.

65. DA Ross. Lipid metabolism of the cod Gadus morhua L.
Ph.D. Dissertation, 1977, Aberdeen (Scotland)
University.

66. RM Love. Variability in Atlantic cod (Gadus morhua)
from the northeast Atlantic: a review of seasonal and
environmental influences on various attributes of the
flesh. J Fish Res Board Can 32: 2333–2342, 1975.

67. GA Dunstan, J Olley, DA Ratkowsky. Major environ-
mental and biological factors influencing the fatty acid
composition of seafood from Indo-Pacific to Antarctic
waters. Recent Res Devel Lipids Res., 3: 63–86, 1999.

68. MV Bell, RJ Henderson, JR Sargent. The role of
polyunsaturated fatty acids in fish. Comp Biochem.
Physiol 83B: 711–719, 1986.

69. DA Ross, RM Love. Decrease in the cold store flavour
developed by frozen fillets of starved cod (Gadus
morhua L.). J Food Technol 14: 115–122, 1979.

70. JM Jay. Modern Food Microbiology. New York: Van
Nostrand Reinhold Company, 1970, pp 26–28.

71. A Kolakowska, J Olley, GA Dunstan. Fish Lipids.
Chapter 12. In: ZE Sikorski, A Kolakowska, eds.
Chemical and Functional Properties of Food Lipids.
Boca Raton, FL: CRC Press, 2003, pp 221–264.

72. L Ludovico-Pelayo, A Hume, RM Love. Seasonal varia-
tions in flavour change of cold-stored rainbow trout. In: P
Zeuthen, JC Cheftel, C Eriksson, M Jul, H Leninger, P
Linko, G Varela, G Vos, eds. Thermal Processing and
Quality of Foods. London and New York: Elsevier
Applied Science, 1984, pp 659–663.

Fish Biology and Food Science 35-21





36-1

36 Edible Shellfish: Biology and Science

Natalie A. Moltschaniwskyj
Tasmanian Aquaculture and Fisheries Institute, University of Tasmania

CONTENTS

I. Introduction............................................................................................................................................................36-1
II. Molluscan Shellfish ..............................................................................................................................................36-1

A. General Biology ............................................................................................................................................36-2
B. Life-History....................................................................................................................................................36-2
C. Reproduction ..................................................................................................................................................36-3
D. Triploidy Production......................................................................................................................................36-3
E. Feeding ..........................................................................................................................................................36-4
F. Shellfish-Associated Disease Outbreaks ........................................................................................................36-4
G. Shellfish Toxicity ..........................................................................................................................................36-5
H. Bioaccumulation and Biomonitoring ............................................................................................................36-6

III. Crustacean Shellfish ..............................................................................................................................................36-6
A. General Biology ............................................................................................................................................36-6
B. Life History ....................................................................................................................................................36-7
C. Growth and Ecdysis ......................................................................................................................................36-8
D. Hormonal Control of Moulting and Reproduction........................................................................................36-9
E. Reproduction ..................................................................................................................................................36-9
F. Feeding..........................................................................................................................................................36-10
G. Movement and Migration ............................................................................................................................36-10
H. Behaviour ....................................................................................................................................................36-11

IV. Conclusion ..........................................................................................................................................................36-11
Acknowledgments ........................................................................................................................................................36-11
References ....................................................................................................................................................................36-11

I. INTRODUCTION

Commercially important edible shellfish include marine
and freshwater animals that belong to two major taxo-
nomic groups: the Mollusca and the Crustacea. The hard
external shell is a common external characteristic that
often results in the two groups being given the common
name shellfish. Both groups are invertebrates that have no
internal skeleton or vertebrae, and in most cases the exter-
nal shell provides protection, support to soft body tissues,
and a mechanism to deal with changes in the environment.
The cephalopods (squid, cuttlefish, and octopus) do not
possess an external shell, but are grouped with the shell-
fish by virtue of their molluscan taxonomic status.

This chapter will describe the general biology of edi-
ble shellfish species that are commonly eaten. The two
major taxonomic groups will be described separately
because their biology is so different. Given the importance
of these species in harvest and aquaculture industries this

provides the focus of research activities. The range of top-
ics covered particularly relate to those aspects of the biol-
ogy that are relevant to these animals as food, in particular
the lifecycle, reproductive and feeding biology, move-
ment, and behaviour.

II. MOLLUSCAN SHELLFISH

Molluscan shellfish have no typical shape or form and the
body plan is changed and adapted to the environment (1).
Edible mollusc predominantly belong to three broad
groups: bivalves (e.g., oysters, mussels, and scallops), gas-
tropods (e.g., abalone and Trochus), and cephalopods (e.g.,
squid, cuttlefish, and octopus), according to the number
and arrangement of the shell(s). Bivalve molluscs have two
symmetric or asymmetric shells joined by a hinge, while
the gastropod molluscs have a single shell, and most of the
cephalopods have no external shell. Most of the edible



molluscan shellfish are aquatic, mainly marine or estuar-
ine, and relatively sedentary. Commonly harvested and
cultured species include the ubiquitous Pacific oyster
(Crassostrea gigas), the flat oysters (Ostrea spp.), scallops
(Pecten and Astropecten spp.), a variety of mussel species
(Perna and Mytilus spp.) and the small burrowing clam
species (Mercenaria spp. and Mya arenaria), abalone
(Haliotis spp.) and snails (Trochus spp.). The cephalopods
either have an internal calcareous cuttlebone (cuttlefish),
an internal chitinous pen (squid), or no shell (octopus). The
only terrestrial edible mollusc is the land snail (Helix).

A. GENERAL BIOLOGY

The crystalline calcareous shell of the bivalves and gas-
tropods is present from the larval form and provides pro-
tection from environmental changes, e.g., temperature,
salinity and aerial exposure, and predators. Some species
are attached to a hard substrate as adults by either a cement-
like substance (e.g., oysters) or a byssus thread (e.g., mus-
sels). The size and extent of musculature in bivalve
molluscs is varied; oysters have small amounts of muscle
tissue while scallops have a very large adductor muscle.
Bivalves that burrow in soft sediments have an extendable
muscular foot which they use to pull themselves into the
sediment. Some species have limited mobility, for example,
scallops can rapidly clap the two shells together which can
result in the rapid ejection of water and using this jet
propulsion small distances (�1 m) can be moved. Small
clam species that burrow in soft sediment move by rolling
around in the waves and then re-burrow using the muscular
foot. Gastropods, which are more mobile than bivalves,
have a large powerful muscular foot beneath the single shell
which is used to pull the animal along hard substrates. The
muscle tissue of scallops and abalone is the primary tissue
eaten, with the gonad and digestive tissue removed,
although the scallop may be marketed as “roe-on.” In con-
trast oysters and mussels are eaten whole, typically with the
gonad and digestive system as well as the small muscle.
The athletes of the molluscan world are squid, which may
undertake extensive migrations; the muscular body is
essential for movement, respiration, and structural support. 

B. LIFE-HISTORY

Most molluscs have a bipartite lifecycle with a relatively
short planktonic free-living veliger followed by the benthic
adult phase (Figure 36.1). Individuals hatch as a tro-
chophore and within 24 hours a larval shell develops. This
is followed by the development of a veliger (also referred
to as D-veliger due to the distinctive D shape), which lasts
between several days to a month. A short planktonic phase
(�5 days) is typical of abalone species and the veligers are
non-feeding. A longer veliger stage (c. 20 days) is more
typical of many bivalve molluscs and the veligers actively

feed on phytoplankton using the velum, a fringe of beating
cilia. The velum also provides some mobility in the water
column, allowing the veligers to adjust their position in the
water column. The planktonic phase is important for a
number of reasons as it allows offspring to colonise new
areas and also for these individuals to avoid the risk of pre-
dation close to the reef. Once the veliger is ready to settle
onto the substrate, a change in morphology begins and a
‘pediveliger’ develops, which has a foot that extends out of
the shell and is able to test the substrate before deciding to
settle (Figure 36.1). Once a suitable place for settlement
has been selected the individual secretes either a cement or
byssal threads to attach itself. The pediveliger finally
undergoes metamorphosis into the adult form and takes up
a sedentary lifestyle.

In some species the female brood the veligers inside
her shell, e.g., the flat oyster (Ostrea sp.). Fertilisation
occurs within the shell environment of the female, using
sperm released into the water by males. Veligers are
attached by the velum to the female ctenidia (gills) and
they use the food filtered by the mother’s ctenidia. Shortly
before metamorphosis veligers are dislodged and expelled
out of the mother.

The selection of settlement sites by the larvae is critical
for species with a sedentary adult phase, as conditions for
feeding and reproducing must ensure survival. The site must
provide water currents for delivery of food and removal of
faecal wastes and there must be individuals of the same
species in close proximity for reproduction. Selection of
settlement sites can range from general to specific, and is
generally species-specific. The presence of conspecific
adults can be important as this suggests a suitable environ-
ment for growth and reproduction (2). Characteristics of the
rock surface, e.g., rugosity or presence of algal and bacteria

36-2 Handbook of Food Science, Technology, and Engineering, Volume 1

Pelagic

Benthic

Velum

Veliger

Shell

Shell

Velum

Foot
Pediveliger

Adult oyster

Trochophore

FIGURE 36.1 Lifecycle of an oyster.



species (3), or sediment characteristics of soft shores may
be cues for settlement. Factors affecting settlement are of
interest to ecologists, particularly with respect to human
impacts on shore environments that may modify the sub-
strate and make it become less suitable for settlement by
juveniles. Many aquaculture ventures rely on collection of
wild spat for on-growing to adults and are exploring suit-
able materials to enhance settlement rates (4). Hatcheries
also need to use suitable surfaces to maximise settlement
rates of juveniles. It is possible to induce settlement of pedi-
veligers in culture conditions by exposing them to neuroac-
tive compounds, e.g., L-DOPA. This induces settlement and
the metamorphosis of the pediveliger into a spat, without
the pediveliger going through the process of selecting a suit-
able substrate (5). The use of these compounds by shellfish
hatcheries allows efficient management of stock by forcing
settlement to occur when the hatchery is ready to deal with
large numbers of juveniles and it also promotes synchro-
nous settlement of larvae.

C. REPRODUCTION

All molluscs reproduce sexually, with separate sexes in
most species (dioecious), e.g., mussels and abalone.
However, some species have both sexes present simultane-
ously (monoecious or hermaphrodism), e.g., scallops have
a creamy coloured testis and orange coloured ovary pres-
ent at the same time. In a few species sex change can occur
(sequential hermaphrodism), with sperm being produced
in smaller younger individuals, then a change to female in
some bigger and older individuals. Many Crassostrea oys-
ter species are hermaphroditic or will undergo sex change,
which is a function of both secondary genes and/or envi-
ronmental conditions (6). In oysters and mussels the repro-
ductive tissue is not contained within a discrete organ or
region of the body. Instead, gametes are produced in tissue
surrounding the digestive system. Other shellfish, e.g.,
abalone and scallops, have a discrete organ for gamete pro-
duction which is clearly identifiable. 

Spawning in most temperate molluscs is seasonal,
either in the spring/summer, e.g., oysters and scallops, or
winter, e.g., mussels. Many tropical species may not show
distinct spawning seasons, but a component of the popula-
tion will always have some individuals that are reproduc-
tively mature and spawning. Prior to egg and sperm
production individuals build up a store of energy reserves,
usually glycogen. At some point during the year an envi-
ronmental trigger, usually water temperature or day length,
will stimulate the use of these glycogen reserves to pro-
duce gametes (7). Once gametes start to be produced indi-
viduals undergo a period of maturation before being ready
to spawn and at this point the gonad may constitute most
of the individuals’ body mass. Gametes are released either
in a single spawning episode or in a series of spawning
episodes over several days to weeks. After the release of

gametes there is a dramatic decrease in the mass of soft tis-
sue and the flesh is flaccid and watery. As the tissue is
unsuitable for consumption animals are not harvested for
approximately a month after spawning to allow accumula-
tion of carbohydrate reserves to begin.

As many molluscs are sedentary, gametes are released
into the water column and fertilisation of eggs by sperm is
external; this is referred to as broadcast spawning.
Spawning in the population is co-ordinated to ensure that
males and females release gametes simultaneously and that
the density of gametes in the water is high enough to ensure
high rates of fertilisation. The co-ordination of broadcast
spawning within the population may be triggered by factors
such as changes in water temperature or salinity, lunar and
tidal cycles, and increasing or decreasing day length.

The squid, octopus, and cuttlefish have a more complex
reproductive system in which, often following extensive
courtship, the male passes packages of sperm (sper-
matophores) to the female (8). The female fertilises each
egg and packages it in a jelly-like substance that provides
protection for the developing embryo. Eggs are either
attached to the reef or macroalgae individually (e.g., octo-
pus and cuttlefish), laid in finger-like strands with multiple
eggs in each strand (e.g., reef-associated squid) or unat-
tached large balloon-like masses that float in ocean currents
(e.g., oceanic squid) (8). Female octopus will guard and
care for the eggs until they hatch, as miniature adults that
are capable of jetting, inking, capturing prey, and avoiding
predators. The squid and cuttlefish do not provide any
parental care of the eggs or the juveniles.

D. TRIPLOIDY PRODUCTION

Oysters, mussels, and clams are eaten whole without the
gonad and digestive tissue removed prior to consumption.
Taste tests have demonstrated that consumers prefer to eat
oysters when the tissue is full and creamy and full of glyco-
gen reserves, but before the animal is ripe with gametes (9).
Given that individuals have high levels of glycogen for rel-
atively short periods this means that marketable stock may
only be available seasonally. Over the past 10 years there
has been interest in the production of sterile oysters, i.e.,
individuals that are unable to produce gametes. In sterile
individuals glycogen reserves are accumulated but not used
for reproduction, resulting in the production of stock that
are suitable for consumption over an extended period of the
year. An additional benefit of producing sterile animals is
that exotic aquaculture species may be farmed in new areas
without the risk of introducing a species that may be detri-
mental to native flora and fauna (10).

In molluscs sterile animals have been obtained
through the production of triploid individuals (11), which
have 50% more chromosomal material than ordinary
diploid individuals. Currently, triploid Pacific oysters are
being produced by the aquaculture sector in the U.S. and
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Australia (see review 12). Triploid oysters usually exhibit
reduced gonad development and acceptable meat condi-
tion through the inhibition of spawning and faster growth
rates (12). Currently the most popular and successful
method of producing triploid molluscs is by blocking the
formation and release of a polar body in the newly fer-
tilised egg (11). The additional chromosomal material in
cells prevents or limits the process of cell division associ-
ated with gamete production (meiosis), thereby causing
an extra set of chromosome to be retained. Methods used
to induce triploidy in oysters are either physical, e.g., tem-
perature and pressure, or chemical, e.g., caffeine.
Immersion of newly fertilised eggs in cytochalasin B, a
fungal antibiotic, is currently the most effective method
and is commonly used by commercial hatcheries.

Methods of triploidy induction in the aquaculture
industry need to ensure a high percentage of triploids (ide-
ally 100%), high survival rates and low rates of abnor-
mality in the veligers, and consider operator safety and
consumer acceptance. Unfortunately cytochalasin B is
classified as a carcinogen and is a potential hazard to
operators at bivalve hatcheries. The future use of cytocha-
lasin B is in doubt, both because of its toxicity and
because triploidy induction is not 100% effective, usually
about 80%. Current research is exploring methods of pro-
ducing triploids commercially that are potentially less
hazardous and more reliable. One recent approach has
been to cross tetraploids, individuals with double the nor-
mal genetic complement, with diploids (13). This method
has successfully produced 99.9% triploids and the
veligers have survivorship rates that are comparable with
normal diploid oysters. Furthermore, these triploid indi-
viduals are produced without the use of artificial treat-
ments and toxic substances.

E. FEEDING

Bivalve shellfish (oysters, mussels, clams, and scallops) are
filter feeders, using specialised gill structures (ctenidia) to
selectively remove phytoplankton and organic matter from
the water. The ctenidia have cilia that generate current and
the movement of water into the animal as an inhalant flow.
Each species is able to select particles within a very narrow
size range (3–24 µm). Particles that are too small or too
large are rejected by the ctenidia, bound in mucus, and
expelled in a strand through an exhalent flow as pseudofae-
ces. Particles that are suitable for ingestion are passed to the
mouth (labial palps) using the cilia on the surface of the
ctenidia. Ingested food is bound in a strand of mucus and
enters the digestive system by being drawn in by a crys-
talline style, which releases digestive enzymes. Once the
digestive process has been completed faeces are released
into the exhalent current and moved away from the animal.

Oysters can filter several litres of seawater daily and
the advanced filter feeding mechanism allows bivalves to

regulate the efficiency of particle retention and absorp-
tion. The rate of pumping and retention of food particles
is modified in response to the density of particles in the
water while maintaining respiratory functions. If the den-
sity of particles in the water is too high the ctenidia
become clogged and rates of pseudofaeces production
increases. Other factors that affect feeding rates in
bivalves are water current, water temperature, salinity, tur-
bidity, and dissolved oxygen (14). 

Most edible gastropod molluscs are herbivorous graz-
ers (e.g., abalone), but there are a small number that are
carnivorous predators (e.g., trochus, conch, and whelks).
Grazing molluscs use a radula, a protrusible tongue-like
structure with a complex ribbon of teeth, with which they
scrape algae and biofilm off rocks or tear and cut macroal-
gae. As teeth at the front of the radula wear out they are
replaced by secretion of new teeth at the back of the
radula. Some of the carnivorous molluscs have specialisa-
tions of the radula that allow them to bore holes through
the shell of prey or harpoon prey. After maceration of food
the radula carries particles of food backwards and into the
digestive tract. Digestion is usually extracellular in the
stomach and digestive gland.

Squid, octopus, and cuttlefish are voracious carnivo-
rous predators. Squid and cuttlefish predominantly eat crus-
taceans and fish which are captured using contractile
tentacles (the longest of the arms). Octopus species eat pre-
dominantly crustaceans and molluscs and they are able to
deal with the hard outer parts by either drilling through the
shell or in the case of bivalves pulling apart the two valves
(15). Members of this group have a parrot-like beak which
is used to tear tissue into small pieces and the salivary gland
secretes enzymes that are used to break down flesh prior to
ingestion. Once in the stomach enzymes secreted by the
digestive gland continue digestive processes.

F. SHELLFISH-ASSOCIATED DISEASE OUTBREAKS

Ingested particles, including bacteria and viruses, are
digested by bivalves and then either absorbed into the tis-
sues or excreted. As result of pathogenic micro-organisms
being retained and absorbed molluscan shellfish become
vectors of bacterial and viral pathogens. The rate of patho-
genic micro-organism uptake and retention is a function of
the density of micro-organisms in the water being filtered.
Oysters may accumulate pathogens to levels as much as
four times greater than levels in the water from which food
is being removed (16). If shellfish (e.g., oysters) are con-
sumed raw and whole with the digestive system still intact
the pathogenic microbes present in the tissue and gut pose
a health risk to the consumer. In the U.S. from 1991–1998
the consumption of raw or partially cooked shellfish
resulted in more than 2,000 illnesses.

Viral agents that are of chief concern in world shell-
fish industries are human enteric virus, Norwalk virus,
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and hepatitis A. All cases of food-borne viral diseases
from shellfish have occurred due to human faecal con-
tamination in areas where shellfish are harvested and the
consumption of shellfish that is raw, steamed, incom-
pletely cooked, or frozen. Bacterial agents, particularly
Vibrio spp. have been identified as being pathogenic or
potentially pathogenic to humans (17). Unlike virally
associated disease outbreaks, contamination by Vibrio
tends to be more sporadic and involve individual cases
(18). Where outbreaks have occurred they have been asso-
ciated with V. vulnifucus septicaemia with 50% mortality
rates (19), or epidemics of cholera caused by consumption
of raw shellfish contaminated with V. cholerae 01 (20).
Vibrio spp. naturally occur in estuarine and marine waters
and are not associated with faecal contamination; how-
ever, numbers of Vibrio in shellfish can increase in
improperly stored shellfish (21). Some pathogenic bacte-
ria may not naturally occur in marine and estuarine envi-
ronments, but are associated with incorrect storage, faecal
pollution, or infected food handlers may contaminate
shellfish. Enteric bacterial pathogens that have been
implicated in shellfish associated disease outbreaks are
Clostridium perfringens, Salmonella, and Shigella (22).

A factor influencing the timing and occurrence of
shellfish-related outbreaks is the ability of shellfish to
selectively accumulate viruses. Selective accumulation
can be attributed to the feeding mechanism when there is
ionic bonding of viral particles to the shellfish mucus.
There is evidence that the seasonal occurrence of shell-
fish-related illnesses by enteric viruses may be due to oys-
ters undergoing seasonal physiological changes that affect
their ability to accumulate viral particles (16).

Current practice to remove pathogenic micro-organ-
isms is to put shellfish through a depuration process after
harvest. This process provides conditions for shellfish to
purge their digestive system of their gastrointestinal con-
tents, thereby supposedly removing the micro-organisms
that had been taken up during filter feeding. Depuration is
typically conducted in an isolated system, with tempera-
ture controlled re-circulating seawater. The seawater
should be continually cleaned, e.g., using a UV steriliser
attached to the re-circulating system. The temperature of
the system needs be stable and set at a level that encour-
ages the shellfish to filter the clean seawater.

The ability of depuration to remove pathogens is
dependent upon a number of factors. (1) The molluscs must
feed normally in the system; if active pumping and filtering
of seawater do not occur then microbes present in the gut
will not be purged. (2) Variability in the loads of micro-
organisms among individual animals may result in differ-
ential removal of pathogens. (3) The depuration conditions
(water temperature and salinity) that are suitable for normal
feeding are species specific. (4) Microbes that have been
incorporated into body tissues will not be removed, only
those pathogens currently resident in the gut and on the

gills will be removed. (5) The ability of the disinfection
technique to inactivate the purged microbes; if purged
microbes are not killed by the disinfection system then
re-infection of animals in the depuration system is likely.

G. SHELLFISH TOXICITY

Paralytic shellfish poison (PSP), amnesic shellfish poison
(ASP), and diarrheic shellfish poisoning (DSP) are caused
by naturally occurring biotoxins that accumulate in mol-
luscan shellfish (review 23). These biotoxins are caused by
microscopic toxin-producing dinoflagellate phytoplankton
that naturally occur in marine waters, normally in amounts
too small to be harmful. However, on occasion, a combi-
nation of warm temperatures, sunlight, and nutrient-rich
waters can cause rapid plankton reproduction, or
“blooms.” The toxins in the microalgae ingested by shell-
fish build up and become concentrated in the gut and
somatic tissues. This may result in mass mortalities either
through toxins affecting the shellfish, or high densities of
phytoplankton clogging the ctenidia and causing asphyxia.
The toxins also pose a health hazard to humans consuming
contaminated shellfish. As cooking does not break down
the toxins and many shellfish are eaten raw, the toxin is
ingested by humans and other predators. Although first
recognised and described in Canada, PSP and ASP have
been found worldwide (24).

Paralytic shellfish poisoning is caused by a suite of
neurotoxins (saxitoxins) produced by species such as
Alexandrium spp. and Gymnodinium catenatum. The type
and storage of paralytic shellfish toxins in bivalves species
vary considerably. Mussels, clams, and scallops appear to
accumulate high levels of saxitoxins, while in oysters the
levels of the toxins are low or absent (23). Amenesic shell-
fish poisoning is linked to the presence of domoic acid pro-
duced by the diatoms Pseudonitzschia spp. and Nitschia
(24). Shellfish appear to concentrate the toxin and again the
response to the toxin is species specific. Scallops and mus-
sels appear to be unaffected, while oysters become physio-
logically stressed. Diarrheic shellfish poisoning occurs
when shellfish containing okadaic acid are eaten. Okadaic
acid and its derivatives are produced by the dinoflagellates
Dinophysis spp. and Prorocentrum lima (25). As with other
toxins there are differential effects among the bivalve
species and seasons and the length of time the toxins
remain in the tissue. Blue mussels in Sweden can retain
toxins for up to five months after accumulation, although
high levels of toxins are not necessarily associated with any
known health effects (23).

The economic cost of both human pollutants and natu-
rally occurring biotoxins is high for countries that have
shellfish harvest and aquaculture industries. The presence of
toxic algae has been responsible for the collapse of bivalve
populations in Alaska, and fisheries and aquaculture are
closed for extended periods in countries such as Sweden,
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Norway, the U.S., Spain, and Australia (23). The costs
incurred with the occurrence of toxic algae blooms are asso-
ciated with (1) the need to have expensive shellfish moni-
toring programs to assess the presence of contaminants, (2)
the cessation of harvesting and selling of produce, and (3)
the development and running of depuration systems.
Current research is focussed on how effective the depuration
process is at removing the toxins and how the toxins are
removed from different organs. Understanding how toxins
are accumulated, transformed, and eliminated allows the
time course of the toxic episode to be predicted and hence
how long harvest of animals should be suspended. It is pos-
sible that toxins are transformed in the body tissues and then
excreted from the animal over time, although there is evi-
dence that metabolism of the PSP toxins is more complex
than just a transformation of toxic compounds (26).

H. BIOACCUMULATION AND BIOMONITORING

As a result of the relatively sedentary lifestyle of many
shellfish and their modes of feeding (filter feeding and
deposit feeding) many species ingest or uptake and retain
trace metals present in the environment. Molluscan shell-
fish can accumulate heavy metals (e.g., copper) and
organic contaminants (e.g., pesticides) in body tissues.
Marine molluscs tend to accumulate arsenic, cadmium,
copper, lead, mercury, silver, and zinc, but have a low ten-
dency to accumulate chromium. As a result of the accu-
mulation, concentrations of these trace metals in body
tissues can be many times higher than present in the envi-
ronment (27). This accumulation of heavy metals and
contaminants has two problems. The first is that many of
these animals are prey of higher order predators and as a
result serious pollutants enter the food chain and are pres-
ent in higher concentrations further up the food chain
(biological amplification). The second problem is that
many shellfish species and their predators are a food
source for humans and as a result are a health hazard.

One advantage of sedentary molluscs accumulating
heavy metals, viruses, and bacteria is that they provide a
time-integrated measure of the bioavailability of these
contaminants (see review 28). As such, some bivalves are
used as sentinel species to monitor or assess concentra-
tions of contaminants available for uptake in the environ-
ment. Such biomonitoring involves assessing the effects
and levels of contaminants in the environment on animals.
Uptake of contaminants varies among and within species
as a function of factors such as size, age, sex, and among
geographic locations due to environmental factors such as
temperature and salinity. However, it is possible to move
healthy individuals into cages at sampling locations and
assess the levels of contaminants after a period of time.
For example, mussel species (Mytilus edulis and M. cali-
fornicus) are commonly used around the U.S. coastline as
sentinel species for biomonitoring because they are

endemic, abundant on many coastlines, and tolerate
translocation. Another example, is the use of oysters to
assess the bioavailability of tributyltin (29), a compound
has been implicated as a cause of shell thickening in many
oyster species (e.g., 30).

III. CRUSTACEAN SHELLFISH

Edible crustaceans all belong to a group known as decapods
which are the largest and most specialised of the crustacean
species. They are characterised by a heavily segmented body
and a chitinous exoskeleton which provides an outer protec-
tive shell that is articulated like body armour. All edible crus-
taceans are aquatic, with most occupying marine and
estuarine habitats, but some crayfish and prawns are found
in freshwater. Crustaceans are benthic but highly mobile,
e.g., prawns swim regularly and some lobsters undertake
long migrations. Commonly harvested and cultured edible
crustaceans include prawns (shrimps), both freshwater (e.g.,
Macrobrachium spp.) and marine (e.g., Penaeus spp.
Metapenaeus spp.), crabs (e.g., Callinectes sapidus, Scylla
serrata), clawed lobsters (e.g., Homarus spp. Nephrops
spp.), spiny lobsters (e.g., Palinurus spp., Panulirus spp.,
and Jasus spp.) and crayfish (crawfish and yabbies).

The common names used to describe edible crus-
taceans are often confusing. The distinction between
prawns and shrimps may be based upon the taxonomic
group and the habitat of the adults (31). Freshwater species,
e.g., Macrobrachium, are often referred to as prawns, while
marine and estuarine species (e.g., penaeids) are shrimps.
Alternatively, size of the adults is often used to distinguish
among the two names; with shrimps being small species
and larger species prawns. Similarly, there is often confu-
sion over use of the common names lobster and crayfish.
Again the distinction is made taxonomically, but generally
lobsters are marine (this includes both clawed and non-
clawed species), and crayfish or crawfish are freshwater.

A. GENERAL BIOLOGY

The general body plan is similar among the decapod crus-
taceans with two sections making up the body: the fused
head and thorax (cephalothorax) and the tail (abdomen).
Each section is made up of a series of segments, but the
number of segments and specialisation of segments varies
among species. The cephalothorax is completely fused
with no external segmentation visible, the shell (carapace)
surface of the cephalothorax may be smooth or covered
with spines depending on the species. In contrast, the
abdomen is distinctly segmented. Attached to both sections
are specialised paired appendages, the number of which
depends on taxonomy and function of the appendage.
Around the head and mouth appendages are modified for
food capture and feeding (mandibles, maxillae, and maxil-
lipeds). The head also has antennae, antennules, and a pair
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of stalked compound eyes. The corneal surface of the eyes
is convex and, when on a stalk, the cornea may cover an
arc of �180°. The remaining appendages (pereiopods) on
the cephalothorax are used in crawling or walking. The
first pair of pereiopods in lobsters and crabs is modified as
a claw (chela), which may be large and distinctively
coloured. Appendages attached to the abdomen
(pleopods) are used for swimming, as well as egg attach-
ment in some species, e.g., crabs and Macrobrachium.
The last pair of pleopods (uropods) and the telson, at the
terminal end of the abdomen, forms a tail fan that can be
used for locomotion using a rapid flexing motion.
Appendages may be specialised in some species for fight-
ing, courting, and egg handling.

Prawns in the genus Penaeus and Macrobrachium are
commercially the most important in the world. They are
cylindrical with a well-developed abdomen and an
exoskeleton that is thin and flexible. Many penaeid
shrimps use the pleopods to excavate shallow burrows in
soft bottoms during periods of inactivity. Shrimps move
predominantly by rapidly beating the large fringed
pleopods, but rapid flexion of the abdomen and the tail fan
will allow fast backward movement.

Lobsters and crabs have a dorso-ventrally flattened
body, with a heavier and stronger exoskeleton, and the
strong claws (chelipeds) have a lot of musculature which is
a commercially valuable part of the animal. The abdomen
in crabs is reduced and folded under the cephalothorax, the
uropods are absent, but large and strong legs on the
cephalothorax are used for walking which is the primary
mode of locomotion. Reduction of the abdomen allows
rapid crawling and they commonly move sideways. In con-
trast to crabs, lobsters have a very well-developed tail
(abdomen), which has a high monetary value given the
high tail to body ratio. The legs allow lobsters to crawl
while the muscular tail allows fast flexing of the abdomen
resulting in rapid backward movement. Spiny lobsters
(Jasus, Palinurus, and Panulirus spp.), present in both
tropical and temperate waters, do not have chelipeds, and
it is the meat in the tail that is prized. The shovelnose or
slipper lobsters (Scyllarus and Thenus spp.) have a dorso-
ventrally flattened body with short, flattened antennae,
compared with the cylindrical body and long antennae in
clawed and spiny lobsters.

B. LIFE HISTORY

Crustaceans have a more complex life history than mol-
luscs and each stage has distinct behavioural and ecologi-
cal characteristics (32). Most crustaceans have separate
sexes and generally hold their eggs, either in brood sacs or
attached to the abdominal appendages. Like many marine
invertebrates the crustaceans have a bipartite life history,
with a free-living, planktonic larval phase, followed by a
benthic adult phase. The stages, forms, and time spent as

larvae are highly variable among the decapod crustaceans,
often depending on how much development occurs in the
egg. However, all the decapod larvae undergo a series of
developmental stages during which the larvae metamor-
phoses into a more advanced form until the final adult
form is developed. The different stages of the life history
are often associated with different and distinct habitats.

Penaeid prawns undergo several distinct larval and
juvenile phases that are associated with different habitats
(33). The embryonic phase is short and, as a result, the
newly hatched larvae (nauplii) are less morphologically
developed than some of the newly hatched forms of other
decapod crustaceans (Figure 36.2). The nauplius is the
first larval phase and it has only three pairs of appendages
which are all used for swimming. Furthermore, the nauplii
do not feed and are supported by the maternal yolk
reserves that are present when they hatch. The nauplii
metamorphose first into feeding protozoea and then a
mysis (Figure 36.2), both of which live in offshore waters.
Metamorphosis of the mysis produces a megalopa which
migrates to brackish inshore waters. The megalopa under-
goes metamorphosis into a benthic juvenile which uses
estuaries as a nursery habitat. Adults then move from the
estuaries back to deeper and full salinity water offshore.

Freshwater prawns, such as Macrobrachium, and
crabs hatch out as planktonic zoea, advanced larval forms
that use thoracic appendages to swim upside down
(Figure 36.3). The freshwater Macrobrachium have a zoea
that lives in estuarine environments as it needs brackish
water (34); they are carnivorous, eating zooplankton,
worms, and larval forms of other invertebrates. Zoea
undergoes a series of developmental stages before becom-
ing a postlarva (Macrobrachium prawns) or megalopa
(crabs). Macrobrachium pelagic postlarvae move
upstream towards less saline water swimming with the
dorsal side uppermost. During this migration the postlar-
vae start to undergo the transition to the adult benthic
habit. The size at which postlarvae start the upstream
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migration is thermally driven and low temperatures can
bring about migration in small individuals.

The larval and post larval phase of Homarus lobsters
is about 6–8 weeks long. They have a very short nauplius
phase and quickly metamorphose into a larval form; the
first three larval stages are very similar to the zoea phase
of the crabs and are sometimes called mysid larvae (35).
The zoea of Homarus lobsters undergoes a series of devel-
opmental stages, ultimately becoming a postlarva (equiv-
alent to the megalopa). Postlarvae undertake the transition
from a planktonic to a settling and finally a benthic juve-
nile through behavioural response to light, gravity, and
water pressure. The early benthic juvenile phase is highly
cryptic as these individuals use shelters until they are big
enough to avoid predation.

The life history of spiny lobsters (palinurids) differs
from the other decapod Crustacea in that the nauplius
stage is very short (several hours) before development into
a larvae (phyllosoma). The phyllosoma is dorso-ventrally
flattened, transparent, and very thin (36), a body form that
is suitable for the passive dispersion of these larvae in
ocean water currents. The phyllosoma phase is very long,
lasting as much as 391 days and potentially larvae are car-
ried considerable distances (�1000 km). This extended
dispersal phase makes it difficult to locate and collect the
phyllosoma in oceanic waters and as a result little is
known about their biology. There are 7–13 phyllosoma
stages and the last phyllosoma stage metamorphoses into
a non-feeding, transparent, and free-swimming puerulus
(postlarvae). Puerulus use energy stores acquired as phyl-
losoma until metamorphosis into a feeding post-puerulus
or juvenile. Benthic puerulus are vulnerable to predation
and therefore initially hide in cracks and crevices, or in
burrows. As a result of this cryptic behaviour it has been
difficult to determine the cues important in the selection
of settlement sites and habitats. Once juveniles are large
enough to protect themselves from predators they begin to

adopt a more typical adult lifestyle and a scavenging and
omnivorous diet.

C. GROWTH AND ECDYSIS

The hard exoskeleton of the crustaceans is a non-living
layer that plays a role in protection, gaseous exchange,
and support. However, it is unable to increase in size, and
therefore growth is constrained by this hard exoskeleton.
An increase in size occurs only after the old exoskeleton
has been shed (moult) and a new exoskeleton has formed
and hardened. The process of moulting is called ecdysis
and as a result the process of growth is incremental rather
than continuous. During the moulting process the animal
increases in size by absorption of water, but somatic
growth occurs between moults. Many aspects of the life of
crustaceans, including growth and reproduction, are
directly under the control of the physiological changes
associated with the moulting cycle.

The process of moulting can be divided into five dis-
tinct stages (37):

1. Premoult. Animals are getting ready to discard
the old exoskeleton by starting to break down
the exoskeleton. Enzymes are released that start
dissolving the old skeleton, and calcium and
other materials are absorbed from the old shell.
The epidermal cells beneath the cuticle
increase in size and begin to secrete the new
exoskeleton which is deposited beneath the old
exoskeleton. 

2. Moult. As the animal increases in size through
ingestion of water the internal pressure causes
the weakened old exoskeleton to split at the
membrane between the cephalothorax and the
abdomen. The animal pulls itself out of the old
exoskeleton and emerges out of the original
shell. The new exoskeleton is present, but is
soft and pliable and the animal is defenceless
until it hardens. Water continues to be absorbed
to increase body size.

3. Postmoult. The new exoskeleton hardens by the
re-deposition of calcium and other soluble
materials that were stored from the dissolution
of the old endoskeleton. The exoskeleton is still
soft and animals are vulnerable to predation.

4. Intermoult. This is the period between moults
during which time the water absorbed by the
animal during the moult is replaced by somatic
tissue. In the early stages of the lifecycle, when
the larvae and juveniles are growing quickly
and undergoing metamorphosis, the intermoult
periods are relatively short. However, once the
adult phase is reached, moulting occurs less fre-
quently and the intermoult periods are longer.
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Crustaceans may lose appendages through accidents
or shed appendages voluntarily in a process called auto-
tomy (38). In the decapod crustaceans there is a specific
site on an appendage at which autotomy can occur. This
means that, regardless of where the damage has occurred,
the appendage will always be dropped off at that point.
Once an appendage has been shed cells at the breakpoint
begin to enlarge and a regenerated appendage is formed,
complete with exoskeleton. Regeneration can only occur
during the premoult phase; therefore the animal cannot
form a new limb until it is passes through the next moult
cycle. If an individual has lost a large number of
appendages then the intermoult phase may be shortened
and the next moult cycle will start earlier (38).

Growth rates of many crustacean species have largely
been described under culture conditions. However, models
of population dynamics and stock assessment required for
fisheries management rely heavily on accurate estimates of
growth rates of wild animals. In fish, hard structures like
scales and ear bones (otoliths) grow in such a way as to
leave a record of somatic growth. However, the lack of per-
manent hard structures in crustaceans that contain a record
of somatic growth is problematic when estimates of age are
need. Tagging studies on wild populations have been used
to estimate growth rates (e.g., 39); however, this relies on
adequate recovery rates of tagged individuals and retention
of tags during moulting cycles. Recently, it has been dis-
covered that both freshwater and marine crustaceans have
deposits of an autofluorescent neurolipofuscin that accu-
mulates in the eyestalk ganglion and the concentration of
which is correlated to the physiological age of the individ-
ual (40, 41). The neurolipofuscin pigment can be extracted
from the tissue using solvents and the intensity of fluores-
cence is used as a measure of neurolipofuscin concentration
(42). Alternatively, tissue sections prepared histologically
can be viewed under a specialised microscope and the den-
sity of fluorescing granules estimated (41). As deposition
rates of neurolipofuscin are related to the physiological, not
chronological, age of individuals the rates of deposition are
modified by environmental factors such as temperature
(43). Despite this lipofuscin concentration has the potential
to be used to estimate growth rates and determine year-
class strength in populations for fisheries management.

D. HORMONAL CONTROL OF MOULTING AND

REPRODUCTION

The cyclic processes of moulting and reproduction have a
major impact on adult physiology and are under the control
of hormones (44). The neurosecretory X-organ, located in
the eyestalk of many decapod crustaceans, produces moult-
inhibiting hormone (MIH) and vitellogenesis-inhibiting
hormone (VIH). These hormones once released by the
X-organ are sent to a sinus gland, also in the eyestalk,
and then released into the hemolymph (blood). If the

concentration of moult-inhibiting hormone decreases in the
hemolymph this promotes the release of moulting hor-
mones (ecdysteroids) from the Y-gland, located near the
mandible muscles. Low concentrations of moulting hor-
mones are present during postmoult and intermoult periods,
but they increase during early premoult which starts the
processes of moulting, followed by a decrease prior to
moulting. Likewise, low concentrations of VIH result in the
release of reproductive hormones and the process of egg
production begins.

Although the moulting cycle is controlled hormonally
factors that initiate moulting are often external, e.g., food,
temperature, and day length. Given that aquaculture
requires the control of all aspects of an animal lifecycle,
including growth and reproduction, there is some under-
standing of the hormonal control of moulting and how this
can be manipulated. In the 1970s it was found that
destroying the eye stalk (ablation) will induce non-gravid
female shrimp to mature and produce eggs. Eyestalk abla-
tion will reduce the intermoult phase, induce stimulation
of ovarian development, and accelerate the rate of ovarian
development due to the absence of the moult-inhibiting
and vitellogenesis-inhibiting hormones (45). Today eye-
stalk ablation is used in almost every marine and seawater
shrimp aquaculture facility to shorten the intermoult
phase, accelerate growth rates, and to produce animals
with soft shells for market. In aquaculture the ability to
control reproductive activities and ensure the production
of eggs and sperm when required has many advantages;
(1) it allows development of selective breeding programs,
(2) it is possible to promote reproductive development and
not be seasonally dependent on natural reproductive
cycles, and (3) control spawning activities which can
increase the proportion of females that spawn at any time.
Therefore, hatcheries use eyestalk ablation as a way to
advance reproductive activities and synchronise spawning. 

E. REPRODUCTION

The sexes are separate in the decapod crustaceans; in
females a pair of ovaries and in males a fused pair of testis
is located in the cephalothorax. In some species, shortly
after the female becomes sexually mature she must undergo
a moult at which time she is able to mate and receive sperm
from males. Males have an opening (gonopore) on the last
pair of walking legs through which sperm enclosed in a
package (spermatophore) is deposited between the fourth
pair of walking legs on the female thorax. In prawns,
females have a spermatophore receptacle called a thely-
cum. Females lay eggs through a gonopore after sperm
deposition and the sperm is used to fertilise the eggs.

Penaeid prawns release the fertilised eggs into the
ocean, but most species transfer eggs to the underside of
the abdomen. The egg brood is kept aerated and clean of
debris by the fanning movement of the pleopods. The eggs
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develop here until the larvae hatch out. A female carrying
a brood of eggs is described as being in berry and the eggs
can be seen as a mass of orange due to the presence of
carotenoids. As the eggs develop they change colour from
orange to brown and then finally grey several days before
hatching. Larvae hatch from the eggs and remain attached
to the brood chamber for up to 24 hours. The female dis-
lodges the larvae by lifting her tail and vigorously beating
the pleopods. Larvae are usually released at night to min-
imise risk of predation and on a high tide to ensure the
transport of larvae away from the reef. Generally newly
released larvae respond negatively to gravity and posi-
tively to light such that they move up in the water column
into surface waters.

F. FEEDING

Larvae and postlarvae are predators, feeding actively on
phytoplankton and invertebrate zooplankton (46). They
are able to feed on suspended particles and will actively
chase and capture zooplankton. However, they are largely
opportunistic feeders and may be cannibalistic when held
in high densities. Among the adult forms there is a diver-
sity of feeding modes, but many of the edible crustaceans
are scavengers and/or predators and many species are
omnivorous. The diet of scavengers (e.g., prawns)
includes a range of dead plant and animal matter includ-
ing detrital aggregates. The prey of predators (e.g., lob-
sters and crabs) includes worms, crustaceans, molluscs,
and fish. Cannibalism may occur at very high densities in
culture conditions, particular in crabs and especially when
individuals have just moulted and are soft-shelled. Food
detection is primarily through chemosensory structures on
the head. The antennae and antennules can detect low
concentrations of chemicals and are used for distance
chemoreception, while appendages around the mouth are
used for contact chemoreception and are able to detect
high concentrations of organic compounds (33).

Once food is captured or found the maxillipeds are
used to hold and crush, and the mandibles and maxillae
are used for ingestion. At this point food is broken into
fine pieces before being passed into the foregut. In deca-
pod crustaceans the muscular foregut is divided into two
chambers; a cardiac stomach and a pyloric stomach. In the
cardiac stomach a gastric mill with chitinous teeth is used
to further grind food down before it is passed into the
pyloric stomach. Digestive processes are initiated in the
foregut with the release of enzymes secreted by a diges-
tive gland. Partially digested food is then passed from the
foregut through to the mid-gut which is the primary site of
enzyme activity and nutrient absorption and the final
stages of digestion occur. Enzymes are produced by
digestive tubules that form a glandular appendage (diges-
tive gland), which is involved in enzyme synthesis and
secretion, nutrient absorption, and lipid storage.

Although toxic poisoning in humans through the con-
sumption of crustaceans is not typically associated in the
same way that molluscan shellfish are, there is evidence
that crustaceans may accumulate toxins in their tissues
(review 47). Uptake of toxins by crustaceans occurs when
they consume bivalves that have toxins and toxins are
accumulated in the hepatopancreas (48). However, poi-
soning of humans rarely occurs because the muscle tissue
of crustaceans is predominantly eaten, but if the whole
animal is cooked (e.g., crab soup) or the digestive gland is
eaten then toxins accumulated in this gland can be trans-
ferred to humans. In crabs there is evidence that toxicity
may be the direct result of the consumption of the
macroalgae Jania (47). 

G. MOVEMENT AND MIGRATION

For many crustaceans planktonic larvae are typically the
dispersal phase of the life history, in those species which
have a very long larval phase, e.g., spiny lobster, phyllo-
soma, can be dispersed considerable distances. Movement
patterns of phyllosoma are poorly known because of diffi-
culties in sampling animals that occur at low densities in
large oceanic water masses. More recently the approach to
studying movement patterns of these larvae has involved
integrating oceanographic circulation patterns with larval
distribution. In some cases there is evidence that phyllo-
soma may be retained within gyre systems ensuring that
they return to the reef. Although dispersion of larvae and
phyllosoma is affected by current systems, they can actively
orientate themselves in the water column and effectively
control some of their movement. Many species undertake
vertical migrations in the water column, thereby using
water currents at different depth strata to allow some con-
trol in their return to the reef (49). For example, the Western
Australian spiny lobster early in the larval phase stays in
surface waters which ensures movement offshore away
from the reef, but when mid- and late-stage phyllosoma
avoid surface waters they are more affected by subsurface
circulation which returns them back to the coast (49).

Adult lobster species undergo movements that can
occur on a range of spatial scales from 100s of metres to
100s of kilometres (32). Some of these movements are
temporally and spatially predictable, with directional
migration involving thousands of individuals as seen in
some of the spiny lobsters (50). The reasons for the move-
ments are varied and in many cases unknown (36).
However, they may be related to spawning activities,
redistribution of juveniles, movement out of sub-optimal
environments, facilitating exchange of genetic material, or
environmental factors, e.g., temperature. In some cases
during the migrations lobsters follow predictable routes in
single file for 2–4 days, which can make them vulnerable
to over-fishing. On the Scotian shelf tagged adult
Homarus lobster have recorded migrations in excess of
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200 km over a year, but they often return to the same area,
suggesting long-range homing behaviour (32). The mech-
anisms used by spiny lobsters to orientate themselves and
be able to undertake directional migrations and display
homing behaviour are unclear. Recent work has explored
the use of magnetic orientation by spiny lobsters through
experiments that relocate animals and use magnets to
modify the magnetic field around the individual. It
appears that spiny lobsters (Panulirus argus) do use mag-
netic information to orientate themselves and be able to
return home. Interestingly, individuals appear to use their
relative position to the home site to orientate; in other
words, they use a geomagnetic map (51).

H. BEHAVIOUR

Unlike largely sedentary molluscan shellfish, many edible
crustaceans, particularly lobsters and crabs, display
advanced social and reproductive behaviour (32).
However, much of what is understood about decapod
behaviour has been obtained in aquaculture conditions,
where animals are held in high densities and inter-indi-
vidual interactions are frequent. In nature most decapods
are largely solitary, nocturnal, and remain hidden. Spacing
and occupancy of shelters is a major aspect of their social
behaviour (52). Lobsters at high densities will obtain and
defend mates and shelters through dominance hierarchies.
In particular, dominant males are able to evict subordinate
males and are able to gain and retain mates. In contrast, at
low densities dominance hierarchies are not formed, but
individuals are highly territorial. Although the differences
in behaviour under conditions of high and low density are
evident in culture conditions, these may also be seen in
the wild associated with ontogenetic changes in behav-
iour. For example, juvenile spiny lobsters are solitary and
cryptic, but intermediate-sized individuals will aggregate
together in shelters.

The use of the claws in behaviour is diverse, e.g., male
fiddler crabs wave their claw to entice females into the bur-
row for mating, and in contrast, some lobsters and crabs
will use the well developed claws in aggressive interac-
tions. Some factors that affect aggressive interactions and
their outcome are size, moult stage, and gender of the indi-
viduals involved (53). The nature of dominance interac-
tions can range from ritualised displays to physical fights
which can result in the loss of limbs. Typically individuals
that are bigger and with larger claws will have a greater
chance of winning encounters. However, there are distinct
changes in aggression during the moult cycle. An individ-
ual may maintain a high level of aggressiveness until the
point that the old shell has been moulted, possibly so shel-
ter that will provide protection during the soft-shell state
can be obtained and maintained. Recently moulted indi-
viduals will be less aggressive as the soft-shell provides lit-
tle protection during interactions.

IV. CONCLUSION

The shellfish represent a biologically diverse group of
marine invertebrates that includes very important harvest
and aquaculture species world-wide. The sedentary
lifestyle of many species makes populations vulnerable to
changes in the environment that will affect recruitment of
juveniles into adult populations and the quality of adults as
a food source. Aspects of biology, ie growth, ecology,
reproduction, feeding, and movement that have been stud-
ied in detail are often related to our need to manage wild
stocks and for the successful culture of new species. Given
that these are invertebrates and many of these species are
low in the food chain, it may be considered that they will
be less vulnerable to over-exploitation. However, the
advanced behaviour and extended pelagic larval phase of
some lobster species, about which we know little, means
that over-fishing is possible and aquaculture of these
species will be challenging.
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I. INTRODUCTION

Aquaculture has been described as both the art and science
of growing aquatic animals and plants. It has been practiced
for thousands of years by different societies using a wide
variety of approaches to growing aquatic organisms in
water. The origins of aquaculture will probably never be
known because there are no ancient aquaculture-specific
artifacts or even the remains of ponds or dams that can be
distinguished from other uses such as water storage or for
growing crops (1). However, there is some historical evi-
dence from around the world that shows aquaculture has
existed for thousands of years and in several different
places. There is a bas-relief of fishing, probably for Tilapia,
from fish ponds in ancient Egypt 4000–4500 years ago (1).
Several types of integrated aquaculture/agriculture systems
were known in South America (1) and there is the
1500–1800-year-old Ahupua’a marine aquaculture in
Hawaii (2). Fish ponds were well known in Europe during
the Roman Empire and Middle Ages (3). In many ways
China could be considered the head and heart of traditional
aquaculture, certainly in freshwater, since it is here that
large scale aquaculture has the longest history and has
shown the most evolution. Pond culture of common carp
was recorded over 3000 years ago and about 2500 years ago
Fan Li, considered the father of Chinese fish culturists,

wrote “Yang Yu Ching” or a “Treatise on Pisciculture” to
detail practical methods for freshwater aquaculture (4, 5).
Recently, within the last half of the twentieth century, aqua-
culture has shifted into an industrial phase and global pro-
duction has increased dramatically. Currently, aquaculture
of finfish, molluscs and crustaceans (shellfish) produces
37.5 million tonnes per year and accounts for 29% of the
total global fishery harvest (6). Aquaculture continues to
expand and has increased its share of the global fishery from
less than 4% in 1970 (6). Aquaculture has great potential to
expand further and to meet an increasing human demand for
protein. To accomplish this dramatic changes in current
structures and practice may be necessary. The debate on
sustainable aquaculture is only just beginning (7–10).

There are many ways to farm fish: they may be housed
in ponds, tanks, cages and raceways; held inside or outside
in salinities from freshwater through to seawater; and
grown with or without other fish, animals or plants that are
also available for harvesting. Aquaculture can be divided
very broadly into extensive and intensive forms. It can be
argued that intensive aquaculture is distinct from other
forms, whereas there is a continuum from extensive to
semi-intensive systems. Under intensive aquaculture,
water provides physiological support for the fish but all
other means of sustaining life are provided from external
sources, the most obvious being the supply of nutritionally



complete feeds. Extensive aquaculture is viewed as a sys-
tem which manages the natural productivity of water to
grow products that can be used. The level of management,
the types and magnitude of inputs and the diversity of pro-
duction all contribute to the complexity of non-intensive
systems. Thus, Chinese polyculture of up to eight species
of finfish is a good example of semi-intensive aquaculture
at one end of the continuum. Annual gross yields in
Chinese polyculture are reported to reach 20 tonnes per
hectare although the median is six to eight tonnes (11). In
contrast, extensive systems at the other end of the contin-
uum, such as managed lakes, would rarely exceed 0.5
tonnes per hectare per year (see p. 37-10). 

Carp species account for by far the largest portion of
global finfish production with the majority of these grown
in China (6). Production is based around polyculture
within ponds and their integration within wider agricul-
ture systems (11). Outside of China, carp are produced in
many countries and systems, including intensive pond and
tank production of common carp in Europe and Israel (12)
and semi-intensive pond polyculture of common, Indian
and Chinese major carp in India. Aquaculture of salmonid
fishes, including Atlantic salmon, rainbow trout and
Pacific salmon, is the largest intensive finfish aquaculture
system in the world and has now overtaken channel cat-
fish aquaculture, one of the first intensively farmed finfish
species. Many countries have some salmonid aquaculture
and the major producers are Norway, the United
Kingdom, Canada and Chile. Nevertheless, the various
carp species with more than 15 million tonnes per year
dwarf salmonid culture with one tenth of this production
(Figure 37.1). The other most important finfish are Tilapia
and milkfish (6). Tilapia species (1.05 million tonnes) are
cultured around the world under different systems: they
are the mainstay of aquaculture in Africa where they are
mainly grown extensively in small ponds; they are used in
semi-intensive freshwater polyculture in China, as well as
being grown intensively in tanks and ponds in Israel and

the United States. Milkfish (0.46 million tonnes) is a
major brackish water aquaculture species in South East
Asia and a large expansion occurred after the develop-
ment of commercially effective artificial propagation
techniques in Taiwan (13). Species new to aquaculture are
constantly under development with considerable focus on
higher value marine species. The major hurdle to over-
come with most marine species is closure of the life-cycle,
which is often technically difficult due to the small size,
fragility and unknown feeding and husbandry require-
ments of marine larvae. Wild-caught fry or juveniles are
still used in the aquaculture of many species but the long-
term sustainability of this practice is questionable. This is
a major challenge that may take many years to solve for
some species (see p. 37-6).

Finfish account for approximately half of aquaculture
production with crustaceans and molluscs accounting
equally for the majority of the remainder (6). Of the top 29
aquaculture species three bivalve molluscs are in the top ten
by production with over 8 million tonnes whereas the pre-
dominant crustaceans are prawns with about 1 million
tonnes per year (Figure 37.1). The monetary value reflects
the socioeconomic and technical basis of particular aqua-
culture systems so that high value prawns and salmonids
have a far larger share of the total monetary value of aqua-
culture production than of the production weight (Figure
37.2). Although aquaculture production is based on at least
210 different plant and animal species the majority comes
from the few groups discussed above (6). In 2000 (6) nine
countries produced more than half a million tonnes of aqua-
culture product, including plants, and were headed by
China (32 million tonnes), India (2 million tonnes), Japan
(1.3 million tonnes) and the Philippines (1 million tonnes). 

The aim of this chapter is to provide an overview of the
range of aquaculture species and systems found. A more
detailed discussion of the principles governing aquaculture
practice will use selected examples taken from intensive
and semi-intensive aquaculture.
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II. INTENSIVE AQUACULTURE SYSTEMS

The principles that drive intensive aquaculture are based
around maximising production in the shortest length of
time. Intensive aquaculture is most often based on mono-
culture of high value species in developed countries.
Animals may be contained in a wide variety of structures
including net-cages (Figure 37.3), tanks, raceways and
earthen ponds (Figure 37.4). Fish are held at high densities

and fed nutritionally complete feeds, usually at maximum
rations. As has been found in intensive agriculture indus-
tries, fish are sensitive to disease and periods of high mor-
tality have been associated with many intensive
aquaculture industries. 

Reproduction and propagation of major freshwater fin-
fish (i.e., salmonids, carps and catfish) is relatively
straightforward and achieved with a high success rate. One
of the important features of these finfish groups is the large
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FIGURE 37.3 Use of cages in different forms of aquaculture a) 24-m2 cages for marine Atlantic salmon farming, b) ring-cages for
marine Atlantic salmon farming, c) small 4-m2 cages for grouper farming, d) small 2-m2 cages for barramundi grow-out in freshwa-
ter ponds.

FIGURE 37.4 Fish holding in (a) concrete tanks used for marine finfish, (b) concrete raceways for rainbow trout, (c) indoor fibre-
glass tanks for rainbow trout and (d) a drained earthen pond for freshwater silver perch.



size and robust nature of eggs and the ease of feeding com-
pound feeds immediately at, or soon after, first-feeding.
This is in marked contrast to marine species in which far
greater investment in technologies for rearing larvae and
for supplying live feeds has been made. It should be
pointed out that some industries, such as Asian sea bass
(14), are adopting extensive practices to produce feeding
fry for intensive grow-out (see p. 37-6).

Nutrition and feed development are critical issues at
present. Aquafeeds use large amounts of valuable fish
meal and fish oil and considerable effort is being directed
at developing alternative ingredients (15–17). The propor-
tion of the global fish meal supply used in aquafeeds is
reported to have increased from 10% (1988) to 35%
(1998) (9). These authors also point out that this is due to
a reallocation of a relatively static global harvest of fish
meal from other feeds to aquafeeds; aquaculture has not
caused any increase in fish meal production. Successful
experimental feeds that are free of marine products have
been developed for larger channel catfish, and following
on from this the total animal meal now used in commer-
cial catfish feeds is less than 2% (18). However, the
omnivorous channel catfish is one of the few non-carniv-
orous finfish farmed intensively and the complete removal
of marine ingredients from feeds for carnivorous species
poses more difficulties. For example, salmonids have
limited ability to use dietary carbohydrate (19), and this
places constraints on the type of plant-based ingredients
that can be used since raw meals contain large amounts
of carbohydrates. A likely trend will be the development
of high protein ingredients from plant and microbial
sources. Products from grains and legumes such as
soybean, lupins, canola and peas and microbial sources
such as bacteria are currently being investigated (20, 21).
Commercial Atlantic salmon feeds can contain over 38%
fish oil, making the sector the major user of global fish
oil production. This level of use and the probability of
increased competition for fish oil from other sectors (e.g.,
nutraceuticals) have the potential to severely restrict fur-
ther expansion of salmon aquaculture. Fortunately, it now
appears feasible to replace up to 50% of the fish oil in
Atlantic salmon feeds with plant oils (16), although there
may be salmon health implications under some circum-
stances (22). 

Maintaining animal health and disease control are of
major importance in all sectors of aquaculture. There are
examples of severe disease outbreaks that have led to
huge losses in production. The effects of viruses, includ-
ing white spot syndrome, monodon baculovirus and yel-
low head virus, have almost decimated the marine prawn
industry; losses up to 1996 were estimated to have
reached US$ 3 billion (23). The Atlantic and Pacific
salmon industries have suffered from major viral (e.g.,
IPN, infectious pancreatic necrosis; ISA, infectious
salmon anaemia), bacterial (e.g., furunculosis; bacterial

kidney disease) and parasitic (e.g., sea lice; ameobic gill
disease) diseases. There was a major outbreak of furun-
culosis in the early 1990s that resulted in yearly losses of
US$ 77 million. Fortunately, the disease has declined
since 1993 due to the use of effective vaccines (24).
Vaccination against a variety of potential pathogens is
now a major management procedure in the Norwegian
salmon industry and over 90% of all stocks are vacci-
nated by injection into the intraperitoneal (visceral) cav-
ity (24). Vaccination is only a part of the health care
management programs now in place in the salmon indus-
try. These recognise the need for trained personnel, rou-
tine monitoring and quick diagnosis; to minimise stress
through appropriate stocking densities, careful and mini-
mal handling; site rotation to break the disease cycle;
cooperation between farms to ensure single-year class
stocking at a location in order to prevent vertical transfer
and break disease cycles (24). Aquaculture is also vul-
nerable to environmental impacts that include predators,
blooms of toxic algae, contamination from land run-off
and disasters such as oil spills. Aquatic animals are
bathed in the contaminated water and it is often much
more difficult to move them away from an aquatic threat
compared to terrestrial situations.

Offshore marine finfish aquaculture is now being
developed in response to human-related pollution and
other stresses on the marine coastal environment as well
as user conflicts with commercial and recreational groups
(25). Technology required for holding and servicing
stocks must be far more resilient than for inshore farming
and greater mechanisation is needed to reduce the need
for manual intervention (25). Assessment of health and
growth status, removal of dead fish and feeding are
required on a regular basis; grading and harvesting should
be possible in any weather. This involves greater use of
technology, it is more expensive to purchase and has
higher running costs which must be balanced by increased
production efficiency (26). There is increasing evidence
that growth is faster and more efficient in larger cages
(27). Large submersible cages for offshore locations are
under development for several aquaculture sectors includ-
ing salmon and flatfish (28). One example was the
Tension Leg Cage, which could be submerged in rougher
weather to reduce wave damage at the surface (28). In
addition to these open production systems there have been
significant advances in closed production system technol-
ogy. Closed systems are usually land based, use tanks and
rely on technology and management to maximise water
quality and minimise water use through reuse. This is
achieved with water reticulation and physical filtration
systems that aid the removal of solid and suspended
organic material, heat exchangers to maintain water tem-
perature and reduce heating costs, biofilters containing a
microbial flora that removes various harmful nitrogenous
compounds and UV filters to reduce bacterial loads. 
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A. SALMONIDS

Around ten salmonid species (members of the family
Salmonidae) are farmed in 60 countries (29) and over 90%
of aquaculture is based on Atlantic salmon, rainbow trout
and coho salmon. Salmonid species of interest are natu-
rally found in temperate areas of the northern hemisphere,
Oncorhynchus species from the Pacific and Salmo species
from the Atlantic. Demand from recreational fisheries and
aquaculture places them as global species with a consider-
able southern hemisphere presence (30). Rainbow trout
have been cultured for many years. Denmark pioneered
pond-based production of plate-sized fish at the end of the
nineteenth century (30). In the last ten years Atlantic
salmon has become the major salmonid species due to a
huge expansion in sea-cage farming in Norway followed
by Scotland, Canada and Chile. Small juvenile Atlantic
salmon, called parr, have brown sides with complex pat-
terns of spots and darker stripes. Adults are typically
streamlined and silver scaled with prominent dorsal, pec-
toral and pelvic fins; the tail should be distinct and slightly
forked although farmed fish often have worn fins. Rainbow
trout has been described as the Pacific cousin of Atlantic
salmon due to the similarities in shape, patterns and silvery
colour as well as similar reproductive characteristics (31).
Coho salmon are also known as silver salmon. Immature
fish have a metallic blue dorsal surface that silvers on the
sides; mature males have bright red sides and bright green
heads and backs (32).

Atlantic salmon are typically anadromous (return from
the sea to spawn in freshwater) with freshwater and sea-
water phases in their life-cycle. Mature males and females
return to freshwater sometime in the 12 months before they
spawn. These large impressive fish of up to 30 kilogram
famously migrate up the rivers and streams that they last
swam down as immature parr several years previously.
Once in the spawning grounds the female makes a hollow
(redd) in gravelly stream beds where the male fertilises the
eggs as they are released. The buried eggs hatch into a
yolk-sac stage (alevin) and emerge as fry that start feeding
on animal prey. The fry grow into parr that then undergo
smoltification, a metamorphosis taking several months, to
enable migration into the sea. After two to five years at sea
(sea-winters) the fish return as mature adults. Some fish
mature and return after one sea-winter and are called
grilse. Aquaculture initially recreated this natural life-cycle
but varying degrees of manipulation are now used to pro-
mote rapid and uniform growth, minimise maturation and
maximise harvest over as much of the year as possible. 

Broodstock are often removed from a production run
on the basis of size and external appearance. They are then
conditioned prior to spawning. Selective breeding is used.
In Norway it is estimated that 65% of the Atlantic salmon
and rainbow trout produced originate from the National
Breeding Program (33). This program has incorporated

growth, age at sexual maturation, disease resistance and
flesh quality as selection characteristics (33). Broodstock
conditioning is best in freshwater and synchronous matu-
ration is achieved through the use of hormonal prepara-
tions as well as keeping the fish under the same
conditions, sometimes males and females together or
sometimes in recirculating water allowing chemicals
released by the fish to act as they would in the wild (29).
Hand “stripping” of eggs and milt, by applying firm pres-
sure along the abdomen, followed by gentle mixing, fer-
tilises the eggs. Hand-stripped Atlantic salmon and
rainbow trout can be re-conditioned for the next season.
When larger numbers of eggs and milt are required they
are removed directly following euthanasia. This procedure
has to be adopted with Pacific salmon which only spawn
once (30). Sperm are inactive until they touch water so
contact is minimised until mixing with eggs. Eggs absorb
water on fertilisation, become larger and “sticky” and then
harden. Straightforward procedures are followed to ensure
maximum fertilisation rates that typically exceed 95%.
Fertilised eggs are then incubated under dim or red lights
in gently flowing water. Adequate water flow is required
to ensure good supply of oxygen and the removal of solu-
ble wastes as well as debris. Incubators are of different
designs that vary between deeper cylindrical upwellers to
shallow troughs. The California or undercurrent system
uses hatching trays positioned in shallow troughs and is
considered the most effective design (30). On hatching the
alevins use their yolk-sac before being weaned directly
onto compound feeds and the fry stage is reached on loss
of the yolk-sac. There is considerable individual variation
in feeding success and growth rate, so size-grading is used
to control size distribution and prevent cannibalism
(amongst the smaller stages). Development now proceeds
from the parr to the smolt stage. Attention has been
focused on controlling this process in order to manage the
supply of fish into the major production stage. All in all
there has been a highly effective transfer of scientific and
technical principles reflected by 80–90% survival from
hatch to smolt (30). 

Smolt usually have to be transported from the hatchery
to the grow-out site; this can be by land, air or sea and care
is taken to reduce stress by providing dark aerated condi-
tions and to transfer smolt via pipes directly into the cages.
The “smoltification window” describes a period during the
season when parr must be of a certain size to start the
process of smoltification. It is normally in the spring for
Atlantic salmon but more variable for Pacific salmon. In
contrast, successful sea-water transfer of rainbow trout, a
non-smolting species, is related to larger size (29). The
majority of Atlantic salmon on-growing is conducted in
sea-cage systems. These are essentially large bag-nets held
on floating frames that are anchored to ensure the frames
stay in the same place. Bag-nets are five to 20 metres deep
and their shape is maintained by devices such as metal
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rings around the circumference of the net, weights and
lead-core ropes (29). Groups of cages are usually held and
anchored together and, depending on the design, they can
be joined by walkways or only accessed individually by
boat. Galvanised steel square-cages are typically available
in 12 to 24 metre square sections. A 24 metre section
would consist of a 15 by 15 metre net surrounded by walk-
ways (Figure 37.3a). Each section incorporates floats
under the walkways and sections are hinged together to
expand a system and to provide flexibility in rougher seas.
The other main type of sea-cage is the circular ring-cage in
which a buoyant circular ring structure is used to hold a
circular bag-net, mooring cables and other ancillary struc-
tures such as bird netting or feeders (Figure 37.3b). These
structures can range in circumference from 60 to over 120
metres. Compared to square-cages they are usually placed
further apart, allow greater water flow through a group of
cages and are easier to handle independently of each other.
There are a number of commercial variations of square-
and ring-cages holding from a few tonnes to over 150
tonnes, approximately 40000 fish (29). 

Considerable intervention has been used to manage
smoltification and maturation. Controlling the supply of
smolt enables stocking over more of the year and more even
production throughout the year. This is particularly impor-
tant when a large proportion of fish mature within one sea-
winter as grilse which are smaller than older salmon (29).
One-year smolt is the normal age category for smolt but
half-year, one-and-a-half and two-year smolt are also pro-
duced and used (30). One-year smolt (S1) are exposed to a
natural photoperiod and are transferred in spring after one
year in freshwater; one-and-a-half year smolt are essen-
tially delayed S1 and transferred in the autumn rather than
in the spring like S1; Half-year smolt are transferred in
autumn prior to S1 and are produced by photo-manipula-
tion of the photoperiod that accelerates “spring.” Mature
salmon are not desirable in a production run. Mortality is
higher in seawater; they partition feed resources into
unwanted reproductive growth rather than somatic growth
and develop many poor external and flesh quality charac-
teristics that reduce marketability (29). Whether maturation
occurs is highly influenced by size and nutritional status so
that faster growing fish, often in warmer temperatures, will
mature relatively quickly but be of a smaller size. Strategies
to control the effects of maturation include the production
of sterile triploid fish or the use of all female stock, since
females show lower rates of maturity than males. 

Selective breeding has been used as a strategy to
improve Atlantic salmon and rainbow trout in Norway
since 1971 (33). Initially selection was based on growth,
then the frequency of grilse was incorporated to increase
the age at maturation. More recent selection strategies
have used disease challenge to increase disease resistance
and measurements of flesh colour, fat content and fat dis-
tribution to improve meat quality (33). There has also

been development and testing of genetically modified or
transgenic fish. Genetically modified Atlantic salmon parr
containing a growth hormone transgene (chinook salmon
growth hormone gene attached to an antifreeze protein
promoter sequence from ocean pout) grew at over two and
half times the rate of control fish due mainly to increased
feed intake (34). 

B. MARINE FINFISH

In the majority of developed countries that use intensive
aquaculture there is a premium on marine rather than
freshwater finfish. Of course, not all marine finfish com-
mand the same price or kudos associated with yellowtail,
tuna, halibut or grouper, for example. As yet, there is no
intensive aquaculture of high value marine finfish on the
scale or with the current rate of increase of Atlantic
salmon. The large and important Japanese yellowtail
industry produced 137000 tonnes in 2000 (35) but this
was below production at the start of the 1990s. Farming
yellowtail in Japan developed from holding wild-caught
fish and intensified in the 1970s. Too rapid expansion and
limitations due to disease and markets have led to greater
controls on the industry and a reduction in production
(36). Although hatchery-based propagation is possible the
Japanese industry is still largely based on small (<10
gram) wild-caught fingerlings that are grown to 50–100
grams before being sold for on-growing for about 12
months to about three kilograms (37). Bluefin tuna are
very valuable fish and attempts at forms of aquaculture
have been under way for many years in Japan, North
America, Europe and Australia (38–40). The few com-
mercial tuna farms, mainly located in Australia and the
Mediterranean, on-grow large wild-caught juvenile tuna.
In Australia, for example, juvenile southern bluefin tuna
shoals are caught using a purse-seine, towed back in spe-
cially designed ring-cages and transferred to moored
cages for a four- to eight-month grow-out (40). The tuna
are around 20 kilograms at catch and controlled grow-out
allows a high level of value adding to a fishery resource.
farmed tuna can treble in weight and larger tuna are more
valuable per kilogram as well as on a whole-fish basis.
Recently there are indications that aquaculture based on a
closed life-cycle of bluefin tuna is possible; successful lar-
val production from northern bluefin tuna that had them-
selves been grown in culture from larvae has been
achieved (41). The research program was started over 25
years prior to successful spawning of the wild tuna in
1995–96 and indicates the high level of complexity and
need for a considerable economic and time investment to
achieve success. Further development will be required
because there may be key differences between wild-
caught and domestic broodstock that could result in poor
larval quality and a low success rate in the production of
viable juveniles from this second generation. 
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Good examples of intensive marine aquaculture in
which the life-cycle is closed and that have a high produc-
tion are the European sea bass and gilthead sea bream in
the Euro-Mediterranean region (42), red drum in the south-
ern United States (43), red sea bream in Japan and the
Asian sea bass in South East Asia (14). European sea bass
production has increased steadily over the last ten years
and all aspects of production, from larval rearing to brood-
stock management, are considered to be under control
(44). Commercial hatcheries produce in excess of 180 mil-
lion juveniles for sea-based grow-out. Propagation is based
on a relatively standard larval rearing protocol supplying a
sequence of live feeds, rotifer followed by brine shrimp,
before weaning onto a compound feed (44). European sea
bass larvae first feed four or five days after hatching when
they are between four and six millimetres in length. After
three to four weeks they reach ten millimetres and wean-
ing onto a high protein compound feed begins and is usu-
ally complete by 40 days. An interesting development is
the successful use of a compound feed immediately at
first-feeding and for the entire larval period. Consideration
of supplying essential nutrients in a form that can be read-
ily assimilated is the key to this success and achieved using
ingredients such as phospholipids and hydrolysed proteins
(44). Rotifers and brine shrimps form the basis of most lar-
val rearing protocols. Rotifers are smaller and always fed
first, then with brine shrimp in order to provide food for
smaller individuals before only brine shrimp are used.
Other variations include “greenwater” techniques,
whereby microalgae are also grown because they appear to
benefit both the live feed and the finfish larvae. Red sea
bream are fed microalgae (day three to 25), rotifers (day
three to 33), brine shrimp (day 20 to 40) and compound
feed (day 20 to 60). Live feeds are often “enriched” by
feeding them commercial preparations to increase concen-
trations of specific nutrients, particularly polyunsaturated
fatty acids and vitamins. 

The aquaculture of Asian sea bass or barramundi pro-
vides an interesting view of how one species has been
highly adaptable and successful under many systems (14).
Its natural range encompasses the northern Indian and
tropical western Pacific Oceans and it is found from Iran to
Australia (14). Although aquaculture production is rela-
tively small (20000 tonnes in 1999) there is great potential
for a species that can be cultured using intensive and
extensive methods, indoors or outdoors, and that can be
grown over the full range of salinity (from fresh to sea-
water) and even in brackish bore waters far from the sea.
Tucker et al. (2002) have recently reviewed barramundi
aquaculture: barramundi are catadromous (opposite to
salmon) and sea water is needed for the broodstock, eggs
and the first half of the larval rearing cycle. The species is
also a protandrous hermaphrodite so that individuals first
mature into males (after two years) and then into females
(after three to five years). Barramundi can be spawned in

tanks or strip spawned and this can be achieved with or
without hormonal manipulation. Ambient conditions are
very important for maturation and spawning. Spawning
will occur regularly under summer photoperiod and tem-
peratures: in Australia these parameters are artificially con-
trolled in enclosed tanks to produce a regular supply of
larvae from a small broodstock population (14). In more
tropical locations farmed broodstock kept under natural
conditions at high temperatures (27–34°C) will spawn reg-
ularly in tanks. Spawning occurs on the full moon and can
be enhanced by first decreasing (also increasing tempera-
ture) and then increasing tank water depth (decreasing
temperature) to recreate a high tide. Barramundi are very
fecund and females produce hundreds of thousands of eggs
per kilogram on each spawning. Males are stocked with
females and the floating fertilised eggs are collected by
nets or from the outflow water. The larvae are 1.5 milli-
metres when they hatch and have a yolk sac and oil glob-
ule as food reserves that are fully depleted after six days.
Typically, larvae first-feed after two to three days (2.6 mil-
limetres length) and take around 25 days to metamorpho-
sise into juveniles (17 millimetres length). There are many
approaches to larval rearing that range from intensive to
extensive. Intensive procedures can be carried out in small
tanks using a rotifer and brine shrimp sequence, rotifers
from day two to day 15 and brine shrimp from day ten.
Production methods may also incorporate a greenwater
approach with the use of microalgae over the first part of
larval rearing. Extensive procedures are carried out in large
earthen ponds relying on natural plankton blooms initiated
by fertilising the pond. Juveniles are easily weaned onto
compound feeds and transferred from the nursery to grow-
out stage. In Southeast Asia grow-out uses small ponds
(0.08 to two hectares), coastal impoundments or smaller
cages (one to 300 m3). Several approaches to grow-out are
used in Australia. These include open freshwater ponds,
small cages held in freshwater ponds (Figure 37.3d), large
marine cages and, because barramundi command a high
market price, indoor tanks in more southerly non-tropical
regions. Production is based on plate-size fish of around
400 to 700 grams and larger fish of around two to three
kilograms for fillets or as “banquet” fish.

C. ABALONE

Abalone are herbivorous gastropod molluscs that graze,
usually nocturnally, on microalgae (attached to surfaces)
and macroalgae (seaweed) (4). They have one shell with
several holes along the edge for water exchange and a
famously pearly inner surface. Their large muscular foot is
an expensive delicacy around the world. Aquaculture
started in Japan about 50 years ago and numerous Haliotis
species are now grown commercially around the world.
Production is led by China and Taiwan with Australia con-
sidered to be leading industry development through
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research into areas such as feeds and nutrition, health and
grow-out technologies (45). Abalone culture has been
reviewed recently by Viana (2002). Farm-raised broodstock
are readily available and synchronous reproduction is usu-
ally managed through the control of water temperature,
water quality and high feed availability. Spawning can be
induced by manipulation of temperature and light: temper-
ature shock stimulation of spawning is created by raising
water temperature to a target level and then dropping it sud-
denly and shifting to a dark period. Fertilised eggs hatch
into non-feeding larvae which then undergo metamorphosis
and leave the water column to settle on the tank floors.
Diatoms (microalgae) are grown on hard surfaces and sup-
plied for several months for the post-larvae to graze on
before they grow larger and the radula becomes hard
enough to graze on macroalgae. This switch takes place at
about one centimetre length and abalone from one to three
centimetres are then ready for grow-out to about seven cen-
timetres. Broodstock and post-larval stages are often main-
tained in land-based facilities whereas grow-out may be
sea- or land-based. Sea-based systems are designed to pro-
vide shelter and good water flow but feeds still have to be
supplied. Abalone in land-based farms can be held in
ponds, tanks, raceways or other types of enclosure. Shallow
tanks with laminar water flow to minimise water use are
suitable in conjunction with compound feeds but greater
tank depth and water volumes are required when macro-
algae are the food. Large sectors of the industry are based
on the use of macroalgae as the principal and only food
source for grow-out and the regular provision of large vol-
umes of macroalgae is a major operational issue. However,
abalone can still be grown intensively on macroalgae. For
example, in some intensive Taiwanese farms abalone are
housed in banks of many small containers that are lifted out
from the water by overhead cranes, packed by hand with
macroalgae and returned. Abalone are slow growing and
will take up to five years to reach market size. In Australia
the use of macroalgae is not thought economic and there
has been a focus on developing a complete nutritionally
balanced feed. As a result the time taken to reach market
size has been reduced from five to less than four years.
Abalone are slow feeders and feeds remain in the water for
long periods of time which means significant leaching of
nutrients can occur (46). A variety of technologies have
been explored and include the use of high concentration of
ingredients that act as binders and as nutrients (e.g., wheat
and maize gluten), combinations of binders and the use of
microencapsulation for highly soluble nutrients (46).
Growth variation is large and selective breeding programs
for growth and growth efficiency are seen to be an impor-
tant area for future development (45). A variety of traits
such as growth rate, growth efficiency and marketable char-
acteristics have been suggested and research has already
established that heritability for survival and shell length is
high enough for use in selective breeding programs (47). 

III. SEMI-INTENSIVE AND EXTENSIVE
AQUACULTURE SYSTEMS

Semi-intensive and extensive culture of fish in ponds is fun-
damentally different from intensive aquaculture. This form
of pond culture uses a more holistic approach by exploiting
the biological characteristics of the immediate aquatic
ecosystem in fish production (48). The principles are based
on the management of a pond’s trophic web through alter-
ations to the natural progression of the species balance in
order to maximise conditions for fish production (48). Such
alterations include efficient use of external inputs, princi-
pally organic fertilisers, the removal of species to shorten
food chains or that are trophic “dead-ends” (e.g., macro-
phytes), supplementary feeding and complex harvesting
and re-stocking protocols. Pond-based polyculture, of
mainly carp species, that has been refined in China and the
pond-based monoculture of prawns provide examples of
semi-extensive aquaculture. Large-scale changes in the
types of aquaculture practiced in China are under way and
intensive systems are being developed for freshwater and
marine species (personal observation). Prawns are also
farmed under intensive, extensive, polyculture and inte-
grated aquaculture systems (49). 

A. CHINESE FINFISH POLYCULTURE

As described above the most significant contribution to
global aquaculture production is made by finfish cultured
using Chinese pond-based polyculture systems. Although
largely based on knowledge handed down by farmers with-
out them necessarily understanding the scientific basis of
management strategies (50) there has been considerable
work by provincial fisheries bureaus to document informa-
tion as a basis for making improvements through a scien-
tific approach (51). There have been dramatic increases in
production over recent years. Although aquaculture is
thousands of years old it is only since 1957 that Chinese
major carp fry have been artificially propagated. Apart
from increases in the number of fish and ponds available
other areas where huge improvements have been made
include training and technology transfer, effective pond
design, placing greater emphasis on polyculture, increas-
ing stocking density and increasing production through
multiple harvesting and re-stocking (51, 52). 

The finfish used in polyculture can be divided into four
groups based on their principal food and feeding habits:
plankton, macrophytes, detritus or aquatic animals (53).
The major species used in polyculture are silver carp (phy-
toplankton), bighead carp (zooplankton), grass carp
(macrophytes), mud carp (detritus) and black carp (mol-
luscs); common carp (omnivorous feeding) are also used in
high numbers. The former group of carp species are known
as the Chinese major carp (Table 37.1). Other species such
as the blunt nosed bream or Wuchang fish (macrophytes),
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crucian carp (detritus) and Tilapia species (plankton and
detritus) are also important in more complex polyculture
systems. Chinese finfish polyculture has been divided into
two main types: the “feeding model” and the “filter-feeding
model” (51). The feeding model is based on grass, black
and or common carp whereas the filter-feeding model
makes more use of silver and bighead carp and rarely uses
black carp. Although both models are widely used the bal-
ance differs between provinces. The feeding model is
prevalent in Zhejiang (89%) and Jiansu (89%) compared to
Hubei (25%) and Shandong (25%) (51). The number and
mix of the principal species and the use of additional
species is dependent on the province and on the farm (11).
Polyculture in provinces such as Zhejiang has been prac-
ticed for thousands of years. The climate is ideal for
extended production over a large part of the year and the
province is wealthy and very close to the huge marketplace
of Shanghai. Consequently, conditions favour the feeding
model and the production of species (grass, black and com-
mon carp) that are preferred in the market place. Thus, the
complexity of the polyculture practiced depends on geo-
graphical location, which influences the growing season;
on the historical and technological basis of aquaculture,

which influence expertise and technical support; as well as
on socioeconomic factors, which influence the mix of
species and the inclusion of more valuable species (11). 

Broodstock are grown in special ponds for four to
seven years and to weights in excess of five to ten kilo-
grams depending on the species (50). Broodstock are
placed in monoculture for a pre-spawning phase where
water quality and feeding are managed. Species other than
common carp normally spawn in flowing rivers so the
maintenance of good water quality with high oxygenation
is important in these ponds. Hormonal injections are used
to induce spawning and male and females are placed
together in circular concrete tanks where spawning and
fertilisation occur (50). The fertilised eggs sink and are
carried out of the tanks to be collected from the outflow
and placed into incubation systems. Large circular incu-
bation tanks, constructed from bricks and cement, are
stocked at around 800000 eggs per cubic metre of water.
Once the swim bladder is formed the larvae can be
removed and stocked into the nursery ponds. Rearing pro-
gresses over the summer and the first stage lasts for
around 30 days. Different carp are usually kept under
monoculture due to the similarity in larval diets. Soya
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TABLE 37.1
Major Aquaculture Species with Top 20 Rank by Production Weight in 2000 (35)

Group Name (Rank) Scientific Name Water, Feeding Mode

Finfish
Chinese major carp Silver carp (2) Hypophthalmichthys molitrix FW, filter feeder

Grass carp (3) Ctenopharyngodon idella FW, herbivore
Bighead carp (6) Hypophthalmichthys nobilis FW, filter feeder
Mud carp Cirrhinus molitorella FW, detritivore
Black carp Mylophryngodon piceus FW, carnivore

Indian major carp Rohu (11) Labeo rohita FW, omnivore
Catla (12) Catla catla FW, filter feeder
Mrigal (13) Cirrhinus mrigala FW, detritivore

Other carp Common carp (4) Cyprinus carpio FW, detritivore
Crucian carp (7) Carassius carassius FW, detritivore

Other finfish Tilapia (9) Oreochromis niloticus FW, omnivore
Milk fish (16) Chanos chanos B, herbivore
Channel catfish (20) Ictalurus punctatus FW, omnivore
Yellowtail Seriola quinqueradiata M, carnivore

Salmonids Atlantic salmon (10) Salmo salar M, carnivore
Coho salmon Oncorhynchus kisutch M, carnivore
Rainbow trout (18) Oncorhynchus mykiss FW, carnivore

Shellfish
Bivalves Pacific oyster (1) Crassostrea gigas B, filter feeder
(Molluscs) Small neck clam (5) Ruditapes philippinarum M, filter feeder

Giant ezo scallop (8) Patinopecten yessoensis M, filter feeder
Blue mussel (17) Mytilus edulis M, filter feeder

Prawns Tiger (14) Penaeus monodon B & M*, detritivore
(Crustaceans) Oriental Penaeus chinensis B & M*, detritivore

White Penaeus vannamei B & M*, detritivore
Giant freshwater Macrobrachium rosenbergii FW & B*, detritivore

FW � freshwater, B � brackish, M � marine, * � during reproduction and larval stages.



milk is supplied directly to the pond for feeding the larvae
and early fry. Limited polyculture may be used in the later
phases of fry production. Polyculture protocols use three
to eight centimetre fry in different combinations of the
main carp species. Stimulation of phyto- and then zoo-
plankton blooms is managed through the application of
organic fertilisers to provide food for the growing fry. 

Rectangular ponds are recommended and are of differ-
ent dimensions depending on the production stage: for
example, fry ponds are 1.2 metre deep and less than a fifth
of a hectare in area; fingerling ponds are 1.5 metre deep
and up to a third of a hectare in area; grow-out ponds are
two to three metre deep and up to two thirds of a hectare in
area. The most efficient grow-out systems follow multiple-
batch harvesting and re-stocking protocols, sometimes
called “multi-grade conveyor culture,” which coordinate
several harvests and restocking of both fingerlings and of
larger fish over the growing season. For example, in
Guangdong Province 35% of ponds may be allocated to
fingerling production and the rest to grow-out. The grow-
out ponds will be divided for different sizes of fish. The
final or “fattening” pond contains mainly bighead, grass,
mud and silver carp, to be grown up to harvest size over
different periods of time, as well as some common and
black carp, Wuchang fish, tilapia and even snakehead
(Table 37.2). In hilly regions where there are fewer ponds
there is an emphasis on mixed-age culture within the same
ponds. Chinese finfish polyculture is dependent on large
inputs of organic fertilisers (mainly manure and composts)
as well as some feed sources not available in the pond,
especially terrestrial plant material for grass carp.
Traditional fish farms are usually part of a larger integrated
aquaculture-agriculture farm. Integrated farming, the inte-
gration of agriculture and aquaculture activities (Figure
37.5a), has several forms in China involving combinations
of fish with ducks, pigs, chickens, cows and silk-worms.

The integration of fish with pigs and with ducks are con-
sidered the most successful systems (54). In one docu-
mented example (55) 70 hectares of ponds produced 800
tonnes of fish (based on eight species polyculture), 400000
ducks, 1060 pigs, 123 cows and chickens to give an overall
annual production of 13.5 tonnes per hectare. In fish-silk
culture mulberry bushes (Figure 37.5b) are grown by fish
ponds and provide leaves for silk-worms which produce
manure and protein from the pupa.

Variations of finfish polyculture are found throughout
the world and suit different socioeconomic situations. For
example, a system of polyculture was developed in India
around the Indian major carp (Table 37.1) and it now
incorporates other carp species. In Bangladesh, Indian and
Chinese major carp are grown in ponds under polyculture
systems and sold as a cash crop. It has been shown that if
smaller pond fish species are also included they provide a
vital protein source for the farmer’s family whereas the
carp are treated only as a cash crop (56).

B. PRAWNS

Penaeid shrimps are the most important farmed “prawns”
and over twenty species are farmed (4). The majority of
production is of Penaeus monodon (570000 tonnes) with
a sizable contribution from P. chinensis (219000 tonnes)
and P. vannamei (144000 tonnes) (35). The giant fresh-
water prawn, Macrobrachium rosenbergii, is the fourth
most important prawn (119000 tonnes), the majority of
production being from China (48%) and Bangladesh
(37%) (49). There are many similarities in aquaculture
techniques for the different prawn species although there
are also important differences, not least of which between
the freshwater and marine species (54). 

The current status of freshwater prawn aquaculture
and techniques have been recently detailed in depth (49).
Wild female M. rosenbergii migrate into estuaries where
the fertilised eggs they are carrying hatch. Larvae meta-
morphosise through 11 stages before the post-larvae settle
on the estuary bottom and migrate into freshwaters. The
discovery that the larvae needed a brackish water environ-
ment for successful development is considered a major
advance in the aquaculture of this species (4). Reproduc-
tion and larval rearing are now well understood. Seawater
can be trucked inland to hatcheries and siting farms away
from coastal areas is viewed as a major advantage of the
industry (49). World production has stabilised but aqua-
culture may yet have great potential because there has
been limited development in South and Central America
or in Africa and the species characteristics are more
favourable to lower intensity farming and to developing
polyculture with finfish. Polyculture with finfish in ponds
offers an opportunity to increase pond yields with little
increased cost. Prawns feed on bottom detritus and do not
compete with the finfish (49). A range of production
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TABLE 37.2
Stocking and Harvest Weights of “Fattening” Ponds in
a Polyculture System in Use in Guangdong Province,
China

Stock Harvest 
Weight Weight Density* Rearing
(Grams (Grams (Fish per Period

Species per Fish) per Fish) Hectare) (Days)

Bighead carp 500 1000–1500 330 40
Grass carp 250–500 1300–1500 600–1200 60–180
Mud carp 50 125 14250 180
Silver carp 250–600 700–1000 300–600 90–180
Common carp 300
Tilapia 7500–15000
Wuchang fish 100–250 750
Black carp 75–150

* � Based on 15 mu per hectare.



systems from extensive to intensive are used although the
majority of the industry is based on semi-intensive grow-
out. M. rosenbergii aquaculture provides a good example
where the different aquaculture systems can be related to
key aspects of farming. Extensive farming uses either ded-
icated ponds or impounded areas where there is another
primary purpose such as rice fields or irrigation ditches;
no feed is added; there is no control of water quality,
predator or competitor species; stocking is 1–4 per square
metre and production is less than 500 kilograms per
hectare per year; harvesting is difficult because the water
cannot be drained or seined. Intensive farming uses small
concrete ponds; high water quality is maintained through
high water exchange and continuous aeration; predator
and competitor species are removed; nutritionally com-
plete compounded feeds are used; stocking density is high
at 20 per square meter and production is in excess of five
tonnes per hectare per year; ponds are drain harvested
(there are few commercial examples of intensive aquacul-
ture). Semi-intensive aquaculture relies on daily manage-
ment of water quality and water productivity to supply
natural food sources; compound feeds are used to supple-
ment pond-based food; stocking density is four to 20 per
square meter and production is up to five tonnes per
hectare per year (57). However, M. rosenbergii is territo-
rial and density has a major effect on growth. Under semi-
intensive conditions densities from four to 12 per square
metre resulted in the most marked reduction in growth
(57). Consequently, there has to be a balance between
average growth rate and the total biomass available for
harvest. An efficient semi-intensive operation would reach
market weight of 30 to 60 grams in six to eight months
with a survival of 50 to 80% (57).

Much of the research and development in marine
prawn farming has been related to controlling spawning
and larval rearing (54). Maturation, spawning and early
larval stages of marine prawn species occur during the
marine phase of the life-cycle, whereas the brackish waters
of estuaries act as feeding grounds for post-larval and juve-
nile stages (4). Penaeid aquaculture was originally based
on collection from the wild of either gravid females, which
had mated and would then produce larvae, or post-larvae

and juveniles. Hatchery techniques that allow the control
and management of maturation, spawning and the fertilisa-
tion of eggs are now established (54). One of the key tech-
niques is the removal of one eyestalk (unilateral ablation)
from females. This decreases the amount of gonad-inhibit-
ing hormone produced and therefore promotes maturation
and spawning, particularly in females. The level of man-
agement is species dependent so that P. monodon requires
ablation. Ablation is used with P. vannamei but it is not
essential and species such as P. japonicus are responsive to
environmental manipulation and ablation is not used (4).
Broodstock diet is important and although compound feeds
could be used there is a strong belief that factors contained
within fresh or frozen animal food and not in compound
feeds are required. Broodstock diets often contain poly-
chaete worms, squid or bivalves, trash fish or crustacean
waste. Males and females are stocked in equal numbers in
spawning tanks. Eggs are collected and removed to the
hatchery. Larval rearing relies on a controlled environment
and maintenance of high quality seawater. A sequence of
live-food starting with algae, rotifers and then brine shrimp
is used. The “Galveston” method was developed in the
U.S. and is more intensive; small larval rearing tanks are
stocked at high densities and live-feeds supplied from sep-
arate tanks. Post-larval stages are thinned down and trans-
ferred to larger tanks or ponds. The “community culture”
method originates in Japan. It is based on larger tanks and
relies on promoting the growth of live feed species within
the same body of water as the larvae. 

Grow-out may also be conducted under intensive, semi-
intensive and extensive systems: intensive (�200 prawns
per square metre) practices tend to use tanks, raceways or
smaller concrete ponds whereas extensive (�1 prawn per
square metre) practices usually rely on larger earthen ponds
or impounded areas (4). Semi-intensive management strate-
gies are broadly similar to those described above for M.
rosenbergii and typical prawn ponds are rectangular and of
one to three hectares, although some ponds in South
America are as large as 20 hectares, and around one metre
deep (54). Water circulation is vital to managing water qual-
ity and food supply. Regular water exchange is practiced
along with direct aeration and circulation of pond water to
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ensure nutrients are re-suspended for assimilation by plank-
ton. Production is around two to four tonnes per hectare per
year. In contrast, intensive farming can be as high as 28
tonnes per hectare per year but has proved very vulnerable
to disease problems (54).

IV. PACIFIC OYSTER FARMING

Pacific oyster farming has the highest production of any
single aquaculture species. Production in 2000 was nearly
four million tonnes and about 11% of total global aqua-
culture (35). Pacific oysters, originally from Japan, are
very adaptable to different environmental conditions and
are farmed throughout the world, having been introduced
to the United States, Europe, South America, Africa and
Australasia (4). They are bivalves so that a soft body is
enclosed within two shells (valves) that are joined at a
pointed end. The lower valve is cupped and normally the
site of attachment to a substrate. The shape of the shell is
very variable and heavily influenced by the environment:
smooth and elongated shells result from growth on a soft
substrate whereas a hard or gravelly substrate will cause
flutes and corrugations as well as a deeper rounder shape
(58). They inhabit brackish waters such as estuaries and
feed by filtering nutrients out of the water. Consequently
growth is highly dependent on the nutrient supply in the
waters of the farm as well as on water temperature and
quality. It takes fifteen to eighteen months to reach market
size (about 100 grams) under natural conditions. 

Males and females are separate and discharge sperm or
eggs into water where fertilisation takes place. Between
seasons they may changes sex from male to female (58).
Spawning is stimulated by warming waters in the spring
and summer and it may occur throughout the year at high
temperatures (e.g., 30–33°C in the Philippines). The larvae
feed on microalgae in the water column before they meta-
morphosise into spat that settle out. Traditional Japanese
oyster culture relied on the collection of wild spat on bam-
boo sticks and then on collectors suspended from rafts.
Hatchery production has become more prominent although
wild spat are still used. An important advantages of a
hatchery-based industry is the relative ease of organising a
genetic improvement program, as has been initiated in
Tasmania (Australia) (59). The spat are grown until winter
when they are graded and taken for one-year or two-year
grow-out. Suspension of oysters in cultches and bags from
floating rafts is the most common method in Japan, sus-
pension from long-lines is more common in rougher deeper
water. One-year oysters are transferred to productive waters
after winter and grow rapidly. The two-year oysters are
“hardened” over the first season on wooden racks posi-
tioned intertidally so that oysters are subjected to waves and
air exposure. They are transferred to the grow-out areas the
next season and are larger than the one-year oysters on har-
vest (4). Due to economic and legal restrictions on floating

structures many farms still adopt bottom culture, in which
the oysters are grown directly on the sea bottom (54). Off-
bottom structures that are located intertidally and built into
the bottom include stakes (placed vertically) or sticks
(placed horizontally), stone or concrete slabs placed in
bridges and wooden rack systems that support trays and
bags or are used to suspend ropes carrying the oyster cultch.
Suspended systems such as rafts or long-lines are placed
further offshore and carry suspended trays, lines and bags.
The location of oyster farms is crucial and efficient grow-
out depends mainly on understanding the carry capacity of
the water to maximise the use of nutrients and avoid over-
stocking. Minimising grading and replanting is also impor-
tant. Depuration is particularly important to ensure oysters
are safe to eat. They are eaten raw and being filter feeders
can concentrate pathogenic bacteria, viruses, natural toxins
(notably from microalgae) and pollutants.

V. SUMMARY

On the order of 300 aquatic species are cultured through-
out the world and many species that are new to aquacul-
ture will be under investigation at any one time (and often
rejected after some period of research and development).
In this overview I have concentrated on major species and
groups, particularly on a few finfish, bivalve molluscs and
decapod crustaceans (prawns). Large amounts of seaweed
are also farmed. There is significant commercial farming
of other vertebrate (e.g., frogs, soft-shelled turtles) and
invertebrate (e.g., echinoderms, sea cucumbers) groups.
Intensive and semi-intensive approaches were described
and they emphasise the scope of aquaculture practice as
well as how systems need to be appropriate to specific
socioeconomic circumstances. Important challenges face
aquaculture and ensuring it is sustainable. These will
partly be met by increased understanding through
research and the development of technological solutions.
Best practice clearly does not imply only the use of
intensive aquaculture; considerable improvements can be
made to all systems and approaches can be transferred.
Whichever system is appropriate, more emphasis will be
placed on increasing efficiency and maximising the use of
valuable resources. A broader view of resources will
encompass multiple use of location and the environmental
impact of aquaculture, disease prevention rather than con-
trol and limiting the use of chemical or antibiotic solu-
tions, the sustainable use of feed ingredients and
decreasing reliance on marine products. Biotechnology
may offer increased opportunity; there is already per-
ceived but uneven market resistance to genetically modi-
fied products. Global forces such as climate change will
have important consequences in relation to which species
are farmed and where species are farmed. Increased water
temperatures may allow species to be grown in new
regions but also end the culture of other species. The
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importance of the contribution that aquaculture makes to
human nutrition will continue to increase and consider-
able work is being done to ensure its effectiveness.
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This book is not the proper forum to discuss the manufac-
ture of every frozen seafood product available on the
market. However, regulatory agencies such as the
National Marine Fisheries Service (NMFS) have issued
some minimal criteria for several frozen seafood and
seafood products: what they are, what types and styles are
available, and so on. This chapter describes each available
frozen seafood product based on the product grades issued
by the NMFS. A product grade is established to achieve
two objectives: ensure product safety and to minimize
economic fraud.

I. FROZEN HEADLESS DRESSED WHITING

A. DESCRIPTION OF THE PRODUCT

The product described in this section consists of clean,
wholesome whiting (silver hake) Merluccius bilineraris,
Merluccius albidus, completely and cleanly headed and
adequately eviscerated. The fish are packaged and frozen
in accordance with good commercial practice and are
maintained at temperatures necessary for the preservation
of the product.

B. GRADES OF FROZEN HEADLESS DRESSED WHITING

U.S. Grade A is the quality of frozen headless dressed
whiting that possesses a good flavor and odor.

U.S. Grade B is the quality of frozen headless
dressed whiting that possesses at least reasonably good
flavor and odor.

Substandard or Utility is the quality of frozen head-
less dressed whiting that otherwise fails to meet the
requirements of U.S. Grade B.

C. DETERMINATION OF THE GRADE

Good flavor and odor (essential requirements for a U.S.
Grade A product) means that the cooked product has the
typical flavor and odor of the species and is free from ran-
cidity, bitterness, staleness, and off-flavors and off-odors
of any kind.

Reasonably good flavor and odor (minimum require-
ments of a U.S. Grade B product) means that the cooked
product is lacking in good flavor and odor but is free from
objectionable off-flavors and off-odors of any kind.

Arrangement of product refers to the packing of the
product in a symmetrical manner, bellies or backs all fac-
ing in the same direction, and fish neatly dovetailed.

Condition of the packaging material refers to the con-
dition of the cardboard or other packaging material of the
primary container.

If the fish is allowed to stand after packing and prior
to freezing, moisture from the fish will soak into the
packaging material and cause deterioration of that mate-
rial.

Dehydration refers to the presence of dehydrated
(water-removed) tissue on the exposed surfaces of the
whiting. Slight dehydration is surface dehydration which
is not color-masking. Deep dehydration is color-masking
and cannot be removed by scraping with a fingernail.
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Minimum size refers to the size of the individual fish
in the sample. Fish 2 ounces or over are considered
acceptable. Smaller fish cannot be cooked uniformly with
acceptable size fish. 

Heading refers to the condition of the fish after they
have been headed. The fish should be cleanly headed
behind the gills and pectoral fins. No gills, gill bones, or
pectoral fins should remain after the fish have been headed.

Evisceration refers to the cleaning of the belly cavities
of the fish. All spawn, viscera, and belly strings should be
removed.

Scaling refers to the satisfactory removal of scales
from the fish.

Color of the cut surfaces refers to the color of the cut
surfaces of the fish after heading and other processing.

Bruises and broken or split skin refers to bruises over
one-half square inch in area and splits or breaks in the
skin more than one-half inch in length which are not part
of the processing.

Texture defects refers to the absence of normal textural
properties of the cooked fish flesh, which are tenderness,
firmness, and moistness without excess water. Texture
defects are dryness, softness, toughness, and rubberiness.

II. FROZEN HALIBUT STEAKS

A. PRODUCT DESCRIPTION

Frozen halibut steaks are clean, wholesome units of
frozen raw fish flesh with normally associated skin and
bone and are 2 ounces or more in weight. Each steak has
two parallel surfaces and is derived from whole or subdi-
vided halibut slices of uniform thickness which result
from sawing or cutting perpendicular to the axial length,
or backbone, of a whole halibut. The steaks are prepared
from either frozen or unfrozen halibut (Hippoglossus
spp.). They are processed and frozen in accordance with
good commercial practice and are maintained at tempera-
tures necessary for the preservation of the product.

B. STYLES OF FROZEN HALIBUT STEAKS

The individual steaks of Style I, random weight pack, are
of random weight and neither the weight nor the range of
weights is specified.

All steaks of Style II, uniform weight or portion pack,
in the package or in the lot are of a specified weight or
range of weights.

C. RECOMMENDED DIMENSIONS

(a) The recommended dimensions of frozen hal-
ibut steaks are not incorporated in the grades
of the finished product since dimensions,
as such, are not factors of quality for the
purpose of these grades. However, the degree

of uniformity of thickness among units of the
finished product is rated since it is a factor
affecting the quality and utility of the product.

(b) It is recommended that the thickness (smallest
dimension) of individually frozen halibut
steaks be not less than ½ inch and not greater
than inches.

Percentage glaze on halibut steak means the percent
by weight of frozen coating adhering to the steak surfaces
and includes the frost within the package. 

Uniformity of thickness means that the thickness is
substantially the same for one or more steaks within a
package or sample unit.

D. COLOR DEFECTS

(a) Discoloration of drip liquor means that the free
liquid which drains from the thawed steaks is
discolored with blood residue usually from the
dorsal aorta of the halibut.

(b) Discoloration of light meat means that the normal
flesh color of the main part of the halibut steak has
darkened due to deteriorative influences.

(c) Discoloration of the dark meat means that the
normal color of the surface fat shows increas-
ing degrees of yellowing due to oxidation.

(d) Non-uniformity of color refers to noticeable dif-
ferences in color on a single steak or between
adjacent steaks in the same package.

(e) Dehydration refers to the appearance of a
whitish area on the surface of a steak due to the
removal of water or drying of the affected area.

(f) Honeycombing refers to the visible appearance
of numerous discrete holes or openings of vary-
ing size on the steak surface.

(g) Workmanship defects refers to appearance
defects that were not eliminated during pro-
cessing and are considered either objectionable
or poor commercial practice.

(h) Texture defect refers to an undesirable increase in
toughness and/or dryness, fibrousness, and watery
nature of halibut examined in the cooked state.

III. FROZEN SALMON STEAKS

A. PRODUCT DESCRIPTION

Frozen salmon steaks are clean, wholesome units of frozen
raw fish flesh with normally associated skin and bone and
are 2.5 ounces or more in weight. Each steak has two par-
allel surfaces and is derived from whole or subdivided
salmon slices of uniform thickness which result from saw-
ing or cutting dressed salmon perpendicularly to the axial
length, or backbone. The steaks are prepared from either
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frozen or unfrozen salmon (Oncorhynchus spp.) and are
processed and frozen in accordance with good commercial
practice and are maintained at temperatures necessary for
the preservation of the product. The steaks in an individual
package are prepared from only one species of salmon. 

B. SPECIES

Frozen salmon steaks covered huiby are prepared from
salmon of any of the following species:

Silver or coho (0. kisutch) 
Chum or keta (0. keta)
King, chinook, or spring (0. tshawytscha)
Red, sockeye (0. nerka)
Pink (0. gorbuscha)

C. STYLES

The individual steaks of Style I, random weight pack are
of random weight and neither the individual steak weight
nor the range of weights is specified. The steaks in the lot
represent the random distribution cut from the head to tail
of a whole dressed salmon.

The individual steaks of Style II, random weight
combination pack, are of random weight and neither the
individual steak weight nor the range of weights is speci-
fied. The steaks in the lot represent a combination of cuts
from selected parts of the whole dressed salmon. 

All steaks of Style III, uniform weight or portion
pack, in the package or in the lot are of a specified weight
or range of weights. 

D. RECOMMENDED DIMENSIONS

It is recommended that the thickness (smallest dimension)
of individually frozen salmon steaks be not less than 1/2
inch and not greater than 1 1/2 inches. 

General appearance defects refer to poor arrangement
of steaks, distortion of steaks, wide variation in shape,
between steaks greater than normal number of head and/or
tail pieces, imbedding of packaging material into fish flesh,
inside condition of package, frost deposit, excessive or non-
uniform skin glaze, and undesirable level of natural color. 

Dehydration refers to the appearance of a whitish area
on the surface of a steak due to the evaporation of water
or drying of the affected area. 

Uniformity of thickness means that the steak thickness
is within the allowed manufacturing tolerance between the
thickest and thinnest parts of the steaks within a package
or sample unit. 

Workmanship defects refers to appearance defects that
were not eliminated during processing and are considered
objectionable or poor commercial practice. They include
the following: Blood spots, bruises, cleaning(refers to
inadequate cleaning of the visceral cavity from blood, vis-
cera and loose or attached appendages), cutting (refers to

irregular, inadequate, unnecessary, or improper cuts and/or
trimmings), fins, foreign material (refers to any loose parts,
of fish or other than fish origin), collar bone, girdle(refers
to bony structure adjacent to fin), loose skin, pugh marks,
sawdust, and scales. 

E. COLOR DEFECTS

Discoloration of fat portion means that the normal color
of the fat shows increasing degrees of yellowing due to
oxidation. 

Discoloration of lean portion means that the normal
surface flesh color has faded or changed due to deteriora-
tive influences. 

Nonuniformity of color refers to noticeable differ-
ences in surface flesh color on a single steak or between
adjacent steaks in the same package or sample unit. It also
includes color variation of the visceral cavity and skin
watermarking. 

Honeycombing refers to the visible appearance on the
steak surface of numerous discrete holes or openings of
varying size. 

Texture defect refers to an undesirable increase in
toughness and/or dryness, fibrousness, and watery nature
of salmon examined in the cooked state. 

IV. FROZEN FISH FILLET BLOCKS

A. PRODUCT DESCRIPTION

Frozen fish blocks are rectangularly shaped masses made
from a single species of fish flesh. They are made from fil-
lets or fillet pieces that are either skin-on and scaled or
skinless. Blocks processed from skin-on fish flesh should
be so labeled. The blocks should not contain minced or
comminuted fish flesh. The blocks should not be made by
restructuring (reworking) pieces of fish blocks into the
shape of a fish block.

Dehydration is a defect that refers to loss of moisture
from the surface of a fish block during frozen storage.
Affected areas have a whitish appearance.

Moderate dehydration masks the surface color of the
product and affects more than 5 percent up to and including
15 percent of the surface area. If more then 15 percent of the
surface area is affected, each additional 15 percent of sur-
face area affected is another instance. Moderate dehydration
can be readily removed by scraping with a blunt instrument.

Excessive dehydration masks the normal flesh color
and penetrates the product. It affects more than 5 percent up
to and including 10 percent of the surface area. If more than
10 percent of the surface area is affected, each additional 10
percent of surface area affected is another instance.
Excessive dehydration requires a knife or other sharp
instrument to remove.

Uniformity of block size. This defect refers to the
degree of conformity to the declared size. It includes 
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deviations from the standard length, width or thickness.
Only one deviation for each dimension should be counted.

Moderate means a deviation of length and width of
1/8 inch (0.32 cm) or more up to and including 1/4 inch
(0.64 cm). A deviation of thickness of 1/16 inch (0.16 cm)
or more up to and including inch 1/8 (0.32 cm).

Excessive means if over ¼ inch (0.64 cm), each addi-
tional inch (0.32 cm) of length and width is another
instance. If over (0.32 cm), each additional 1/16 inch
(0.16 cm) of thickness is another instance.

Underweight refers to underweight deviations from
the stated weight.

Slight means from 0.1 ounce (2.84 g) up to and
including 1.0 ounce (28.35 g).

Moderate means over 1.0 ounce (28.35 g) up to and
including 4.0 ounces (113.4 g). 

Excessive means if over 4.0 ounces (113.4 g), each
additional 1.0 ounce (28.35 g) is another instance.

An acceptable edge angle is an angle formed by two
adjoining surfaces whose apex (deviation from 90
degrees) is within 0.95 cm off a carpenter’s square placed
along its surfaces. An acceptable corner angle is an angle
formed by three adjoining surfaces whose apex is within
0.95 cm of a carpenter’s square.

Improper fill is a defect that refers to voids, air pack-
ets, ice pockets, ragged edges, bumps, depressions, dam-
age, and embedded packaging material, each of which is
greater than 1/8 inch (0.32 cm) in depth, and which would
result in product loss after cutting. It is estimated by deter-
mining the minimum number of 1-ounce (28.35 g) model
units that could be affected adversely. For the purpose of
estimating product loss, the 1-ounce (28.35 g) model unit
should have the dimensions 4 � 1 � 5/8 inch (10.16 �
2.54 � 1.59 cm). The total number of model units that
would be affected adversely is the number of instances.

Belly flaps (napes) may be either loose or attached to
a fillet or part of a fillet. The maximum amount of belly
flaps should not exceed 15 percent by declared weight of
the block if this amount does exceed 15 percent, each
additional 5 percent by declared weight is another
instance.

Each lump or mass of clotted blood greater than 3/16
inch (0.48 cm) up to and including 3/8 inch (0.95 cm) in
any dimension is an instance of a blood spot. If a blood
spot is larger than 3/8 inch (0.95 cm), each additional 3/16
(0.48 cm) is another instance.

Bruises include distinct, unnatural, dark, reddish,
grayish, or brownish off-colors due to diffused blood.
Each instance is each bruise larger than 0.5 square inch
(3.32 cm2) and less than 1.5 square inch (9.68 cm2). For
each bruise 1.5 square inch (9.68 cm2) or larger, each
additional complete 1.0 square inch (6.45 cm2) is another
instance.

Discoloration refers to deviations from reasonably
uniform color characteristics of the species used, such as

melanin deposits, yellowing, rusting or other kinds of dis-
coloration of the fish flesh.

Moderate discoloration is a noticeable but moderate
degree which is greater than 0.5 square inch (3.23 cm2) up
to and including 1.5 square inch (9.68 cm2) is one
instance. If the discoloration is greater than 1.5 square
inch (9.68 cm2), each additional complete 1.0 square inch
(6.45 cm2) is another instance.

An excessive degree of discoloration is greater than
0.5 square inch (3.23 cm2) up to and including 1.5 square
inch (9.68 cm2). If the discoloration is greater than 1.5
square inch (9.68 cm2) each additional complete 1.0
square inch (6.45 cm2) is another instance.

Viscera and roe refer to any portion of the internal
organs. Each occurrence of viscera and roe is an instance.
Lace (frill) is a piece of tissue adhering to the edge of a
flatfish (Order Pleuronectifonnes) fillet. For each lace,
each 1/2 inch (1.27 cm) is an instance.

In skinless fish blocks, each piece of skin larger than
0.5 square inch (3.23 cm2) up to and including 1.0 square
inch (6.45 cm2) is an instance. For each piece of skin that
is larger than 1.0 square inch (6.45 cm2), each additional
complete 0.5 square inch (3.23 cm2) in area is another
instance. For pieces of skin smaller than 0.5 square inch
(3.23 cm2), the number of 0.5-square-inch (3.23 cm2)
squares fully or partially occupied after collecting these
pieces on a grid is the number of instances.

Each piece of membrane (black belly lining) larger
than 0.5 square inch (3.23 cm2) up to and including 1.5
square inch (9.68 cm2) is an instance. For pieces of mem-
brane (black belly lining) that are larger than 1.5 square
inch (9.68 cm2), each additional complete 0.5 square inch
(3.23 cm2) in area is another instance.

For skin-on fillets that have been scaled, an instance is
an area of scales over 0.5 square inch (3.23 cm2) up to and
including 1.5 square inch (9.68 cm2). If the area is greater
than 1.5 square inch (9.68 cm2), each additional complete
1.0 square inch (8.45 cm2) is another instance. Loose
scales are counted and instances are deducted in the same
manner as for skinless fillets.

For skinless fillets, the first five to ten loose scales is an
instance. If there are more than ten loose scales, each addi-
tional complete count of five loose scales is another instance.

Any harmless material not derived from fish, such as
packaging material, is foreign material. Each occurrence
is an instance.

Bones (including pin bone and fin bone):

(i) Each bone defect to a bone or part of a bone
whose maximum profile is 3/16 inch (0.48 cm)
or more in length, or at least 1/32 inch (0.08 cm)
in shaft diameter or width, or, for bone chips, a
longest dimension of at least 3/16 inch (0.48 cm).

(ii) An excessive degree of bone defect is each
bone whose maximum profile can not be fitted
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into a rectangle, drawn on a flat, solid surface,
that has a length of 1 3/16 inch (3.02 cm) and a
width of ? inch (0.95 cm).

Fins or part fins is a defect that refers to two or more
bones connected by membrane, including internal or
external bones, or both, in a cluster.

(i) Moderate occurrence: Connected by membrane
in a cluster, no internal bone.

(ii) Excessive occurrence: Connected by mem-
brane in a cluster with internal bone.

Parasites are of two types:

(i) Metazoan parasites. Each such parasite or frag-
ment of such a parasite that is detected is an
instance.

(ii) Parasitic copepods. Each such parasite or a
fragment of such a parasite that is detected is an
instance.

Texture means that the cooked product has the tex-
tural characteristics of the indicated species of fish. It does
not include any abnormal textural characteristics such as
mushy, soft, gelatinous, tough, dry or rubbery.

(i) Moderate means moderately abnormal textural
characteristics.

(ii) Excessive means excessively abnormal textural
characteristics.

V. FROZEN MINCED FISH BLOCKS

A. PRODUCT DESCRIPTION

Frozen minced fish blocks are uniformly shaped masses of
cohering minced fish flesh. A block may contain flesh
from a single species or a mixture of species with or with-
out food additives. The minced flesh consists entirely of
mechanically separated fish flesh processed and main-
tained in accordance with good commercial practice. This
minced flesh is made entirely from species which are
known to be safe and suitable for human consumption.

B. PRODUCT FORMS

Types are as follows.
Unmodified means food additives are used.

(i) Single species
(ii) Mixed species

Modified means contains food additives.

(i) Single species
(ii) Mixed species

Color classifications include:

(1) White
(2) Light
(3) Dark

Texture is described as:

(1) Coarse—Flesh has a fibrous consistency.
(2) Fine—Flesh has a partially fibrous consistency

because it is a mixture of small fibers and paste.
(3) Paste/Puree—Flesh has no fibrous consistency.

C. DEFINITIONS OF DEFECTS

Deteriorative color refers to discoloration from the normal
characteristics of the material used. Deterioration can be
due to yellowing of fatty material, to browning of blood
pigments, or other changes.

(i) Slight deteriorative discoloration—refers to a
color defect that is slightly noticeable but does
not seriously affect the appearance, desirability,
or eating quality of the product.

(ii) Moderate deteriorative discoloration—refers to
a color defect that is conspicuously noticeable
but does not seriously affect the appearance,
desirability, or eating quality of the product.

(iii) Excessive deteriorative discoloration—refers to
a defect that is conspicuously noticeable and
that seriously affects the appearance, desirabil-
ity, or eating quality of the product.

Dehydration refers to a loss of moisture from the surfaces
of the product during frozen storage.

(i) Slight dehydration—is surface color masking,
affecting more than 5 percent of the area, which
can be readily removed by scraping with a
blunt instrument.

(ii) Moderate dehydration—is deep color masking
penetrating the flesh, affecting less than 5 per-
cent of the area, and requiring a knife or other
sharp instrument to remove.

(iii) Excessive dehydration—is deep color masking
penetrating the flesh, affecting more than 5 per-
cent of the area, and requiring a knife or other
sharp instruments to remove.

Uniformity of size refers to the degree of conformity
to the declared contracted dimensions of the blocks. A
deviation is considered to be any deviation from the con-
tracted length, width, or thickness; or from the average
dimensions of the blocks, physically determined, if no
dimensions are contracted. Only one deviation from each
dimension may be assessed. Two readings for length, three
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readings for width, and four readings for thickness will be
measured.

(i) Slight—two or more deviations from declared
or average length, width, and thickness up to �
1/8 inch.

(ii) Moderate—two or more deviations from
declared or average length, width, and thick-
ness from � 1/8 inch to � xx inch (variable,
depending on products).

(iii) Excessive—two or more deviations from
declared or average length, width, and thick-
ness over � 3/8 inch.

Uniformity of weight refers to the degree of conform-
ity to the declared weight. Only underweight deviations
are assessed.

(i) Slight—any minus deviation of not more than 2
ounces.

(ii) Excessive—any minus deviation over 2 ounces.

An acceptable edge angle is an angle formed by two
adjoining surfaces of the fish block whose apex is within
3/8 inch of a carpenter’s square placed along the surfaces
of the block. For each edge angle, three readings will be
made and at least two readings must be acceptable for the
whole edge angle to be acceptable. An acceptable corner
angle is an angle formed by 3 adjoining surfaces whose
apex is within 3/8 inch of the apex of a carpenter’s square
placed on the edge surfaces. Any edge or corner angle
which fails to meet these measurements is unacceptable.

(i) Slight—two unacceptable angles.
(ii) Moderate—three unacceptable angles.

(iii) Excessive—four or more unacceptable angles.

Improper fill refers to surface and internal air or ice
voids, ragged edges, or damage. Improper fill is measured
as the minimum number of 1-ounce units that would be
adversely affected when the block is cut. For this purpose,
the dimensions of a 1-ounce unit are 4 � 1 � 5/8 inch.

(i) Slight—1 to 3 units adversely affected.
(ii) Excessive—over 3 units adversely affected.

Blemishes refer to pieces of skin, scales, blood spots,
nape (belly) membranes (regardless of color), or other
harmless extraneous material. One instance means that the
area occupied by a blemish or blemishes is equal to a 1/4
inch square. Instances are prorated on a per pound basis.

(i) Slight—5 to 15 instances per pound.
(ii) Moderate—more than 15 but less than 30

instances per pound.
(iii) Excessive—30 or more instances per pound.

Bones refer to any objectionable bone or piece of bone
that is 1/4 inch or longer and is sharp and rigid. Perceptible
bones should also be checked by their grittiness during the
normal evaluation of the texture of the cooked product (10).
Bones are prorated on a five pound sample unit basis.

(i) Slight—1 to 2 bones per five pound sample unit.
(ii) Moderate—3 to 4 bones per five pound sample

unit.
(iii) Excessive—over 4 bones, but not to exceed 10

bones, per five pound sample unit.

Flavor and odor are evaluated organoleptically by
smelling and tasting the product after it has been cooked.

Good flavor and odor (essential requirements for a
Grade A product) means that the cooked product has the
flavor and odor characteristic of the indicated species of
fish and is free from staleness, bitterness, rancidity, and
off-flavors and off-odors of any kind.

Reasonably good flavor and odor (minimum require-
ments of Grade B product) means that the cooked product
is moderately absent of flavor and odor characteristic of the
indicated species. the product is free from rancidity, bitter-
ness, staleness, and off-flavors and off-odors of any kind.

Minimal acceptable flavor and odor (minimum
requirements of a Grade C product) means that the cooked
product has moderate storage induced flavor and odor, but
is free from any objectionable off-flavors and off-odors
that may be indicative of spoilage or decomposition.

Texture defects are judged on a sample of the cooked
fish.

(i) Slight—flesh is fairly firm, only slightly
spongy or rubbery. It is not mushy. There is no
grittiness due to bone fragments.

(ii) Moderate—flesh is mildly spongy or rubbery.
Slight grittiness may be present due to bone
fragments.

(iii) Excessive—flesh is definitely spongy, rubbery,
very dry, or very mushy. Moderate grittiness
may be present due to bone fragments.

D. ADDITIVES

Minced fish blocks may be modified with food additives
as necessary to stabilize product quality in accordance
with the federal requirements.

The fish material should be processed and maintained
in accordance with federal hygiene requirements.

VI. FROZEN RAW FISH PORTIONS

A. DESCRIPTION OF THE PRODUCT

The product described in this section consists of clean,
wholesome, shaped masses of cohering pieces (not
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ground) of fish flesh. The fish portions are cut from frozen
fish blocks, and are packaged in accordance with good
manufacturing practice. They are maintained at tempera-
tures necessary for the preservation of the product. All
fish portions in an individual package are prepared from
the flesh of one species of fish.

B. STYLE

Style I, Skinless portions, means portions prepared from
fish blocks which have been made with skinless fillets.

Style II, Skin-on portions, means portions prepared
from fish blocks which have been made from demonstra-
bly acceptable skin-on fillets.

C. TYPES

Type I, Uniform shaped, means all portions in the sample
are uniformly shaped.

Type II, Specialty cut, is all portions not covered in
Type I.

Dehydration refers to the presence of dehydrated
(water-removed) tissue in the portions. Slight dehydration
is surface dehydration which is not colormasking. Deep
dehydration is color masking and cannot be removed by
scraping with a blunt instrument.

Uniformity of size refers to the degree of uniformity
in length and width of the frozen portions. Deviations are
measured from the combined lengths of the two shortest
and/or the combined widths of the two widest minus the
combined widths of the two narrowest in the sample. 

Uniformity of weight refers to the degree of unifor-
mity of the weights of portions. Uniformity is measured
by the combined weight of the two heaviest portions
divided by the combined weight of the two lightest por-
tions in the sample. No deductions are made for weight
ratios less than 1.2 for Type I.

Blemishes refers to skin (except for Style II), blood
spots or bruises, objectionable dark fatty flesh, or
extraneous material. Instances of blemishes refer to
each occurrence measured by placing a plastic grid
marked off in 1/4-inch squares 1/16 square inch) over the
defect area. Each square is counted as 1 whether it is full
or fractional.

Bones means the presence of potentially harmful
bones in a portion. A potentially harmful bone is one that
after being cooked is capable of piercing or hurting the
palate.

Texture defects of the fish flesh and texture of skin in
Style II refers to the absence of the normal textural prop-
erties of the cooked fish flesh and to the absence of ten-
derness of the cooked skin in Style II.

Normal textural properties of cooked fish flesh are
tenderness, firmness, and moistness without excess water.
Texture defects of the cooked flesh are dryness, mushi-
ness, toughness, and rubberiness. Texture defects of the

cooked skin in Style II are mushiness, rubberiness, tough-
ness, and stringiness.

D. GENERAL DEFINITIONS

Small (overall assessment) refers to a condition that is
noticeable but is only slightly objectionable.

Large (overall assessment) refers to a condition that
not only is noticeable but is seriously objectionable.

Minor (individual assessment) refers to a defect that
slightly affects the appearance and/or utility of the product.

Major (individual assessment) refers to a defect that
seriously affects the appearance and/or utility of the product.

The net weight of the portions if glazed should be
determined by the following method:

(i) Weigh the portions with the glaze intact, which
gives the gross weight.

(ii) Thaw the glaze from the surfaces of the product
with flowing tap water.

(iii) Gently wipe off the excess water from the sur-
faces with a single water saturated paper towel.

(iv) Weigh the deglazed portions, which gives the
net weight.

VII. FROZEN RAW BREADED FISH STICKS

A. DESCRIPTION OF THE PRODUCT

Frozen raw breaded sticks are clean, wholesome, rectan-
gular-shaped unglazed masses of cohering pieces (not
ground) of fish flesh coated with breading. The sticks are
cut from frozen fish blocks; are coated with a suitable,
wholesome batter and breading; are packaged; and frozen
in accordance with good commercial practice. They are
maintained at temperatures necessary for preservation of
the product. Frozen raw breaded fish sticks weigh up to
and including 1½ ounces; are at least 3/8 inch thick; and
their largest dimension is at least 3 times the next largest
dimension. All sticks in an individual package are pre-
pared from the flesh of one species of fish.

Frozen raw breaded fish sticks should contain 72 per-
cent by weight of fish flesh determined by the official
end-product method. Fish flesh content may be deter-
mined by the on-line method provided, That the results
are consistent with the fish flesh content requirement of
72 percent by weight when verified by the official end-
product method. Production methods employed in official
establishments should be kept relatively constant for each
production lot so as to minimize variation in any factors
which may affect the relative fish flesh content.

B. DEFINITIONS

Selection of the sample unit: The sample unit should con-
sist of 10 frozen raw breaded fish sticks taken at random
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from one or more packages as required. The fish sticks are
spread out on a flat pan or sheet and are examined.

Examination of sample, frozen state:
Condition of package refers to the presence in the

package of loose breading and/or loose frost.
Ease of separation refers to the difficulty of separating

sticks from each other or from packaging material that are
frozen together during the freezing.

Broken stick means a stick with a break or cut equal
to or greater than one-half the width of the stick.

Damaged stick means a stick that has been mashed,
physically or mechanically injured, misshaped, or muti-
lated to the extent that its appearance is materially
affected. The amount of damage is measured by using a
grid composed of squares ¼ inch (that is, squares with an
area of 1/16 square inch each) to measure the area of the
stick affected. Deductions are not made for damage less
than 1/16 square inch.

Uniformity of size refers to the degree of uniformity
in length and width of the frozen sticks. Deviations are
measured from the combined lengths of the two longest
minus the combined lengths of the two shortest and/or the
combined widths of the two widest minus the combined
widths of the two narrowest. Deductions are not made for
overall deviations in length or width up to 1/4 inch.

Uniformity of weight refers to the degree of unifor-
mity of the weights of the sticks. Uniformity is measured
by the combined weight of the two heaviest sticks divided
by the combined weight of the two lightest sticks. No
deductions are made for weight ratios less than 1.15.

Cooked state means the state of the product after cook-
ing in accordance with the instructions accompanying the
product. However, if specific instructions are lacking, the
product for inspection is cooked as follows: Transfer the
product, while still in frozen state, into a wire mesh fry bas-
ket large enough to hold the fish sticks in a single layer and
cook by immersing 2–3 minutes in 375°F. liquid or hydro-
genated cooking oil. After cooking, allow the fish sticks to
drain 15 seconds and place the fish sticks on a paper nap-
kin or towel to absorb excess oil.

Examination of sample, cooked state:
Distortion refers to the degree of bending of the long

axis of the stick. Distortion is measured as the greatest
deviation from the long axis. Deductions are not made for
deviations of less than 1/4 inch.

Coating defects refers to breaks, lumps, ridges, depres-
sions, blisters, or swells and curds in the coating of the
cooked product. Breaks in the coating are objectionable
bare spots through which the fish flesh is plainly visible.
Lumps are objectionable outcroppings of breading on the
stick surface.

Ridges are projections of excess breading at the edges
of the fish flesh.

Depressions are objectionable visible voids or shoul-
dow areas which are lightly covered by breading. Blisters

are measured by the swelling or exposed area in the coat-
ing resulting from the bursting or breaking of the coating.
Curd refers to crater-like holes in the breading filled with
coagulated albumin. Instances of these defects are meas-
ured by a plastic grid marked off in ¼-inch squares (1/16
square inch). Each square is counted as 1 whether it is full
or fractional.

Blemishes refers to skin, blood spots or bruises,
objectionable dark fatty flesh, or extraneous material.
Instances of blemishes refer to each occurrence measured
by placing a plastic grid market off in ¼-inch squares
(1/16 square inch) over the defect area. Each square is
counted as 1 whether it is full or fractional.

Bones means the presence of potentially harmful
bones in a stick. A potentially harmful bone is one that
after being cooked is capable of piercing or hurting the
palate.

Texture defects of the coating refers to the absence of
the normal textural properties of the coating which are
crispness and tenderness. Coating texture defects are dry-
ness, sogginess, mushiness, doughyness, toughness, pasti-
ness as sensed by starchiness or other sticky properties
felt by mouth tissues and/or mealiness.

Texture defects of the fish flesh refers to the absence
of the normal textural properties of the cooked fish flesh
which are tenderness, firmness, and moistness without
excess water. Texture defects of the flesh are dryness,
mushiness, toughness, and rubberiness.

VIII. FROZEN RAW BREADED FISH
PORTIONS

A. DESCRIPTION OF THE PRODUCT

Frozen raw breaded portions are clean, wholesome, uni-
formly shaped, unglazed masses of cohering pieces (not
ground) of fish flesh coated with breading. The portions
are cut from frozen fish blocks; are coated with a suitable,
wholesome batter and breading; and are packaged and
frozen in accordance with good commercial practice.
They are maintained at temperatures necessary for the
preservation of the product. Frozen raw breaded fish por-
tions weigh more than 1-1/2 ounces, and are at least 3/8-
inch thick. Frozen raw breaded fish portions contain not
less than 75 percent, by weight, of fish flesh. All portions
in an individual package are prepared from the flesh of
one species of fish.

B. STYLES

Style I, Skinless portions, are portions prepared from fish
blocks which have been made with skinless fillets.

Style II, Skin-on-portions, are portions prepared from
fish blocks which have been made with demonstrably
acceptable skin-on fillets.

Composition of the product.
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(a) Frozen raw breaded fish portions should con-
tain 75 percent by weight of fish flesh. Fish
flesh content may be determined by the on-line
method provided that the results are consistent
with the fish flesh content requirement of 75
percent by weight, when verified by the official
end-product method.

(b) Production methods employed in official estab-
lishments should be kept relatively constant for
each production lot so as to minimize variation
in any factors which may affect the relative fish
flesh content.

Examination of sample, frozen state:

(1) Condition of package refers to the presence in
the package of loose breading and/or loose frost.

(2) Ease of separation refers to the difficulty of
separating the portions from each other or from
the packaging material.

Broken portion means a portion with a break or cut
equal to or greater than one-half the width or length of the
portion.

Damaged portion means a portion that has been
mashed, physically or mechanically injured. misshaped, or
mutilated to the extent that its appearance is materially
affected. The amount of damage is measured by using a
grid composed of squares ¼ inch � ¼ inch (that is,
squares with an area of 1/16 square inch each) to measure
the area of the portion affected. No deductions are made
for damage of less than 1/16 square inch.

Uniformity of size refers to the degree of uniformity
in length and width of the frozen portions. Deviations are
measured from the combined lengths of the two longest
minus the combined lengths of the two shortest and/or the
combined widths of the two widest minus the combined
widths of the two narrowest portions in the sample.
Deductions are not made for overall deviations in length
or width up to 1/4 inch.

Uniformity of weight refers to the degree of uniformity
of the weights of the portions. Uniformity is measured by
the combined weight of the two heaviest portions divided by
the combined weight of the two lightest portions in the sam-
ple. No deductions are made for weight ratios less than 1.2.

Cooked state means the state of the product after
being cooked in accordance with the instructions accom-
panying the product.

C. EXAMINATION OF SAMPLE, COOKED STATE

(1) Distortion refers to the degree of bending of the
long axis of the portion. Distortion is measured
as the greatest deviation from the long axis.
Deductions are not made for deviations of less
than ¼ inch.

(2) Coating defects refers to breaks, lumps,
ridges, depressions, blisters, or swells and
curds in the coating of the cooked product.
Breaks in the coating are objectionable bare
spots through which the fish flesh is plainly
visible. Lumps are objectionable outcroppings
of breading on the portion surface. Ridges are
projections of excess breading at the edges of
the portions.

Depressions are objectionable visible voids
or shouldow areas that are lightly covered by
breading. Blisters are measured by the swelling
or exposed area in the coating resulting from
the bursting or breaking of the coating. Curd
refers to crater-like holes in the breading filled
with coagulated white or creamy albumin.
Instances of these defects are measured by a
plastic grid marked off in 1/4-inch squares
(1/16 square inch). Each square is counted as 1
whether it is full or fractional.

(3) Blemishes refers to skin (except for Style II),
blood spots or bruises, objectionable dark fatty
flesh, or extraneous material. Instances of
blemishes refers to each occurrence measured
by placing a plastic grid marked off in 1/4-inch
squares (1/16 square inch) over the defect area.
Each square is counted as 1 whether it is full or
fractional.

(4) Bones means the presence of potentially harm-
ful bones in a portion. A potentially harmful
bone is one that after being cooked is capable
of piercing or hurting the palate.

(5) Texture defects of the coating refers to the
absence of the normal textural properties of the
coating which are crispness and tenderness.
Defects in coating texture are dryness, soggi-
ness. mushiness, doughyness, toughness, pasty-
ness, as sensed by starchiness or other sticky
properties felt by mouth tissues and/or meali-
ness.

(6) Texture defects of the fish flesh and texture of
skin in Style II refers to the absence of the nor-
mal textural properties of the cooked fish flesh
and to the absence of tenderness of the cooked
skin in Style II.

Normal textural properties of cooked fish flesh are
tenderness, firmness, and moistness without excess water.
Texture defects of the cooked fesh are dryness, mushiness,
toughness, and rubberiness. Texture defects of the cooked
skin in Style II are mushiness, rubberiness, toughness, and
stringiness.

Minimum fish flesh content—End-product determi-
nation refers to the minimum percent, by weight, of the
average fish flesh content of three frozen raw breaded por-
tions (sample unit for fish flesh determination).
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IX. FROZEN FRIED FISH STICKS

A. DESCRIPTION OF THE PRODUCT

Frozen fried fish sticks are clean, wholesome, rectangu-
lar-shaped unglazed masses of cohering pieces (not
ground) of fish flesh coated with breading and partially
cooked. The sticks are cut from frozen fish blocks; are
coated with a suitable, wholesome batter and breading;
are fried, packaged, and frozen in accordance with good
manufacturing practices. They are maintained at tempera-
tures necessary for preservation of the product. Frozen
fried fish sticks weigh up to and including 1½ ounces; are
at least three-eighths of an inch thick; and their largest
dimension is at least three times the next largest dimen-
sion. All sticks in an individual package are prepared from
the flesh of one species of fish.

Frozen fried fish sticks should contain 60 percent by
weight of fish flesh. Fish flesh content may be determined
by the on-line method provided, that the results are con-
sistent with the fish flesh content requirement of 60 per-
cent by weight, when verified by the official end-product
method.

Production methods employed in official establish-
ments should be kept relatively constant for each produc-
tion lot so as to minimize variation in any factors which
may affect the relative fish flesh content.

Definitions of factors for point deductions are as fol-
lows:

B. EXAMINATION OF SAMPLE, FROZEN STATE

(1) Condition of package refers to the presence in
the package of free excess oil and/or loose
breading and/or loose frost.

(2) Ease of separation refers to the difficulty of
separating sticks from each other or from pack-
aging material that are frozen together after the
frying operation and during the freezing.

(3) Broken stick means a stick with a break or cut
equal to or greater than one-half the width of
the stick.

(4) Damaged stick means a stick that has been
mashed, physically or mechanically injured,
misshaped or mutilated to the extent that its
appearance is materially affected. The amount
of damage is measured by using a grid com-
posed of squares ¼ inch (that is, squares with an
area of 1/16 square inch each) to measure the
area of the stick affected. Deductions are not
made for damage less than 1/16 square inch.

(5) Uniformity of size refers to the degree of uni-
formity in length and width of the frozen
sticks. Deviations are measured from the com-
bined lengths of the two longest minus the
combined lengths of the two shortest and/or
the combined widths of the two widest minus

the combined widths of the two narrowest.
Deductions are not made for overall deviations
in length of width up to ¼ inch.

(6) Uniformity of weight refers to the degree of
uniformity of the weights of the sticks.
Uniformity is measured by the combined
weight of the two heaviest sticks divided by the
combined weight of the two lightest sticks. No
deductions are made for weight ratios less than
1.15.

Examination of sample, cooked state:
Distortion refers to the degree of bending of the long

axis of the stick. Distortion is measured as the greatest
deviation from the long axis. Deductions are not made for
deviations of less than 1/4 inch.

Coating defects refers to breaks, lumps, ridges,
depressions, blisters, or swells and curds in the coating of
the cooked product. Breaks in the coating are objection-
able bare spots through which the fish flesh is plainly vis-
ible. Lumps are objectionable outcroppings of breading
on the stick surface.

Ridges are projections of excess breading at the edges
of the fish flesh.

Depressions are objectionable visible voids or shoul-
dow areas which are lightly covered by breading. Blisters
are measured by the swelling or exposed area in the coat-
ing resulting from the bursting or breaking of the coating.
Curd refers to crater-like holes in the breading filled with
coagulated albumin. Instances of these defects are meas-
ured by a plastic grid marked off in ¼-inch squares (1/16
square inch). Each square is counted as one whether it is
full or fractional.

Blemishes refers to skin, blood spots, or bruises,
objectionable dark fatty flesh, carbon specks or
extraneous material. Instances of blemishes refers to each
occurrence measured by placing a plastic grid marked
off in ¼ inch squares (1/16 square inch) over the defect
area. Each square is counted as one whether it is full or
fractional.

Bones means the presence of potentially harmful
bones in a stick. A potentially harmful bone is one that
after being cooked is capable of piercing or hurting the
palate.

Texture defects of the coating refers to the absence of
the normal textural properties of the coating which are
crispness and tenderness. Coating texture defects are dry-
ness, sogginess, mushiness, doughiness, toughness, pasti-
ness, as sensed by starchiness or other sticky properties
felt by mouth tissues; oiliness to the degree of impairment
of texture; and/or mealiness.

Texture defects of the fish flesh refers to the absence
of normal textural properties of the cooked fish flesh,
which are tenderness, firmness, arid moistness without
excess water. Texture defects of the flesh are dryness,
softness, toughness, and rubberiness.
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X. FROZEN FRIED FISH PORTIONS

A. DESCRIPTION OF THE PRODUCT

Frozen fried fish portions are clean, wholesome, uni-
formly shaped, unglazed masses of cohering pieces (not
ground) of fish flesh coated with breading and partially
cooked. The portions are cut from frozen fish blocks;
coated with a suitable, wholesome batter and breading;
are fried, packaged, and frozen in accordance with good
manufacturing practices. They are maintained at temper-
atures necessary for preservation of the product. Frozen
fried fish portions weigh more than 11/2 ounces and are
at least three-eighths of an inch thick. All portions in an
individual package are prepared from the flesh of one
species of fish.

Frozen fried fish portions should contain 65 percent
by weight of fish flesh. Fish flesh content may be deter-
mined by the on-line method, provided, that the results are
consistent with the fish flesh content requirement of 65
percent by weight, when verified by the official end-prod-
uct method.

Production methods employed in official establish-
ments should be kept relatively constant for each produc-
tion lot so as to minimize variation in any factors which
may affect the relative fish flesh content.

Ease of separation refers to the difficulty of separating
portions from one another or from packaging material that
are frozen together after the frying operation and during
the freezing.

Broken portion means a portion with a break or cut
equal to or greater than one-half the width or length of the
portion.

Damaged portion means a portion that has been
mashed, physically or mechanically injured, misshaped or
mutilated to the extent that its appearance is materially
affected. The amount of damage is measured by using a
grid composed of squares 1/4 inch (that is, squares with an
area of 1/16 square inch each) to measure the area of the
portion affected. Deductions are not made for damage less
than 1/16 square inch.

Uniformity of size refers to the degree of uniformity
in length and width of the frozen portions. Deviations are
measured from the combined lengths of the two longest
minus the combined lengths of the two shortest and/or
the combined widths of the two widest minus the com-
bined widths of the two narrowest. Deductions are not
made for overall deviations in length or width up to ¼
inch.

Uniformity of weight refers to the degree of unifor-
mity of the weights of the portions. Uniformity is meas-
ured by the combined weight of the two heaviest portions
divided by the combined weight of the two lightest por-
tions. No deductions are made for weight ratios less than
1.20.

XI. FRESH AND FROZEN SHRIMP

A. PRODUCT DESCRIPTION

The products are clean wholesome shrimp that are fresh
or frozen, raw or cooked. Product forms are:

1. Types

(1) Chilled, fresh (not previously frozen).
(2) Unfrozen, thawed (previously frozen).
(3) Frozen individually (IQF), glazed or unglazed.
(4) Frozen solid pack, glazed or unglazed. 

(b) Styles. (1) Raw (uncoagulated protein).

2. Blanched (Parboiled)

Blanched means heated for a period of time such that the
surface of the product reaches a temperature adequate to
coagulate the protein.

Cooked-heated for a period of time such that the ther-
mal center of the product reaches a temperature adequate
to coagulate the protein.

3. Market Forms

(1) Heads on (head, shell, tail fins on).
(2) Headless (only head removed: shell, tail fins on).
(3) Peeled, undeveined, round, tail on (all shell

removed except last shell segment and tail fins,
with segments unslit].

(4) Peeled, undeveined, round, tail off (all shell and
tail fins removed, with segments unslit).

(5) Peeled and deveined, round, tail on (all shell
removed except last shell segment and tail fins,
with segments shouldowly slit to last segment).

(6) Peeled and deveined, round, tail off (all shell
and tail fins removed, with segments shoul-
dowly slit to last segment).

(7) Peeled and deveined, fantail or butterfly, tail on
(all shell removed except last shell segment and
tail fins,with segments deeply slit to last seg-
ment).

(8) Peeled and deveined, fantail or butterfly, tail off
(all shell and tail fin removed, with segments
deeply slit to last segment).

(9) Peeled and deveined, western (all shell
removed except last shell segment and tail fins,
with segments split to fifth segment and vein
removed to end of cut).

(10) Other forms of shrimp as specified and so des-
ignated on the label.

B. EXAMINATION IN THE FROZEN STATE

Dehydration refers to a general drying of the shrimp flesh
that is noticeable after any glaze and shell are removed. It

38-12 Handbook of Food Science, Technology, and Engineering, Volume 1



includes any detectable change from the normal charac-
teristic, bright appearance of freshly caught, properly iced
or properly processed shrimp.

Slight dehydration means scarcely noticeable drying
of the shrimp flesh that will not affect the sensory quality
of the sample.

Moderate dehydration means conspicuous drying of
the shrimp flesh that will not seriously affect the sensory
quality of the sample.

Excessive dehydration means conspicuous drying that
will seriously affect the sensory quality of the sample.

Examination in the fresh or thawed state indicates the
following. 

Uniformity of size refers to the degree of uniformity
of the shrimp in the container to determine their conform-
ity to the declared count. 

Black spots, improperly headed (throats), and improp-
erly cleaned ends refer to the presence of any objection-
able black or darkened area that affects the desirability or
sensory quality of the shrimp, whether the market form is
shell-on or peeled. Objectionable black spot refers to
more than three instances of penetrating black spot that is
visible but difficult to measure because of its small size
(approximately the size of a pencil point): or any areas
larger than a pencil point that penetrates the flesh: or
aggregate areas of non-penetrating surface black spot on
the shell or membrane that is equal to or greater than 1/3
the area of the smallest segment. 

Assessments are made on individual shrimp:
Throats are those portions of flesh and/or extraneous

material from the head (cephalothorax) that remain
attached to the first segment after heading.

Pieces of shrimp, broken or damaged shrimp:
Piece means for a count of 70 or less unglazed shrimp

per pound (0.45 kg) any shrimp that has fewer than five
segments, with or without tail fins attached: or, for a count
of more than 70 unglazed shrimp per pound (0.45 kg), any
shrimp that has fewer than four segments: or, any whole
shrimp with a break in the flesh greater than 2/3 of the
thickness of the shrimp where the break occurs.

Broken shrimp means a shrimp having a break in the
flesh greater than 1/3 of the thickness of the shrimp.

Damaged shrimp means a shrimp that is crushed or
mutilated so as to materially affect its appearance or use-
ability.

Unusable material includes the following:
Legs refer to walking legs only, whether attached or

not attached to the body (heads-on market from excepted).
Loose shell and antennae are any pieces of shell or

antennae that are completely detached from the shrimp.
Flipper refers to any detached tail fin with or without

the last shell segment attached, with or without flesh inside.
Extraneous material means any harmless material in a

sample unit that is not shrimp material.

Unacceptable shrimp refers to abnormal or diseased
shrimp.

Head refers to the cephalothorax, except for heads-on
shrimp.

Inadvertently peeled and improperly peeled shrimp
refer to the presence or absence of head, shell segment,
swimmeret, or tail fin, which should or should not have
been removed of certain market forms. (Shell-on shrimp
with tail fins and/or telson missing is inadvertently peeled,
but if the last segment of flesh is missing, the shrimp is
damaged.)

Improperly deveined shrimp refers to the presence of
dark vein (alimentary canal) containing sand or sediment
or roe which should have been removed for peeled and
deveined market forms. For shrimp of 70 count per pound
(0.45 kg) or less, aggregate areas of dark vein or roe is a
defect that are longer than one segment is a defect. For
shrimp of 71 to 500 count per pound (0.45 kg), aggregate
areas of dark vein or roe defect that are longer than two
segments are a defect.

Note: This does not pertain to the last segment. For
shrimp of over 500 count per pound (0.45 kg), dark vein
or roe of any length is not a defect.

Examination in the cooked state:
Texture. The texture of cooked shrimp should be firm,

slightly resilient but not tough, moist but not mushy.
Texture as a defect refers to an undesirable toughness,
dryness, or mushiness which deviated from the normal
characteristics of the species when freshly caught, prop-
erly processed, and cooked.

Slight means slightly tough, dry, but not mushy.
Moderate means moderately tough, dry or mushy.
Excessive means excessively tough, very dry or very

mushy.

XII. FROZEN RAW BREADED SHRIMP

The U.S. FDA has provided the following standards for
frozen raw breaded shrimp.

A. DESCRIPTION

Frozen raw breaded shrimp are whole, clean, whole-
some, headless, peeled shrimp which have been
deveined where applicable of the regular commercial
species, coated with a wholesome, suitable batter and/or
breading. Whole shrimp consist of five or more segments
of unmutilated shrimp flesh. They are prepared and
frozen in accordance with good manufacturing practice
and are maintained at temperatures necessary for the
preservation of the product. 

Frozen raw breaded shrimp is the food prepared by
coating one of the optional forms of shrimp with safe and
suitable batter and breading ingredients. The food is frozen.

Frozen Seafood Products: Description 38-13



The food tests not less than 50 percent of shrimp
material as determined by prescribed method 

The term shrimp means the tail portion of properly
prepared shrimp of commercial species. Except for com-
posite units, each shrimp unit is individually coated. The
optional forms of shrimp are:

(1) Fantail or butterfly: Prepared by splitting the
shrimp; the shrimp are peeled, except that tail
fins remain attached and the shell segment
immediately adjacent to the tail fins may be left
attached.

(2) Butterfly, tail off: Prepared by splitting the
shrimp; tail fins and all shell segments are
removed.

(3) Round: Round shrimp, not split; the
shrimp are peeled, except that tail fins
remain attached and the shell segment immedi-
ately adjacent to the tail fins may be left
attached.

(4) Round, tail off: Round shrimp, not split; tail
fins and all shell segments are removed.

(5) Pieces: Each unit consists of a piece or a part of
a shrimp; tail fins and all shell segments are
removed.

The above information is categorized as follows.

1. Styles

Style I, Regular Breaded Shrimp, are frozen raw breaded
shrimp containing a minimum of 50 percent of shrimp
material.

Style II, Lightly Breaded Shrimp, are frozen raw
breaded shrimp containing a minimum of 65 percent of
shrimp material.

2. Types

Type I-Breaded fantail shrimp subtypes are:
Subtype A. Split (butterfly) shrimp with the tail

fin and the shell segment immediately adjacent to the tail
fin.

Subtype B. Split (butterfly) shrimp with the tail fin but
free of all shell segments.

Subtype C. Split (butterfly) shrimp without attached
tail fin or shell segments.

Type II-Breaded round shrimp subtypes are:
Subtype A. Round shrimp with the tail fin and the

shell segment immediately adjacent to the tail fin.
Subtype B. Round shrimp with the tail fin but free of

all shell segments.
Subtype C. Round shrimp without attached tail fin or

shell segments.
Type III-Breaded split shrimp.

3. Definitions and Methods of Analysis

(a) Fantail shrimp:
This type is prepared by splitting and peeling

the shrimp except that for Subtype A the tail fin
remains attached and the shell segment imme-
diately adjacent to the tail fin remains attached. 

For Subtype B, the tail fin remains, but the
shrimp are free of all shell segments. 

For Subtype C, the shrimp are free of tail fins
and all shell segments.

(b) Round shrimp: This type is the round shrimp,
not split. The shrimp are peeled except that for
Subtype A, the tail fin remains attached and the
shell segment immediately adjacent to the tail
fin remains attached. 

For Subtype B, the tail fin remains, but the
shrimp are free of all shell segments. 

For Subtype C, the shrimp are free of all
shell segments and tail fins.

B. COMPOSITE UNITS

Each unit consists of two or more whole shrimp or pieces
of shrimp, or both, formed and pressed into composite
units prior to coating; tail fins and all shell segments are
removed; large composite units, prior to coating, may be
cut into smaller units.

The batter and breading ingredients referred to are the
fluid constituents and the solid constituents of the coating
around the shrimp. These ingredients consist of suitable
substances which are not food additives as defined by
regulations. If they are food additives as so defined, they
are used in conformity with established regulations.
Batter and breading ingredients that perform a useful
function are regarded as suitable, except that artificial fla-
vorings, artificial sweeteners, artificial colors, and chemi-
cal preservatives, other than those specifically permitted
are not suitable ingredients of frozen raw breaded shrimp.
Chemical preservatives that are suitable are:

1. Ascorbic acid, which may be used in a quantity
sufficient to retard development of dark spots
on the shrimp; and

2. The antioxidant preservatives listed in the reg-
ulations that may be used to retard development
of rancidity of the fat content of the food, in
amounts within the limits prescribed.

The label should name the food, as prepared from each of
the optional forms of shrimp specified, and following the
numbered sequence of the following data

(1) “Breaded fantail shrimp.’’The word “butterfly’’
may be used in lieu of “fantail’’ in the name.

(2) “Breaded butterfly shrimp, tail off.”
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(3) “Breaded round shrimp.”
(4) “Breaded round shrimp, tail off.”
(5) “Breaded shrimp pieces.”
(6) Composite units:

If the composite units are in a shape similar to that of
breaded fish sticks the name is “Breaded shrimp sticks”;
if they are in the shape of meat cutlets, the name is
“Breaded shrimp cutlets.”

If prepared in a shape other than that of sticks or cut-
lets, the name is “Breaded shrimp ______,” the blank to
be filled in with the word or phrase that accurately
describes the shape, but which is not misleading.

The word “prawns” may be added in parentheses
immediately after the word “shrimp’’ in the name of the
food if the shrimp are of large size; for example, “Fantail
breaded shrimp (prawns).” If the shrimp are from a single
geographical area, the adjectival designation of that area
may appear as part of the name; for example, “Breaded
Alaskan shrimp sticks.’’

The names of the optional ingredients used should be
listed on the principal display panel or panels of the label
with such prominence and conspicuousness as to render
them likely to be read and understood by the ordinary
individual under customary conditions of purchase. If a
spice that also imparts color is used, it should be desig-
nated as “spice and coloring,’’ unless the spice is desig-
nated by its specific name. If ascorbic acid is used to
retard development of dark spots on the shrimp, it should
be designated as “Ascorbic acid added as a preservative’’
or “Ascorbic acid added to retard discoloration of
shrimp.’’

If any other antioxidant preservative is used, such pre-
servative should be designated by its common name fol-
lowed by the statement “Added as a preservative.’’

Frozen raw lightly breaded shrimp complies with the
provisions of frozen raw breaded shrimp except that it
contains not less than 65 percent of shrimp material and
that in the name prescribed the word “lightly’’ immedi-
ately precedes the words “breaded shrimp.’’

Factors affecting qualities that are measured on the
product in the unbreaded or thawed debreaded state are
degree of deterioration, dehydrations, sand veins, black
spot, extra shell, extraneous material, and swimmerets.

Dehydration refers to the occurrence of whitish areas
on the exposed ends of the shrimp (due to the drying of
the affected area) and to a generally desiccated appear-
ance of the meat after the breading is removed.

Deterioration refers to any detectable change from the
normal good quality of freshly caught shrimp. It is evalu-
ated by noting in the thawed product deviations from the
normal odor and appearance of freshly caught shrimp.

Extraneous material consists of nonedible material
such as sticks, seaweed, shrimp thorax, or other objects
that may be accidentally present in the package.

Slight: Slight refers to a condition that is scarcely
noticeable but does affect the appearance, desirability,
and/or eating quality of breaded shrimp.

Moderate: Moderate refers to a condition that is con-
spicuously noticeable but that does not seriously affect the
appearance, desirability, and/or eating quality of the
breaded shrimp.

Marked: Marked refers to a condition that is conspicu-
ously noticeable and that does seriously affect the appear-
ance, desirability, and/or eating quality of the breaded
shrimp.

Excessive: Excessive refers to a condition that is very
noticeable and is seriously objectionable.

Halo: Halo means an easily recognized fringe of
excess batter and breading extending beyond the shrimp
flesh and adhering around the perimeter or flat edges of a
split (butterfly) breaded shrimp.

Balling up: Balling up means the adherence of lumps of
the breading material to the surface of the breaded coating,
causing the coating to appear rough, uneven, and lumpy.

Holidays: Holidays means voids in the breaded coat-
ing as evidenced by bare or naked spots.

Damaged frozen raw breaded shrimp: Damaged
frozen raw breaded shrimp means frozen raw breaded
shrimp that have been separated into two or more parts or
that have been crushed or otherwise mutilated to the
extent that their appearance is materially affected.

Black spot: Black spot means any blackened area that
is markedly apparent on the flesh of the shrimp.

Sand vein: Sand vein means any black or dark sand
vein that has not been removed, except for that portion
under the shell segment adjacent to the tail fin when
present.

Extra shell: Extra shell means any shell segment(s) or
portion thereof, contained in the breaded shrimp except
the first segment adjacent to the tail fin for Type I,
Subtype A, and Type II, Subtype A.

XIII. FROZEN RAW SCALLOPS

A. DESCRIPTION OF THE PRODUCT

Frozen raw scallops are clean, wholesome, adequately
drained, whole or cutadductor muscles of the scallop of
the regular commercial species. The portion of the scallop
used should be only the adductor muscle eye whichcon-
trols the shell movement. Scallops should be washed,
drained, packed, andfrozen in accordance with good man-
ufacturing practices and are maintained attemperatures
necessary for the preservation of the product. Only scal-
lops of asingle species should be used within a lot.

1. Styles

Style I are solid pack scallops are frozen together into a
solid mass.
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(1) Substyle a. Glazed.
(2) Substyle b. Not glazed. (b) Style II. Individually

quick frozen pack (IQF) scallops are individu-
ally quick frozen. Individual scallops can be
separated without thawing.

(1) Substyle a. Glazed.
(2) Substyle b. Not glazed.

2. Types

(a) Type 1. Adductor muscle.
(b) Type 2. Adductor muscle with catch (gristle or

sweet meat) portion removed.

Dehydration refers to the loss of moisture from the
scallops surface during frozen storage. Small degree of
dehydration is color-masking but can be easily scraped
off. Large degree of dehydration is deep, color-masking,
and requires a knife or other instrument to scrape it off.

Extraneous materials are pieces or fragments of unde-
sirable material that are naturally present in or on the scal-
lops and which should be removed during processing.

An instance of minor extraneous material includes but
is not limited to each occurrence of intestines, seaweed, etc.,
and each aggregate of sand and grit up to ½-inch square and
located on the scallop surface. Deduction points should be
assessed for additional instances of intestines, seaweed, etc.,
and aggregates of sand and grit up to ½-inch square.

An instance of major extraneous material includes but
is not limited to each instance of shell or aggregate of
embedded sand or other extraneous embedded material
that affects the appearance or eating quality of the product.

Texture refers to the firmness, tenderness, and moist-
ness of the cooked scallop meat, which is characteristic of
the species.

Net weight means the total weight of the scallop
meats within the package after removal of all packaging
materials, ice glaze, or other protective materials. 

XIV. FROZEN RAW BREADED SCALLOPS
FROZEN FRIED SCALLOPS

A. PRODUCT DESCRIPTION

Frozen raw breaded scallops are:

(1) Prepared from wholesome, clean, adequately
drained, whole or cut adductor muscles of the
scallop of the regular commercial species, or
scallop units cut from a block of frozen scal-
lops that are coated with wholesome batter and
breading;

(2) Packaged and frozen according to good com-
mercial practice and maintained at tempera-
tures necessary for preservation; and

(3) Composed of a minimum of 50 percent by
weight of scallop meat.

Frozen fried scallops. 
Frozen fried scallops are:

(1) Prepared from wholesome, clean, adequately
drained, whole or cut adductor muscles of the
scallop of the regular commercial species, or
scallop units cut from a block of frozen scal-
lops that are coated with wholesome batter and
breading;

(2) Precooked in oil or fat;
(3) Packaged and frozen according to good com-

mercial practice and maintained at tempera-
tures necessary for preservation; and

(4) Composed of a minimum of 50 percent by
weight of scallop meat.

The styles of frozen raw breaded scallops and frozen
fried scallops include the following.

Style I Random pack:
Scallops in a package are reasonably uniform in

weight and/or shape. The weight or shape of individual
scallops is not specified.

Style II Uniform pack:
Scallops in a package consist of uniform shaped

pieces that are of specified weight or range of weights.

1. Types

(a) Type 1. Adductor muscle.
(b) Type 2. Adductor muscle with catch (gristle or

sweet meat) portion removed.

Appearance refers to the condition of the package and
ease of separation in the frozen state and continuity and
color in the cooked state.

“Condition of the package” refers to freedom from pack-
aging defects and the presence in the package of oil, and/or
loose breading, and/or frost. Deduction points are based on
the degree of the improper condition as small or large. 

“Ease of separation” refers to the difficulty of sepa-
rating scallops that are frozen together after the frying
operation and during freezing.

“Continuity” refers to the completeness of the coating
of the product in the cooked state. Lack of continuity is
exemplified by breaks, ridges and/or lumps of breading.
Each 1/16 square inch area of any break, ridge, or lump of
breading is considered an instance of lack of continuity.
Individual breaks, ridges, or lumps of breading measuring
less than 1/16 square inch are not considered objection-
able. Deduction points are based on the percentage of the
scallops within the package that contain small and/or
large instances of lack of continuity.

Workmanship defects refer to the degree of freedom
from doubled and misshaped scallops and extraneous
material. The defects of doubled and misshaped scallops
are determined by examining the frozen product, while
the defects of extraneous materials are determined by
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examining the product in the cooked state. Deduction
points are based on the percentage by count of the scal-
lops affected within the package. 

Doubled scallops. Two or more scallops that are joined
together during the breading and/or frying operations

Misshaped scallops. Elongated, flattened, mashed, or
damaged scallop meats.

Extraneous material. Extraneous are pieces or frag-
ments of undesirable material that are naturally present in
or on the scallops and which should be removed during
processing.

Examples of minor extraneous material include intes-
tines, seaweed, and each aggregate of sand and grit within
an area of 1/2-inch square.

Examples of major extraneous material include shell,
aggregate of embedded sand or other extraneous embed-
ded material that affects the appearance or eating quality
of the product.

Texture in the cooked state
Texture of the coating:
Firm or crisp, but not tough, pasty, mushy, or oily
Moderately tough, pasty, mushy, or oily
Excessively tough, pasty, mushy, or oily
Texture of the scallop meat
Firm, but tender and moist
Moderately tough, dry, and/or fibrous or mushy
Excessively tough, dry, and/or fibrous or mushy
Character.
Character refers to the texture of the scallop meat and of

the coating and the presence of gristle in the cooked state. 

(1) Gristle. Gristle (type 2 only) is the tough elas-
tic tissue usually attached to the scallop meat.
Each instance of gristle is an occurrence.

(2) Texture refers to the firmness, tenderness, and
moistness of the cooked scallop meat and to
the crispness and tenderness of the coating of the
cooked product. The texture of the scallop meat
may be classified as a degree of mushiness,
toughness, and fibrousness. The texture of the
coating may be classified as a degree of pasti-
ness, toughness, dryness, mushiness, or oiliness.

XV. FROZEN NORTH AMERICAN
FRESHWATER CATFISH AND CATFISH
PRODUCTS

A. SCOPE AND PRODUCT DESCRIPTION

The descriptions apply to products derived from farm-
raised, or from rivers and lakes, North American freshwater
catfish of the following common commercial species and
hybrids thereof:

(1) Channel catfish (Ictalurus punctatus)
(2) White catfish (Ictalurus catus)

(3) Blue catfish (Ictalurus furcatus)
(4) Flathead catfish (Pylodictis olivaris)

Fresh products will be packaged in accordance with
good commercial practices and maintained at tempera-
tures necessary for the preservation of the product. Frozen
products will be frozen to 0°F (�18°C) at their
center(thermal core) in accordance with good commercial
practices and maintained at temperatures of 0°F (�18°C)
or less.

The product may contain bones when the principle dis-
play panel clearly shows that the product contains bones.
Product presentation.

Catfish products may be presented and labeled as
follows:

1. Types

(1) Fresh, or
(2) Frozen.

2. Styles

(1) Skin on, or
(2) Skinless.

Market forms include but are not limited to the following:

(1) Headed and gutted.
(2) Headed and dressed are headed and gutted usu-

ally with fins removed. This form may be pre-
sented with or without the dorsal spine and
with or without the collar bone.

(3) Whole fillets are practically boneless pieces of
fish cut parallel to the entire length of the back-
bone with the belly flaps and with or without
the black membrane.

(4) Trimmed fillets are whole fillets without belly
flaps.

(5) Fillet strips are strips of fillets weighing not
less than ¾ ounce.

(6) Steaks are units of fish not less than 1 1/2
ounces in weight which are sawn or cut approx-
imately perpendicular (30 degrees to 90
degrees) to the axial length or backbone. They
have two reasonably parallel surfaces. The
number of tail sections that may be included in
the package must not exceed the number of fish
cut per package).

(7) Nuggets are pieces of belly flaps with or with-
out black membrane and weighing not less than
¾ ounce.

3. Bone Classifications

(1) Practically boneless fillet.
(2) Bone-in (fillet cut, with bones).
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Dehydration applies to all frozen market forms. It
refers to the loss of moisture from the surface resulting in
a whitish, dry, or porous condition:

Slight: surface dehydration which is not color mask-
ing (readily removed by scraping) and affecting 3 to 10
percent of the surface area.

Moderate: deep dehydration which is color masking,
cannot be scraped off easily with a sharp instrument, and
affects more than one percent but not more than 10 per-
cent of the surface area.

Excessive: deep dehydration which is color masking,
and cannot be easily scraped off with a sharp instrument
and affects more than 10 percent of the surface area.

Condition of the product applies to all market forms.
It refers to freedom from packaging defects, cracks in the
surface of a frozen product, and excess moisture (drip) or
blood inside the package. Deduction points are based on
the degree of this defect.

Slight refers to a condition that is scarcely oticeable
but that does not affect the appearance, desirability or eat-
ing quality of the product.

Moderate refers to a condition that is conspicuously
noticeable but that does not seriously affect the appear-
ance, desirability, or eating quality of the product.

Excessive refers to a condition that is conspicuously
noticeable and that does seriously affect the appearance,
desirability or eating quality of the product.

Discoloration applies to all market forms. It refers to
colors not normal to the species. This may be due to mis-
handling or the presence of blood, bile, or other substances.

Slight: 1/16 square inch up to and including one
square inch in aggregate area.

Moderate: greater than one square inch up to and
including 2 square inches in aggregate area.

Excessive: over 2 square inches in aggregate area.
Also, each additional complete one square inch is again
assessed points under this category.

Uniformity will be assigned in accordance with
weight tolerances as follows:

Weight of portion: 0.75 to 4.16 ounces
Moderate: Over 1/8 ounce but not over 1/4 ounce

above or below declared weight of portion
Excessive: In excess of 1/4 ounce above or below

declared weight of portion 4.17 to 11.20 ounces
Moderate: Over 1/8 ounce but not over 1/2 ounce

above or below declared weight of portion
Excessive: In excess of 1/2 ounce above or below

declared weight of portion 11.21 to 17.30 ounces
Moderate: Over 1/8 ounce but not over 1/8 ounce

above or below declared weight of portion
Excessive: In excess of 1/8 ounce above or below

declared weight of portion
Skinning cuts apply to skinless market forms. It refers

to improper cuts made during the skinning operation as 

evidenced by torn or ragged surfaces or edges, or gouges
in the flesh which detract from a good appearance of the
product.

Slight: 1/16 square inch up to and including 1 square
inch in aggregate area.

Moderate: Over one square inch up to and including 2
square inches in aggregate area.

Excessive: Over 2 square inches in aggregate area.
Also, each additional complete one square inch is again
assessed points under this category.

Heading applies to the presence of ragged cuts or
pieces of gills, gill cover, pectoral fins or collar bone after
heading. Deduction points also will be assigned when the
product is presented with the collar bone and it has been
completely or partially removed.

Slight: 1/16 square inch up to and including one
square inch in aggregate area.

Moderate: Over one square inch up to and including 2
square inches in aggregate area.

Excessive: Over 2 square inches in aggregate area.
Also, each additional complete one square inch is again
assessed points under this category.

Evisceration applies to all market forms. It refers to
the proper removal of viscera, kidney, spawn, blood,
reproductive organs, and abnormal fat (leaf). The eviscer-
ation cut should be smooth and clean. Deduction points
are based on the degree of defect.

Slight: 1/16 square inch up to and including 1 square
inch in aggregate area.

Moderate: Over 1 square inch up to and including 2
square inches in aggregate area.

Excessive: Over 2 square inches in aggregate area.
Also, each additional complete one square inch is again
assessed points under this category.

Fins refer to the presence of fins, pieces of fins or dor-
sal spines. It applies to all market forms except headed
and gutted or headed and dressed catfish or catfish steaks.
Deduction points also will be assigned when the product
is intended to have the dorsal spine but it has been com-
pletely or partially removed.

Slight: Aggregate area up to including one square inch.
Moderate: Over one square inch area up to and includ-

ing 2 square inches.
Excessive: Over 2 square inches in aggregate area.

Also, each additional complete one square inch is again
assessed points under this category.

Bones (including pin bone) apply to all fillet and
nugget market forms. Each bone defect is a bone or part
of a bone that is 3/16 inch or more at its maximum length
or 1/32 inch or more at its maximum shaft width, or for
bone chips, a length of at least 1/16 inch. An excessive
bone defect is any bone which cannot be fitted into a rec-
tangle, which has a length of 1 9/16 inch and a width of
1/8 inch. In market forms intended to contain bones, the
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presence of bones will not be considered a physical
defect.

Skin refers to the presence of skin on skinless market
forms. For semi-skinned forms, a skin defect is the pres-
ence of the darkly pigmented outside layers. Points will be
assessed for each aggregate area greater than 1/2 square
inch up to and including one square inch.

Bloodspots refer to the presence of coagulated blood.
Bruises refer to softening and discoloration of the

flesh. Both bloodspots and bruises apply to all market
forms. Points will be assessed for each aggregate area of
bloodspots or bruises greater than 1/2 square inch up to
and including one square inch. 

Foreign material refers to extraneous material, including
packaging material, not derived from the fish that is found
on or in the sample. Each occurrence will be assessed.

Texture applies to all market forms and refers to the
presence of normal texture properties of the cooked fish
flesh, i.e., tender, firm, and moist without excess water.
Texture defects are described as dry, tough, mushy, rub-
bery, watery, and stringy.

Moderate: Noticeably dry, tough, mushy, rubbery,
watery, stringy.

Excessive: Markedly dry, tough, mushy, rubbery,
watery, stringy.
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GENERAL PRINCIPLES FOR THE
FREEZING, STORAGE AND
THAWING OF SEAFOOD

I. INTRODUCTION

Fish and shellfish are perishable and, as a result of a com-
plex series of chemical, physical, bacteriological, and his-
tological changes occurring in muscle, easily spoil after
harvesting. These interrelated processes are usually
accompanied by the gradual loss or development of dif-
ferent compounds which affect fish quality. The quality
changes are highly influenced by many factors, the most
important of which is temperature. If fresh fish is not
properly stored, exposure to ambient temperature can
cause serious deterioration in fish quality. Commercially,
icing or chilling continues to play a major role in slowing
down bacterial and enzymatic degradation of fish muscle.
However, this process is not designed to totally eliminate
changes in quality, since it only offers protection for 2–3
weeks, depending on the species.

Freezing preservation of food is an excellent method of
preservation with wide applications. Freezing inhibits the
activity of food spoilage and food poisoning organisms and
the low storage temperature greatly slows down the enzy-
matic and biochemical reactions which normally occur in
unfrozen foods. Freezing accomplishes these objectives in
two ways: the lowering of the temperature of the food and
the removal of water by converting it into ice. Lowering the
temperature to below freezing point inhibits the growth and
activity of many, but not all, microorganisms. Converting
most of the water into ice with the concomitant increase in
concentration of the dissolved substances reduces the water
activity of the food to the point where no microorganisms
can grow. Although biochemical reactions slow down at
lower temperature, they will, unlike microbiological activi-
ties, progress even at low commercial freezer storage tem-
peratures. In addition, conversion of water into ice initiates
complex physical and physicochemical changes that can
cause general deteriorative quality changes not ordinarily
occurring in fresh foods. Pre-freezing processing, such as
blanching, freezing and storage conditions should therefore
be selected, individually, for each product to minimize the
effect of these deteriorative reactions.

In most foods frozen commercially, water is the major
component. Most of the water in the tissue dissolves sol-
uble cell components, while a small part is bound up in
hydrates and in macromolecular colloidal complexes.

In addition, much of the aqueous solution is part of
the gel-like or fiber-like structures in the cell. The most
obvious change that occurs on freezing is the solidifica-
tion of water, which means that water is removed from its
normal position within the tissues. It appears that removal
of water from its normal position is only partly reversible

upon thawing, leading to “drip” and other changes. “Drip”
is the exudate from thawed tissue which is difficult in
practice to distinguish from any superficial moisture or
“glaze.” There is sometimes an apparent enhanced sus-
ceptibility to invasion by microorganisms owing to the
moist surfaces which occur during thawing. The conver-
sion of water into ice increases the concentration of solu-
ble cell components (in some cases to the point where
they become saturated and precipitate), changes the pH of
the aqueous solution and consequently affects the amount
of water that is involved in the colloidal complexes and in
the gel-like and fiber-like structures. The concentration of
cell components leads to a high concentration of elec-
trolytes, some of which interpose themselves in the
polypeptide chains of proteins, leading to protein denatu-
ration. In living cells this often leads to death (for exam-
ple, freezing and frozen storage causes a slight reduction
in number of most microorganisms), but in foods, which
usually consist of dead tissue prior to freezing, it can lead,
during storage, to irreversible changes in texture (e.g.,
toughness in fish) and to undesirable biochemical reac-
tions (enzymatically produced off-flavors). An under-
standing of freezing therefore involves physical,
physico-chemical, and biochemical aspects.

As mentioned above, freezing is an excellent process
for keeping the original quality of foods, such as fish, for
longer periods of time (commercially, up to 12 months or
more). Freezing and subsequent frozen storage are partic-
ularly useful in making seasonal species of fish, like her-
ring and mackerel, available all year round. In addition,
freezing preservation is also applied in a number of differ-
ent products made from various fish species. For example,
tuna is frozen on board large commercial fishing vessels,
brought to land, and then thawed for canning process. In
the production of various value-added fish products, freez-
ing is applied to breaded and battered fish sticks, fillets,
steaks, or nuggets. Likewise, high-quality fish are usually
filleted, frozen, and eventually sold to consumers.

Ideally, there should be no distinguishable differences
between fresh fish and frozen fish after thawing. If kept
under appropriate conditions, fish in the frozen state can
be stored for several months or more without appreciable
changes in quality. However, it is now well recognized
that deteriorative changes take place in fish and seafood
during freezing, frozen storage and thawing, which influ-
ence the quality of final products. Considerably more
knowledge of the basic structure of fish muscle and its
chemical composition is essential to understanding these
changes that occur during processing.

II. NATURE OF FISH MUSCLE

Fish muscle has a unique arrangement of muscle fibers. It
is divided into a number of segments called myotomes,
which are separated from one another by a thin sheath of
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connective tissue called the myocomma or myoseptum.
The number of myotomes in fish is dependent on the size
of fish, while their diameters vary from head to tail (1).
There are two major types of fish skeletal muscles, white
and red. The red or dark muscle lies along the side the
body next to the skin, particularly along the lateral lines,
and may comprise up to 30% of fish muscle, depending on
the species (2). Cells in red or dark muscle contain more
lipids than those in white muscle (3, 4); they are basically
employed for sustained swimming activities, functioning
aerobically using lipids for fuel. In addition, red muscle
has more mitochondria (5) but less sarcoplasmic reticulum
than white muscle (6). It has a large supply of oxygen and
a high content of myoglobin, the colored compound that
gives its red color. These characteristics, coupled with the
presence of the large amount of lipid, particularly among
the fatty species, present a serious problem on preservation
because of increased susceptibility of this muscle to lipid
oxidation. The red muscle of some species has also been
reported to contain enzymes that are responsible for chem-
ical reactions such as lipid oxidation and the conversion of
trimethylamine oxide (TMAO) to dimethylamine (DMA)
and formaldehyde (FA) (7, 8). The shape of red muscle
area in different species varies considerably. Lean fish
such as flounder, hake, sole, cod, pollock, and whiting
have a very small amount of red muscle, which lies along
the fish skin, whereas the fatty and semi-fatty fish species
have larger areas of red muscle.

White muscle, on the other hand, constitutes the major-
ity of fish muscle. Unlike red muscle, it has minimal myo-
globin and a restricted blood supply (5). Often referred to as
the “fast” tissue (9), it is used for anaerobic activities such as
short bursts of swimming activity. This muscle exhibits
rapid, powerful contractions, the energy for which is pro-
duced by reducing glycogen to lactic acid anaerobically (5). 

Intermediate between these two types of muscle are
intermixed red and white muscle, commonly referred to as
“mosaic” muscle (10). In some fish, this is a thin layer of
muscle that separates the red from white muscle.
However, in other fish, such as salmon, carp, and trout,
this muscle is scattered throughout the body of the fish.

The chemical composition of fish varies, depending
on several factors, such as age, species, gender, maturity,
method of catch, fishing grounds, and other seasonal and
biological factors. Even within the same species, chemical
composition may vary significantly. Generally, fish con-
tain a considerable amount of protein, lipid, and water,
and small amounts of vitamins and minerals. Other com-
ponents such as non-protein nitrogenous compounds are
also present in the muscle. These include urea, taurine,
peptides, free amino acids, and nucleotides such as ino-
sine and hypoxanthine (11). These compounds, together
with the macronutrients found in fish muscle, may be par-
ticularly important to fish processors, since they are fre-
quently used as spoilage indices.

III. PHYSICAL ASPECTS OF FREEZING

A. FORMATION OF ICE

From a physical point of view, fish, land animal, and veg-
etable tissues can be roughly considered as dilute aqueous
solutions. When they are chilled below 0°C, ice crystals
form at a temperature characteristic of the product and the
initial freezing point (FT), which is also the temperature
at which the last ice crystals melt on thawing. The freez-
ing point directly depends on the molar concentration of
dissolved substances presented, but not on the water con-
tent. Fruits, for example, have high water content and a
freezing point of �2 to �3°C, while fish contain less
water, yet have a freezing point of about �1 to �2°C. The
difference is due to the high sugar and acid content in
fruits as compared with the low solute content of fish
meat. Ice formation occurs during freezing only after a
certain degree of supercooling (supercooling is the phe-
nomenon of reducing the temperature of a solution or
material below its freezing point without crystallization
occurring) has been achieved, and the formation of ice is
accompanied by a heating up of the supercooled product
close to the freezing point. In commercial practice, the
amount of supercooling is usually insignificant. 

As the products are progressively cooled below their
initial freezing point, more and more water will be turned
into ice and the residual solutions will become more and
more concentrated. If, at any time, the products are
heated, some of the ice will be turned to water that will
then dilute the residual solutions. The ratio of ice to resid-
ual solution in frozen foods is a function of temperature
and initial concentration of solutes. At a temperature
lower than �40°C, there is little or no measurable change
in the amount of ice presented in most frozen foods. The
percentage ratio of freezing (RF) of frozen foods is usu-
ally estimated as follows:

RF (%) � 100 � [(FT/temp. frozen food) � 100]

where RF represents the percentage ratio of freezing and
FT represents the freezing point of the frozen food.

B. ICE CRYSTAL SIZE

Once water has started to freeze, the rate of ice formation is
a function of the rate of heat removal, as well as of the rate
of diffusion of water from the surrounding solutions or gels
to the surface of the ice crystals. At slow rates of cooling
few crystallization centers are formed and the ice crystals
grow to a relatively large size. The water in the cell diffuses
through the cell wall, leaving the cells in a collapsed condi-
tion. Very large ice crystals (few crystals) can lead to
mechanical damage to the food product. The cells become
physically separated over relatively long distances. As the
freezing rate increases, the number of ice crystals increases
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while their size decreases. Many studies have been done on
the effects of size and location of ice crystals on the quality
of frozen food. It appears that, for most foods, the size and
distribution of ice crystals, encountered in commercial
practice, have relatively little effect on organoleptic quality.
However, very slow freezing results in undesirable effects
like “drip” on thawing, while very fast freezing may
improve the texture of some products.

C. DIMENSIONAL CHANGES

The volume change accompanying the conversion of pure
water into ice is about 9%. The volume change of foods as
a result of ice formation is less, about 6%, because only
part of the water present is frozen and because some foods
contain spaces. This volume change has to be taken into
account in equipment design. In very fast freezing (for
example, immersion of large items in liquid nitrogen), it
can lead to the build-up of excessive pressure inside the
product, causing breaking and shattering.

D. COMPLETION OF FREEZING

The freezing process is, for practical purposes, completed
when most of the freezable water at the thermal center of
the product has been converted into ice, which coincides
for most products with the temperature at the thermal cen-
ter becoming colder than �10°C. Removal of the product
from the freezing equipment before this point is reached
may result in slow freezing at the thermal center. It is
preferable to freeze the product until the equilibrium tem-
perature (average temperature) is �18°C or colder.

E. DESICCATION OF FROZEN FOODS

1. During Freezing

It is inevitable that a proportion of water of a product
without packaging will evaporate during freezing. The
faster the freezing, the smaller the amount of evaporated
water. If the product is enclosed in a water-vapor-proof
package before freezing, the moisture that escapes from
the packet will be nil, but when there is an air gap (on the
order of millimeters) between the surface of the product
and the internal surface of the package frost may be
deposited inside the package to the same extent as mois-
ture evaporates from the product.

For products frozen unpackaged, moisture loss varies
from 0.5 to 1.5% or more, depending on the temperature,
rate, and method of freezing, as well as the type of prod-
uct. The colder the air temperature, the less moisture the
air can absorb before it is saturated. Faster freezing meth-
ods lower the surface temperature of the product quickly to
a value where the rate of moisture evaporation or sublima-
tion is small. Where the surface of a product consists of a
moisture-resistant layer (skin of the fish or fat on beef, for

example), moisture losses are reduced in comparison with
products with cut surfaces (fish fillets, hamburger patties,
for example). Proper freezer design for a given product is,
therefore, an important factor in minimizing moisture loss
during freezing.

2. During Storage

Moisture loss during frozen storage is a more serious
problem because of the length of storage usually involved.
Tight-fitting water-vapor-proof packaging avoids all
apparent moisture loss. Many frozen foods, however, are
still stored unpackaged or packaged in water-vapor 
permeable materials. In these cases, moisture loss
depends on the average ambient temperature and the tem-
perature of the evaporator, as well as on the temperature
fluctuations occurring during storage, and increases with
increasing storage temperature, increasing frequency, and
amplitude of temperature fluctuations, and with increas-
ing difference between the storage temperature and the
lower temperature reached by the evaporator. It should be
noted that the saturated vapor pressure of frozen foods is
equal to that of pure ice at the same temperature.

If a water-vapor-proof packaging does not fit tightly
around the product, desiccation of the product still occurs,
but the water removed remains inside the package as frost.
The mechanism appears to be as follows:

a. The layer of air between product and packaging
is subject to temperature variations. As the out-
side temperature decreases, the temperature of
the inside surface of the packaging at a certain
moment drops below the product surface tem-
perature and ice on or in the product will sub-
lime and condense on the inside of the package.

b. When the ambient temperature increases, the
process is reversed. However, the water vapor
will condense on the product surface rather than
in the cellular structure from which it evaporated.

c. As the cooling-heating cycle recurs, the crys-
tals on the product surface tend to follow pack-
age temperature more closely than the mass of
the product, and this results in further sublima-
tion of ice from the product.

Frost in packages of frozen foods can amount to sev-
eral percent of the product weight. Because it leads to
ready access of oxygen into the product, frost formation
may, with some foods, increase quality deterioration.

The effects of temperature fluctuation depend on the
average storage temperature. At warmer storage tempera-
tures, a given temperature fluctuation results in a much
larger change in ice vapor pressure than at colder temper-
atures. As a result the effect of temperature fluctuations on
desiccation increases with a warmer storage temperature.
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Excessive drying, in addition to leading to undesirable
loss of weight, can accelerate oxidative changes by caus-
ing the loss of an added glaze, and also by causing the
removal of ice from the superficial parts of the frozen
products, thus allowing a free access of oxygen to the
internal tissues. Some parts of the surface of protein foods
may be highly desiccated and their structure even irre-
versibly deteriorated; light spots known as “freezer burn”
occur on the surface and the appearance of produce may
become unacceptable. Animal foods (fish, poultry, game)
in particular can be affected severely by freezer burn.

F. CHANGE IN ICE CRYSTAL SIZE IN

FROZEN FOODS DURING STORAGE

The changes in shape and size of the ice crystals in frozen
foods are caused by periodic variations in temperature
experienced during storage; the greater the amplitude of
these variations, the greater will be the changes.

G. THERMAL RADIATION IN FROZEN

FOOD STORAGE

Thermal radiation has a significant effect on frozen foods in
open display cabinets. In these, the top layer of packages
may reach a temperature up to 10°C warmer than the aver-
age cabinet temperature leading to quality losses. The tem-
perature of the packages in the top layer represents a thermal
equilibrium between the energy transferred by radiation and
the energy transferred by conduction and convection. The
effect of radiation depends on the emissivity of the radiating
surfaces, e.g., the package and the ceiling or walls.
(Emissivity characterizes the surface state as far as radiation
is concerned. Emissivity reaches a maximum equal to 1 in
the case of an ideally absorbing and emitting body (black
body) and is zero in the case of a perfect reflector; the latter
does not emit or absorb any radiative energy.) The important
radiation is that in the far infrared range (wavelength 8 to
10.10 m) and not that of visible light. A reflecting canopy
placed about the open area of the cabinet or packaging in
bright metallic foil reduces radiation energy gain markedly.
Bright metallic foil packaging may reduce product tempera-
ture at the top layer of display cabinets by as much as 6–8°C.

IV. PHYSICO-CHEMICAL ASPECTS OF
FREEZING

A. COMPOSITION AND PH CHANGES DURING

FREEZING

Freezing converts a large proportion of the water present in
foods into ice and hence makes the remaining solution more
concentrated in dissolved, colloidal, and suspended sub-
stances. This increased concentration causes a change in
acid-base equilibrium (pH) important in the stability of

many colloids and suspensions. Shifts in pH (usually
towards the acid side) of up to 1 pH unit have been observed
under these conditions.

A second result of this increased concentration is the
precipitation of salts and other compounds that are only
slightly soluble, such as phosphate. This can result in
drastic pH changes (up to 2 pH units) and changes the salt
composition of the aqueous solution in foods. These
changes often affect the physico-chemical systems in food
irreversibly. It has been shown, for example, that lactic
dehydrogenase, a muscle enzyme, and lipoproteins, an
important egg yolk constituent, are irreversibly damaged
by a pH decrease from 7 to 5 and by increased phosphate
concentration during freezing.

B. PHYSICO-CHEMICAL CHANGES IN FROZEN FOODS

Textural properties and the initiation and acceleration of
several biochemical reactions depend on the physical
chemistry of food constituents and hence are affected by
the physico-chemical changes brought about by freezing.
Loss of water binding properties, resulting in drip, is an
example of textural changes, while removal of enzymes
from cell particles, allowing them free access to substrates
in other parts of the cell, is an example of biochemical
reactions initiated and accelerated by freezing. Other
physico-chemical changes in frozen foods are actomyosin
changes in muscle, leading to toughening (fish) or dryness
(poultry), loss of turgor in fresh fruits and vegetables, and
gelation of egg yolk.

Many physico-chemical changes increase with
increased salt concentration in the unfrozen phase, but
will decrease with decreasing temperature as a result of
the lower mobility of the salt in the unfrozen phase and
the general effect of temperature on chemical reactions.
Consequently, physico-chemical changes are most dam-
aging in the range between the freezing point of a food
and about �10°C. It is important therefore to expose
frozen foods for as short a time as possible to this tem-
perature range, both during freezing and during thawing.

C. EFFECTS OF PREPARATION AND PACKAGING ON

FROZEN FISH

Product preparation and packaging significantly affect the
quality and shelf life of frozen fish. If not properly con-
trolled, these processes result in some deleterious effects
after prolonged storage.

1. Product Preparation

Product preparation, in particular, produces a consider-
able effect on shelf stability of frozen fish. Whole and
eviscerated fish have longer shelf stability than fillets,
while minces can usually only be stored for a much
shorter period of time. Crawford et al. (12–14) observed
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this difference during several studies using hake. Minced
blocks exhibited reduced quality and accelerated deterio-
ration during storage when compared to intact fillets. This
characteristic of minces, which is more apparent among
the gadoids, is probably due to the mincing action applied
to the fish flesh, which results in tissue damage and sub-
sequently more rapid deterioration. In addition, mixing of
red and white muscle during mincing may also result in
the dispersion of lipids and some of the enzymes present
in the red muscle, leading to greater susceptibility of the
minced tissue to deteriorative changes.

2. Packaging Materials and Methods

An efficient packaging system is essential to offset the
detrimental quality changes that occur during frozen stor-
age. Packaging materials and methods are obviously
designed not only to protect the product from microbial
and chemical contamination, dehydration, and physical
damage, but also to protect the environment from the
packaged product. Fish and seafood can leak gases or
unsightly fluids, which may have unpleasant odors.
Therefore, the choice of appropriate packaging materials
and methods for frozen fish is a critical factor in terms of
shelf-life extension.

Studies have shown that packaging systems affect the
quality and shelf stability of frozen fish. For instance,
vacuum packaging is well established as a method to pro-
vide an oxygen-free environment to minimize the prob-
lems associated with lipid oxidation and dehydration
during frozen storage.

Several studies have shown the effectiveness of this
method for frozen storage of some species of fish. For
example, it has been reported that frozen blocks of fillets
vacuum packed in moisture-proof films showed high
degrees of acceptance and desirable frozen characteristics
(12). Likewise, Santos and Regenstein (15) reported the
effectiveness of vacuum packaging for inhibiting lipid
oxidation in frozen mackerel fillets. Ahvenainen and
Malkki (16) examined the influence of packaging on
frozen herring fillets stored at different temperatures.
They found that vacuum-packed product covered with
metallized cardboard had a longer shelf life than a prod-
uct vacuum packed and stored without cardboard. Vacuum
packaging, on the other hand, need not be used if lipid
oxidation is not the limiting factor affecting the shelf life
of a product. Although the effect or absence of oxygen in
packages on some fish species must be considered, other
packaging methods such as glazing and the use of heat-
sealable packaging films should also be considered.
Pacific hake minced blocks stored in moisture-proof,
vapor-proof packaging films exhibited superior quality
over glazed samples (12). Likewise, Colokoglu and
Kundacki (17) observed frozen mullet packed in plastic
films with low permeability to oxygen and moisture to

have a longer shelf life than when unpacked in the glazed
form. However, it should be noted that glazing is still con-
sidered to be the cheapest means of protecting frozen fish
during storage and transport. Glazing provides a continu-
ous film or coating that adheres to the frozen product,
which retards moisture loss and the rate of oxidation.

Many different glazes are available, including (a) those
with inorganic salt solutions of disodium acid phosphate,
sodium carbonate, and calcium lactate, (b) alginate solu-
tion, otherwise known as the “Protan” glaze, (c) antioxi-
dants such as ascorbic and citric acids, glutamic acid, and
monosodium glutamate, and (d) other edible coatings such
as corn syrup solids (18). Ice glaze is particularly impor-
tant in handling frozen fish in developing countries. For
products intended for short-term storage, glazing can be
practically utilized as a viable alternative to storage with-
out a protective covering. For instance, Jadhav and Magar
(19) concluded that glazing was a cheaper alternative to
expensive packaging systems for glazed Indian mackerel
(Rastrelliger kanagurta) stored at �20°C. Glazed samples
had a shelf life of 6 months, while samples without a pro-
tective covering lasted only 3–4 months.

3. Effects of Freezing, Frozen Storage, and 
Thawing on Color, Appearance, and
Consumer Acceptance

One problem encountered during handling, freezing, and
storage of fish is the difficulty in retaining the color and
appearance of the meat. Changes in color and appearance
of fish occur even immediately after catch. Blood pig-
ments become noticeably discolored to various degrees
after some period of time. The natural oils in fish play an
important role in these color changes. The color of these
oils is produced by the colored pigments dissolved in
them which vary from one species to another. These pig-
ments are subjected to considerable oxidation when the
fish is frozen and stored. This then results in meat color
darkening to either dark brown or, in some cases, black.
This discoloration occurs especially when the fish is
stored for an extended period of time. Some fish, like
tuna, develop discoloration during frozen storage, report-
edly due to oxidation of myoglobin to met-myoglobin in
fish blood (20). Other species, such as salmon, swordfish,
and shark, also exhibit color changes during storage.
Salmon has a pink meat, but when subjected to oxidation
its color slowly fades and, in extreme cases, may com-
pletely disappear after prolonged storage. Swordfish, on
the other hand, develops green discoloration beneath its
skin during frozen storage which, according to Tauchiya
and Tatsukawa (21), is due to the development of sulf-
hemoglobin, a product of oxidation. Shark flesh also dis-
colors and occasionally develops off-odors during
storage, most probably as a result of the presence of high
amounts of trimethylamine oxide. Interestingly, these
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marked differences in the color and appearance of frozen
fish are quite noticeable in fish sold either as steaks or as
fillets, especially when cross-sectional cuts of the fish are
made, which permits a comparison of the color of the
exposed fish surface with that of the inner portion.

In shrimp, the rapid formation of black pigments,
widely known as “melanosis,” occurs within a few hours
after death and is enhanced by exposing the shrimp to air
(oxygen). It can occur within just 2–12 hours of exposure.
The oxidation reaction leading to the formation of these
black pigments can occur at 0°C; however, at �18°C, no
visible spots were detected at up to 3 months of storage
(22). Below this temperature, it is believed that melanosis
can still positively occur. It should be noted, however, that
although black spots do not necessarily make shrimp unfit
for human consumption, such discoloration is usually
associated with spoilage, resulting in a decrease in market
value. In other shellfish, such as crab and lobster, the
development of blue or black discoloration, otherwise
known as “blueing,” is one of the most troublesome prob-
lems. Blueing may occur after freezing or during frozen
storage, or it may appear after thawing and subsequent air
exposure or even shortly after cooking. Needless to say,
these changes in color and appearance of fish and shellfish
significantly affect consumer acceptance. When con-
sumers select frozen fish, if these products can be seen
through the packaging material used, the color and appear-
ance of the frozen product provide an indication as to its
degree of quality. As shown in Table 39.1, undesirable
appearance and discoloration of samples have been
observed in different frozen whole fish and fillets obtained
from Singapore supermarkets (23). Preventing such qual-
ity changes is of great commercial importance, since they

detract not only from the consumer acceptability of the
products but their shelf stability as well.

Thawing also influences the color and appearance of
frozen fish and, inevitably, its consumer acceptability.
Depending on the thawing technique used, discoloration
may occur in fish and other seafood. For instance, when
shrimp are thawed at temperatures higher than 0°C, black
discoloration or melanosis may occur. This is due to the
unnecessary exposure of the shrimp to air, leading to oxi-
dation. A phenomenon known as “shimi” occurs in
frozen-thawed fish meat. Shimi are the undesirable blood
spots observed in the belly portion of carp on thawing and
are also the distinguishable spots tainting frozen-thawed
tuna meat (24). The latter condition is probably due to the
blood vessels that remain in unbled tuna meat prior to
freezing. When thawed, these blood vessels produce
unsightly spots in the meat.

It is possible to determine if the product has been
properly thawed and then refrozen. This is particularly
noticeable in packaged frozen fish, where spaces on the
sides of the package may be filled with a frozen cloudy
liquid, known as thaw drip. Such muscle drip was origi-
nally attributed to the rupturing of cell walls caused by ice
crystal formation during freezing, resulting in excess drip
during thawing. However, it has been postulated that drip
or exudate formation is directly related to the capacity of
the fish protein to hold moisture (25). This unsightly exu-
date from fish muscle indicates, among other things, inap-
propriate handling, prolonged ice storage prior to
freezing, frozen storage at inappropriate cold-storage tem-
peratures, or improper thawing. If not properly controlled,
freezing, frozen storage, and thawing generally result in
quality changes in fish and seafood that in most cases ren-
der the product unacceptable to consumers.

4. Effects of Freezing, Frozen Storage, and
Thawing on Palatability Attributes

Changes in the texture, odor, and flavor of fish and
seafood affect their palatability. Fresh fish have a distinct
succulence and a delicate odor and flavor, which are char-
acteristic of the species. These attributes change notice-
ably when fish is frozen and stored for prolonged periods
of time. Interestingly, the changes that influence the
palatability of frozen fish and seafood can all be measured
organoleptically and, to some extent, chemically.

a. Change in texture
Frozen fish gradually loses its juiciness and succulence
after freezing and subsequent frozen storage. Such tex-
tural changes, reportedly caused by protein denaturation
(26–29), are more pronounced in some species of fish,
specifically the gadoids. In these species, the chemical
breakdown of TMAO to DMA and FA and the subsequent
cross-linking of FA to muscle protein (30) produce the
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TABLE 39.1
Characteristics of Some Frozen Fish Purchased in
Singapore Supermarkets

Fish Thawed-State Characteristics

Herring, whole Skin and meat show rusting
Mackerel, whole Surface dehydrated, skin and meat show 

rusting, spongelike meat
Mackerel, whole Rancid smell in skin and meat
Chinese Pompret, whole Dehydration at lower part of belly and fin
Chinese Pompret, whole Head and belly parts yellowish 

discolored, spongelike meat
White pompret, whole Skin and meat show rusting, spongelike 

meat
Jew fish, whole Slight rancid smell in skin
Lemon sole, whole Surface dehydrated, spoiled and rancid 

smell, spongelike meat
Haddock, fillet No smell, spongelike meat, cracks
Cod, fillet No smell, spongelike meat
Flounder, fillet No smell

Source: Ref. 23.



textural breakdown in the gadoids and result in a “cot-
tony” or “spongy” texture. Fish muscle that has under-
gone such changes tends to hold its free water loosely like
a sponge. When eaten, the fish muscle loses all its mois-
ture during the first bite, and subsequent chewing results
in a very dry and cottony texture.

In some species devoid of TMAO-degradation prod-
ucts, muscle fibers also tend to toughen and to become dry
during freezing and storage. This is particularly true for
most of the nongadoid species and for crab, shrimp, and
lobster when stored for prolonged periods. In contrast, the
effect of the thawing method on the texture of fish muscle
basically depends on the product form. For instance,
whole fish, when thawed, exhibits less textural change
than filleted fish, basically as a result of the presence of
the backbone, which serves as structural support for the
flesh. In terms of the effect of the thawing method, it has
been reported that microwave thawing results in higher
gel strength of minced samples, when compared to sam-
ples thawed under running water (20°C) and samples
thawed at room temperature (31). Consequently, the
extent of textural changes depends upon the species of
fish and upon the condition of handling, freezing, duration
of frozen storage, and the thawing method used.

Several methods have been developed to objectively
measure such textural changes, in addition to the gather-
ing of comparative data from sensory evaluations. From
texture analysis of minced fish, Borderias et al. (32) con-
cluded that hardness as measured by the Kramer Shear
cell and puncture (penetration) tests was highly correlated
with the sensorial perceived firmness of raw samples,
while a compression test was found to be a valuable tech-
nique for characterizing the cohesiveness and elasticity of
both raw and cooked fish minces.

Alterations in the texture of frozen fish fillets, on the
other hand, are difficult to measure objectively, mainly
due to the textural variability that exists within the fish fil-
lets, which is associated with the flakiness and the orien-
tation of the muscle fibers (33). Several attempts have
been made to determine the extent of textural changes in
fish fillet, including those tested using fish minces (32).
However, significant correlations were not obtained.

An instrumental method that may work on fish fillets
is the deformation test using the Instron Universal Testing
Machine equipped with a flat compression plate. As a
nondestructive test (34), it can potentially be modified to
conform to the irregular shape and the segmented struc-
tural orientation of fish fillets.

b. Changes in odor and flavor
Other important changes that affect the palatability of
frozen fish include changes in the flavor and odor of fish
and seafood. Fish are often described as having a “fishy”
odor and flavor. Although the term sounds unpleasant, it
can also be used to describe the pleasing taste and odor

characteristics of freshly caught fish. Such pleasant, palat-
able characteristics may be retained as long as the fish are
promptly and properly frozen, stored, and thawed.
However, the transformation of these attributes to
unpleasant and unacceptable traits occurs very rapidly in
some fish species, particularly the fatty fish species.

Changes in the delicate flavor of fish and seafood gen-
erally occur in three distinct phases during frozen storage:
(a) the gradual loss of flavor due to loss or decrease in
concentration of some flavor compounds (35, 36), (b) the
detection of neutral, bland, or flat flavor, and (c) the devel-
opment of off-flavors due to the presence of compounds
such as the acids and carbonyl compounds that are prod-
ucts of lipid oxidation. These phases, however, only apply
to those species with originally delicate, sweet, and meaty
flavors. Other species, such as hake, have an originally
bland flavor (35), but develop off-flavors during pro-
longed frozen storage.

Changes in odor occur in two phases: the loss of char-
acteristic odor and the development of off-odors, which
render the frozen product unacceptable. Generally, fish and
seafood initially have a fresh, seaweed odor, which can be
retained even after freezing and frozen storage. However,
gradually such odor is lost, and eventually an unpleasant
odor is given off, particularly when abused with inappro-
priate storage temperature. The development of unpleasant
odor is due either to lipid oxidation, a reaction more appar-
ent among the fatty fish species that results in the produc-
tion of a strong oily, blow oily, or rancid odor, or to the
degradation of TMAO, which leads to the production of an
unpleasant ammonia odor. Other species such as white
hake (Urophysus tenuis) initially give off weak odors of
sweet, boiled milk, but when frozen storage is extended,
hake assumes weak off-odors (often described as milk jug
odor) followed by a sour milk odor.

V. BIOCHEMICAL ASPECTS OF FREEZING

A. POST MORTEM GLYCOLYSIS AND LIPID

OXIDATION

Fish muscle obtains energy by hydrolyzing adenosine
triphosphate (ATP). At any one moment, its concentration
is relatively small. During life it is quickly re-synthesized
using the energy produced when glycogen is oxidized to
carbon dioxide and water. On death of the fish metabolism
in the muscle continues for some time. Post mortem gly-
colysis, however, is a relatively inefficient process and it
cannot maintain ATP at its in vivo level. Once ATP has
fallen to a critical concentration it can no longer prevent
the major proportion of the muscle actin and myosin from
cross-linking. This causes the loss of elasticity known as
rigor mortis and usually a slow irreversible contraction.
The continuing production of lactate and H� ions causes
the pH of the muscle to fall from its in vivo value of about
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7.2 to the so-called ultimate pH, which is usually about
5.5. A pH of 5.5 is near the isoelectric point of the muscle
proteins, at which they have minimum water holding
capacity and a consequent relatively high tendency to drip
on thawing. A higher ultimate pH, therefore, means a
greater water holding capacity than at a lower pH. The
quantity of glycogen present in the muscle at the moment
of slaughtering will clearly determine how far the pH will
fall during post mortem glycolysis. Like most chemical
reactions post mortem glycolysis is temperature depend-
ent. It is generally found that the lower the temperature at
which this process occurs, the slower is its rate. Thus if
the carcass is maintained at body temperature after death,
the rate of pH fall, of ATP depletion, and of rigor mortis
onset is fast. If, however, the muscle is chilled quickly,
these changes are slowed down and the water holding
capacity of the muscle remains relatively high.

There is no practical “cold shortening” problem with
fish properly chilled after catching. Fish muscle shows the
least shrinkage if held at about 0°C. At warmer tempera-
tures the shrinkage and weight loss are greater and they
may be quite substantial for a fillet removed from the
skeleton pre-rigor and kept at room temperature. One
qualitative difference between fish and meat is the gener-
ally lower glycogen content in fish than in meat animals
rested before death. Consequently, the post mortem fall of
pH in fish is smaller and the resistance against surface
bacterial growth less than in meat. In many fish species,
therefore, bacterial spoilage is an overwhelming factor.

The fat composition of fish differs markedly from that
of meat because fish fat contains a higher proportion of
polyunsaturated fatty acids. Although this factor may vary
with species and is also influenced by dietary fat intake, it
nevertheless implies that fish, in particular fatty fish, are
very prone to development of rancidity by auto-oxidation.
Such rancidity may even develop in fatty fish held before
freezing, but it is particularly during storage of frozen fish
that great care in packaging and the use of low tempera-
tures are necessary to preserve quality.

B. DENATURATION OF MUSCLE PROTEINS

The proteins of fish muscle differ from those of meat espe-
cially in their higher susceptibility to cold store damage.
Frozen storage of fish causes an increase of drip loss on
thawing, toughness, coarseness, and dryness on cooking,
and loss of the desired glossy pellicle on smoking. These
changes are highly associated with the so-called protein
denaturation caused by freezing and subsequent storage.
They are temperature dependent, with the maximum rate
of development being in the range �1 to �5°C. They are
considerably slowed down by colder storage temperatures.
Many techniques have been used to measure these
changes, such as extractable protein in salt solutions (ionic
strength 0.5–1.0) which has been most widely used. The

changes are mostly in the myofibrillar protein of fish mus-
cle. In general, the sarcoplasmic proteins seem to be more
stable on freezing and subsequent storage. This kind of
“protein denaturation” is associated with the reaction of
certain free fatty acids or their oxidized products on the
myofibrillar proteins. Recently it has been found that the
ultimate pH attained by fish can considerably affect tex-
ture. Thus, low pH in cod is associated with more pro-
nounced toughness and larger drip loss on thawing.

Drip loss, some changes in flavor and taste, and an
undesirable softening occur in freeze-thawed fish muscle.
When the frozen and thawed fish was cooked, the succu-
lence and water holding capacity greatly decreased and
some undesirable changes in texture such as toughness,
coarseness, and dryness occurred. Compared with unfrozen
fresh meat, the functional properties such as emulsifying
capacity, lipid binding properties, water holding or hydrat-
ing capacities and gel forming ability were lower in the
frozen stored fish muscle. Most of the studies indicated that
denaturation of muscle proteins plays a dominant role in the
quality changes of frozen stored fish muscle. The fish mus-
cle proteins have been found to be much less stable than
those of beef, pig, and poultry muscles (38). The amount of
extractable actomyosin decreased with the duration of stor-
age, while no significant change in sarcoplasmic proteins
was observed during frozen storage of cod and other fish
(36–38). Since the decrease in soluble actomyosin corre-
lated well with palatability scores, it was proposed that
denaturation of actomyosin is the major cause for the
decrease in eating quality of frozen fish. Although the
change in extractable actomyosin is regarded as the primary
criterion of freeze denaturation, it still must be noted that
extractability data cannot indicate precisely how much pro-
tein is denatured and how much is native. According to pre-
vious studies, results from electron microscopic analyses
(39), decreases in actomyosin peak (20s–30s) areas on
ultracentrifugal analysis (40, 41) and viscosity of soluble
actomyosin with duration of storage (41, 42) suggested the
aggregation of muscle proteins occurred during frozen stor-
age. In addition to aggregation, dissociation of f-acto-
myosin into f-actin and myosin also occurred. It appeared
that the dissociated F-actin, as thin filaments, became
entangled and aggregated and that the dissociated myosin
monomers folded into globular form. At advanced stages of
freeze denaturation, large masses with diffuse outlines were
frequently found, indicating the formation of aggregation
complex of actin and myosin (43).

ATPase activity of actomyosin and myosin, another
property of myosin related to its contractile function, also
decreased with the increase of frozen storage (40–42,
44–47). During frozen storage, changes in isolated acto-
myosin and myosin have been sought in the number
of –SH groups (40–42, 44–47), titratable acid groups (48),
and net charge (49), and in the salting-out profiles (50, 51).
Connell (52) attributed the insolubilization of frozen
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stored cod actomyosin to the denaturation of myosin rather
than actin. However, isolated carp actin denatured progres-
sively with myosin during frozen storage as demonstrated
by SDS-PAGE (53). During the initial frozen storage, it
appears that both myosin and actin undergo denaturation,
while denaturation of tropomyosin and troponin was
observed during elongated frozen storage (53).

Decreases in the solubility, viscosity, ATPase activity,
and number of SH groups of frozen stored rabbit, mack-
erel, milkfish, amberfish, tilapia, and trout were observed
(44–47, 54, 55). Although Connell (56) ascribed the intra-
molecular aggregation of muscle proteins to the formation
of non-covalent bonds (57) rather than to the formation of
disulfide bonds, the involvement of SH group in the denat-
uration of muscle proteins during frozen storage has been
emphasized by Buttkus (54, 55) and Jiang et al. (44–47).
From the studies thus far reported, the crosslinkage of
myosin is ascribed to the formation of disulfide bonds,
hydrophobic bonds and hydrogen bonds during frozen
storage. Free SH groups are firstly oxidized to disulfide
bonds. However, only a small decrease was found in the
number of free SH groups during frozen storage.
Therefore, the changes appear to be the result of rearrange-
ments of disulfide bonds from intra-molecular to intermol-
ecular through a sulfhydryl-disulfide interchange reaction. 

Myofibrils, a systematically organized complex of
myofibrillar proteins, undergo some structural changes
during frozen storage of fish. The most noticeable change
is the fusion of the myofibrils as illustrated by cell
fragility method (58, 59) and fragmentation into short
pieces at the Z-bands (60–63). More recently, studies have
been done on the denaturation of enzymes during frozen
storage (64, 65). Inactivation of enzymes with globular
molecule was considered to be due to the unfolding of
intra-molecular structure (66). 

Many hypotheses have been proposed to explain the
denaturation of muscle proteins (67–70). They include: 1)
the effect of inorganic salts concentrated into the liquid
phase of the frozen system; 2) water-activity relations; 3)
reactions with lipids; 4) reaction with formaldehyde
derived from trimethylamine (in fish); 5) auto-oxidation; 6)
surface effects at the solid-gas interface; 7) effects of heavy
metals; and 8) effects of other water-soluble proteins (such
as protease). Among these hypotheses, effects of lipids
(67–72), formaldehyde (73–77), and gas-solid interface of
myofibrillar proteins caused by free fatty acids and/or lipid
peroxides must occur during frozen storage. Jarenback and
Liljemark have shown by electron microscopy that, in mus-
cle frozen stored with added linoleic and linolenic
hydroperoxides, myosin became resistant to extraction with
salt solution (78). However, recent studies on isolated mus-
cle protein indicate that proteins undergo denaturation in
the absence of lipids, formaldehyde, heavy metals and
water-soluble proteins. Another popular view is the
so-called “salt-buffer hypothesis” which gives attention to

the effects of highly concentrated salt solution in the
unfrozen phase of frozen muscle proteins. The concentrated
salt solution may denature the proteins (67–72). 

One of the most prevalent chemical reactions to occur
in fish muscle during freezing and frozen storage is the
complex phenomenon of protein denaturation. It has been
postulated that the rupturing of different bonds in the
native conformation of proteins in frozen fish is followed
by side-by-side aggregation of myofibrillar proteins,
specifically myosin, brought about by the formation of
intermolecular cross-linkages (27, 79). It is also believed
that the significant decrease observed in the center-to-cen-
ter distance between the thick filaments of the A-band of
the sarcomere after prolonged frozen storage favors the
formation of cross-linkages between molecules and stiff-
ens the fibers (78). Such intermolecular cross-linkages
result in aggregation (30), which leads to the formation of
high-molecular-weight polymers (80, 81) and subsequent
denaturation of myosin during frozen storage.

Several relevant theories on protein denaturation in
relation to fish moisture and freezing damage have been
formulated. One theory worthy of note is that of protein
denaturation being affected by the freezing out of water.
The conformation of most native proteins has the
hydrophobic side chains buried inside the protein molecule.
However, some of these hydrophobic side chains are
exposed at the surface of the molecule itself. It has been
suggested that the water molecules arrange themselves
around these exposed hydrophobic side chain groups so as
to minimize the energy of the oil/water interface and, at the
same time, act as a highly organized barrier, which medi-
ates the hydrophobic/hydrophilic interactions between pro-
tein molecules (81). These water molecules form a network
of hydrogen bonds, which contribute to the stability of the
highly organized three-dimensional structure of the pro-
teins. As water molecules freeze out, they migrate to form
ice crystals, resulting in the disruption of the organized H-
bonding system that stabilizes the protein structure. As the
freezing process continues, the hydrophobic as well as the
hydrophilic regions of the protein molecules become
exposed to a new environment, which may allow the for-
mation of intermolecular cross-linkages (30), either within
the same protein molecule, causing deformation of the
three-dimensional structure of the protein, or between two
adjacent molecules, leading to protein-protein cross-links.

Freezing also concentrates solids, including mineral
salts and small organic molecules, within the remaining
unfrozen aqueous phase in the cell (82), which results in
changes in ionic strength and possibly pH, leading to the
denaturation of the protein molecule (83). Love (84) con-
sidered this concentrated salt in the unfrozen phase to be
the main protein denaturant in the frozen muscle system. If
proteins are denatured over time in the presence of concen-
trated solutes, it is reasonable to believe that longer expo-
sure of protein molecules to these denaturants (e.g., slow
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freezing) should be avoided. However, further work must
be conducted to determine the effect of the rate of freezing
on shelf life of frozen fish as related to the solute concen-
tration effect.

Several methods have been established to determine
the extent of protein denaturation during frozen storage of
fish and seafood. According to Jiang and Lee (85), protein
quality is more sensitively reflected by the enzymatic
activities in the muscles than by its extractability, since
small microstructural changes in protein molecules can
cause more alterations in the enzymatic activities than in
extractability. For example, the actomyosin Ca ATPase,
which measures the activity of myosin, can be used as an
index of protein quality. Since this ATPase is capable of
hydrolyzing the terminal end phosphate group of ATP to
give ADP (68), this particular enzymatic activity can be
determined by measuring changes in the amount of inor-
ganic phosphate present in the muscle. The loss of enzy-
matic activity reflects the extent of freeze damage and
alteration of the protein structure in the muscle system.
Connell (79) reported a loss in Ca ATPase activity in mus-
cle during frozen storage. In a more recent study using
mackerel, Jiang and Lee (85) observed a loss of ~66% of
the original Ca ATPase activity of actomyosin after 6
weeks of storage at –20°C.

Visual examination under a transmission or scanning
electron microscope is a powerful technique used in the
determination of textural changes in fish muscle due to
denaturation. The electron microscopic studies of
Matsumoto (30) were able to detect damage to the native
structure of the protein: aggregation and an entangled mass
were observed. However, results from this technique have
to be interpreted cautiously since the fixing processes of
tissue or any tissue section may create artifacts by altering
the ultrastructural images or by masking the microchanges
in the muscle tissue.

The extent of protein denaturation in frozen fish mus-
cle can also be determined by conducting several tests of
protein functionality. The physicochemical properties that
affect the behavior of protein molecules during processing
are defined as the functional properties of the fish myosys-
tem, which include protein homogenate solubility, emulsi-
fying and water-retention properties, gelation, and viscosity
(86). The most popular tests to determine the extent of pro-
tein denaturation during frozen storage of fish, in relation to
its functionality, are determination of the loss in solubility
or extractability of proteins and measurement of the water-
retention properties of the fish muscle system.

C. EFFECTS OF FREEZING, FROZEN STORAGE, AND

THAWING ON NUTRITIONAL VALUE

Considerable emphasis has been given to the influence of
freezing, frozen storage, and thawing on quality indices
such as appearance/color, texture, flavor, odor, and the

chemical reactions that accompany such organoleptic
changes. Less attention has been given to yet another use-
ful area, i.e., the influence of such treatments on the nutri-
tional value of frozen fish and seafood.

Put simply, considerable attention is given to sensor-
ial perceived attributes because if consumers reject a
frozen product on display, it is not purchased or eaten
regardless of its nutritional value. Conversely, if con-
sumers are attracted to a frozen product, they tend to buy
it whether it has the needed nutrients or not. However, as
the market shifts to the development and merchandising
of products to meet the demands of health-conscious con-
sumers, the nutritional value of frozen fish becomes of
great importance.

When fish and seafood are frozen, and subsequently
stored and thawed, protein denaturation occurs in muscle
tissues. As a result, formation of thaw drip becomes
apparent and consequently leads to the leaching out of
dissolved materials. Likewise, there is an increase in the
release of a watery “cook liquor” when the product is
heated. Such water losses result in the loss of water-solu-
ble proteins; however, such losses do not result in any
measurable decrease in the nutritive value of the protein
(87). However, such losses lower the proportion of sar-
coplasmic proteins in the fish tissue and may also lead to
a small loss of water-soluble vitamins and minerals.

Other quality changes, such as lipid oxidation, can
also influence the nutritional value of frozen products.
Oxidized fish lipids, such as lipid hydroperoxides, may
induce oxidative changes in sulfur-containing proteins,
producing significant nutritional losses (88).

D. EFFECTS OF FREEZING, FROZEN STORAGE, AND

THAWING ON INTRINSIC CHEMICAL REACTIONS

When frozen fish are subjected to excessively prolonged
cold storage at temperatures above –30°C, a series of
intrinsic chemical reactions occurs in fish tissues. These
reactions include protein denaturation, breakdown of
TMAO, and lipid oxidation.

1. Breakdown of Trimethylamine Oxide

Quite obviously, protein denaturation during frozen storage
produces extensive textural changes and deterioration in
fish. These changes are more pronounced in some species
of fish, specifically the gadoids, and are related to another
intrinsic chemical reaction, the breakdown of TMAO.

TMAO is commonly found in large quantities in
marine species of fish. It is believed that these species use
TMAO for osmoregulation (89). Among the marine
species, the elasmobranches contain more TMAO than the
teleosts. Among the teleosts, the gadoids have more TMAO
than the flatfish. Except for burbot, freshwater species have
a negligible amount of TMAO in their muscles, since they
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do not take in TMAO in their diet beyond their bodies nutri-
tional requirements, and they promptly excrete any excess.

After death, TMAO is readily degraded to DMA and
FA through a series of reactions. This conversion of
TMAO to DMA and FA is typically observed in frozen
gadoid species such as cod, hake, haddock, whiting, red
hake, and pollock (7).

The presence of air (oxygen) affects DMA and FA
formation. It has been suggested that oxygen may actually
inhibit the reaction by interacting with metal ions, which
otherwise would accelerate the TMAO degradation (90).
Lundstrom et al. (91) observed that red hake (Urophysis
chuss) minces stored in the absence of oxygen showed
more rapid DMA and FA formation than red hake fillets
stored in air. Likewise, the presence of air (oxygen) in
packaged white hake (Urophysis tenuis) significantly pro-
longed the shelf life of the frozen samples (15).

TMAO degradation to DMA and FA was enhanced by
the presence of an endogenous enzyme (TMAOase) in the
fish tissues, as observed in cod muscles by Amano and
Yamada (92). They also found an enzyme in the pyloric
ceca of Alaskan pollock (Pollachius virens), which was
believed to cause DMA and FA formation in this species
(93). However, evidence also exists which demonstrates
that breakdown of TMAO to DMA and FA is nonenzymic
in nature (94, 95). The breakdown of TMAO, whether
enzymatically or nonenzymatically induced, is believed to
produce destabilization and aggregation of proteins.

TMAO has been postulated to be responsible for sta-
bilizing proteins against conformational changes and ther-
mal denaturation (96). However, the conversion of TMAO
to DMA and FA has been implicated in gadoid textural
problems during frozen storage (12, 97, 98).

It has been suggested that TMAO’s breakdown prod-
uct, FA, may produce cross-linking of muscle proteins
(30) due to its high reactivity: FA can covalently bond
with various functional groups of proteins, such as the
amino, imino, guanido, phenolic, imidazole, and indole
residues. This reaction induces both intra- and inter-
molecular cross-linkages of the molecules, thus producing
conformational changes.

However, textural changes may also occur during
frozen storage for fish species devoid of the TMAO-
enzyme system (99). Such textural changes must then be
attributed to another type of mechanism that does not
involve the cross-linking of protein molecules due to the
presence of FA. Gill et al. (99) reported that the presence
of FA in red hake resulted in the covalent cross-linking
of troponin and myosin light chains, forming high-
molecular-weight aggregates. However, when haddock, a
species that does not produce FA, was examined, the same
cross-linkages were not found at the molecular level,
although textural toughening was observed, but not as
pronounced as that in red hake. Based on these observa-
tions, they suggested that textural changes in haddock

were probably due to secondary bonds, such as hydrogen
or electrostatic bonds, and not due to FA cross-links.

Clearly, the presence of FA is not the only factor
involved in textural changes during frozen storage.
However, with certain species of fish, it appears to be of
primary importance.

To objectively determine the extent of textural deterio-
ration due to DMA and FA formation and subsequent reac-
tions, the measurement of DMA content is recommended.
Due to the equimolar formation of DMA and FA in fish
muscle and the observed high reactivity of FA, DMA con-
tent is routinely used as an index. Consequently, the DMA
test indirectly measures the FA value in fish muscle.
However, use of this test is limited to those species known
to produce DMA and FA during frozen storage.

2. LIPID OXIDATION

Another chemical reaction generally associated with qual-
ity changes during freezing, frozen storage, and thawing
is lipid oxidation. This phenomenon most commonly
occurs in fatty fish and is considered one of the major
causes of frozen shelf-life reduction.

Lipid oxidation results in the development of a condi-
tion described as “oxidative fat rancidity.” The extent of
oxidation in fish lipids varies with the quantity and the type
of lipids in the fish muscle, i.e., fatty species are more prone
to oxidation than lean species, and species with more
highly unsaturated fatty acids are less stable than the other
species. When oxidative rancidity progresses sufficiently, it
leads to the development of obvious off-taste and odor,
resulting in reduced shelf life.

Changes in fish lipids may be related to changes in
protein during frozen storage. Several reports indicate that
the unstable free radical intermediates formed during
autoxidation attack the protein molecules, leading to the
formation of protein free radicals (88). These protein free
radicals may cross-link with other proteins to form pro-
tein-protein aggregates and with lipids to form protein-
lipid aggregates (7). 

Another possible mechanism for reaction between oxi-
dized lipids and proteins occurs through stable oxidation
products such as malonaldehyde, propanal, and hexanal
(26), which covalently react with specific functional groups
on protein side chains, including the –SH group of cysteine,
the amino group of lysine, and the N-terminal amino group
of aspartic acid, tyrosine, methionine, and arginine (11).
Such interactions increase the hydrophobicity of proteins,
making them less water soluble. Free fatty acids (FFA)
formed during autoxidation produce indirect effects on tex-
tural degradation by promoting protein denaturation (86).
FFA are believed to bind myofibrillar proteins, specifically
actomyosin, rendering it unextractable (26, 29). According
to Sikorski et al. (29), when the hydrophobic sites of FFA
interact with protein molecules, the protein molecules

Freezing Seafood and Seafood Products: Principles and Applications 39-13



become surrounded with a more hydrophobic environment,
which subsequently results in a decrease in protein extract-
ability. This interaction may occur through hydrophilic and
hydrophobic forces (29).

Several techniques have been developed to assess the
extent of lipid oxidation in fish muscle. The most com-
mon techniques include (1) the peroxide value (PV) test,
which measures the amount of hydroperoxides or perox-
ides formed during autoxidation (this test provides only a
means for predicting the risk of rancidity development)
and (2) the thiobarbituric acid (TBA) test, which measures
the amount of malonaldehyde formed upon the decompo-
sition of hydroperoxides during the second stage of oxida-
tive rancidity. Other methods are also undoubtedly
available. Therefore, the choice of techniques depends on
several factors, such as the accuracy required and the
availability of equipment.

VI. MICROBIOLOGY

Most matters of animal and plant origin used as human
food are subject to microbiological attack as well as
chemical, biochemical, and physical changes. At room
temperatures the microbial attack is often so rapid that all
the other changes play only a minor role. Microorganisms
in all food raw material release enzymes into substrates
during their growth. Changes brought about by the activi-
ties of these microbial enzymes will alter the odor, flavor,
texture, and appearance of the product. Occasionally this
is advantageous but in general it causes deterioration and
spoilage. The purpose of preservation, however it is
accomplished, is to prolong the storage life of the partic-
ular food and this is done either by killing the microor-
ganisms or by inhibiting their activity and multiplication.

Freezing and subsequent storage will kill some of the
microorganisms present in the unfrozen material, but this
is a slow and variable process depending, in part, upon the
nature of the food. Thus freezing cannot be relied upon to
substantially reduce bacterial contamination present in the
foodstuff. The hygienic state of the product before freez-
ing is consequently all-important. Storage at temperatures
colder than �12°C inhibits microbial growth and there-
fore is one effective method of preserving food against
microbial spoilage.

Three aspects of microorganisms in frozen foods will
be considered.

A. THE RESISTANCE OF MICROORGANISMS

AGAINST FREEZING AND FROZEN STORAGE

Some pathogens are more resistant to freezing than are
ordinary spoilage organisms. A direct examination for
common or expected pathogens should therefore be car-
ried out. Most of the common pathogenic bacteria are
Gram-negative. This group is more sensitive to freezing,

frozen storage, and thawing than are the Gram-positive
spoilage organisms.

B. MULTIPLICATION OF MICROORGANISMS IN

FROZEN FOODS

Even when microbial growth is completely inhibited, the
frozen product can still deteriorate due to the activity of
the released microbial enzymes which can still catalyze
undesirable biochemical reactions in the food. When the
handling of fish before freezing is improper, there is the
danger that microorganisms may have released sufficient
enzymes and toxin to affect the quality of the frozen prod-
uct. For example, if lipases are produced before freezing,
they can cause marked hydrolysis of fats in fatty fish even
when stored at �30°C. If fish has been held at relatively
high temperatures before freezing, any pathogens present
could multiply and some may produce toxins. The latter
will survive freezing and constitute a health hazard. A
product destined for freezing should receive the same
degree of hygienic handling as that which is to be stored
at chill temperature.

Several psychrotrophic microorganisms can multiply
at freezing temperatures. In practice, bacterial growth
does not occur below temperatures of �10°C. This is
probably due to the increasing concentration of soluble
salts and organic compounds in the unfrozen water which
will decrease the water activity of this fraction. Only the
most drought-resistant microorganisms such as fungi and
yeasts can grow in these physiologically very dry sub-
strates and this is why these organisms are the ones which
are still capable of growing at temperatures colder than
those at which bacteria can grow. Yeasts are not reported
to multiply below �12°C and fungi not below �18°C. It
must, however, be noted that microbial growth is
extremely slow at these temperatures and, for practical
purposes, can be disregarded below �10°C. During any
long retention in the upper freezing range down to �10°C
yeasts or fungi may develop and form visible colonies on
the surface of the frozen substrate.

C. MICROBIOLOGY OF THAWED FOODS

On thawing, frozen foods will spoil almost at the same
rate as would be expected from unfrozen products with
the same microbial population maintained at similar tem-
peratures. Condensation of moisture on the surface of the
product should be avoided as during thawing it may cause
a speeding up of microbial growth.

Pathogenic organisms may grow and produce toxin in
food without rendering the food unpalatable. They will be
occasionally observed in any food even hygienically pre-
pared. Contamination even with small numbers of patho-
genic bacteria during preparation of foods for freezing
should therefore be avoided as far as practicable.
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Competition between different types of microorgan-
isms is important if food that will be further prepared after
thawing is stored in the thawed state before such prepara-
tion. A food lacking a normal flora of spoilage organisms
but contaminated with a few pathogens is more likely to
present a health hazard than the same food contaminated
to the same degree with normal spoilage flora. In the case
of frozen foods allowed to thaw slowly, the psy-
chrotrophic flora is likely to dominate and may so alter
the substrate as subsequently to inhibit or slow down the
multiplication of any pathogens present when thawing is
complete. Packaging exerts little effect on the spoilage
pattern; even vacuum packing causes a negligible increase
in the growth rate of anaerobes like Clostridium botu-
linum during storage after thawing.

D. EFFECTS OF FREEZING, FROZEN STORAGE, AND

THAWING ON MICROBIOLOGICAL QUALITY

AND SAFETY

It is readily apparent that spoilage changes in fresh fish
occur most commonly as a result of bacterial activity. The
species of bacteria vary according to storage temperature.
In fish stored in ice, Alteromonas, Achromobacter, and
Flavobacter spp. predominate. At temperatures between
35 and 55°C, Micrococcus and Bacillus spp. constitute the
main microflora. Some of these microorganisms produce
very active proteolytic enzymes, which produce odor, fla-
vor, and textural problems.

When fish and seafood are frozen, the microorganisms
present in their tissues are generally inactivated. Thus, dur-
ing frozen storage, microbiological changes in fish tissue are
usually minimal. Microorganisms not destroyed by the
freezing process generally do not grow and in some cases
die off slowly. Although some microorganisms survive stor-
age at very low temperatures, their activities are suppressed,
and bacterial numbers may be considerably reduced if rec-
ommended temperatures are maintained (100). The temper-
ature below which microbial growth is considered minimal
ranges from �10 to �12°C (101). Microorganisms, how-
ever, that survive and remain inactivated during frozen stor-
age resume growth when the fish is thawed and may then
lead to microbial spoilage of the thawed product.

Frozen fish are far from sterile and cannot therefore be
considered a microbiologically safe product. The micro-
bial activities in fish after thawing depend on the degree of
freshness of the raw material, the natural microflora in the
fish tissues, and the thawing technique utilized.

1. Stability of Frozen Products

The effects of various freezing conditions on quality and
shelf stability of frozen fish and seafood have received con-
siderable attention recently. Studies have dealt with either
the stability of the frozen product as related to storage 

temperature and fluctuation in storage temperature or the
effectiveness of food additives in providing shelf stability to
frozen products.

a. Effects of storage temperature
The apparent effects of storage temperature on shelf-life
stability of frozen fish are related to protein denaturation
and lipid oxidation. The effects of temperature on protein
denaturation have been comprehensively studied (37, 102).
Maximum denaturation is reported to occur at �4°C in cod
muscle (36), while changes in extractable proteins in had-
dock have been found to be greatest at �2 to �6°C (103).

The rate of lipid oxidation and the accumulation of
FFA were observed to increase with temperature (77). In
a study using various species of fish, it was observed that
maximum production of FFA due to enzymic activities of
lipases occurred at �12 to �14°C (104), while the maxi-
mum rate of lipid hydrolysis was detected at temperatures
just below freezing (105).

Storage at much lower temperatures can, therefore,
prolong the shelf life of frozen fish. For example, cod
stored at �160°C showed no detectable deterioration after
6 months of storage (77). Even at �65 and �50°C, frozen
samples exhibited very few changes after 9 months of
storage. Such observations also suggest that low storage
temperatures limit the problems associated with protein
denaturation and lipid oxidation during frozen storage.

Several studies have been conducted in an attempt to
determine the shelf life of frozen fish at different tempera-
tures and to establish storage temperatures that can minimize
quality deterioration in specific groups of fish. Poulter (106)
reported that Rastrelliger brachysoma (club mackerel) stored
at �10°C remained acceptable until the ninth month of stor-
age, whereas samples kept at �30°C were rejected after 12
months of storage. Scomber scombrus (Atlantic mackerel)
stored unwrapped at �18°C were rejected after 3 months of
storage, while samples at �26°C remained acceptable until
the sixth month of storage (107). Early rejection of fatty
species at relatively low temperatures is reportedly due to the
development of rancid flavor and odor. Several studies have
also reported the same dependence of shelf life for different
fish species on temperature (15, 108, 109).

Clearly, fish composition has an appreciable effect on
shelf-life stability of frozen fish. For instance, in a com-
prehensive study using different fish species, it was found
that fatty fish such as mackerel, salmon, herring, sprat,
and trout had a shelf life of 2–3 months at �18°C,
whereas lean fish such as cod, flounder, haddock, ocean
perch, and pollock exhibited storage stability of up to 4
months at the same storage temperature (110).

Based on several studies, it is recommended that those
species most susceptible to oxidative rancidity be stored at
very low temperatures (at least �29°C) while species less
susceptible to rancidity should be stored at temperatures
between �18 and �23°C (18). For species with textural
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problems due to the TMAO breakdown, the storage tem-
perature must be below �30°C.

b. Effects of fluctuations in temperature
Fluctuations in storage temperatures affect the shelf-life
stability of frozen products due to an increase in the size
of the ice crystals formed in fish tissues (26). With slight
increases in temperature, small ice crystals melt faster
than larger ones, so that when the temperature drops
again, the melted ice refreezes around the large ice crys-
tals, forming larger crystals. These large crystals acceler-
ate freezing damage, leading to shorter storage stability.

c. Use of food-grade additives
The effectiveness of different food-grade additives has
also received considerable attention recently. The most
commonly used types of additives for fish and seafoods
function either as antimicrobial agents or as antioxidants.

i. Antimicobial agents
Additives are commonly used in the food industry to pre-
vent the growth of bacteria, yeast, and molds. The selec-
tion of an antimicrobial agent or any combination of
agents is rather complicated, especially when dealing with
fish. The effectiveness of an antimicrobial agent depends
on several factors, such as the moisture content of the
product and the presence of other microbial inhibitors like
smoke and salt.

Several antimicrobial agents have been tested for fish-
ery products. For instance, the sorbic acid salt, potassium
sorbate (KS), has been found useful in extending the shelf
life of fresh fish. Studies have demonstrated that KS,
when applied as part of the ice, increased ice storage sta-
bility of red hake and salmon up to 28 and 24 days,
respectively (111, 112). KS, in combination with modi-
fied atmosphere packaging (MAP), was also determined
to be an effective method for prolonging the shelf life of
fresh whole and filleted haddock on ice (113).

The shelf life of fresh fish may also be extended under
refrigerated conditions with the use of Fish Plus, which
exhibits its preservative effect due to the combined action
of components such as citric acid, polyphophates, and
potassium sorbate. Citric acid lowers the muscle pH,
which consequently creates an optimum environment for
potassium sorbate to exhibit its antimicrobial effects.
Dipping in Fish Plus has been found to extend the shelf
life of lingcod on ice to as much as a week (114). Fish
Plus may also be used on frozen fish.

ii. Antioxidants
An antioxidant is a substance capable of delaying or
retarding the development of rancidity or other flavor
deterioration due to oxidation. It is normally used in con-
junction with freezing to reduce the rate of autoxidation
during frozen storage. Antioxidants delay the develop-
ment of rancidity by either interfering with the initiation
step of the free radical reaction or by interrupting the
propagation of the free radical chain reaction (115).

The kinetic of antioxidative action was considered to
be that antioxidants act as hydrogen donors or free radical
acceptors (AH) and react primarily with ROO· , not with
R· radicals.

ROO· � AH ———→ ROOH � A·

A low concentration of this chain-breaking antioxidant
(AH) can interfere with either chain or initiation, produc-
ing nonradical products:

A· � ROO· ———→
nonradical productsA· � A· —————→

Different versions of the antioxidant mechanism have
been suggested by different authors (100, 115).

Other antioxidants may function as metal-complexing
agents, which partly deactivate the trace metals, often
present as salts of fatty acid (100), which would otherwise
promote the oxidative reaction. Citric, phosphoric, ascor-
bic, and erythorbic (isoascorbic) acids are typical metal-
chelating agents.

Among these antioxidants, erythorbic acid was used
in studies by Kelleher et al. (116) and Licciardello et al.
(35) of shelf-life stability of frozen fish. This antioxidant
was emphasized due to encouraging results with the use
of its salt, sodium erythorbate, in retarding oxidation in
whiting, chub mackerel, and white bass fillets (35, 117,
118). Licciardello et al. (35) demonstrated the effective-
ness of erythorbic acid in the retardation of oxidative ran-
cidity in fillet blocks of Argentine hake stored at �18°C.

However, the use of erythorbic acid is limited to fish
species in which rancidity is the main problem. Kelleher
et al. (116) demonstrated the effect of this compound on
the frozen storage of red hake (Urophysis chuss), a gadoid
species, in which lipid oxidation is not the limiting factor
for shelf-life extension. They found that the rate of DMA
formation at �18°C in samples dipped in erythorbate
solution was significantly greatly than the rate in
untreated samples. Such effect of erythorbic acid on DMA
formation may be explained by the fact that this acid acts
as an alternative and preferred scavenger of oxygen, leav-
ing metal ions that would otherwise bind to oxygen and be
inactivated, available to catalyze the degradation of
TMAO to DMA and FA (119).

APPLICATIONS

I. HYGIENE IN THE PREPARATION OF
FROZEN SEAFOOD

Most foods and food products are susceptible to attack by
microorganisms and they are always contaminated by a
variety of such organisms present in the food production
chain. Foodstuffs are subjected to further contamination
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during preparation for freezing as a result of contact with
the hands of factory staff during preparation, packaging
and transport, and with air or water.

In view of the hazards to health and the effect of
microbial contamination on quality, every effort must be
made to reduce such contamination to a reasonable level
during the preparation of foodstuffs for freezing.
Throughout the world frozen foods have very seldom
been the cause of food poisoning incidents.

A. HUMAN CONTAMINATION

As pathogenic bacteria like Salmonella and Staphylococ-
cus frequently derive from human sources, it is of vital
importance that factory employees are aware of the basic
concepts of good personal hygiene: the need for frequent
washing and the wearing of clean clothes, overalls, hair
covering, etc. The use of rubber gloves and a protective
mask for the mouth may be desirable in some instances.
When gloves are worn they must be thoroughly cleaned and
inspected before use. Medical supervision is advisable and
in some cases should be made compulsory. Notices in lava-
tories should draw attention to personal hygiene, especially
the need for hand washing. Soaps, hand creams, or dips
containing antiseptic agents should be readily available.

B. BUILDINGS AND EQUIPMENT

Design of the building should ensure that both the build-
ings and drains are vermin proof. Interior walls, floors,
and ceilings should be finished with a non-flaking surface
capable of withstanding detergents and sanitizers. All cor-
ners should be rounded to facilitate cleaning. The building
should be large enough to house production equipment so
that all sides of the equipment are accessible for cleaning.

Entrance to the process area should be supplied with
adequate washing facilities with foot-operated taps.
Wood, which is almost impossible to sanitize, should not
be used in contact with food. All windows should be both
bird and fly proof.

Equipment usually becomes soiled with organic
residues, which act as carriers of microorganisms. It
should be designed and constructed to prevent hygienic
hazard and permit easy and thorough cleaning. All surfaces
should have a smooth, hard, waterproof finish. Cutting
boards should be of a hard material; plastic is preferable to
wood. Cleaning and disinfection of the food handling area,
including equipment and utensils, should be carried out at
frequent and regular intervals. Waste materials should be
frequently removed, in covered containers, from the work-
ing area during factory operation. Processes should be so
separated –– either in space or time –– as to avoid recont-
amination of products in which the “bacterial load has
already been reduced.” For cleaning purposes an ample
supply of potable water should be available. Chlorinated
water is effective both for in-plant use (when concentra-

tions of around 5 to 10 ppm are appropriate) and for sani-
tation of equipment and surfaces (when concentrations of
around 100 to 200 ppm are used) but this should be fol-
lowed by a rinse. Organic residues inactivate chlorine
which, therefore, should only be used to sterilize already
clean surfaces. Chlorine can be responsible for flavor loss
or taint (due to the formation of chloramines or chlorophe-
nols). Removal of the chlorine (by thiosulphate addition,
often combined with treatment in activated carbon towers)
is practiced, especially in ice cream producing plants.

C. CROSS-CONTAMINATION

During the preparation of food for freezing, all efforts
should be taken to avoid a build-up of an undesirable
microbial population. For some foods, handling should
take place at sub-ambient temperature in temperature-
regulated rooms, and where a heat treatment is a part of
the processing this should be so severe that most of the
microorganisms are killed. After heat treatment, the food
should be promptly cooled to avoid multiplication of the
surviving bacteria in the critical zone between 50 and
10°C. Cooling water, if used, should be chlorinated.

D. BACTERIOLOGICAL CONTROL

Proper organization of the various processes from the
hygienic point of view is essential and a constant watch
should be kept for lapses in hygiene. This should include
a bacteriological control of the various stages in the pro-
cessing line. Bacteriological methods are now available
that give a good estimate of the bacterial load of the raw
material and of food contact surfaces. Methods that give a
rapid result are especially useful, as they supply plant
management with information on the bacteriological state
of products actually under preparation.

The results of the examinations should be shown to
the factory staff in order to make them comprehend the
vital importance of hygiene in food production.
Preferably, courses in food hygiene should be held at reg-
ular intervals for employees. The aim should be to give
those engaged in food production a thorough understand-
ing of the hazard involved.

The above considerations concerning personal
hygiene, equipment, and preparation of foods also applies
to handling of frozen foods in catering establishments.
Thawing of frozen foods in these establishments should
be completed as quickly as possible, and any storage of
the food after thawing should be in a refrigerator.

II. PACKAGING

A. GENERAL REQUIREMENTS

Not only must packaging used for frozen foods meet 
all the requirements of normal packaging but it must
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also meet requirements of packaging suitable for food
such as:

● Chemical inertness and stability;
● Freedom from taint and odor;
● Freedom from toxic materials which may

migrate into the food;
● Impermeability, or nearly so, to water vapor

and other volatile constituents as well as to any
odors from the surroundings;

● Suitability for use in automatic packaging
systems;

● Suitable size and shape for display in retail
cabinets;

● Protection from bacterial contamination and
filth;

● Ease of opening; and 
● An attractive appearance.

In addition to these general requirements for food pack-
ages, frozen food packages should also:

● Be of such shape as to allow rapid freezing
except for I.Q.F. (Individually Quick Frozen);

● Permit volume expansion in the freezing process;
● Be impermeable to liquids and have good wet

strength and resistance to water and weak acid;
● Be able to withstand low temperatures, not

becoming excessively fragile at cold tempera-
tures encountered during the freezing process;

● Not adhere to the contents in the frozen condition;
● Have a high reflectivity to reduce heat gain by

radiation during display in retail cabinets;
● Be impervious to light as far as practicable; and
● Surround the product closely, leaving the mini-

mum of air entrapped, thus limiting sublima-
tion during storage.

B. PACKAGING MATERIALS

A wide variety of materials have been used in devising
packaging systems for various frozen foods, e.g., tinplate,
paper, paper-board with a wax or plastic coating, alu-
minum foil, plastic film, thermoformed plastics, and lam-
inated combinations of these materials.

Low permeability to water vapor is an important char-
acteristic of packaging materials for frozen foods. Table
39.2 compares the permeability of commercially available
packaging materials.

1. Paper-Board Packages

Paper-board package for foods is generally in the form of
folded cartons, either directly printed or provided with
printed wrappers on the outside and in some cases with

plastic coated liners. The following coating or laminating
materials are commonly used:

● Wax blends (paraffin and micro-crystalline
compositions);

● Plastics, e.g., polyethylene or polypropylene
(on one or both sides);

● Aluminum foil.

2. Wrappers and Bags

Materials most commonly used are: waxed paper; hot
melt or plastic coated paper; aluminum foil; coated cellu-
lose films such as MSAT (moisture-proof, scalable,
anchored, and transparent); and plastic films, such as
polyethylene (PE), polypropylene (PP), and polyvinyli-
dene chloride (PVDC) films. Also of importance are the
laminated materials built up from two or more of the
above-mentioned materials or other films. Common com-
binations are cellulose and PE films, sometimes with a
PVDC coating.

These materials are used as over wraps, liners, and as
single or double wall bags. The bags are either of the pre-
fabricated type or are formed from roll stock on a filling
machine.

Particularly important are shrink-wrap materials
because of their ability to adhere close to the product,
leaving few if any air pockets. Shrink-wrap bags require
evacuation of entrapped air before shrinking. Some of
these bags can withstand boiling water and, therefore, the
package can be used for end-cooking of the product
before serving. 

3. Wooden Boxes

Often used for fish, wooden boxes require an inner liner
or glaze on the product to guard against desiccation.
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TABLE 39.2
Water Vapor Permeability*

Transmission Rate at 38°C 
Film Type, 0.025 mm (1 mil) (100°F), 90% RH

Polyvinylchloride 120–190 g/m2.24 h
Polyamid (Nylon) 120g/m2.24h
Polyester (Mylar) 25 g/m2.24 h
Polyethylene, low density 19 g/m2.24 h
Polyethylene, high density 6g/m2.24h
Cellophane MST-type 5–23 g/m2.24 h
Polyvinylidene chloride (Saran) 1.5–5 g/m2.24 h

* The data given in this table refer to a test temperature of 38°C and the
ranking order between different materials in respect to water vapor per-
meability. Water vapor permeability of a good package should not
exceed about 0.2–0.5g/m2.24h at �20°C and 75% RH. The important
factor, however, is not just the water vapor permeability of the packag-
ing material, but that of the complete package.



4. Rigid Aluminum Foil Packaging

These packages, in the form of trays, dishes, and cups, are
generally covered with a crimped-on aluminum sheet or a
sheet of aluminum foil laminated to paper-board. Normally
used for prepared foods and pastries, etc., they allow rapid
heating of the product in the package before serving.

5. Semi-Rigid Plastic Packages

These are mostly manufactured from high density PE or
PP in the form of trays and plates, covered by a lid; as
with aluminum foil, these can also be used for prepared
foods requiring heating before serving, providing only
gentle heat, such as steaming, is employed.

6. Tin and Composite Containers

These are used mainly for frozen juices which often have
a mobile liquid phase even at cold store temperatures. A
more recent development is to use coated paper-board in
the body and aluminum for the ends, coupled with an easy
opening device.

7. Shipping Containers

These are normally manufactured from different materi-
als such as solid, corrugated fiber-board or vulcanized
fiber-board paper, and plastics. They are often good heat
insulators.

C. PACKAGING MACHINERY/PACKAGING SYSTEMS

An essential requirement of any package used in modern
industry is that it should form a part of a system which
enables the packages to be formed, filled, sealed, and han-
dled mechanically on an integrated packaging line.

1. Form-Fill-Seal Machines

These machines form pouch-shaped or tray-shaped pack-
ages from heat-scalable plastic films or laminates or plastic-
coated papers in roll form. The packages are formed and
filled in the machine simultaneously or consecutively; these
machines can work either in a vertical or a horizontal plane.

2. Cartoning System

These can be top filled, end filled, or side filled but irre-
spective of these differences each machine should per-
form the operations of erecting, filling, and sealing.

3. Shrink Film Wrapping Equipment

These machines apply shrink film materials from rolls
around a given number of consumer-sized packages to
form a unit, often replacing cases or boxes. After the appli-
cation of the film, mostly in the form of a sleeve wider than

the width of the contents, the unit is passed quickly
through a hot air oven which shrinks the film tightly
around the unit.

III. BULK PACKAGING

The practice of storing frozen food in bulk has increased
considerably for the following reasons:

● The economy of storage space thus achieved;
● The ability to separate an intricate labor-inten-

sive further processing packaging operation
from the essential processing and freezing oper-
ation carried out when the raw material is avail-
able;

● Flexibility in final package sizes of various
produces.

Bulk packaging is extensively applied to fruit and
vegetables and to a lesser extent to meat, fish and poultry.
Individually frozen products, the form of freezing partic-
ularly applied to vegetables, is most suitable for bulk stor-
age. Products may also be bulk frozen into blocks, this
method is used primarily for fish and meat.

After freezing, vegetables such as peas, corn, beans
and sprouts can be stored on site in silos holding one or
more hundreds of tons. Bins of corrugated board, metal or
timber construction, with polyethylene liners providing a
moisture vapor barrier and protection against dirt, can be
used for storage or shipping. Smaller containers may be
multi-wall paper sacks, corrugated boxes or fiber drums
provided with polyethylene liners. Storage temperatures
should be constant to prevent formation of clumps which
have to be removed during repacking. This operation nor-
mally consists of tipping the contents out of the bulk con-
tainer, breaking any clumps before passing the product
over a screen or through an air-cleaner to remove small
pieces prior to visual inspection and repacking, care being
exercised over the hygiene requirements of this operation.

Frozen-at-sea whole fish is frozen in blocks or indi-
vidually. In both cases, the fish, if not packaged, should be
glazed prior to storage to minimize desiccation. Some fish
is slabbed as skin-on fillets or made into blocks of skinned
and boned fish for later cutting; both packs should be car-
toned or bagged to minimize desiccation.

IV. FREEZING

Freezing is simply the crystallization of ice in muscle tis-
sue and includes the consecutive processes of nucleation
and growth. These processes are central to the effects of
different freezing rates and subsequent effects on meat
quality. Meat does not freeze immediately when its tem-
perature drops below the freezing point and the latent heat
(i.e., heat required during the phase change during crystal
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formation) has been removed. In other words there is a
degree of supercooling. The greater the supercooling, the
greater the number of nuclei formed. The number of
nuclei is greatest in the extracellular space, and they are
only formed within the cell when the rate of heat removal
is higher. As soon as the nuclei form, they begin to grow
by the accumulation of molecules at the solid/liquid inter-
face. However, the way they grow depends on the micro-
geometry and the temperature distribution ahead of the
freezing front, in a complex way, as a consequence of den-
drite formation with supercooling in front of the dendrite
growth. An important concept is characteristic freezing
time, which is a measure of the local freezing rate and is
defined as the time during which the point under consid-
eration decreases from –1°C (freezing commences) to
�7°C (when 80% of the water is frozen). The growth of
extracellular ice crystals also takes place at the expense of
intracellular water. This leads to partial dehydration of the
muscle fibers and subsequent distortion. At high charac-
teristic times (slow freezing), the ice crystals are larger
and the tissue distortion is greater.

The freezing process can rapidly minimize physical,
biochemical, and microbiological changes in the food.
This preservative effect is maintained by subsequent stor-
age of the frozen food at a sufficiently cold temperature.

A. FREEZING PROCESS

The freezing process can be divided into three stages:
Stage 1: Cooling down from the initial temperature of

the product to the temperature at which freezing begins. It
must be borne in mind that the act of placing a product in
a freezing apparatus does not render it “safe.” Time will
elapse before warm food passes out of the microbiologi-
cally hazardous temperature zone; this is particularly the
case if freezing is carried out in slowly moving air as in
the freezing of bulk products such as berries for subse-
quent jam manufacture. 

Stage 2: This step covers the formation of ice in the
products and extends from the initial freezing point to a
temperature about 5°C colder at the center of the product.
The major part of the freezable water will be converted to
ice and this quite small reduction in temperature is accom-
panied by a massive enthalpy change.

Stage 3: Cooling down to the ultimate temperature for
storage. When leaving the freezer, the frozen product will
have a non-uniform temperature distribution: warmer in the
center and coldest at the surfaces. Its average temperature
will correspond to the value reached when the temperature
of the product is allowed to equalize. In general, it is rec-
ommended to cool the product in the freezer to an equilib-
rium temperature of �18°C or colder. Product leaving the
freezer with a warmer temperature will be stored for some
time in relatively unfavorable conditions. Cooling down to
storage temperature may take days or weeks.

B. FREEZING TIME

The effective freezing time is determined not only by the
initial and final temperature of the product and its change
in enthalpy but also by the temperature of the heat trans-
fer medium. The dimensions (especially the thickness)
and shape of the product unit affect the overall heat trans-
fer, which includes the surface heat transfer coefficient α
and the heat conductivity λ characteristic of the product.
When freezing by air blast α depends on the air velocity
and the shape of the product. In an air blast freezer, the
rate of freezing increases with increasing air velocity to an
optimum value. The refrigeration load necessary to
remove the heat produced by the fans increases with the
cube of the air velocity; this factor should be taken into
consideration when designing air blast freezers. It is
important to direct the air circulation in such a way that
all the product is equally exposed to the air current. In
packaged food the packaging material presents a resist-
ance to the heat transfer, depending on its thickness and
conductivity. This resistance is increased considerably if
air is trapped between the package and the product.

The freezing time as a function of the thickness of fish
fillets in packages frozen in a plate freezer (α�200
kcal/m2.°C including the packaging) and in a blast freezer
with medium air velocity (α�20 kcal/m2.°C) with heat
removed from both sides of the package, is shown in
Figure 39.1(a) (120). This graph indicates that during
plate freezing the heat conductivity of the product is the
main factor determining freezing time; it also shows that
during air freezing the heat resistance of the surface
(including packaging material) plays a dominant role for
the product thickness encountered in practice.

Figure 39.1(b) (120) shows the freezing time for 450 g
fish fillet packs as a function of the overall heat transfer,
including the influence of some types of packages used in
contact freezing. This graph indicates that the type of pack-
aging alone may increase the freezing time in a plate freezer
by 2.5 times, and the surface heat transfer resistance by
some 4 times. The freezing of packaged foods takes longer
in an air blast freezer than in a plate freezer under compara-
ble conditions. In the freezing of packaged food, where the
λ-value is influenced by the air inside the package, the dif-
ference in freezing rate between plate and blast freezing
diminishes as does the influence of packaging material.

C. FREEZING RATE

Freezing must always be fast enough to minimize the
development of microbiological and enzymatic changes
in the product. A freezing process which occupies a mat-
ter of days will, in most cases, lead to deterioration in the
frozen foodstuffs.

In the past, the beneficial effect of very rapid freez-
ing on the quality of frozen foods has been overesti-
mated: within certain limits the rate of freezing does not
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materially affect the quality of most foods. This should
not be interpreted to mean that the rate of freezing has no
effect on the quality of frozen foods: most foods suffer
from being frozen very slowly; a few foods demand ultra-
rapid freezing. Fish and poultry seem to be more vulner-
able to very slow freezing than most other foods, and
meat (beef, pork, lamb) rather less. Strawberries and
beans have a better texture and water holding ability if
frozen ultra-rapidly while fruits and vegetables with a
higher starch content such as peas are not as sensitive to
freezing speed.

In commercial practice mean freezing rates vary
between 0.2 and 100cm/h; 0.2cm/h (slow freezing) for
bulk freezing in blast rooms, 0.5 to 3 cm/h (quick freez-
ing) for retail packages in air blast or plate freezers, 5 to
10 cm/h (rapid freezing) for individual quick freezing of
small-sized products, e.g., in a fluidized bed and 10 to 100
cm/h (ultra rapid freezing) by spraying with or immersion
in liquid gases. For freezing of retail packages freezing
rates faster than 0.5 cm/h and for I.Q.F. products rates
faster than 5 cm/h are considered satisfactory in most
cases. Only very susceptible foods (such as tomatoes)
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may be improved by increasing the freezing to above 10
cm/h. At these rates care should be taken to avoid crack-
ing. When freezing larger units, such as beef quarters,
with a mean freezing rate of 0.1 cm/h a freezing time of 3
to 5 days is unavoidable and times up to 5 days are quite
common.

The rate at which freezing takes place can be consid-
ered both at micro and macro levels. At the micro level,
freezing rate is described in terms of the speed with which
the freezing front moves through the freezing object. At
the macro level, the rate at which any given part of the
object is cooled determines the temperature profile for
that part, and thus has an important bearing on the bio-
chemistry and microbiology of that part.

The undesirable changes in meat during freezing are
associated with formation of large ice crystals in extracel-
lular locations, mechanical damage by the ice crystals to
cellular structures through distortion and volume changes,
and chemical damage arising from changes in concentra-
tions of solutes. The fastest freezing rates are associated
with the least damage (121). Differences in freezing rate
modify meat properties. Ice crystallization and its growth
in meat tissues are discussed by Calvell (122).

Freezing commences when the surface temperature of
the meat reaches its freezing temperature. A continuous
freezing front forms and proceeds from the exterior to the
interior. Extracellular water freezes more readily than
intracellular water because of its lower ionic and solute
concentration. Slower freezing favors the formation of
pure ice crystals and increases the concentration of solutes
in unfrozen solutions. Intracellular solutions are often
deficient in the nucleation sites necessary to form small
ice crystals. Such conditions favor the gradual movement
of water out of the muscle cells, resulting in a collection
of large extracellular ice crystals and a concentration of
intracellular solutes. Freezing damage arises from mas-
sive distortion and damage to cell membranes. Such
effects have implications during thawing as the large
extracellular ice crystals produce drip during thawing.
The structural changes that occur also obliterate the rec-
ognizable muscle structure.

Fast freezing results in small ice crystal formation in
both intracellular and extracellular compartments of the
muscle and very little translocation of water. Drip loss
during thawing is thus considerably reduced, and the
surface reflects more light than that of slowly frozen
meat. Consequently, the cut surface appearance is more
acceptable.

D. FREEZING METHODS AND EQUIPMENT

Freezing equipment may be divided into the following
main groups with regard to the medium of heat transfer: the
metal group includes plate freezers and air (gaseous
medium) blast freezers the liquid group includes immersion

freezers and the evaporating liquid group includes liquid
nitrogen and liquid fluorocarbon equipment.

While blast freezers are used for all kinds of products,
packed or unpacked, blocks or I.Q.F. products, the Plate
freezer and Immersion freezer accept only packaged prod-
uct, and evaporating liquid freezers are used only for
I.Q.F. products.

1. Plate Freezers

In a plate freezer the product is pressed by a hydraulic ram
between metal plates which have channels for the refrig-
erant. This arrangement gives very good heat transfer of
metal contact. This high thermal efficiency is reflected in
short freezing times, provided the product itself is a good
heat conductor, as is the case with fish fillets or chopped
spinach. It is important that the packets are well filled and
the metal trays that are used to carry the packets are not
distorted.

The advantage of good heat transfer at the surface is
gradually reduced with increasing thickness of the prod-
uct. For this reason the thickness is often limited to a max-
imum of 50 mm.

The pressure from the plates maintained throughout
the freezing process practically eliminates the “bulging”
that may occur in air blast tunnels; the frozen packets will
maintain their rectangular shape within close tolerances.

There are two main types of plate freezer: horizontal
plate freezers and vertical plate freezers.

a. Horizontal plate freezer
Usually this type has 15–20 plates (Figure 39.2). The
product is placed on metal trays, which are pushed in
between the plates manually. This calls for a high labor
content in the loading and unloading operation.

In order to obtain automatic operation of a horizontal
plate freezer, the whole battery of plates is movable up and
down in an elevator system. At the level of a loading con-
veyor the plates are separated. Packages which have been
accumulated on the conveyor are pushed in between these
plates, simultaneously discharging a row of frozen pack-
ages at the opposite end of the plates. This cycle is
repeated until all frozen packages have been replaced.
Then the space between the plates is closed and all plates
are indexed up.

b. Vertical plate freezer
The vertical plate freezer was developed mainly for freez-
ing fish at sea. It consists of a number of vertical freezing
plates forming partitions in a container with an open top.
The product is simply fed from the top. The frozen block
is discharged either to the side, upwards, or down through
the bottom. Usually this operation is mechanized; the dis-
charge of product often being assisted by a short hot gas
defrost period at the end of the freezing cycle and the use
of compressed air to force the product out.
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2. Air Blast Freezers

Some foods, mainly bulk products such as beef quarters
and fruits, for further processing are frozen in rooms with
or without forced air circulation. Unless the room has
been designed for freezing and equipped with suitable
coolers and fans the freezing rate is very slow, resulting in
an inferior quality for practically all products. If the room
is also used for storage of frozen products the temperature
of these products may rise considerably and the evapora-
tors may frost up so quickly that the total refrigeration
capacity is reduced below what is required to maintain the
temperature of the store.

Good commercial practice for freezing in air blast
uses include tunnel freezers, belt freezers, and fluidized
bed freezers.

a. Tunnel freezers
In tunnel freezers the product is placed on trays, which
stand in or pass through the tunnel in racks or trolleys one

behind the other or singly. An air space is left between the
trays.

The racks or trolleys are moved in and out of the
freezer by manual power or by a forklift truck (stationary
tunnels), pushed through the tunnel with a pushing mech-
anism (push-through tunnel) or are carried through by
driving equipment, chain drive, etc. (carrier freezer) or
slid through (sliding tray freezer). Tunnels are also used
for freezing hanging meat carcasses mostly carried on a
suspension conveyor.

Tunnel freezers are equipped with refrigeration coils
and fans which circulate the air over the product in a con-
trolled way (see Figure 39.3). Guide devices, properly
locating the trays of food, lead to uniform freezing.

Tunnel freezers are very flexible freezers. Products of
every size and shape, packaged or unpacked, can be
frozen in stationary and push-through tunnels. They are
used primarily for freezing packaged products. Unpacked
products tend to stick to the trays, which may cause
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FIGURE 39.2 Horizontal plate freezer. (1. Hydraulic cylinder, 2. Liquid separator, 3. Hot gas defrost, 4. Flexible hoses, 5. Link
bolts, 6. Freezing plate, 7. Guide, 8. Insulated cabinet, 9. Suction outlet, 10. Float valve, 11. Liquid inlet.)



weight losses and time-consuming handling in releasing,
cleaning, and transport of the trays. To obtain free flow
products, improved handling, and an increase in the freez-
ing rate, individual quick freezing (I.Q.F.) is preferred.

b. Belt freezers
Belt freezers are provided with a single belt (single-belt
freezers, see Figure 39.4) or with belts positioned above
each other which may run in the same or in opposite direc-
tions  to increase throughputs and to reduce floor space
(multi-belt-freezers) or as a spiral belt wound round a rota-
tion drum stacking up to 30 tiers of the belt above each
other (spiral-belt freezers). The belt, generally made of wire
mesh, remains inside the freezer so that ancillary equip-
ment for in and out feeding is necessary. Alternatively, the
belt is carried to the outside as in some spiral-belt freezers.
This arrangement has the advantage that the products can
be placed on the belt in the processing room, where the
operation can be supervised, before entering the freezer,
and the product will remain undisturbed until removed at

the outlet (Figure 39.4). The belt is supported by rails and
driven by passing around the rotating drum.

Modern belt freezers have vertical air flow so that the
air is forced through the product layer. In freezing small
products such as beans or cherries good contact with all
product particles is thus created. In single-belt freezers
with high air velocities the products may agitate. In all
belt freezers care should be taken to spread the product
uniformly across the total belt width to avoid “channel-
ing,” where the air stream bypasses the product.

Belt freezers are used mainly for freezing unpackaged
products, e.g., I.Q.F. products. They are especially suit-
able for foods that need careful handling.

c. Fluidized bed freezer
Fluidization occurs when particles of fairly uniform shape
and size are subjected to an upward air stream. At an air
velocity depending on the characteristics of the product,
the particles will float in the air stream, each one separated
from the other, but surrounded by air and free to move. In
this state the mass of particles behaves like a fluid. If the
product is contained in an inclined trough which is fed at
the higher end the fluidized mass moves towards the lower
end, as long as more product is added. The product is thus
frozen and simultaneously conveyed by air without the aid
of a mechanical conveyor (Figure 39.5).

The use of the fluidization principle has the following
advantages when compared with a belt freezer:

1. The product is always truly individually frozen
(I.Q.F.). This applies even to products with a ten-
dency to stick together, e.g. French style (sliced)
green beans, sliced carrots, and sliced cucumber.

2. Independence of fluctuations in load. If partly
loaded the air distribution will be the same as
for full load, i.e., no hazard of channeling. If
over-loaded no product flows onto the floor.

3. Reliability is improved when freezing wet
products because the deep fluidized bed can
accept products with more surplus water.

An important factor in the overall operation economy
of a blast freezer is the weight losses during freezing.
Improperly designed equipment will have losses of 5% or
more whilst a “well-designed” freezer normally operates
with only 0.5 to 1.5% loss for unpackaged products. Part of
the weight losses are dehydration losses, which require par-
ticular consideration. Weight loss is minimized by low air
temperatures and good heat transfer, i.e., high air velocities. 

A freezing tunnel that is intended for packaged prod-
ucts should not, without due consideration, be used for
thin unpackaged products, e.g., fillets of fish. The result
may be that the relation of coil surface to product surface
is put out of balance so that air temperature in the tunnel
rises with resulting high weight losses. The coil may not
be able to accommodate sufficient quantities of frost
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FIGURE 39.3 Sectional drawing of a push-through tunnel
freezer. (1. Trolleys with trays, 2. Reversing fans, 3. Air coolers,
4. System of baffles which allows adjustment of the air flow.)



which results in reduced heat transfer or reduced air flow,
both contributing to high weight losses.

It is important to note that in a vapor tight package con-
taining a product that is not homogeneous, e.g., beans or
broccoli, the heat transfer inside the package is carried out
by air. The heat transfer is very poor, because there is no air
circulation. The result is evaporation of moisture, which
actually may be greater than it would have been without the
package. This moisture remains as frost on the inside sur-
faces of the package, so that it is not usually recorded as a
weight loss. The influence on product quality is, of course,
the same whether the dehydration is recorded or not.

Higher velocities of air give better heat transfer.
However, it is not sufficient just to increase the fan power.
The most important factor is to direct the air circulation in

such a way that every product particle is efficiently and
equally exposed to the air current. It is also important to
study the conditions of the individual particles because a
close study may reveal surprisingly uneven air flows.

3. Immersion Freezer

For irregularly shaped products, e.g., chicken, the best heat
transfer is achieved in an immersion freezer. This consists
of a tank with a cooled freezing medium, e.g., a salt or
propylene glycol solution. The product is immersed in this
brine or sprayed while being conveyed through the tank.

Immersion freezers are most commonly used for sur-
face freezing of poultry to obtain a good color. The final
freezing is effected in a separate blast tunnel or cold store.
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FIGURE 39.4 Single belt freezer. 1. Insulated wall of the tunnel, 2. De-watering vibrator, 3. Loading hopper, 4. Belt drying system,
5. Variable speed belt (open mesh belt), 6. Product spreader, 7. Air agitation zone, 8. Evaporator, 9. High velocity air, 10. Variable air
flow fans, 11. Defrost water, 12. Refrigerant piping, 13. Belt speed changer, 14. Unloading hopper.

FIGURE 39.5 Fluidized bed freezer. (1. Unfrozen product conveyor, 2. Product trough, 3. Frozen product discharge, 4. Air coolers,
5. Fan.)



The latter alternative, however, involves quality hazards
because of slow freezing of the core.

The product must be protected by an absolutely tight,
high quality packaging material. The brine on the package
is washed off with water at the exit of the freezer.

4. Evaporating Liquid Freezers

Mainly two liquids or freezants are used: liquid nitrogen
(LN2) and liquid fluorocarbon freezant (LFF).

a. LN2 freezer
Liquid nitrogen at �196°C is sprayed onto a single belt
freezer. The nitrogen evaporates and is allowed to escape
to the atmosphere after the vapors have been used for pre-
cooling of the products (Figure 39.6).

The very high freezing rate results in improved tex-
tures, particularly in certain fruits and vegetables while
with other products there seems to be little quality advan-
tage compared with other freezing methods. LN2-freezing
may result in cracking of the product surface if sufficient
precautions are not taken.

Like immersion freezers LN2 freezers are often used
only for surface freezing. If final freezing is to be carried
out the LN2 consumption is of the order of 1.0–1.5 kg per
kg of product which makes the operation rather expensive.
In spite of this, the low investment and simple operation
make this method economical for certain productions,
especially in-line processes.

b. LFF system
The freezant is a specially purified dichlorodifluo-
romethane (fluorocarbon) which has a boiling point of
�30°C at atmospheric pressure. The equipment consists of
a container with openings at the top. The product is intro-
duced into the container and dropped into a flowing stream
of freezant (Figure 39.7). Owing to the extremely good heat

transfer the surface is frozen instantaneously so the product
may be stacked on the horizontal freezing belt, where it is
sprayed with freezant until finally frozen. A discharge con-
veyor brings the product up and out of the freezer. It is
claimed that fluorocarbon leaves only small residues in
most products. Experiments in this area are continuing.

On contact with product the freezant evaporates. The
vapors are recovered (with only a slight loss) by conden-
sation on the surfaces of the refrigerator, the latter remain-
ing in the container with only small losses to the
atmosphere. There is no measurable product weight loss
due to dehydration using this method.

V. STORAGE

If the quality of frozen food is to be maintained during its
storage life, the correct temperature must be selected for
the expected period of storage. During the storage period,
the following hazards to quality must be avoided:

1. A low relative humidity in the cold store.
2. Retention beyond the expected storage life.
3. Fluctuations in temperature (both during stor-

age and in the process of loading, unloading,
and dispatching vehicles).

4. Physical damage to the product or packaging
during the course of storage or handling.

5. Contamination of the product by foreign bodies
or vermin.

These hazards can be avoided by ensuring:

a. That the design of the cold store is appropriate
to the duty it will be required to perform, and is
such that these hazards are, to the greatest
extent possible, eliminated at the design stage.
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FIGURE 39.6 Liquid nitrogen freezer. (1. Belt, 2. Spraying nozzles, 3. Fans, 4. Inlet, 5. Outlet, 6. Nitrogen tank supply line, 7.
Regulating valve, 8. Temperature sensing unit, 9. Nitrogen gas exhauster.)



b. That operation methods, designed to avoid such
dangers, are laid down and strictly adhered to.

Small fluctuations in temperature are normal and un-
avoidable. They should, however, be kept at a minimum both
in amplitude and duration in order to minimize the amount of
weight loss by drying and in-package desiccation.

A. COLD STORE DESIGN

The general design of a cold store is determined by the
requirements for effective and safe handling of the mer-
chandise, and a suitable storage climate for the products.
The normal arrangement is that rooms are built side by side
between road and railway loading banks; thus, all rooms
can communicate directly with the loading banks and traf-
fic yards. Today cold stores are frequently built with pre-
fabricated concrete or steel structures. The insulation can be
placed on the outside or the inside of the structure. Internal
structure means that the insulation will form an unbroken
envelope around the building. The insulation is well pro-
tected by the structure, internal installations are easy to fix,
there is no hung insulated ceiling which can cause prob-
lems, and extensions are very simple to carry out.

It is essential that considerable thought should go into
the definition of the duties the cold store has to perform.
A clear statement has to be prepared of the maximum and
average daily activity expected to take place in the cold
store:

1. Quantity of each product to be received.
2. Temperature at which each product will be

received.

3. Maximum number of operatives and trucks
working in the cold store at any one time.

4. Number of anticipated door openings.
5. Maximum quantity to be out-loaded at any one

time.

These considerations must be taken into account when
calculating the maximum expected heat load. The temper-
ature difference between the surface area of the cooling
coils and the required room temperature should be as
small as possible and not more than about 6°C.

1. Frost Heave

Frost heave under cold stores is prevented by a special
under-floor heating system or a ventilated space under the
floor. The heating system may consist of an electrical mat
or a pipe grid cast into the sub-floor; glycol or oil is cir-
culated in the pipes. The liquid is often heated by surplus
heat from the refrigeration plant.

2. Insulation

The insulation represents a large percentage of the total cost
for a normal cold store. It is, therefore, very important that
it is designed from an economical point of view. However,
one must also consider that the insulation value has an
influence on the storage climate in that the transmission
losses mean dry heat is entering the cold room. The choice
of insulation system must be carried out carefully. The
vapor barrier on the warm side must be completely water
vapor tight, the insulation should contain no heat bridges,
and the internal cladding must be hard, hygienic, and give
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FIGURE 39.7 Liquid fluorocarbon freezer. (1. Product input conveyor, 2. Freezing conveyor, 3. Frozen product exit conveyor, 4.
I.Q.F. bath, 5. Spray nozzles, 6. Condenser.)



a pleasant appearance. Today most cold store insulations
are carried out with prefabricated panels, slabs of polyure-
thane foam, expanded polystyrene, mineral fiber, or cork.
Where special attention must be given to the risk of fire, the
insulation is combined with a special fire wall or the insu-
lation is carried out with fiber glass between special insula-
tion studs. The vapor barriers may consist of thin gauge
aluminum, galvanized steel sheets, or heavy gauge polyeth-
ylene sheets. The joints are sealed with special sealing
compounds. The internal cladding may be either profiled
plastic, laminated galvanized steel sheet, or aluminum
sheet. Good concrete kerbing and, in some cases, dunnage
battens protect the internal finish and ensure that the mer-
chandise is not stacked directly against the wall.

3. Refrigeration System

The refrigeration system must be designed with regard to
the requirements of the climatic conditions for the stored
merchandise. It must be adequate to allow for sufficient
safety on peak days and summer conditions. The air cool-
ers must be designed and located so that an even temper-
ature can be maintained throughout the cold store even
under severe conditions and without generating high air
velocities in the cold store. Large evaporator surfaces and
air distribution through air ducts or false ceilings will nor-
mally ensure this. Air ducts may be omitted if the cooling
surface is divided on several cooler units distributed in the
room so that the air velocity from the cooler fans is kept
at a moderate level.

The most common refrigeration system for large cold
stores is a two-stage compressor system with pump circu-
lation of the cold refrigerant to the air coolers. The most
common refrigerant is ammonia but halogenated hydro-
carbons have also been used in some cases. For small cold
stores a direct expansion, one-stage compressor system
using halogenated hydrocarbons is widely used. In order
to improve safety and make control easier and cheaper
most modern refrigeration plants are automated. The
degree of automation may vary but normally the room
temperature, compressor capacity, lubrication, cooling
water, defrosting, pumps, fans, current and voltage of the
main supplies, etc. are controlled and supervised by a cen-
tral control panel in the engine room.

4. Lighting

A cold store is a working place for fork lift drivers and oth-
ers concerned with the handling of the products. Thus the
lighting in the cold store must be good but at the same time
it must be remembered that the lighting is adding to the heat
load in a cold store. Lamps with a very high power/lighting
ratio should be used. Mercury lamps are superior from this
point of view and they are often used even if they can cause
a slight discoloring of meat products during long storage. A

normal cold store should have an average lighting of 100
lux at floor level and of 200 lux in break-up areas.

5. Layout

The layout of the storage space should be such as to reduce
to the maximum extent possible the ingress of warm air
and the exposure of product to atmospheric temperatures.
Where possible, product should be conveyed from factory
areas into cold store by means of conveyors in insulated
tunnels. There should be no facility for any accumulation
of product in ambient temperature. If the operation is a pal-
letized one, then palletization of the product should take
place in the cold store in an area set aside for this purpose.
Port doors should be provided so that the maximum
amount of traffic in and out is handled in this fashion and
the product is completely protected from temperature
changes during loading/unloading operations.

For safety reason, no glass should be allowed inside
the cold store in any unprotected position. Translucent
plastic visors should be placed around lamps or any other
essential glass.

6. Jacketed Stores

Jacketed stores allow storage at near 100% relative
humidity and at uniform and constant temperatures. These
conditions, which greatly reduce weight losses of unpack-
aged foods and frost formation inside packaged frozen
foods, are obtained by circulating the refrigerated air in a
jacket around the load space to absorb the heat conducted
through the insulation before it can enter the load space
(Figure 39.8). This technique also increases the life and
reduces the maintenance of the structure by preventing
condensation and frost formation in the insulation.

7. Equipment

In equipping the store care should be taken to choose
equipment which is suitable to the product being handled
and which minimizes the possibility of damage or con-
tamination; thus, timber pallets are suitable for properly
packed products but lightly packed semi-processed stock
may need a pallet constructed in metal or some similar
washable and less easily damaged material.

It is likely, for economy reasons, that the store will be
designed to maximize the use of height, and to this end
some means of support for the product must be provided,
e.g., racks, pallet posts, or pallet cages. The layout of pal-
lets in the cold store should be such that damage to the
products is minimized. Whilst accepting the need for
maximum utilization of space, gangways and turnings
should be wide enough for product to be moved without
damage, while space should be allowed between lanes of
pallets to permit the withdrawal or placing of a pallet
when the adjacent lanes are full.
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8. Operating Methods

It is important that everyone working in a cold store
always bear in mind the prime objective of minimizing the
exposure of products to ambient temperatures. Methods
of handling and routes should be laid down which do not
permit the product being placed in ambient temperature.

If it is not possible to load a vehicle by means of a port
door or some similar method which gives complete pro-
tection and the only alternative is to traverse a loading
bank, then the complete vehicle load should be assembled
inside the cold store and conveyed direct to the vehicle
without being placed on the loading bank. A similar pro-
cedure should apply in reverse for unloading. Doors
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FIGURE 39.8 Jacketed store. [1. Air coolers, 2. Fans, 3. Fresh air duct, 4. Air vent, 5a. Air ducts, 5b. Jacket, 6. Air cooler enclo-
sure, 7. Cooling orifice to antechamber, 8. Cold room. This type of jacketed store serves two purposes thanks to the two-speed fans:
(a). At the lower speed, the air only circulates in the jacket. This is the classic operation of jacketed stores (arrows marked thus). (b).
At the higher speed, the air enters the store through a system of movable vents which open via the effect of the increased air pressure.
Through this means, one can complete the cooling of foodstuffs which may have been subjected to warming up prior to being intro-
duced into the cold store (arrows marked thus).]



should never be left open other than when personnel or
goods are passing through them, and duration should be
as short as practicable.

VI. THAWING

Most frozen food processors find it necessary to thaw
stock of frozen material in some of their operations, and if
thawing is not carried out carefully, quality and yield can
suffer. This section sets out the broad principles involved
in the thawing techniques available, and indicates some of
the problem areas. Irrespective of the procedure involved,
heat energy must be supplied, most of it being required to
melt the ice in the food. About 300 kJ are required to thaw
1 kg of white fish from a starting temperature of �30°C.
The figure for fatty herrings is smaller, about 250 kJ,
because of the lower water content of herrings. Thawed
materials spoil in the same way as their unfrozen equiva-
lents and must be kept chilled until required; this can
often be achieved conveniently by removing the product
from the defroster just before thawing is complete so that
the product has its own small reserve of “cold.”

There are two principal groups of thawing methods:
those in which heat is conducted into the product from the
surface and those in which heat is generated within the
product. In the first group, heat is applied to the surface of
the product by exposing it to sources such as hot radiating
surfaces, warm air, warm water, heated metal plates, or
steam under vacuum. In the second group, heat is gener-
ated within the product by such means as electrical resist-
ance, dielectric, or microwave heating. Surface heating
methods are much more commonly used than are internal
heating methods.

A. SURFACE HEATING METHODS

When using surface heating methods, thawing time for a
product decreases with:

a. Decrease in physical size of the product;
b. Increase in thermal conductivity (or, more pre-

cisely thermal diffusivity) of the thawed product;
c. Increase in temperature difference between the

surface of the product and its surroundings;
d. Increase in the movement of the surrounding

medium relative to the product surface; and
e. Increase in humidity of the surroundings.

Since the thermal diffusivity of thawed product is less
than that of frozen, surface thawing methods suffer from
the inherent disadvantage that resistance to heat transfer
increases progressively once thawing has started.

All surface heating methods can take advantage of a
programmed temperature difference between the surface
and the surroundings; the temperature of the surroundings

is arranged to start high, and to decrease as the surface
warms up to a predetermined level, usually below the tem-
perature where bacterial activity or surface damage could
be a hazard to the quality of the food. Thawing times are
greatly increased if the product is encased in packaging
material. Thus packaging material should be removed
where possible.

B. STILL AIR THAWING

If thawing is conducted in still air, the air temperatures
should not exceed 20°C and facilities for supplying heat
to the room in which the product is laid out to thaw may
be required. Air temperatures greatly in excess of the
above should be avoided since the outer layer will warm
up and spoil before the center is completely thawed. A
typical block of sea frozen whole cod 9 cm thick will take
up to 20 h to thaw under these conditions. This time can
be reduced by separating the fish as soon as they can be
separated without damage. Single fish, 10 cm thick, will
take about 8 to 10 h to thaw.

1. Air Blast Thawing

A relative humidity of greater than 90% is advantageous
both in reducing weight loss or shrinkage and also in
obtaining a high level of heat transfer. Air velocities of 12-
18 m/min at a temperature of 6–8°C for 3–5 days or 100
m/min for 2–2.5 days are needed for packages of boneless
meat, whereas pork sides are normally thawed at 4–5°C
for 2–4 days. Air speeds of the order of about 300 meters
per minute at temperatures not exceeding 20°C with the
air fully saturated with moisture will thaw sea frozen fish
blocks 10 cm thick in 4 h. Higher air velocities at cool
temperatures lead to surface desiccation while any higher
temperature will lead to microbial growth on the heated
surface.

C. WATER THAWING

This method is not normally applicable to meat and with
fish there is a risk that fillets or cut surfaces will become
waterlogged and lose flavor but water thawing can be
used satisfactorily for frozen whole fish, even though
there may be a slight loss of pigments. Usually there is a
slight gain in weight, which is lost again when the fish is
filleted.

The temperature of the water being circulated around
the frozen fish or sprayed onto the fish should be no
warmer than 20°C and the water itself should flow at not
less than 30 cm per minute so as to obtain rapid thawing.
The thawing time for a block of whole cod 10 cm thick in
water at 20°C moving at about 120 cm per minute is sim-
ilar to that in an air blast defroster using humid air at the
same temperature, i.e., about 4 h. 
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When frozen fish blocks are thawed in still water,
water temperatures may, in the initial stages, marginally
exceed 20°C, but the thawing should be arranged so that
the fish surface temperature does not exceed 20°C. 

D. VACUUM THAWING

In this method the product lies on racks inside a container
from which the air has been evacuated. Water, usually at
about 18°C, is allowed to evaporate freely from heated
vessels inside the container. In the absence of air, transfer
of water vapor from a heated vessel to the product occurs
readily, the water vapor giving up its latent heat on con-
densation. The advocates of this method claim faster
thawing than other surface heating methods for products
less than about 10 cm thick.

E. DOUBLE CONTACT THAWING

Plate frozen raw material lends itself particularly to plate
thawing in an arrangement similar to that of a multi-plate
freezer, with a liquid circulating through the plates (at a
temperature not exceeding 20°C providing the necessary
heat. A 10 cm block of whole cod when thawed between
plates at 20°C for 5 h is ready for filleting 3.5 h later, mak-
ing a total of 8.5 h for complete thawing. Care must be
taken not to allow distortion of the blocks to occur during
cold storage since this will lead to poor contact with the
plates during thawing. Thawing fluid or semi-fluid food in
a vertical plate apparatus may be carried out using tem-
peratures as high as 40–50°C as long as the melted mate-
rial is allowed to run away from the plates continuously.

F. INTERNAL HEATING METHODS

Internal heating methods rely on the use of applied elec-
tric fields which cause movement of the electric charges
inherent in all products. The molecules of the product take
up this energy of movement and the food warms up. The
amount of heat generated in this way is strongly depend-
ent on the electrical characteristics of the product. Since
food is not usually homogeneous, there can be marked
variations in the rate of heating of different parts of the
food. Furthermore, for any particular component in the
food, the rate of heating usually increases as the product
thaws, making runaway heating a hazard. If these factors
can be accommodated, the great advantage to be gained is
extremely rapid, uniform thawing.

G. ELECTRICAL RESISTANCE THAWING

In this method, the product is sandwiched between elec-
trodes and an electric current is passed through the prod-
uct. Some preliminary warming is usually necessary to
achieve good electrical contact and a satisfactorily high
starting current. In practice this method has so far been

used for thawing blocks of fish fillets up to 5 cm thick and
weighing about 3 kg but it has not been found suitable for
thicker blocks of fillets, blocks of whole fish (except her-
ring), or single whole fish.

H. HIGH FREQUENCY THAWING

In the dielectric method, a high frequency electric field is
applied to electrodes astraddle the product, but not physi-
cally in contact with it. The commonly used frequencies
are either in the range 27 to 100 MHz (dielectric or high
frequency heating) or 915 to 2450 MHz (microwave heat-
ing, where the energy is directed at the product enclosed
in a chamber). The product must be reasonably homoge-
neous and regular in shape to achieve uniform heating. If
the block is not homogeneous, or is irregular in shape,
some parts may become overheated before the remainder
is thawed. It has been found that if irregular blocks of fish
are first immersed in water, thawing becomes uniform.
The time taken for a 10 cm block of whole cod is typically
just less than 1 h. Partial thawing by microwave is also
used, thereby increasing the capacity of the thawing
equipment. By going to the higher frequencies, the field
strength can be substantially increased and thawing time
reduced to a matter of minutes. Penetration into the food
mass decreases so that the thickest block of meat which
can be completely thawed at 2450 MHz is 3 to 4 cm.

In summary, freezing, frozen storage, and thawing
affect the quality and shelf stability of fish and seafood. If
kept under appropriate conditions, fish and seafood can be
stored in the frozen state for several months without
appreciable changes in quality. During frozen storage,
microbiological changes in fish and seafood are very min-
imal. On the other hand, a series of changes such as pro-
tein denaturation, lipid oxidation, texture deterioration,
loss of fresh odor and flavor, various enzymatically
induced reactions, loss of volatile constituents, nutritional
losses, and changes in moisture take place in fish and
seafood when subjected to excessively prolonged frozen
storage. Likewise, such changes may also occur in freeze-
thawed fish and seafood. Quantitative evaluation of the
influence of freezing, frozen storage, and thawing on fish
and seafood is rather complex. The different variables that
influence quality are related to one another. Therefore, it
becomes almost impossible to describe some quality
changes without actually discussing the other related
changes that occur in fish tissues.
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I. INTRODUCTION

Wine plays a major role in the economies of many
nations. The world’s annual wine production from about 8
million hectares of vineyards totals around 27 billion
litres (1). Shifting consumer preferences, globalisation
and other economic factors have forced an evolution of

the international wine industry from a “cottage industry”
of independent producers to global networks of con-
sumer-conscious enterprises (2,3).

An increasing gap between wine production and wine
consumption has given rise to an annual oversupply of
15–20% in the global market. There is a growing demand
for cost-effective production of wine with minimised



resource inputs, improved product quality, increased
health benefits and low environmental impact. It is widely
expected that advances in molecular biology and bioinfor-
matics will help equip the wine industry with the tools to
tailor grapevines and microbial starter strains, enhancing
wine quality, purity, uniqueness and diversity (1,2,4). 

Grape and wine research, fueled by greater under-
standing of basic cellular and molecular biology govern-
ing targeted traits and by considerations of future use,
promises to be a powerful dynamo of technological
progress in this increasingly market-oriented industry (2).
It is therefore crucial that basic and applied research not
be treated as separate ventures. Rather, grape and wine
research, both in problem selection and experimental
design, should be aimed at increasing fundamental under-
standing in a context responsive to the applied needs of
producers and consumers. 

This review passes familiar light through new prisms to
demonstrate that ignoring gene technology imperils the
international wine industry, despite the current vocal oppo-
sition to genetically modified organisms (GMOs) and prod-
ucts (1–5). This perspective is supported by examples of
genetically improved grapevine prototypes showing
increased productivity, efficiency, sustainability and envi-
ronmental friendliness, particularly with regard to
improved pest and disease control, water use efficiency and
grape quality. Examples of genetically tailored microbial
starter strains include those that could play a role in improv-
ing the fermentation, processing and preservation of wines,
as well as those with the capacity to enhance the whole-
someness and sensory quality of wine.

II. THE GENETIC IMPROVEMENT OF
GRAPEVINES FOR WINE
PRODUCTION

A. GRAPEVINE SPECIES AND CULTIVARS

Grapevine belongs to the genus Vitis, consisting of two
sub-genera, Euvitis and Muscadinia. The preferred wine
grape species, Vitis vinifera, originated in Europe and
consists of about 5000 cultivars (6). However, only a 
few select and ancient cultivars are relied on for commer-
cial wine production. As a result of the wine industry’s
reliance on established varietal names and predictable
wine styles to sell its products, there has not been a great
incentive to breed new V. vinifera cultivars. Nevertheless,
breeding programmes significantly impacted on the devel-
opment of rootstock varieties resistant to soil-borne pests
and pathogens, as well as to negative abiotic conditions
(7). Improvements to rootstock and scion cultivars ini-
tially relied largely on arbitrary selections of natural
mutations that enhanced cultivation or some aspect of
fruit and/or wine quality and were later followed by the
more directed, clonal selection schemes (5,8).

B. GENETIC FEATURES AND TECHNIQUES FOR THE

ANALYSIS AND DEVELOPMENT OF GRAPEVINES

A dramatic new day in plant improvement is dawning,
warmed by molecular biology, genetic transformation and
functional genomics. Several plant genomes have now
been fully sequenced, and though the accessibility of the
grapevine genome is restricted by size and complexity,
there are now intense multinational studies underway of
the Vitis genome.

A growing number of plant species are becoming
viable candidates for genetic transformation through
Agrobacterium-mediated and biolistic bombardment
technologies. The grapevine, however, has been resistant
to genetic transformation: difficulties include finding tis-
sue culture systems that can withstand the new tech-
niques and subsequent selection regimes (5,8,9).
Nevertheless, there are today a few grapevine scion and
rootstock cultivars of commercial importance that can be
genetically transformed with relatively little difficulty.
The emphasis is gradually shifting from developing the
technology to implementing it to generate useful plant
lines.

C. TARGETS FOR THE GENETIC IMPROVEMENT OF

GRAPEVINE VARIETIES

The genetic improvement of grapevine cannot occur in the
absence of knowledge of the fundamental processes sup-
porting the physiological responses to be altered. In the
early days of limited genetic resources, genes with known
functions were introduced into plant species in the hope of
developing improved phenotypes. This approach, although
problematic, demonstrated the value of adding application
to theory. It is an exciting time, as the plant sciences enter
a new era and the list of gene sequences, including those of
grapevine, grows and becomes available. Potential areas
for the genetic improvement of grapevine are discussed
below and summarised in Figure 40.1.

1. Improving Disease and Pest Resistance

As genetic engineering of crop plants evolves, its primary
focus remains upon enhanced disease tolerance. Single
genes can confer disease resistance in plants, making
individual gene transfers into plant genomes perhaps the
best approach to control fungal, viral, bacterial and insect
pathogens. Almost all of the approaches to enhanced dis-
ease tolerance in plants take advantage of the natural
interactions between host and pathogen (10). In the battle
for survival, host and pathogen evolve simultaneously,
making those interactions fluid and complex. 

There are currently two major approaches to manipu-
lating disease tolerance in plants. The first is introducing a
gene product with known anti-pathogen activity at high
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copies or in an inducible manner into the host to optimise
the plant’s innate defence responses. The other approach
relies upon pathogen-derived resistance (PDR): a
pathogen-derived gene is expressed inappropriately in
time, form or amount during the infection cycle, prevent-
ing the pathogen from maintaining infection. PDR is at the
root of most antiviral strategies and much of the activity in
the genetic transformation of grapevine varieties.

Transgenic grapevines have been generated for pro-
viding viral resistance (10); in most of these cases
expressing the virus coat protein achieved PDR. More
recently, resistance to virus infection has also been
achieved by expressing anti-sense to virus movement pro-
teins (11) and replicase proteins.

Various studies have examined the expression of
grapevine chitinases, β-1,3-glucanases, thaumatin-like pro-
teins and stillbene synthetic enzymes with regard to fungal
infection and grape ripening (12–14). Several of these
enzymes have been shown to possess antifungal activity
(15–18) and it has been demonstrated that in some cases,
transgenic expression of genes encoding the proteins leads
to increased resistance (18,19). Research has also shown
that transgenic expression of a detoxifying enzyme

enhances resistance to Eutypa lata (20). In addition, a gene
from the American wild grape species Muscadinia rotundi-
folia has been introgressed into a succession of pseudo back
crosses of V. vinifera. Using this strategy, resistance to
Oidium tuckerii (powdery mildew) has continued to segre-
gate as a single gene, thereby making the gene an important
candidate for the development of a transgenic method to
confer powdery mildew resistance in V. vinifera. 

Obtaining transgenic plants resistant to pathogenic
bacteria has been less successful; the expression of the
lytic peptide Shiva-1 has been reported (21), and induced
expression of several defence genes have been detected in
response to bacterial pathogens (13,22). 

We are witnessing the onset of a new era in plant cul-
tivation, as old problems are being addressed in new ways.
Transgenic grapevines expressing heterologous antiviral
and antifungal genes are currently undergoing field test-
ing, the first ‘prototypes’ of manipulated disease tolerance
in grapevine. The technology will undoubtedly become
more sophisticated, raising the possibilities of multiple
gene transfers and long-term and stable expression of
transgenes along with the use of highly specific inducible
regulatory sequences.
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The process of generating and analysing transgenic
plants has yielded considerable knowledge about the
nature of plant-pathogen interactions and the disease
resistance pathways that operate in plants. Model plants
transformed with the various targeted genes become
important resources when the nature of the manipulations
and their effect in planta are further analysed with state-
of-the-art technologies, such as transcriptomics, pro-
teomics and metabolomics (23). A range of Arabidopsis
thaliana mutants blocked in certain pathways of pathogen
defence also provide extremely valuable information
regarding the functions of genes (24). The disease path-
ways are now fairly well characterised and much empha-
sis is currently being placed on clarifying the trigger
systems of defence and the subsequent signal transduction
processes leading to the various forms of defence.

2. Improving Grapevine Cultivation

Genetic transformation technology carries with it the tan-
talising prospect of developing plant lines able to adapt to
adverse climatic conditions, enhanced by greater under-
standing of stress tolerance in plants and basic knowledge
of key aspects of plant growth and development. Ongoing
efforts to develop transgenic grapevines with improved
cultivation prospects are focussing on processes such as
carbon-partitioning, modes of sugar translocation, water
transport and the role of aquaporins, as well as the regula-
tion of these processes. These efforts also deal with
important limitations to cultivation such as drought and
salt stress, photo-damage and freezing tolerance (25).

To date, a transgenic grapevine expressing antifreeze
genes from Antarctic fish has been reported as a mecha-
nism to provide cold tolerance (25). However, plant stress
responses are complex pathways of interacting proteins
driven by a range of signals attenuated or amplified by
equally complex processes. This biological interaction is
more difficult to manipulate with single or even multiple
gene additions; knowledge of the control mechanisms and
alterations thereof might prove more feasible. With this
view, the accumulation of proline and polyamines are two
examples in grapevine that have been studied. The regula-
tion of key genes in these biosynthetic pathways is pro-
viding insight into their involvement in abiotic stress
(26,27). Furthermore, the expression of several stress
related genes has been shown to be activated during the
grape ripening (28,29).

Crop prediction is another area of attention. One of
the most difficult issues facing viticultural production is
the understanding and management of crop load and qual-
ity in the face of seasonal and environmental variation and
change in market demand. Most recently, a study of how
related genes in grapevine are organised and interact was
made possible by the identification of the genes involved
in flowering and fruitfulness in A. thaliana. For example,

the chimera that results in pinot meunier can be separated
into a conventional pinot and a mutant pinot form in
which fruitfulness is dramatically increased even in juve-
nile plants. This dramatic change is the result of a single
DNA base change in a single gene affecting vegetative
and floral development of the vine (30).

3. Improving Grape Quality

Winemakers want small grapes of specific colour and
ripeness as measured by the indicators of sugar, acids and
phenolics. Researchers are investigating the basic processes
of berry ripening and, particularly, ripening signals.
Grapevine, a non-climacteric fruit, is studied for the bio-
chemical, hormonal and environmental signals that influ-
ence ripening processes such as pigment production, sugar
accumulation, transport and the formation of aroma com-
ponents. The means of glucose/fructose accumulation dur-
ing ripening is coming to light with the identification and
analysis of grape berry genes encoding invertases and sugar
transporters (31). The expression of flavenoid biosynthetic
genes, responsible for colour development, coincide with
hexose accumulation in berries (32–34). The importance of
UDP glucose flavanoid-3-glucosyl transferase (UFGT) in
the control of berry colour has been highlighted by com-
parison of gene expression in red and white grapes (35,36),
and recent results indicate that Myb genes are involved in
regulating UFGT (37). A number of genes that influence
grape berry softening have also been isolated (38–40).
Auxin and abscisic acid (natural hormones regulating
growth and physiology) affect the expression of genes
involved in the ripening process and have been implicated
in the control of grape berry ripening (41). The aim of this
approach is to meet the quality parameters of grapes with
the formation of desirable or novel products by changing
the metabolic flux through the important biosynthetic path-
ways active in the ripening berry. 

To reach these goals grapevine biotechnology will
have to draw upon considerably more knowledge of the
underpinning processes as well as upon improvements in
transformation technology. Targeted gene insertion and
deletion technologies will make these and other innova-
tive prospects more feasible.

III. THE GENETIC IMPROVEMENT OF
WINE YEAST FOR ALCOHOLIC
FERMENTATION

A. YEAST SPECIES AND STRAINS

Saccharomyces cerevisiae is unquestionably the most
important yeast species in winemaking, but it competes
with many other species for dominance. The ubiquitous
fruit yeast, Hanseniaspora uvarum (anamorph Kloeckera
apiculata), is the most common yeast isolated from grapes,
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and many other non-Saccharomyces species are also pres-
ent in the initial stages of spontaneous alcoholic ferments.
As the ethanol concentration increases and other condi-
tions change, various yeasts prevail in sequence, until 
S. cerevisiae multiplies to be the dominant species (42).

Not surprisingly, in such a complex environment the
yeast ecology is highly variable and dependent on geo-
graphic location, viticulture and winemaking practices.
Over the last decade, the pace of microbial ecology research
has been accelerated by the application of molecular meth-
ods. A widely used rapid species identification method is
PCR-RFLP (polymerase chain reaction-derived restriction
fragment length polymorphism) of the ribosomal RNA
genes (43). Using this method highlights the unpredictabil-
ity of wine yeast ecology. In some wines for example, there
is an almost total absence of apiculate yeast (Hanseniaspora
sp.), yielding to Candida stellata, Metschnikowia pulcher-
rima or even S. cerevisiae during the initial stages of fer-
mentation (44). In other cases non-Saccharomyces species
persist to the end of fermentation (45). Molecular methods
have also begun to accent the role of other Saccharomyces
sensu stricto species, as well as interspecific hybrids of
Saccharomyces yeasts in vinification (46–48).

Recently developed molecular methods, in particular
mitochondrial DNA RFLP, have been used to analyse fer-
mentation ecology at the species as well as strain level. The
most unexpected finding is the number of strains of the
same species coexisting during fermentation, with some
wines showing over 100 different S. cerevisiae strains at the
end of fermentation (44,45). Other technologies such as
denaturing gradient gel electrophoresis (DGGE) have been
developed that no longer require the plating of yeast prior
to identification. Using this method new non-culturable
species have been discovered in wine (49).

Wines made from spontaneous ferments are often
described as more complex and fuller than inoculated
wines. It is common practice, nevertheless, in many winer-
ies to inoculate with a specific strain of S. cerevisiae, for
rapid fermentation and a more consistent product with a
reduced possibility of microbial spoilage. It also allows
winemakers to use preferred strains to produce wines of a
chosen style. With the future availability of yeast strains
that can improve multiple facets of the winemaking
process, the advantages offered to winemakers performing
inoculated ferments with both Saccharomyces and non-
Saccharomyces strains will expand.

B. GENETIC FEATURES AND TECHNIQUES FOR THE

ANALYSIS AND DEVELOPMENT OF WINE YEASTS

Several genetic methods are available for the improvement
of wine yeast. These include the selection of mutants with
the desired properties, the combination of traits by mating
and sporulation/dissection of S. cerevisiae strains, and the
use of protoplast fusion to introduce novel traits of other

species (1). Although these classic genetic methods have
been used successfully for the development of new strains,
they lack the precision and capability of gene cloning.

Specific characteristics of S. cerevisiae make it a
model experimental organism (50). S. cerevisiae multiplies
rapidly, shares many cellular regulatory mechanisms with
humans and has a stable haploid and diploid life cycle. It
has numerous suitable markers, plasmids and promoters for
the regulated expression of chosen genes and undergoes
efficient homologous recombination, permitting the precise
deletion of selected genes. The S. cerevisiae genome was
the first eukaryotic genome to be completely sequenced
and this, along with its facile genetics, has made it an excel-
lent research organism in the post-genomic era (51,52).

There have been major technical developments since
the complete S. cerevisiae DNA sequence was published.
Yeast deletion libraries are available in different mating
types and ploidy that possess a set of approximately 6000
yeasts strains, each with a different single gene deleted.
Phenotypic and chemical screens of these libraries make
clear the biological function of each of the 6000 genes
(53,54). The transcriptional response of each gene to dif-
ferent environmental conditions using microarrays is
identifying genes that are important to wine fermentation
[reviewed in (55)]. These conditions include the response
to ethanol, osmotic stress, high and low temperature, high
and low pH, copper, limited nitrogen and sugar, anaero-
bicity and progression into stationary phase (56–61).
Microarray experiments are also being used to compare
genome structure and gene expression in different
grapevine isolates and commercial wine yeast (62–64).
Proteomic approaches are being used in parallel to
uncover the post-transcriptional changes that occur in dif-
ferent environmental conditions and genetic backgrounds
in yeast (65). Of particular importance to wine is the
emergence of metabolomics (66,67), which attempts to
analyse all the metabolites produced by an organism in
response to environmental or genetic changes. This will
be fundamental to further understanding of how genetic
and environmental changes impact on flavour and aroma.

The opportunity now exists to exploit these research
findings and technological developments to produce
genetically improved wine yeast strains of great value to
the wine industry.

C. TARGETS FOR THE GENETIC IMPROVEMENT OF

WINE YEAST STRAINS

Molecular genetics in wine yeast is being used to improve
several aspects of winemaking, including fermentation per-
formance, processing efficiency, sensory attributes and wine
wholesomeness. These are summarised in Figure 40.2.
Many of these aspects have been described in recent reviews
(1,3,68), and the emphasis in this section is on current
advances in this area as detailed in the latest literature. 
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1. Improving Fermentation Performance

Sluggish and stuck ferments remain a major concern of the
wine industry. The wine environment is very stressful for
yeast and harsh conditions must be overcome to produce
high-quality wines (69). Like all living organisms, yeast
has mechanisms in place allowing it to respond quickly to
a changing environment. A general environmental stress
response (ESR) participates in a wide range of cellular
functions, including cell wall modification, fatty acid
metabolism, protein chaperone expression, DNA repair,
detoxification of reactive oxygen species and energy gen-
eration and storage (57). In addition to the general stress
response, specific strategies to combat distinct stresses are
essential for the survival of yeast in the fermenting grape
must environment.

a. Desiccation stress
The desiccation process, part of the production of active
dried yeast, challenges the wine yeast to a mixed stress that,
although not well defined, appears to share some properties
with freezing and osmotic stress. Several metabolites
increase the survival of S. cerevisiae cells exposed to phys-
ical or chemical stresses and have been implicated in the

efficiency of reactivating dried wine yeast starter cultures.
As a result, there is strong incentive to develop wine yeast
strains that accumulate these metabolites. 

Disabling the trehalose hydrolysis pathway, thereby
increasing cellular trehalose concentrations by deleting
the NTH1 or ATH1 (neutral and acidic trehalase) genes
has been shown to increase freezing and dehydration tol-
erance in a laboratory and commercial baker’s yeast
(70,71). The build-up of a second carbohydrate storage
molecule, glycogen, is thought to provide the yeast with a
readymade energy source upon reactivation of dried yeast.
It has been reported that a wine strain overexpressing the
GSY2 (glycogen synthase) gene accumulates glycogen
and has enhanced viability under glucose limitation con-
ditions (72). Overexpression of the AQY1 and AQY2
(aquaporin) genes also confers freeze tolerance upon both
laboratory and commercial baking strains (73). Whether
these changes prove to be an advantage to active dried
yeast remains to be determined. 

It has been shown that proline and charged amino
acids provide desiccation and freeze tolerance. Deletion
mutations in the PUT1 gene, encoding proline oxidase,
and a dominant mutation in the proline biosynthetic PRO1
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gene (γ-glutamyl kinase), increase intracellular proline
and show higher desiccation, freeze and/or osmo-toler-
ance (74,75). A deletion mutation in the arginine degrad-
ing enzyme CAR1 (arginase) increases arginine and
glutamic acid levels and provides freeze tolerance (71). 

b. Fermentation stress
The high concentration of sugar in grape juice imposes an
osmotic stress on yeast. As indicated above, proline and
trehalose accumulation both provide osmotolerance to
yeast. The main osmolyte in yeast, however, is glycerol.
In response to an osmotic stress, a MAPK cascade is acti-
vated and the two key genes in glycerol biosynthesis
GPD1 (glycerol-3-phosphate dehydrogenase) and GPP2
(glycerol-3-phosphatase) are rapidly and transiently
induced greater than 50-fold (61). Mutations in these
genes are osmosensitive whereas mutations that increase
their expression enhance osmotolerance (76). It has been
reported that commercial wine yeast strains overexpress-
ing either GPD1 or GPD2 have a slight growth advantage
at the beginning of fermentation (77,78). 

The primary cause of most sluggish and stuck fermen-
tations is a high concentration of ethanol, an effect that can
be augmented by a number of intrinsic and environmental
factors. The physiological basis of ethanol toxicity is com-
plex and not fully understood (59). A major target appears
to be cell membranes, in which ethanol increases mem-
brane fluidity and permeability, and impairs the transport
of sugars and amino acids. The modification of SUT1,
SUT2, PMA1 and PMA2 genes results in increased sterol
accumulation and ATPase activity, thereby increasing the
resistance to ethanol.

Zymocidal wild yeast may also inhibit the growth of
the inoculated wine yeast strain and contribute to sluggish
or stuck fermentation (79). Rapid progress in understand-
ing sensitivity to killer toxins is being made, encouraging
the development of broad-spectrum zymocidal resistance
in wine yeast (80–82). 

c. Utilisation of nutrients
Sugar uptake appears to limit complete sugar utilisation
during vinification and is strongly influenced by condi-
tions such as ethanol concentration and nitrogen availabil-
ity. The low affinity hexose transporter Hxt3p and high
affinity transporters Hxt6p and Hxt7p play particularly
important roles in wine fermentation (83). It is possible
that increased expression of these transporters will
decrease the occurrence of stuck fermentation. Two hexose
transporter homologues, Snf3p and Rgt2p, are required for
glucose sensing. Snf3 is specifically required for inducing
a number of HXT genes under low glucose conditions.
Dominant SNF3 mutants constitutively express hexose
transporters and are resistant to translational inhibition
upon glucose withdrawal (84,85), providing a potential
mechanism for wine yeast improvement.

Nitrogen is the nutrient most often limiting wine fer-
mentations; its deficiency can lead to cessation of fermen-
tation as well as to the production of off-flavours such as
hydrogen sulfide. A wine yeast strain carrying a mutation
in the URE2 gene, which represses expression of proline
transport and metabolic genes, increases the availability
of proline and arginine as nitrogen sources (86,87).
However, ure2∆ strains possess pleotropic phenotypes. A
more specific method may be to specifically target the
proline permease and utilisation proteins (encoded by the
PUT genes) (88). Global gene expression studies of wine
yeast growing under differing nitrogen conditions will be
important for identifying other genes that can improve
fermentation under limiting nitrogen conditions (56,58).

An alternative source of nitrogen in vinification is
from autolysis of the yeasts themselves (89). It is possible
that a subset of yeast could be targeted to lyse toward the
end of fermentation by adjusting the regulation of the cell
integrity pathway (90).

d. Control of indigenous microorganisms
Uncontrolled microbial growth can alter the chemical
composition of wine and detract from its sensory proper-
ties. The excessive use of chemical preservatives to control
the growth of unwanted microbes can affect the quality of
wine; it also faces increasing consumer resistance. As a
response, wine yeast starter cultures that express antimi-
crobial enzymes or peptides are being developed.

Wine yeast producing increased sulfur dioxide (SO2)
concentrations could be useful for suppressing the growth
of indigenous microbes, providing a means of reducing SO2

as an antimicrobial and antioxidation agent in wine.
Decreasing Met10p (sulfite reductase) and Met2p (serine
acetyl transferase) activity or increasing Met14p (adenosine
5� phosphosulfate kinase) activity leads to increased SO2

production and has been shown to provide flavour stability
to beer (91–93). Expression of hen-egg lysozyme or the
Aspergillus niger glucose oxidase gene (GOX1) in yeast
offers additional alternatives (94). The expression of GOX1
in a wine yeast resulted in the production of hydrogen per-
oxide that can lead to oxidation toxicity of bacteria (95).

An alternative method is the use of a wine yeast with
broad spectrum zymocidal activity. Whereas S. cerevisiae’s
zymocins have a narrow killing range, the zymocins of
Pichia anomala, Willopsis saturnus and Kluyveromyces lac-
tis have been shown to be active on many species common
in grape juice, including spoilage yeasts such as Dekkera
bruxellensis (96). Several of the zymocins have been cloned
in S. cerevisiae; the mechanisms of action are being estab-
lished (80,97). Although these zymocins are generally less
active at low pH, continuing advances in understanding the
pH dependence of protein stability should make it possible
to engineer more suitable zymocins for winemaking (98). 

The zymocin zygocin, produced by the salt-tolerant
yeast Zygosaccharomyces bailli, is also active against
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filamentous fungi (99). However, heterologous expression
in S. cerevisiae causes the yeast to commit suicide. Some
success in producing yeast that kill filamentous fungi by
attacking the cell wall has been achieved by expressing the
CTS1 chitinase and the EXG1 endoglucanase genes (100).
Although zymocidal yeasts have also been shown to be
active on bacteria, the focus in wine research has been on the
production of strains that secrete bacteriocins or bacteri-
olytic enzymes (e.g., lysozyme) to suppress growth of unde-
sirable bacteria. Secretion of the Pediococcus acidilactici
and Lactobacillus plantarum bacteriocins in S. cerevisiae
produced a yeast that killed sensitive bacteria (101,102).

2. Improving Wine Processing

Following alcoholic fermentation wine is further
processed to achieve clarity and physiochemical stability.
The fining and clarification processes often involve
expensive and laborious practices that generate large vol-
umes of lees for disposal. This causes wine loss and may
remove important aroma and flavour compounds from the
remaining wine. To minimise the impact of these practices
an increasing spectrum of commercial enzyme prepara-
tions are being added to grape must and wine. Generating
yeast that remove proteins and polysaccharides and
causes cells to flocculate offers an alternative strategy to
the addition of costly enzymes. 

a. Protein clarification
Heat-induced protein haze is caused by thaumatin-like
proteins and chitinases, which are pathogenesis-related
grape proteins (103). These proteins slowly denature and
aggregate, resulting in light dispersing particles forming
in wine. Under winemaking conditions, proteases have
been unsuccessful in degrading haze proteins (104).
However, a number of glycoproteins have been found to
visibly reduce haze formation in wine, including yeast
invertase (105) and two mannoproteins from S. cerevisiae
known as haze protection factors (HPF) (106).

b. Cell flocculation and flotation
Rapid settling of yeast is advantageous to post fermenta-
tion processing. Yeast flocculation, which entails an inter-
action between cell surface lectins and mannans, involves
many genes in S. cerevisiae (107). FLO1 has been the best
studied and shown to impart flocculation to beer and wine
strains (108,109). Given that the timing of flocculation is
important, FLO1 and FLO11 were expressed from the
HSP30 promoter, linking flocculation to a heat shock
towards the end of fermentation (110).

In sherry, the yeast trap carbon dioxide and float to the
surface forming a vellum. Several cell wall proteins have
been implicated in vellum formation but the process
appears complex and is likely to be multigenic (111). The
similarities between vellum and biofilm formation point
to Flo11p/Muc1p as a candidate gene in the process (112).

3. Improving Wine Sensory Attributes

The endless variety of wine flavours stems from complex
interactions among hundreds of metabolites. S. cerevisiae
accounts for the major changes between grape must and
wine, modifying the chemical, colour, mouth-feel and
flavour complexity of wine by assisting in the extraction
of compounds from solids present in grape must, modify-
ing grape derived molecules, and producing yeast metabo-
lites (113).

a. Grape derived flavours
(i) Polysaccharide degrading enzymes. Polysaccharide
degrading enzymes facilitate wine clarification and
increase juice yield; they can also lead to the release of
colour and flavour compounds trapped in the grape skins.
A wide variety of heterologous genes encoding polysac-
charide degrading enzymes have been expressed in 
S. cerevisiae (114). Pectin degradation was increased by
yeast co-expressing two bacterial pectinase genes, pectate
lyase from Erwinia chrysanthemi and polygalacturonase
from Erwinia carotovora (115), or the pectate lyase gene
from Fusarum solani (116). The overexpression of the
endopolygalacturonase-encoding gene (PGU1) from 
S. cerevisiae in a wine yeast strain resulted in a higher
concentration of terpenols (nerol and geraniol) in the
wines, which displayed sensory differences to wines made
with the parent yeast (117). 

A number of glucanase genes from bacteria, yeast and
filamentous fungi have been expressed, either on their
own or together in commercial wine strains (114). These
yeasts were able to degrade glucans effectively. Similarly,
a number of xylanases have been expressed in S. cere-
visiae. Although the levels of secreted enzymes are still
below the concentrations required for the effective
removal of polysaccharides, a degree of clarification has
already been achieved. Preliminary trials also indicate that
some of the modified yeast lead to the release of colour
and flavour compounds entrapped in the grape skins. 

(ii) Glycosidases. Yeast can increase wine flavour by
releasing terpenols present as non-volatile glycosides in
grapes. Expression of a β-1,4-endoglucanase gene from
the filamentous fungus Trichoderma longibrachiatum in a
wine yeast produced a wine with increased aroma inten-
sity (118). The impact on flavour release of co-expressing
three glucanase genes from S. cerevisiae (EXG1), Bacillus
subtilis (END1) and Butyrivibrio fibrisolvens (BEG1) in a
yeast remains to be determined (119). 

Yeast can influence the concentration of terpenols by
two other means: first, strains containing mutations in
ergosterol biosynthesis have been shown to produce
geraniol, citronelol and linalool (120), and second, it has
been shown that yeast are able to convert one terpenol into
another. As the terpenols have distinct aromas and sensory
thresholds, these biotransformations might have a signifi-
cant effect on wine sensory properties (121,122).
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(iii) Volatile thiols. A number of potent thiol com-
pounds have been shown to provide the basis for the vari-
etal aromas of Sauvignon Blanc and Scheurebe wines
(123), and are present in wines made from other cultivars.
The sulfur-containing volatiles are present as a cysteine
conjugate in grape juice and are released during fermen-
tation by the action of yeast. Release is strain dependent,
indicating that the concentrations of the thiols in wine can
be regulated by genetically modifying the yeast (124).

b. Yeast secondary metabolites
(i) Esters. The characteristic fruity aromas of wine are
caused mainly by the acetate esters of higher alcohols and
the C4-C10 ethyl esters. Overexpression of alcohol acetyl
transferase genes (ATF) has a marked affect on ester for-
mation (125–127). In wine, the concentrations of ethyl
acetate, iso-amyl acetate, and 2-phenylethyl acetate
increased as much as 10-fold, and the acetic acid concen-
tration decreased by more than half in an ATF1 overpro-
ducing strain (126). In saké strains, isoamyl acetate
(banana-like aroma) concentrations have been modified
by adjusting the ATF1/IAH2 (isoamyl acetate esterase)
balance (128). 

(ii) Alcohols. Higher alcohols can contribute posi-
tively to wine complexity, but at excessive levels are
regarded to have a negative influence on wine quality.
They are also important precursors to ester formation.
They are produced either anabolically or catabolically, by
the breakdown of branched chain amino acids (129). The
role of the anabolic pathway has been recently studied by
deleting the aminotransferase genes BAT1 and BAT2, the
mutations leading to a decreased formation of isobutanol,
isoamyl and active amyl alcohols (127,130). 

(iii) Low ethanol wine yeast. High ethanol can affect
the sensory properties of wine, giving it a perceived ‘hot-
ness’ as well as suppressing overall aroma and flavour.
Moreover, health-conscious consumers are demanding
lower alcohol content in wines. Diverting the flow of sugar
away from ethanol synthesis and into the glycerol pathway
has been achieved by overexpressing the glycerol phos-
phate dehydrogenase genes, GPD1 and GPD2, in wine
strains (77,78,131). Acetic acid (vinegar) concentrations in
these strains are increased to unacceptable levels. The
acetaldehyde dehydrogenase activity encoded by the ALD6
gene appears to be the main contributor to the oxidation of
acetaldehyde during fermentation (132). A laboratory yeast
overexpressing GPD2 and lacking ALD6 had the desired
effect of producing more glycerol and less ethanol, but
without the increase in acetic acid (133). A ‘metabolic
snapshot’ (67) of the glycerol overproducing ferments also
demonstrated how seemingly unrelated biochemical path-
ways can be modified by the change in a single gene (133). 

A second strategy used to decrease ethanol is the
expression of the A. niger glucose oxidase gene (GOX1)
into S. cerevisiae, resulting in a 2% decrease in ethanol

(95). The glucose in grape juice is thought to be converted
to D-glucono-δ-lactone and gluconic acid, and is thus not
available for conversion to ethanol. 

(iv) Sulfur metabolism. Due to its low sensory threshold,
the rotten egg aroma of hydrogen sulfide (H2S) is highly
undesirable in wine. Modification of genes required for sul-
fur metabolism leads to a significant decrease in hydrogen
sulfide production (134–136). In SSU1 overexpressing
strains, a plasma membrane protein specifically for the
efflux of sulfite from yeast (137), the sulfite is secreted prior
to reduction to sulfide (93). Increases in SSU1 expression
also confer SO2 resistance to S. cerevisiae strains. Many
wine yeast strains that show natural resistance to sulfide
have undergone chromosome translocation, positioning the
SSU1 gene downstream of a stronger promoter, and conse-
quently causing its increased expression (138).

(v) Malolactic fermentation. During malolactic fer-
mentation (conducted by certain species of lactic acid
bacteria) L-malic acid is decarboxylated to L-lactic acid,
which reduces wine acidity. S. cerevisiae is unable to
transport malic acid into the cell and is inefficient in
metabolising malic acid. The construction of a S. cere-
visiae strain which is able to deacidify wine has been suc-
cessfully demonstrated by expressing the malolactic gene
(mleS) from Lactococcus lactis and the malate permease
gene (mae1) from Schizosaccharomyces pombe (139).

In an attempt to redirect glucose carbon to lactic acid,
the lactate dehydrogenase-encoding genes from Lacto-
bacillus casei, the filamentous fungus Rhizopus oryzae
and bovine muscle were expressed in yeast. As much as
20% of the glucose was converted into lactic acid in these
strains (140,141).

(vi) Phenols. The decarboxylation of phenolic acids to
volatile phenols can make a positive contribution to wine
when present in appropriate concentrations. Although 
S. cerevisiae possesses a phenolic acid decarboxylase,
POF1 (PAD1), it displays low activity. Expressing the phe-
nolic acid decarboxylase or p-coumaric acid decarboxylase
from Bacillus subtilis and Lactobacillus plantarum, respec-
tively, gave an approximate twofold increase in volatile
phenol formation in a laboratory strain (142).

4. Improving Wine Wholesomeness

During the last few years it has become widely accepted
that wine contains protective compounds that when con-
sumed in moderate quantities reduce the likelihood of con-
tracting certain diseases. However, a number of unwanted
compounds are also present in wine. Generating improved
yeasts that produce the correct balance of these compounds
will be important for enhancing the health benefits of wine.

a. Resveratrol
Resveratrol, a polyphenolic phytoalexin found mainly in
grape skins, has been associated with a large number of
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health benefits, including the decreased risk of coronary
heart disease, cancer prevention and treatment, and neuro-
protection (60). Expression of the Candida molisciana
bgiN gene, encoding a β-glucosidase, showed an increase
in resveratrol in white wine. Release of glucose moieties
from the glucoside form of resveratrol was the suggested
mechanism (116). Also, yeast with altered phenyl-
propanoid metabolism, expressing the coenzyme A lyase
gene and the grape stillbene synthase gene (Vst1), can syn-
thesise resveratrol (143).

b. Ethyl carbamate
Ethyl carbamate, a suspected mammalian carcinogen,
is formed through the chemical reaction of ethanol and
citrulline, urea or carbamyl phosphate. In a saké strain
disrupted for the CAR1 arginase gene, no urea or ethyl
carbamate was produced (144).

c. Biogenic amines
Biogenic amines are neurotoxins that can trigger hypoten-
sion and migraines, lead to histamine toxicity and produce
carcinogenic nitrosamines (145). These biogenic amines
originate from decarboxylation of amino acids by bacte-
ria, including malolactic species (146,147). Wine yeast
strains that inhibit bacterial growth may offer a solution. 

IV. THE GENETIC IMPROVEMENT OF
WINE BACTERIA FOR MALOLACTIC
FERMENTATION

Malolactic fermentation (MLF), conducted by malolactic
bacteria, is an important step in the grape vinification
process, particularly in red wines. Most often MLF will
occur after the alcoholic fermentation; however, it is not
limited to this stage of winemaking. The role of MLF is
threefold: wine deacidification by the conversion of 
L-malic acid to the ‘softer’ L-lactic acid, microbial stabil-
ity and wine flavour modification.

This section will not elaborate on the biochemistry of
MLF. Rather it will discuss the bacteria involved in the
process, summarise the genetics of the malolactic bacteria
and postulate potential genes that could be manipulated in
order to improve the malolactic reaction, increase stress tol-
erance of the bacteria, and/or favourably alter the sensory
profile of the wine. The ability to genetically alter the mal-
olactic bacterial genome will depend upon the development
of a suitable genetic transfer system (transformation, con-
jugation or transduction), which currently is unavailable.

A. LACTIC ACID BACTERIA SPECIES AND STRAINS

The wine bacteria associated with MLF belong to the fam-
ily of lactic acid bacteria (LAB). This group of bacteria is
involved with the fermentation of a range of food products,
including milk, vegetables, meat and fruit, especially grapes.

The malolactic bacteria are encompassed in four genera,
Lactobacillus (Lb.), Leuconostoc (Lc.), Oenococcus (O.)
and Pediococcus (P.) from within the larger group of LAB.
The species in these genera can be characterised by their
ability to tolerate low pH, high ethanol concentration and by
their ability to grow in wine. Those most commonly associ-
ated with wine are Lb.brevis, Lb. plantarum, Lb. hilgardii,
Lc. mesenteroides, O. oeni, P. damnosus and P. pen-
tosaceus. Oenococcus oeni, formerly known as Leuconostoc
oenos (148), is the LAB species most commonly associated
with wine, as it is particularly well adapted to the harsh wine
environment (low pH, high ethanol content, low nutrients)
(149). For a more detailed description of LAB taxonomy the
reader is referred to several reviews [(150,151); Bergey’s
Manual of Determinative Bacteriology, 1986)].

Even though it is postulated that species of
Lactobacillus and to a lesser extent Pediococcus species
may conduct the deacidification reaction in spontaneous
MLF, species of these two genera are more likely to be
associated with spoilage of wine than with positive sen-
sory attributes.

B. GENETIC FEATURES AND TECHNIQUES FOR THE

ANALYSIS AND DEVELOPMENT OF LACTIC ACID

BACTERIA

The O. oeni genome has been sequenced in its entirety 
by two different groups (University of California, Davis
with the group of D. Mills and at ESBANA, Dijon, France
with the groups of J. Guzzo and A. Lonvaud-Funel). This
sequence information will greatly enhance the initial work
on the O. oeni genome (150–153) and add to the limited
number of genes that have been characterised. Though O.
oeni is an important organism in winemaking, knowledge
of its genetics is limited. The current lack of a genetic
transfer mechanism into O. oeni further hampers genetic
characterisation of this organism. 

Considerable research has been done on other LAB,
particularly those from the dairy industry. Substantial
work has been devoted to the genetics of Lactobacillus
sp. but to a lesser extent in Pediococcus sp. Numerous
vectors have been constructed to introduce modified
genes into Lactobacillus species and strains. These vec-
tors are designed to enable easy movement between
Gram-positive and Gram-negative organisms utilising
dual replicons (origin of replication) and antibiotic mark-
ers. Also available are temperature-sensitive features on a
few of these plasmids. Some of these plasmids/vectors
also function in Leuconostoc sp., which is the closest
LAB genus to Oenococcus. Many of these vectors may
be suitable for O. oeni. 

Another approach to improving industrially important
O. oeni strains is the use of a new technology known as
genome shuffling (154,155). This technique involves
using a classical strain improvement method to generate
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populations with subtle improvements. Next, these popu-
lations are shuffled by recursive pool-wise protoplast
fusions. Genome shuffling has been successfully applied
to improve acid tolerance in a poorly characterised indus-
trial Lactobacillus strain (156) and appears to be broadly
useful for the rapid development of tolerance and other
complex phenotypes in industrial organisms. 

C. TARGETS FOR THE GENETIC IMPROVEMENT OF

MALOLACTIC BACTERIAL STRAINS

Potential improvements to MLF by the genetic modification
of O. oeni are presented in Figure 40.3. It would be of obvi-
ous interest to construct an O. oeni strain which is able to
ward off potential competitors, improve its ability to cope
with the harsh wine environment, increase its efficiency in
the bioacidification of wine-conversion of malic acid to lac-
tic acid, and/or to provide mechanisms to improve the

organoleptic qualities of wine. Such an organism would not
necessarily possess all these attributes, but generating a
selection of improved O. oeni would be of great benefit to
the wine industry.

1. Improving Fermentation Performance

a. Adaptation to environmental stress
It has been demonstrated that O. oeni responds to various
environmental stresses, such as high alcohol, acid and sulfur
dioxide (SO2) concentrations, by producing heat shock and
stress proteins (hsp18, clpX and trxA) (157). The manipula-
tion of these genes could lead to improved tolerance of 
O. oeni to wines with conditions at the upper limit of O. oeni
tolerance. The elevated expression of these heat and stress
proteins may also aid the commercial production of O. oeni
for direct inoculation into wine, by better preparing the bac-
terial cells for the harsh wine environment.
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b. Improved efficiency of malate catabolism
The genes for malate metabolism have been cloned from
O. oeni and three genes mleR (regulator), mleA (enzyme)
and mleP (permease), have been identified (139). In order
for malate metabolism to be initiated and to proceed effi-
ciently in wine, a bacterial population density of at least
one million cells/mL is needed. To increase the conver-
sion efficiency of L-malate to L-lactate, it is necessary to
understand the regulation of mleA by mleR and determine
the rate limiting step for malate metabolism, especially
important at low cell density. A rapid adaptation of the 
O. oeni cell to its harsh wine environment may also ulti-
mately enhance the catabolism of L-malate.

2. Improving Wine Wholesomeness

a. Arginine/ethyl carbamate
The role that MLF plays in ethyl carbamate formation
remains unclear. Arginine, a quantitatively important
amino acid of grape must and wine, is a precursor to ethyl
carbamate. Lactic acid bacteria vary in their ability to
degrade arginine; experiments conducted in a synthetic
and a laboratory vinified wine demonstrated a correlation
between arginine degradation, citrulline production and
ethyl carbamate formation during MLF conducted by an
O. oeni and Lb. buchneri strain (158–160). The arginine
catabolism (arc) gene cluster of O. oeni (161) has been
cloned and characterised, thus providing a basis for manip-
ulating the arc genes and reducing the potential of ethyl
carbamate production. 

b. Biogenic amines
Biogenic amines have undesirable physiological effects
when consumed at high concentrations. The major bio-
genic amines in wine are histamine, phenylethylamine,
putrescine and tyramine (162–164). Their concentration is
lowest after alcoholic fermentation and increases variably
in most wines during MLF (165). Wine-associated LAB,
including O. oeni, have been shown to decarboxylate
amino acids to their corresponding amines (166). This
decarboxylation reaction is purported to favour growth
and survival in acidic media, since it induces an increase
in pH and can also provide energy to the LAB (167). LAB
vary in their ability to produce the various amines. 

The O. oeni histidine decarboxylase gene (hdc) has
been cloned and characterised (168). A PCR-based test
has also been developed for the detection of amino acid
decarboxylating genes in LAB (169). The manipulation of
the hdc gene in O. oeni strains with other desirable char-
acteristics would ensure that reduced concentrations of
histidine are present in wine.

c. Antimicrobial activity
The use of bacteriocin-producing LAB species/strains in
other food industries, especially the dairy industry, has
met with considerable success. A pediocin-producing 

Lb. plantarum strain was shown to efficiently combat 
the spoilage of cheese by Listeria monocytogenes (170).
Furthermore, the expression of pediocin PA-1 from
Pediococcus acidilactici or plantaricin 423 from Lb. plan-
tarum by the introduction of the respective genes into S.
cerevisiae has been shown to effectively eliminate LAB
from an alcoholic fermentation (101). A similar strategy
could be used to introduce the necessary genes into O. oeni.

3. Improving Wine Sensory Attributes

a. Diacetyl
One of the most important flavour compounds associated
with MLF is diacetyl (a diketone, 2,3-butanedione), which
can impart a ‘buttery’ or ‘butterscotch’ flavour to wine
(171–173). Diacetyl is principally formed during MLF by
the bacterial metabolism of citric acid. This diketone is also
an important flavour compound in the dairy industry, pro-
viding the characteristic ‘buttery’ flavour of many fer-
mented milk products.

The metabolism of diacetyl is well understood
(174–176) and the environmental factors that influence its
formation and degradation in wine have been established
(177–179). The diacetyl pathway has been amenable to
genetic manipulation, leading to overproduction of
diacetyl in Lactococcus lactis (180). With the inactivation
of the lactate dehydrogenase gene (ldh) in L. lactis, there
was an accompanying alteration to the metabolic flux,
eliminating lactic acid as a metabolic end product and pro-
ducing ethanol, formate and acetoin. Acetoin is a degrada-
tion product of diacetyl and is considered flavourless in
wine because of its high aroma threshold. The over-
expression of α-acetolactate synthase (ilvBN genes in L.
lactis) leads to an increased production of acetoin (the
reaction is driven towards acetoin and away from diacetyl),
whereas the inactivation of the aldB gene (encoding α-ace-
tolactate decarboxylase) resulted in an increased produc-
tion of α-acetolactate and diacetyl at the expense of
acetoin. The latter scenario is quite desirable in the dairy
industry. The analogous genes [alsS (α-acetolactate syn-
thase) and alsD (α-acetolactate decarboxylase)] have been
cloned and sequenced from O. oeni (181), providing a
means of altering diacetyl concentrations in wine. An alter-
native strategy would be to inactivate the citrate permease
gene (citP), thus removing the initial substrate for diacetyl.
Such a natural mutant of O. oeni has been isolated and is
commercially available (MT01, Lallemand). 

b. Glycosidases
Many potential aroma and flavour compounds are found
in grapes and wine as glycosidically bound aglycons
(monoterpenes, norisoprenoids, benzene derivatives and
aliphates). Though β-glucosidase activity has been
demonstrated in S. cerevisiae and O. oeni (182), both have
limited ability to release the disaccharide glycosides.
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Improving release of glycosides in O. oeni strains follow-
ing MLF using similar methods to those described in yeast
could lead to enhanced grape variety aroma in the wine.

c. Esterases
Various sensory studies pre and post MLF have shown that
the fruity qualities of a wine may be enhanced after MLF
(183,184). An improved understanding of the formation
and further metabolism of esters [acyl alcoholtransferase
(ester synthesising enzymes) and esterases (ester catabolis-
ing enzymes)] in O. oeni could lead to the enhancement of
specific, desirable esters.

d. Bitterness
Bitterness is a spoilage problem, primarily in red wine,
that can be associated with LAB, including O. oeni
strains. The fermentation of glycerol can lead to the for-
mation of acrolein, which when it reacts with phenolic
hydroxyl groups, results in wine bitterness. The manipu-
lation of the pathway of glycerol catabolism, for example
the glycerol dehydratase, may lead to reduced acrolein
formation.

The presence of certain peptides is also a potential
cause of bitterness in wine. Bitterness due to proteolytic
action and formation of short peptides has been studied
extensively in dairy LAB. There appears to be a minimal
proteolytic activity associated with O. oeni and the pep-
tide transport system of O. oeni is poorly understood. A
better understanding of potential bitter wine peptides and
their formation could reduce the occurrence of bitterness
in some wines.

e. Mouth-feel properties
Numerous MLF sensory studies and anecdotal evidence
point to changes in the texture and body of the wine fol-
lowing MLF, with reports indicating a fuller, richer,
longer aftertaste (183). The chemical changes contribut-
ing to these favourable mouth-feel properties are poorly
understood. The deacidification process itself contributes
substantially to changes in mouth-feel, with the conse-
quent increase of pH and decrease in titratable acidity. In
addition, the L-lactic acid feels softer than L-malic acid.
Other contributors to wine mouth-feel or taste perception
have been suggested, including polysaccharides, glycerol
and mannoproteins. The contribution of MLF in this area
remains to be studied. 

MLF has great potential to further enhance wine quali-
ties by retaining or altering the aroma/flavour profile of the
wine as well as by conferring microbial stability. However,
the genetics of O. oeni for all these processes are still not
well understood. With the availability of the complete 
O. oeni genome sequence, the development of an efficient
gene transfer system into O. oeni and the understanding of
the various pathways, ‘tailor-made’ O. oeni strains will
become possible. 

V. THE FUTURE OF GENETICALLY
IMPROVED GRAPEVINES, YEASTS AND
BACTERIA IN THE WINE INDUSTRY

Molecular genetic research has much to offer the wine
industry. It is a powerful technology for studying the reg-
ulation of pathways in grapevine, yeast and bacteria, thus
providing an understanding of how viticulture and wine-
making practices impact on grape and wine quality. In
some cases, especially yeast and bacteria, identifying the
important genes will provide non-GM improvement
strategies. Molecular techniques are also starting to dom-
inate systematics, simplifying Vitis varietal identification
and wine microbial ecological studies. 

This review has focused upon the use of molecular
techniques to produce GM grapevines and wine microbes
that can provide major advantages to the wine industry
and wine consumer. Several obstacles, however, must be
overcome before these techniques can be put to use. These
include scientific and technical issues, a number of regu-
latory and economic concerns and the public perception
of GM foods (5).

A. SCIENTIFIC AND TECHNICAL OBSTACLES

The bacterium Escherichia coli and plants such as Zea
mays and Arabidopsis thaliana have been used as experi-
mental model organisms for many decades, but the study of
important wine bacterial species and Vitis vinifera is much
more recent. Similarly, although laboratory strains of 
S. cerevisiae are easily manipulated, wine yeast have char-
acteristics such as homothallism, polyploidy, and the lack
of auxotrophic markers that make them more difficult to
manipulate. There is increasingly rapid progress, however,
in the molecular improvement of these organisms, and as
important genes continue to be identified, the potential for
use of GMOs in the wine industry will continue to expand.

B. REGULATORY, ECONOMIC AND POLITICAL

OBSTACLES

Most countries’ legislation and regulations applying to the
use of GMOs and the approval of GM foods are now
broadly similar and fall into two categories. The approach
exemplified by the regulations of the United States of
America takes the view that each case of a GMO needs to
be considered on its merit and there is no a priori reason
to assume that the use of GM plants and microbes is of
itself more risky than conventional methods of introgress-
ing new genes into organisms and products. The argu-
ments used in this approach are those of ‘substantial
equivalence’ and statutory approval usually requires sev-
eral obvious assurances, such as that there be no addi-
tional threat to human health or the environment. The
second approach is exemplified by the European Union’s
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regulatory system that takes the view that GM material
has an intrinsic level of risk beyond that accepted in non-
GM products. The regulations are framed around this phi-
losophy and the requirements to demonstrate the
properties of GMO-based material are substantially more
rigorous than those placed upon the introduction of food
material bred by conventional genetic means. 

While genetically improved grapevines, yeast and
bacteria need some form of economic protection, patents
covering many of the tools used in genetic engineering,
including the genes themselves, leave little ‘freedom to
operate’ (185). If commercialisation of GMOs is to be
viable, it is imperative that intellectual property issues be
addressed. 

There is also a belief that patents on genetically engi-
neered organisms give an unfair advantage to certain large
multinational producers, thereby concentrating economic
power in their hands. With the visibility of the anti-glob-
alisation movement and a surplus of wine in some coun-
tries, it is possible that the commercialisation of improved
GM wines could be misused to justify technical barriers to
free trade.

Bottle labelling is another hurdle. The marketing of
wine relies to a great extent on label integrity and prod-
uct identity, and it is hoped that wines exhibiting
improved flavour and colour characteristics will be able
to retain the established varietal names. It may also
become obligatory to label GM wines as such, and it is
not clear whether this will be detrimental to the sale of
these wines (186). For example, the European Union and
Japan have recently introduced new legislation such that
all food products with more than 0.9% and 0.5% GM
content, respectively, will have to be labelled as GM. Any
GM food product derived from GM ingredients but
whose presence is undetectable in the product will also
have to be labelled.

Much of the wine industry is bound by tradition and
regional culture, making it particularly unreceptive to
technological change. In addition, there is a concern that
GM wines will become standardised, and lose their mys-
tique and romanticism. Quite to the contrary, gene tech-
nology will allow winemakers to diversify their products
and provide even greater consumer choice.

C. PUBLIC PERCEPTION OBSTACLES

The public perception of GM foods has been, so far, that
the potential risks outweigh the benefits. Sensationalist
reporting has increased public fears of ‘Frankenfoods,’
which of course spread far more readily than good sense
or wise science. Ironically the potential advantages to
consumers and the environment are numerous, and
include a healthier and better product and agricultural sus-
tainability. To reverse negative perceptions it is essential
that scientists ensure the trust of the public by providing

balanced, understandable information on the safety and
environmental risks associated with GMOs (187).

It should be remembered that the improvement of foods
has been going on for many thousands of years, initially by
selection and later by selective breeding, and unwanted and
indeterminate changes have been routinely transferred
along with the desired modifications. These methods are
completely acceptable to consumers, if they are even aware
of them. Genetic engineering provides a more precise
means of bringing about the intended changes, which
together with recent developments in the field of
metabolomics, offers techniques to produce foods that
comply with the test of ‘substantial equivalence’ (188,189). 

Evaluating potential environmental risks of GMOs is
more difficult, and will have to be examined on a case-by-
case basis (190). Meanwhile, improvements in the tech-
nology continue to reduce the potential of risk (191).
Guidelines for the release of GMOs in most countries
require the absence of any selective advantage conferred
by the transgenic organism that could allow it to become
dominant in natural habitats. Again, improved molecular
techniques such as Real Time PCR should assist in evalu-
ating competitiveness (192,193). 

The nature of the modification will also influence con-
sumer acceptance. Whereas some modifications do not add
foreign DNA, others require the insertion of antibiotic or
herbicide resistant markers often considered undesirable.
Some genetic modifications cross species barriers; these
are more likely to generate debate and allow objectors to
pose religious and moral questions. 

In winemaking the yeast and bacteria are not present in
the final product, and the clarification of wine removes
nucleic acid, including that of the grapes. This should allay
consumer fears that they are ingesting modified DNA (194).

VI. CONCLUSIONS AND OUTLOOK

In many respects wine is no longer seen as a dietary bever-
age, but as a non-essential luxury product, offered to con-
sumers along with many other luxury products. The
international wine industry is obviously in business to attract
a fair proportion of the consumers’ disposable income in
competition with other luxury goods and services. To do so
it must offer products that exhibit desirable and pleasurable
characteristics to the consumer, continue reducing its impact
on the environment, and offer a competitive quality/price
ratio while remaining profitable for the producers. 

Competitors of the wine industry, e.g., producers of
other alcoholic beverages, do not hesitate to employ new
technology as it becomes available. Winemakers must
become more sophisticated about the application of new sci-
entific and technological knowledge while still respecting
the cultural roots and traditions associated with winemak-
ing. The ongoing research into the genetic improvement of
grapevines and wine microbes as outlined in this chapter
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provide the global wine sector with an enormous opportu-
nity to improve the quality/price ratio of wine by embracing
biotechnological innovations. 

In the medical world the uses of GM products are
accepted and widespread. In agriculture the uptake in the
field crop industries has been steadily increasing to the
degree that in 2002 almost 60 million hectares of GM
field crops were being grown worldwide. And this trend
toward greater acceptance is likely to continue. With the
rapid growing power of bioinformatics and the dawn of
the ‘omics’ era in molecular biology it is widely expected
that high quality information and ‘precision’ gene tech-
nology will increasingly allow grape and wine biotech-
nology to be harnessed for the good of the producer,
consumer and environment. That is why some optimists
even claim that genomics, transcriptomics, proteomics
plus metabolomics equal economics!

Reality looms in the form of agronomic, business,
regulatory and social hurdles currently blocking commer-
cial availability of GM grapes and wine. But the smart
money is saying that the benefits to the industry such as
minimised resource inputs, improved product quality,
increased health benefits and low environmental impact
will ultimately put gene technology in the winner’s circle. 
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I. INTRODUCTION
Foods are analyzed for chemical composition and charac-
teristics for a variety of reasons in the food industry,
including nutrition labeling and quality control (1–5). The
analyses may be performed continuously within the pro-
cessing line, or samples are collected and analyzed in the
quality control laboratory or sent to an outside analytical
laboratory. In the latter two cases, samples must be prop-
erly selected and prepared for analysis, then analyzed and
the data interpreted. Selecting the method of analysis
depends on a variety of factors, including the objective of
the testing, characteristics of the method and the food
products, and needed accuracy and precision. Out of
necessity, methods used during processing and on final
products are typically rapid, while more time-consuming

and accurate methods are specified to suppliers of raw
ingredients and used for nutrition labeling of the final
product. Whatever the method of analysis, data obtained
must be handled appropriately and interpreted as the basis
for decision-making. These basics of food analysis are
necessary whether the method being utilized is wet chem-
istry, spectroscopy, chromatography, or some other
method. 

II. WHY ANALYSES ARE DONE

Demands of consumers, strong competition within the
food industry, and government regulations and interna-
tional standards all contribute to the need for analysis of
food products and ingredients. 



A. CONSUMERS

Safety, quality, nutrition, and good value are all important
to consumers as they select their foods for purchase. It is
increasingly a challenge for the food industry to meet the
demands of consumers. Consumer interest in food safety
has increased the testing for allergens and pesticide
residues. Consumer concern about food materials that
have been genetically modified using biotechnology has
led to testing of foods and raw materials for such modifi-
cation. Consumer interest in the relationship between diet
and health has increased the importance of testing foods
to allow for certain nutrient content claims (e.g., low fat)
and health claims (e.g., dietary saturated fat and choles-
terol, and the risk of coronary heart disease) (1). 

B. FOOD INDUSTRY

To manage product quality, food companies must apply
analytical methods across the entire food supply chain,
from the raw ingredients to the final product (Table 41.1).

Analyzing various types of samples in the food process-
ing system can help answer questions critical to the suc-
cess of the business. Heavy emphasis is placed on the
quality of raw ingredients, which reduces the need for
extensive testing during processing and on the final
product. Responsibility for ingredient testing has been
shifted largely from the food companies to the ingredi-
ent suppliers. Most food companies have “select suppli-
ers” who are given detailed ingredient specifications.
These suppliers are asked to do the analytical testing and
provide a “certificate of analysis” to show compliance
with these specifications. Limited additional testing of
ingredients may be done upon receipt by the food com-
pany. In some cases, a food company arranges to receive
a small sample of the ingredient to check for particular
characteristics before accepting a large shipment of the
ingredient (1). 

C. GOVERNMENT REGULATIONS

Government regulations dictate certain types of analyses
(6). Three examples follow of food analysis required
based on federal regulations in the U.S. First, nutrition
labeling regulations in the U.S. are a major driver of the
analysis of foods (Table 41.2). Chemical analysis of
foods is required not only for the nutrition label itself,
but also for making nutrient content claims that charac-
terize the level of a nutrient (e.g., low fat, reduced
sodium, high calcium) or health claims (e.g., folate and
neural tube defects, soluble fiber from whole oats and
coronary heart disease). Second, the U.S. Food and Drug
Administration (FDA) has established standards of iden-
tity for certain food products. These standards often
include which ingredients a food must contain, the max-
imum levels for inexpensive ingredients (e.g., water), the
minimum levels for expensive ingredients (e.g., fat), and
recommended analytical methods to determine the chem-
ical composition. Table 41.3 summarizes food analysis-
related information from the standard of identity for
several food products. The recommended methods of
analysis specified in standards of identity are typically
from the Official Methods of Analysis of AOAC
International (formerly known as the Association of
Official Analytical Chemists, AOAC) (7). Third, grade
standards established by the U.S. Department of
Agriculture, while voluntary rather than mandatory, are
used often as quality control tools. These grade standards
classify products in a range from substandard to excellent
in quality. This information is useful both to consumers
(e.g., Grade A eggs) and to institutions (schools, hospi-
tals, military) that purchase foods. Grade standards often
include not only chemical composition characteristics
(e.g., soluble solids and titratable acidity distinguish
Grade A and B orange juice), but also sensory evaluation
and visual appearance.
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TABLE 41.1
Types of Samples Analyzed in a Quality Assurance
Program for Food Products

Sample Type Critical Questions

Raw materials Do they meet your specifications? 
Do they meet required legal specifications? 
Will a processing parameter have to be modified

because of any change in the composition of
raw materials?

Are the quality and composition the same as for
previous deliveries?

How does the material from a potential new sup-
plier compare to that from the current supplier?

Process Did a specific processing step result in a product
control of acceptable composition or characteristics?
samples Does a further processing step need to be modified

to obtain a final product of acceptable quality?
Finished Does it meet the legal requirements?

product What is the nutritive value, so that label informa-
tion can be developed? Or is the nutritive value
as specified on an existing label?

Does it meet product claim requirements (e.g.,
“low fat”)?

Will it be acceptable to the consumer? 
Will it have the appropriate shelf life?

Competitor’s What are its composition and characteristics?
sample How can we use this information to develop new

products?
Complaint How do the composition and characteristics of a

sample complaint sample submitted by a customer
differ from a sample with no problems?

From: SS Nielsen, ed. Food Analysis, 3rd ed. New York: Kluwer Academic,
2003 (Ref. 1).



D. INTERNATIONAL STANDARDS

Many food companies must meet not only the regulations
of individual governments, but also standards set by
international organizations. For example, standards pub-
lished in the Codex Alimentarius by the Codex
Alimentarius Commission are intended to facilitate inter-
national trade of foods, ensure fair business practices,
and protect the health of consumers. These standards
make necessary the analysis of raw agricultural com-
modities and processed food products being imported or
exported (6). 

III. WHERE ANALYSES ARE DONE 

The need continues for collecting samples from the pro-
cessing line for analysis in the quality control laboratory
or by an outside analytical laboratory, but there is increas-
ing interest in continuously monitoring the quality char-
acteristics of foods in line as they are being processed.
Such analysis better ensures the quality of the final prod-
uct and reduces the need for further testing of the final
product before distribution. Infrared spectroscopy, one of
the main tools used for this application (8), is described in
more detail in Chapter 43, Spectroscopy Basics. However,
briefly, infrared spectroscopy measures the absorption of
radiant energy, in the near- or mid-infrared region of the
electromagnetic spectrum, by molecules in foods. The fre-
quency of energy absorbed depends on the functional
groups of the molecules being measured, and the amount
of energy absorbed is related to the concentration of the
food constituent of interest. Other methods of analysis are
being used and further studied for on-line analysis appli-
cations.

Samples collected from the processing line may be
analyzed immediately using equipment stationed very
near the processing line (e.g., rapid moisture analyzer to
check moisture content of cereals; portable colorimeter to
check color). However, often samples collected from the
processing line are transported to an established quality
control laboratory where generally rapid methods are used
to test quality characteristics as part of the quality man-
agement plan. For less routine analysis and for nutrition
labeling tests, collected samples may be sent to outside
analytical laboratories. These analytical laboratories often
are certified laboratories with highly trained and experi-
enced personnel, and often are equipped with expensive
analytical instrumentation. For example, a typical quality
control laboratory would not be set up to do analyses for
dietary fiber or certain vitamins, but samples for these
analyses could be sent easily to an analytical laboratory. 

IV. STEPS IN ANALYSIS

Analysis of foods involves three main steps: 1) selecting
and preparing the sample, 2) performing the analysis, and
3) calculating and interpreting the results. 

Collecting the sample and preparing it for analysis,
which are covered in more detail in the next section, are
much more difficult and important than they would
appear. Non-homogeneity of food and ingredients, along
with uneven distribution of certain constituents, make
collecting a representative sample a challenge. Conditions
of sample preparation and the instability of certain food
constituents make it difficult to ensure that the composi-
tion and characteristics of the sample collected are identi-
cal to those of the sample subjected to the analytical
procedure.

Food Analysis: Basics 41-3

TABLE 41.2
Typical Methods Used for Nutrition Labeling Testsa

Item on Nutrition 
Label Typical Analysis

Calories Calculated from content of protein, total carbo-
hydrate (or total carbohydrate less the amount 
of insoluble dietary fiber), and total fat (4, 4,
and 9 calories per gram, respectively)

Calories from Fat Calculated from total fat (9 calories per gram)
Total Fat Extraction with petroleum or diethyl ether (e.g.,

Soxhlet or Goldfish methods), sometimes pre-
ceded by acid hydrolysis; Roese-Gottlieb or
Mojonnier methods; Babcock; sum of fatty 
acid content by gas chromatography 

Saturated Fat Gas chromatography 
Cholesterol Gas chromatography
Sodium Inductively coupled plasma-atomic emission

spectroscopy, Atomic absorption spectroscopy,
Mohr or Volhard titration, ion selective 
electrodes

Total Carbohydrate Calculated as % Total carbohydrate � 100% �
(% Moisture � % Protein � % Fat � % Ash)b

Dietary Fiber Gravimetric-enzymatic method
Sugars High performance liquid chromatography
Proteinc Kjeldahl, nitrogen combustion (Dumas)
Vitamin A High performance liquid chromatography
Vitamin C 2, 6-Dichloroindophenol titration,

microfluorometric assay
Calcium Inductively coupled plasma-atomic emission

spectroscopy, atomic absorption spectroscopy
Iron Inductively coupled plasma-atomic emission

spectroscopy, atomic absorption spectroscopy

aNutrition labeling regulations of the United States Nutrition Labeling
and Education Act of 1990.

bMoisture content may be determined by methods such as oven (e.g.,
forced draft oven, vacuum oven, rapid moisture analyzer), distillation,
or Karl Fischer titration. Ash content for the purpose of calculating total
carbohydrate content is usually done by dry ashing in a muffle furnace.

cProtein methods given are for determining content. If protein is
expressed as a percent of the Daily Value, protein quality must be deter-
mined by either the Protein Efficiency Ratio method (foods for infants
or children under four years of age) or the Protein Digestibility-
Corrected Amino Acid Score method (foods other than for infants).



Each food or ingredient component or characteristic
to be tested may require a unique assay. Descriptions of
wet chemistry, spectroscopy, chromatography, and other
methods for food analysis are given in subsequent chap-
ters. However, for any particular assay, the analyst doing
the assay needs to consult manuals, reference books, and
articles for details on the necessary chemicals, reagents,
equipment, and step-by-step instructions. It must be
stressed that glassware and other labware used must be
clean and equipment properly checked and calibrated. 

The results obtained from performing the assay of
food components and characteristics are utilized to make
decisions and take action. A later section of this chapter
deals in more detail with data handling and assessing its
reliability. The analytical data obtained can be evaluated
and integrated with other relevant information to address
food quality-related problems. Such data are critical not
only for quality assurance, but also in product formulation
and process design. 

V. SAMPLING AND SAMPLE PREPARATION

A. SAMPLE COLLECTION

Sample collection and sample reduction methods must be
developed to ensure a representative sample is being sub-
jected to analysis (9, 10). The choice of a sampling plan is
affected by four factors: 1) purpose of the inspection, 2)
nature of the product, 3) nature of the test method, and 4)
nature of the population being investigated (11). Sampling
plans are typically applied to heterogeneous (versus
homogeneous) populations, for which it is more difficult
to obtain a representative sample. Sampling plans are

designed to examine either attributes (i.e., to decide
acceptability based on whether the sample possesses a
certain characteristic, e.g., Clostridium botulinum) or
variables (i.e., to estimate the amount of a substance or
characteristic on a continuous scale, e.g., color). Variable
sampling generally requires a smaller sample size than
attribute sampling (12). 

Three types of sampling plans exist: 1) single (one
sample of a specified size, to allow accept/reject deci-
sions), 2) double (select two samples, then make
accept/reject decisions after testing one or both samples),
and 3) multiple (reject low-quality lots and accept high-
quality lots quickly; do further sampling of intermediate
quality lots). No sampling plan is free of risks. The two
types of risks associated with sampling are consumer risks
and vendor risks. The consumer risk is the probability of
accepting a poor quality product. The vendor risk is the
probability of rejecting an acceptable product. 

Sampling may be done manually by a person or con-
tinuously using some mechanical system. If operating
properly, the continuous sampling should be less prone to
human bias than is manual sampling. 

Ideally the sampling method is statistically sound.
However, sometimes nonprobability sampling is unavoid-
able. With such sampling, a representative sample of the
population cannot be collected. Preferably one can do
probability sampling, which has a statistically sound basis
to obtain a representative sample and eliminate human
error. Probability sampling ensures random samples, and
allows calculation of sampling error and the probability of
including any item of the population in the sample. 

Samples collected for analysis must be clearly labeled
in preparation for sample preparation and then analysis.
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TABLE 41.3
Chemical Composition Requirements of Some Foods and Ingredients with Standards of Identity

Section in AOAC METHOD2

21 CFR1 Food Product Requirement Number in 13th Ed. Number in 17th Ed. Name/Description

131.125 Nonfat dry milk Moisture � 5% by wt. 16.192 927.05 Vacuum oven
Milkfat � 1.5% by wt. 16.199–16.200 932.06A, 932.06B Roese-Gottlieb

145.110 Canned Soluble solids � 9%, expressed 22.024 932.14A Refractometer
applesauce as % sucrose, oBrix

168.20 Glucose syrup Total solids � 70%,mass/mass 31.2088–941.14A, 941.14B Vacuum oven, with 
(m/m) 31.209 diatomaceous earth

Reducing sugar � 20% m/m 31.220(a) 945.66(a) Lane-Eynon
(dextrose equivalent, dry weight 
basis)

Sulfated ash � 1% m/m, dry 31.216 945.63B Dry ashing
weight basis

Sulfur dioxide � 40 mg/kg 20.106–20.111 962.16A–963.20C Modified Monier-
Williams

1CFR, Code of Federal Regulations (2004).

2Official Methods of Analysis of the Association of Official Analytical Chemists (AOAC) International.



Samples collected for official or legal purposes must be
sealed to protect from tampering, and the chain of custody
must be clearly identified.

B. PREPARATION OF SAMPLES

The Official Methods of Analysis of AOAC International
(7) gives detailed instructions on preparation of specific
food samples for analysis, determined by the nature of the
food and the type of analysis to be done. Such instructions
include size of samples collected, particle size reduction,
and storage of samples. 

Samples that are too large in mass must be reduced.
The mass can be reduced by spreading the sample on a
clean surface, dividing into quarters, and collecting the
two opposite quarters. The process can be repeated until a
sample of manageable size is obtained. The method can
be adapted to liquids by using four containers (9). 

Grinding is used commonly to reduce particle size so
more homogenous samples can be obtained and samples
are suitable for analysis. Grinding procedures often spec-
ify the mesh size, meaning the number of openings per
linear inch of mesh. A 40-mesh size, meaning very small
particles, is used for assays that involve an extraction,
such as lipid analysis. A 20-mesh size gives larger parti-
cles used for moisture or total protein analyses. 

The various types of mills used for grinding differ in
their mode of action and appropriate applications. A com-
mon concern in grinding is the loss of moisture due to air
exposure or heating. Grinders are sometimes water cooled to
reduce heating, and samples are sometimes ground frozen. 

In addition to protecting samples from moisture loss
during grinding, it is necessary to handle and store sam-
ples in such a way as to avoid several other potential prob-
lems. Enzymes naturally present in foods can degrade the
food constituents to be analyzed. Enzyme action can be
slowed or stopped by freezing, heat denaturation, or other
means appropriate for the specific enzyme. Unsaturated
lipids and some vitamins and pigments are especially sen-
sitive to oxygen and light. This makes it necessary to store
some samples under nitrogen in the dark, or analyzed as
soon as possible after collection. Microbial growth in
samples prior to analysis can change the chemical com-
position. Freezing, drying, and chemical preservatives
may be used alone or in combination to prevent microbial
problems.

VI. SELECTING THE METHOD AND
DOING THE ASSAY

A. OBJECTIVE

The objective of the measurement is a major factor in
determining the choice of the method of analysis (1). For
example, time-consuming, accurate, official methods are

used for nutrition labeling purposes, while rapid, less
accurate methods are applicable for on-line measure-
ments. Well-equipped and well-staffed analytical labora-
tories are the best to utilize methods referred to as
reference, definitive, official, or primary. The manufactur-
ing floor in a food processing facility would more appro-
priately use rapid secondary or field methods. For
example, results from the secondary, rapid refractive
index method for sugar analysis used on the manufactur-
ing floor can be correlated to the primary method of high
performance liquid chromatography used in the analytical
laboratory. Likewise, moisture analysis data from a time-
consuming forced draft oven method can be related to that
of a moisture balance unit used in a pilot plant. 

B. CHARACTERISTICS

The characteristics described and questions raised in
Table 41.4 are useful in choosing a method of analysis for
a particular application. The characteristics related to
validity of the method (i.e., accuracy, precision, speci-
ficity, and sensitivity) are critical, and will be discussed
further in the next section on data handling. The time,
equipment, and personnel availability are major factors to
consider. A careful assessment of advantages and disad-
vantages of methods for particular applications makes it
easier to make an appropriate choice.

C. FOOD MATRIX

Some analytical methods are very robust and can be
applied to all food types, but most methods are not so
widely applicable (13, 14). The major chemical compo-
nents of a food, i.e., the food matrix, can affect the per-
formance of many analytical methods. Fat, protein, and
carbohydrate are the three major food components
expected to have the strongest effect on analytical method
performance. For example, the high fat or sugar content of
certain foods can cause interferences in some assays.
Extraction steps and digestion procedures can be necessary
and specific, depending on the food matrix. Because food
systems are quite complex and varied, one technique for
analysis of a particular component cannot be applied to all
foods. Rather, multiple techniques and procedures must be
considered for application to any particular food matrix.

D. OFFICIAL METHODS

The availability of official methods has made easier the
choice of methods for analyzing specific food compo-
nents and characteristics (1). Such official methods have
been carefully developed, standardized, and compiled by
several nonprofit scientific organizations. Official meth-
ods make it possible to compare results between different
laboratories that use the same procedure. These methods
also provide a way to evaluate new and more rapid assays. 
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AOAC International is a volunteer organization dedi-
cated to providing methods that perform with accuracy
and precision under usual laboratory conditions. Members
of AOAC International select published methods or
develop new methods, then collaboratively test the meth-
ods in their own laboratories. The program to validate
methods is carefully managed, with a specified number of
laboratories involved, samples per level of analyte, con-
trols, control samples, and the review process. If methods
are found acceptable, they are adopted as official methods
(initially as first action, and then as final action). Adopted
methods are published in the Official Methods of Analysis
(7), which is published about every four to five years and
contains methods appropriate for a wide range of products
and other materials (Table 41.5). New methods and revi-
sions to current methods are published in supplements to
the most recent edition of the book. 

Other books of official methods of analysis related to
foods and ingredients include the following:

1. Approved Methods of Analysis, published by
the American Association of Cereal Chemists
(AACC) (15); methods are mostly applicable to

cereal products (e.g., tests for physical dough
properties, baking quality, staleness/texture). 

2. Official Methods and Recommended Practices
published by the American Oil Chemists’
Society (AOCS) (16); methods are applicable
mostly to fat and oil analysis (e.g., vegetable
oil, oilseed by-products, detergents, lecithin). 

3. Standard Methods for the Examination of Dairy
Products, published by the American Public
Health Association (17); methods are applicable
to milk and dairy products; chemical methods
are for acidity, fat, lactose, moisture/solids,
added water.

4. Standard Methods for the Examination of
Water and Wastewater, published jointly by the
American Public Health Association, American
Water Works Association, and the Water
Environment Federation (18).

5. Food Chemicals Codex, published by the Food
and Nutrition Board of the National Research
Council/National Academy of Sciences (19);
contains methods for the analysis of food
additives.
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TABLE 41.4
Criteria for Choice of Food Analysis Methods

Characteristic Critical Questions Characteristic Critical Questions

Inherent properties
● Specificity/ Is the property being measured the same ● Equipment Is the method very sensitive to 

Selectivity as that claimed to be measured, and is it slight or moderate changes in
the only property being measured? the reagents?

Are there interferences? Do you have the appropriate 
What steps are being taken to ensure a equipment?

high degree of specificity? Are personnel competent to 
operate equipment?

● Precision What is the precision of the method? ● Cost What is the cost in terms of 
Is there within-batch, batch-to-batch, Usefulness equipment, reagents, and 

or day-to-day variation? personnel?
What step in the procedure contributes ● Time required How fast is it? How fast does 

the greatest variability? it need to be?
● Accuracy How does the new method compare in ● Reliability How reliable is it from the 

accuracy to the old or a standard method? ● Need standpoints of precision and 
What is the percent recovery? stability? 

Does it meet a need or better
meet a need?

Applicability of method Personnel Is any change in method worth
to laboratory the trouble of the change?

● Sample size How much sample is needed? ● Safety Are special precautions necessary?
Is it too large or too small to fit your needs? ● Procedures Who will prepare the written
Does it fit your equipment and/or glassware? description of the procedures 

and reagents?
● Reagents Can you properly prepare them? Who will do any required 

What equipment is needed? Are they calculations?
stable? For how long and under
what conditions?

From: SS Nielsen, ed. Food Analysis, 3rd ed. New York: Kluwer Academic, 2003 (Ref. 1).



E. CAUTIONS IN ANALYSIS

Basic guidelines for performing analytical methods
appropriately caution the analyst with regard to proper use
of blanks, sources of contamination, and other potential
sources of error (e.g., equipment, analyst technique) (20).
Problems with blanks, contamination, and other sources
of error greatly affect the accuracy and precision and
therefore the usefulness of data obtained.

A reagent blank is a sample that contains the reagents
used in the sample analysis, in the appropriate quantities, but
without any of the material being analyzed. For example, the
reagent blank in the phenol-sulfuric acid method for total
carbohydrate would contain sulfuric acid and phenol in the
appropriate quantities, but water in place of any carbohy-
drate-containing sample. That reagent blank would be used
to zero the spectrophotometer before reading the absorbance
of the carbohydrate-containing samples. Use of a reagent
blank is especially important in many mineral analyses to
account for any mineral contamination in the reagents. 

Contamination can be a source of error in many
assays, but is especially a problem when the quantities of
the compounds of interest in the food are very small. Such
is the case in mineral analysis, because mineral levels in

the food can be very low and since glassware and the
water used can contain significant quantities of minerals.
In the case of mineral analysis, any glassware used must
be acid washed and reagents must be of the highest ana-
lytical grade possible. 

Some of the sources of error in analytical methods are
often overlooked. Especially when faced with a set of
questionable data, the analyst or supervisor must do some
problem solving and identify the factors that contributed
to the problem. For example, one must ask if the sample
analyzed was representative of the sample as a whole, and
whether or not it may have been modified in composition
and characteristics during sample preparation. Did the
analyst follow in detail the analytical procedure? Was the
equipment properly standardized and used? Table 41.6
gives a partial list of sources of error that can cause data
gathered to be inaccurate and show low precision.

VII. VALIDITY OF METHOD

Validity of the data obtained using a specific analytical
method can be assessed in multiple ways. As a first
approach to evaluate the usefulness and validity of an ana-
lytical method being related to sensory characteristics,

Food Analysis: Basics 41-7

TABLE 41.5
Table of Contents of Official Methods of Analysis of AOAC International, 17th Edition (Ref. 7)

Chapter Title Chapter Title

1 Agriculture liming materials 26 Distilled liquors
2 Fertilizers 27 Malt beverages and brewing materials
3 Plants 28 Wines
4 Animal feed 29 Nonalcoholic beverages and concentrates
5 Drugs in feeds 30 Coffee and tea
6 Disinfectants 31 Cacao bean and its products
7 Pesticide formulations 32 Cereal foods
8 Hazardous substances 33 Dairy products
9 Metals and other elements at 

trace levels in foods 34 Eggs and egg products
10 Pesticide and industrial chemical 35 Fish and other marine products

residues
11 Waters; and salt 36 Flavors
12 Microchemical methods 37 Fruits and fruit products
13 Radioactivity 38 Gelatin, dessert preparations, and mixes
14 Veterinary analytical toxicology 39 Meat and meat products
15 Cosmetics 40 Nuts and nut products
16 Extraneous materials: isolation 41 Oils and fats
17 Microbiological methods 42 Vegetable products, processed
18 Drugs: Part I 43 Spices and other condiments
19 Drugs: Part II 44 Sugars and sugar products
20 Drugs: Part III 45 Vitamins and other nutrients
21 Drugs: Part IV 46 Color additives
22 Drugs: Part V 47 Food additives: Direct
23 Drugs and feed additives in 48 Food additives: Indirect

animal tissues
24 Forensic sciences 49 Natural toxins
25 Baking powders and baking chemicals 50 Infant formulas, baby foods, and enteral products



one should ask a very practical question. How do the dif-
ferences detected and the variability seen between sam-
ples by the analytical method compare to the detected
differences and acceptability to a consumer? Also, how
does the variability seen between samples by the analyti-
cal method compare to the variability of the specific char-
acteristic inherent in processing of the food (1)?

A common test of validity is assessing the inherent
characteristics of the method, including accuracy, preci-
sion, specificity, and sensitivity, as described in the next
section. Of major assistance in assessing accuracy is the
use of standard reference materials, which can be
obtained from various organizations (e.g., in the United
States from the National Institute of Standards and
Technology). Control samples internal to the laboratory
also can serve as a standard reference material. Such a
sample can be prepared by careful selection of an appro-
priate type of sample (i.e., closely matching the matrix of
the samples to be analyzed by a specific method). These
control samples should be gathered in a large quantity,

mixed and prepared to ensure homogeneity, then pack-
aged in small quantities and stored properly. The control
samples can be analyzed routinely when test samples are
analyzed. Besides standard reference materials, another
test of method accuracy is using check samples (21).
Organizations such as the AACC and AOCS offer check
sample services, providing test samples to evaluate
method reliability. Subscribing laboratories can check the
accuracy of their data for specific types of check samples
supplied, comparing their values against the statistical
norm for those same samples obtained from other sub-
scribing laboratories. 

VIII. RELIABILITY OF ANALYSIS AND
DATA HANDLING

A. ACCURACY AND PRECISION

Reliability of a method is judged largely on its accuracy
and precision (22–24). How close the experimental meas-
ure is to the correct or true value is referred to as accuracy.
How close replicate measures are indicates reproducibil-
ity, which is referred to as precision. Standard reference
materials or internal control samples are very useful in
assessing accuracy since they should provide the true
value. The percent relative error is the value commonly
used to assess accuracy, comparing the experimental
mean to the true value.

% Relative error � [(Experimental mean � True value)/
True value] � 100

Standard deviation (SD) measures the variability of the
experimental values (xi) around the mean (x ), and is the
initial value calculated to assess precision:

SD � (41.1)

With the mean and standard deviation, one can calculate
the coefficient of variation, which relates the size of the
standard deviation to the mean. This allows one to com-
pare the precision of multiple sets of data for which the
mean values differ.

Coefficient of Variation (CV) � � 100% (41.2)

Other useful terms associated with precision and accuracy
are confidence interval, standard error of the mean, and
relative deviation from the mean.

B. SPECIFICITY

The specificity of a method is how well the method
detects and measures the compound of interest, and only

SD
�
x�

���(x�i��x��)2�
��n
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TABLE 41.6
Sources of Laboratory Error

A. Sample Collection and Handling
1. Representative
2. Proper preparation
3. Stability (time, temperature, light, oxygen)
4. Identification throughout analysis

B. Analytical Errors
1. Sample and reagent measurements (weighing, pipetting)
2. Procedural steps (timing, mixing, order of reagents)
3. Range and sensitivity limitation

C. Reagents
1. Preparation; initial and periodic checking
2. Conditions of use (temperature, mixing)
3. Stability; storage conditions
4. Contamination

D. Instruments
1. Limitations
2. Operation
3. Routing checking

F. Calibration
1. Blanks
2. Linearity limits
3. Standards

G. Data Handling

H. Special Problems
1. Personal attitudes and techniques
2. Laboratory water



that compound. Some analytical methods are intended to
be nonspecific (e.g., lipid extraction with organic sol-
vents), and others very specific (e.g., enzyme test kit to
measure glucose). Both types of methods can be very use-
ful, when chosen appropriately for the particular applica-
tion (22).

C. SENSITIVITY AND DETECTION LIMIT

Sensitivity of a method describes how small of a change
can be made in the test material before we see a difference
in readout from an instrument. This term relates the size
of the change in the measuring device to the change in
concentration of the compound of interest. Detection
limit, a related but different term, describes the lowest
possible increment or amount that we can detect with
some degree of confidence. Below that lower limit, we
cannot be sure if something is present. If one is working
near the detection limit for a particular assay, it may be
possible to concentrate the sample (22). 

D. STANDARD CURVES

For analytical methods, two variables (e.g., concentration
and absorbance) are commonly related to one another
using a standard curve. The concentration of analyte in a
sample is determined by the response measured, which is
related to a known amount of standard. Usually a set of
standards is prepared at several concentrations, subjected
to the assay conditions, and the appropriate analytical
measure is taken (e.g., absorbance, volume of titrant,
chromatography peak area). Generally, the concentrations
of the standards (the independent variable) are plotted on
the x-axis, and the measured values (the dependent vari-
able) are plotted on the y-axis, to generate a standard
curve. The best-fit line of this relationship is mathemati-
cally determined using a mathematical procedure called
linear regression, and the equation of the line can be deter-
mined. The equation of a straight line is described by y �
mx � b, where y is the dependent variable, x is the inde-
pendent variable, m is the slope of the line, and b is where
the point on the line intercepts the y-axis (i.e., y-inter-
cept). Ideally all the data points for a standard curve
would fall exactly on a straight line, but various sources of
error limit this possibility. Values called the correlation
coefficient or coefficient of determination can be calcu-
lated to mathematically describe how well the data fit a
straight line. The equation of that line can be used to cal-
culate the concentration of an analyte of unknown con-
centration (x), once the measured value (y) for that sample
has been determined (22).

E. REPORTING RESULTS

Results from analytical methods are commonly reported
as a mean and the standard deviation (or some other 

measure of precision). To appropriately state the sensitiv-
ity of the assay and make the data meaningful, one must
report the value with the correct number of significant fig-
ures. Detailed guidelines exist to help determine the
appropriate number of significant figures to report. Rules
also exist for rounding off numbers. Generally for analyt-
ical procedures, extra numbers are carried forward in the
calculations, and the rounding is done on the final answer.
Finally, mathematical tests exist for rejecting data
obtained that do not match other data gathered. Rejecting
data, and therefore excluding them in the final data calcu-
lations, must be very carefully considered. It is not the
solution to a problem of consistently poor accuracy and
precision (22, 24).
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I. INTRODUCTION

The chemical composition of a food is of utmost importance
from many standpoints, including nutrition and health, tox-
icology and safety, and stability to microbiological, chemi-
cal or physical changes. Analysis of these food components

is required for regulatory purposes, to provide the data upon
which nutrition labels and health claims are based, and for
the information of health-conscious consumers. Food analy-
sis is also used to monitor the stability or, conversely, the
deterioration or reactivity of food components as a function
of processing or storage conditions throughout the food 



distribution chain, which can influence decisions to control
parameters for the purpose of quality assurance.

Foods are often characterized by the composition of
their chemical components. However, a wide range in the
precise levels of those constituents may in fact exist, due
to intrinsic biological variability, multiplicity of cultivars
and variants of each species, or as a result of geographical
location, environmental and seasonal influences, or from
the application of genetic engineering. Furthermore, the
chemical composition of foods may also be influenced by
natural or unintentional contaminants, by processing or
upon storage. This potentially wide range of composition
and characteristics leads to difficulty in defining the
chemical composition of foods, and to issues of validating
authenticity or detecting adulteration issues (1).

Given the fact that the constituents comprising foods
are very large, both in number and diversity, it is not sur-
prising that the analysis of the chemical composition of
foods also encompasses a wide scope as well as a large
number of techniques. Chapter 41 describes some key
considerations for selecting the most appropriate method,
including the objectives of the analysis, nature of the sam-
ple, and the available resources. The reported quantity of
a food component may depend on the method used for its
analysis. There is a need to develop standard specifica-
tions for food commodities, as well as more precise
nomenclature and detailed description and classification
of foods and their components (2), and identification of
key foods for food composition research (3). The use of
International Network of Food Data Systems (INFOODS)

tagnames has been proposed to provide clarity when
describing the new nutrient variables (4). Examples of
tagnames are described in Tables 42.1 A–D (5).

An overview of the chemical composition of foods
can be obtained by conducting proximate analysis, which
refers to the measurement of the major components of
food, namely moisture, minerals or “ash,” lipids, proteins,
and carbohydrates. However, even within this simplified
classification of food composition, the method of analysis
is influential and should be clearly stated when reporting
data, as illustrated in the tagnames for fat, protein, and
carbohydrate (Tables 42.1 B–D, respectively.). 

Further analysis of the composition is often conducted
to meet the requirements for nutritional labeling, such as the
contents of particular minerals and vitamins, cholesterol,
saturated, monounsaturated and polyunsaturated fatty acids,
simple sugars, and dietary fiber (6). Table 42.2 lists the
nutrients in the United States Department of Agriculture’s
National Nutrient Database (7), while Table 42.3 shows the
nutrients listed in the Canadian “Nutrition Facts Table Core
Nutrition Information” as well as the methods of analysis
used by the Canadian Food Inspection Agency (8).

More detailed analyses, usually preceded by fraction-
ation and purification steps, are available to determine the
precise nature of individual constituents. For example,
rapid advances in proteomics have enabled sequence
analysis of the multitudes of proteins naturally occurring
in a cell, including isoforms or variants that may differ
from each other by a single amino acid (9). Similarly,
sophisticated instrumental analyses have been developed
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TABLE 42.1A
Examples of INFOODS Tagnames Describing Moisture and Ash Contents and Energy Value of Foods

INFOODS Tagname Component Comments

<DM> Dry matter
<WATER> Water

Synonym: moisture
<ASH> Ash

Synonym: minerals
<ENER> Energy, method of determination The tagname should be used if it is not known whether the energy 

unknown value represents gross energy or total metabolizable energy. It 
Synonyms: kilojoules; kilocalories; should also be used if it is known that the energy value was 
calories; food energy calculated from the proximate components but the conversion 

factors used are unknown.
<ENERA> Energy, gross; determined by direct 

analysis using bomb calorimetry
Synonyms: kilojoules; kilocalories; 
Calories; food energy

<ENERC> Energy, total metabolizable; In addition to a value for the quantity of total metabolizable 
calculated from the energy-producing energy, includes a description or listing of the conversion factors 
food components. used to calculate this energy value from the proximate quantities.
Synonyms: kilojoules; kilocalories; 
calories; food energy

Source: Taken from “Tagnames for food components” on the INFOODS website at http://www.fao.org/infoods/tagnames_en.stm (accessed June 18,
2003), from Klensin et al. (5).



for the identification and quantitation of positional and
geometric isomers of fatty acids in lipids (10, 11), and the
nature of monosaccharide building blocks and their link-
ages in oligo- or polysaccharides (12).

It is beyond the scope of this chapter to describe all
these aspects of food analysis. This chapter will primarily
focus on methods for proximate analysis for the composi-
tion of major components of foods, and will briefly allude
to some of the other components that are part of the nutri-
tion facts listed on food labels in North America. An
overview will be given of the principles and considera-
tions behind official methods and some rapid methods of
analysis, and some of the recent trends in analysis of
chemical composition of foods will be explored. 

The reader is encouraged to consult two excellent text-
books by Nielsen (13) and Pomeranz and Meloan (14) for
more in-depth discussion on proximate analysis, and other
methods of food analysis, as well as the principles behind
some of the instrumental methods used in analysis.
Primary literature sources such as the Journal of Food
Composition and Analysis should be consulted for current
trends and issues of interest in the analysis of chemical
composition of foods. Detailed protocols for official meth-
ods of analysis have been compiled by various scientific
organizations (e.g., AOAC International, the American
Association of Cereal Chemists, the American Oil
Chemists’ Society, the International Dairy Federation),
government agencies (e.g., the Food and Drug
Administration in the United States, Health Canada and
the Canadian Food Inspection Agency in Canada), and
international bodies (e.g., the International Organization

for Standardization and the Codex Alimentarius
Commission). In addition to publications about methods
for analysis, most of these scientific organizations and
government agencies have useful information on analysis
of chemical composition of foods at their websites. As a
good starting point, the reader is encouraged to browse the
internet addresses provided in the chapters by Nielsen (15)
and Nielsen and Metzger (6). The Compendium of
Methods for Chemical Analysis of Foods on the Health
Canada website (http://www.hc-sc.gc.ca/food-aliment/cs-
ipc/fr-ra/e_chem_analysis_ foods.html) (16) is also a use-
ful resource. Global standards are coordinated by the
Codex Alimentarius Commission (for example, see refer-
ences 17–19), and detailed information such as standards,
the current meetings and deliberations of expert commit-
tees, etc. are described at its official website (http://www.
codexalimentarius.net/index_en.stm#) (20).

II. PROXIMATE ANALYSIS

Pomeranz and Meloan (14) defined proximate analysis as
“the determination of the major components (moisture, min-
erals, carbohydrates, lipids, and proteins).” The data from
proximate analysis are typically included in standard tables
of composition of foods, such as the U.S. Department of
Agriculture Nutrient Database for Standard Reference (7).
The following sections provide an overview on the methods
that may be used for determining each of the major compo-
nents in proximate analysis. Many of the methods cited here
are official methods of AOAC International (21; accessible
also on CD-ROM), and the reader is encouraged to refer to
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TABLE 42.1B
Examples of INFOODS Tagnames for Selected Food Components Related to Fat and Fatty Acids

INFOODS Tagname Component Comments

<FAT> Fat, total;
Synonym: total lipid 

<FATCE> Fat, total; derived by analysis using The Soxhlet method has often been used to analyze for total fat 
continuous extraction using continuous extraction. This method tends to underestimate

the total fat value of a food.
<FATRN> Fatty acids, total trans
<FASAT> Fatty acids, total saturated
<FACID> Fatty acids, total Two data items are required for tagname <FACID>: the total 
: quantity of fatty acids and identification of the conversion factor 

used to calculate this value from the quantity of total fat.
<FADT> Fatty acids, total double trans Some countries are planning actions to limit these acids (not 

single trans) from foods, e.g., chocolate.
<FAESS> Fatty acids, total essential This value is the sum of linoleic acid, linolenic acid, and 

arachidonic acid.
<FAFRE> Fatty acids, total free
<FAMS> Fatty acids, total monounsaturated
<FAPU> Fatty acids, total polyunsaturated
<FAPUN3> Fatty acids, total omega-3 polyunsaturated

Source: Taken from “Tagnames for food components” on the INFOODS website at http://www.fao.org/infoods/tagnames_en.stm (accessed June 18,
2003), from Klensin et al. (5).



these methods and the original references cited therein for
more detail. The reader is also referred to other chapters in
this handbook for descriptions of various spectroscopic
techniques and other instrumental methods of analysis, as
well as more detailed coverage of protein and fat analysis.

A. WATER (MOISTURE)

The moisture content of foods can range from 0 (e.g., for
granulated sugar or vegetable oil) to over 90% (e.g., in raw
watermelon or cucumbers) (22). The determination of the
water or moisture content of a food and, conversely, of the
dry matter or total solids (% solids � 100% � % mois-
ture), is important not only to provide a basis for express-
ing the content of the other components on a wet- or

dry-basis, but also as an important factor in food stability
and quality. Moisture assays can be one of the most impor-
tant analyses performed on a food product and yet one of
the most difficult in terms of obtaining adequate precision
and accuracy (22).

1. Overview of and Considerations for Moisture
Determination

Water may exist in foods in free form, as tightly adsorbed
water, or as chemically bound water of hydration. The per-
centage of water that is actually measured is dependent on
the method used for its analysis, and it is therefore important
to always state the exact methodology used when reporting
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TABLE 42.1C
Examples of INFOODS Tagnames Describing Protein and Nitrogen Contents of Foods

INFOODS Tagname Component Comments

<NNP> Nitrogen, non-protein
<NPRO> Nitrogen, protein
<NT> Nitrogen, total Determined by Kjeldahl method
<PRO-> Protein, total; method of The <PRO-> tagname should be used for a total protein value when 

determination unknown it is not known whether the value was the result of a direct analysis 
or whether it was calculated from total nitrogen, protein nitrogen,
or amino nitrogen. The <PRO-> tagname should also be used if it is 
known that the total protein value was calculated from one of the 
nitrogen components, but the conversion factor used in the 
calculation is unknown.

<PROA> Protein, total; determined by direct 
analysis

<PROCN> Protein, total; calculated from amino Two pieces of data are associated with the tagname <PROCNA>. 
nitrogen The first is the quantity of total protein and the second is the 

conversion factor used to calculate total protein from amino nitro-
gen. Note: The total protein found in food tables is rarely 
calculated from amino nitrogen. <PROCNT> is the appropriate 
tagname for total protein in most cases.

<PROCNP> Protein, total; calculated from Two pieces of data are associated with the tagname <PROCNP>. The 
protein nitrogen first is the quantity of total protein and the second is the conversion 

factor used to calculate total protein from protein nitrogen. 
Note: The total protein found in food tables is rarely calculated
from protein nitrogen. <PROCNT> is the appropriate tagname for
total protein in most cases.

<PROCNT> Protein, total; calculated from total Three pieces of data are associated with the tagname <PROCNT>. 
protein nitrogen The first is the quantity of total protein; the second is a keyword 

which identifies the source of the conversion factor used to 
calculate the total protein from total nitrogen; and the third is the 
actual conversion factor used. If possible, all three pieces of data
should be included with <PROCNT>. However, it is acceptable to 
include only the keyword or the conversion factor (rather than both)
with the total protein value if one or the other is unknown. If the 
conversion factor used was generated from a source other than one
of those identified by the available keywords, the conversion factor 
should be listed without any keyword information.

Source: taken from “Tagnames for food components” on the INFOODS website at http://www.fao.org/infoods/tagnames_en.stm (accessed June 18,
2003), from Klensin et al. (5).
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TABLE 42.1D
Examples of INFOODS Tagnames for Selected Food Components Related to Total Carbohydrate, Fibre, Starch,
and Sugars

INFOODS Tagname Component Comments

<CHO-> Carbohydrate, total; method of 
determination unknown

<CHOCDF> Carbohydrate, total; calculated by This value is calculated using the following formula: 100 g minus 
difference total grams of water, protein, fat, and ash

<CHOCSM> Carbohydrate, total; calculated by This value is the sum of the sugars, starches, oligosaccharides, and 
summation carbohydrate dietary fibre.

<CHOAVL> Carbohydrate, available This value includes the free sugars plus dextrins, starch, and glycogen.
<CHOAVLM> Carbohydrate, available; expressed in This value includes the free sugars plus dextrins, starch, and 

monosaccharide equivalents glycogen.
<FIBAD> Fibre; determined by acid detergent Includes cellulose, lignin, and some hemicelluloses

method
<FIBADC>. Fibre, acid detergent method, Clancy 

modification
<FIBC> Fibre, crude The crude fibre method of fibre analysis is obsolete
<FIBHEX> Hexoses in dietary fibre
<FIBINS> Fibre, water-insoluble Sum of insoluble components from the AOAC total dietary fibre 

method; includes primarily lignin, cellulose, and most of the 
hemicellulose 

Values for <FIBINS> may also be obtained by subtracting soluble 
fibre from total dietary fibre, i.e., by subtracting the value of 
<FIBSOL> from the value of <FIBTG>.

<FIBND> Fibre; determined by neutral detergent Includes lignin, cellulose, and insoluble hemicellulose
method

<FIBSOL> Fibre, water-soluble Sum of soluble components from the AOAC total dietary fibre 
method; includes primarily algal polysaccharides, gums, pectins,
and mucilages

<FIBTG> Fibre, total dietary; determined Sum of the water-soluble components and the water-insoluble 
gravimetrically by the AOAC total components of dietary fibre; can be calculated by adding the values 
dietary fibre method of <FIBSOL> and <FIBINS>; includes all non-starch 

polysaccharides and lignin
<FIBTS> Fibre, total dietary; sum of non-starch Sum of the polysaccharide components of dietary fibre measured 

polysaccharide components and sequentially on the same sample (for example, by using the 
lignin Southgate colorimetric procedure) plus lignin measured 

gravimetrically
<FIB-> Fibre; method of determination Note: Tagname <FIB-> is used to identify fibre values which 

unknown represent unknown fibre components or which were obtained by 
unknown methods. Additional tagnames for fibre may be created to 
identify fibre components or specific methods of analysis that are 
not currently addressed in this listing.

<STARCH> Starch, total The sum of all polysaccharides yielding glucose after hydrolysis 
with suitable enzymes; includes amylose, amylopectin, glycogen,
and dextrins

<STARCHM> Starch, total; expressed in The sum of all polysaccharides yielding glucose after hydrolysis 
monosaccharide equivalents with suitable enzymes; includes amylose, amylopectin, glycogen,

and dextrins.
<STARES> Starch, resistant 

Synonym: retrograded starch
<SUGAR> Sugars, total Sum of free monosaccharides and disaccharides.

Source: Taken from “Tagnames for food components” on the INFOODS website at http://www.fao.org/infoods/tagnames_en.stm (accessed June 18,
2003), from Klensin et al. (5).



moisture content. Methods for moisture determination
include oven drying, distillation, and titration, as well as
methods based on physical properties. Some of these meth-
ods are described in further detail in the following sections.

In addition to moisture content, water activity (aw) is
often measured and used as an indicator of the availability of
water in food for chemical or enzymatic reactions or micro-
biological growth. Water activity is defined as the ratio of the
partial pressure of water above a sample to the vapor pres-
sure of pure water at the same temperature, and is commonly
measured by sensors that measure the relative humidity of
the sample atmosphere after equilibration, or by a variation
of this method known as the chilled mirror technique (22). 

It is important to bear in mind that some foods are
prone to either gain moisture from or lose moisture to the

surrounding atmosphere, depending on the nature of the
food constituents, the relative humidity and temperature
of the environment, and other parameters such as surface
area. Detailed protocols for sampling and sample prepara-
tion have been described for different categories of foods
(21), and should be followed to ensure that representative
samples reflecting the composition of the food can be
obtained for the analysis.

2. Oven Drying Methods

The principle of moisture determination by oven drying is
based on evaporation of water from the sample, and cal-
culation of moisture based on loss in weight. Oven drying
methods are therefore considered as “indirect” methods,
since moisture is not actually determined per se.

While the theory behind moisture determination by
oven drying is simple, and routine simultaneous analysis
of multiple samples is possible, in practice many factors
must be considered. The amount of moisture removed
during oven drying is influenced by many variables,
including the time and temperature of drying, the type of
oven used, and the type of sample. 

Although the boiling point of pure water is 100°C, the
presence of solutes raises the boiling point. This boiling
point elevation continues throughout the drying process, as
the sample becomes increasingly concentrated upon the
removal of water. In theory, the higher the drying tempera-
ture, the more complete the moisture removal and the
shorter the time required. It has been reported that a tem-
perature of 250°C is required to obtain the true moisture
content, assuming no adsorbed water present at the temper-
ature in question (22). However, in practice, volatilization,
deterioration, and chemical reactions of the constituents
may occur at high temperatures, and it is prudent to use the
minimum temperature that will allow moisture removal at
an acceptable rate (14, 22). Drying in a vacuum oven may
be preferred for some food samples since the boiling point
is lower under vacuum, and the absence of air can minimize
oxidative reactions especially of high fat samples during
drying. 

Using vacuum ovens and forced draft or convection
ovens, the temperatures and times specified for various
products typically range from 70–130°C and 1–16 hours,
respectively. For example, the time-temperature combina-
tions are 1 h at 130�3°C for solids (total) and moisture in
flour (AOAC Official Method 925.10), 6 h at 70�1°C in
a vacuum oven for moisture in dried fruits (AOAC
Official Method 934.06), 16–18 h at 100–102°C in an air
oven or 2–4 h at ca 125°C in a mechanical convection or
gravity oven for moisture in meat (AOAC Official Method
950.46B(a) and (b)). More rapid drying, on the order of
minutes, can be accomplished using infrared or
microwave ovens for drying. Official methods stipulating
different temperature-time combinations or oven types for
the same food material have been approved for some
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TABLE 42.2
Nutrients Listed in the USDA National Nutrient
Database, Available Sorted Either by Food Description
or in Descending Order by Nutrient Content in Terms
of Common Household Measures 

Nutrient

Moisture
Protein
Fat
Energy (Calories)
Carbohydrate (by difference)
Total dietary fiber
Total sugar
Calcium
Iron
Magnesium
Phosphorus
Potassium
Sodium
Zinc
Copper
Manganese
Selenium
Vitamin A (IU)
Vitamin A (RAE)
Vitamin E (alpha-tocopherol)
Vitamin K (phylloquinone)
Vitamin C
Thiamin
Riboflavin
Niacin
Pantothenic acid
Vitamin B-6
Vitamin B-12
Dietary folate equivalents
Cholesterol
Total saturated fatty acids
Total monounsaturated fatty acids
Total polyunsaturated fatty acids

Source: USDA 2004 (7).
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TABLE 42.3
Methods of Analysis Used by the Canadian Food Inspection Agency for the Nutrition Facts Table Core Nutrition
Information

Nutrient Method Reference Technique

Calories Atwater Method Application of Atwater factors to fat, carbohydrate 
(Guide to Food Labelling and Advertising, and protein content
section 6.4.1)

Fat (Sum of fatty acids AOAC 996.06* Capillary Gas Chromatography using SP2560 
expressed as triglycerides) 100m � 0.25mm, 0.2µm film column

Fatty acids: AOAC 996.06* Capillary Gas Chromatography using SP2560 
Saturates (all fatty acids that 100m � 0.25mm, 0.2µm film column
contain no double bonds)
trans (unsaturated fatty acids 
that contain one or more 
isolated or non-conjugated 
double bonds in trans
configuration)

Cholesterol AOAC 994.10* Direct Saponification and Capillary Gas
Chromatography

Carbohydrate (mono- and di- By Difference (100-%ash-%moisture- Determination by applicable AOAC method for Ash,
saccharides � starch� %protein-%fat) Moisture, Protein, Fat
fibre�sugar alcohols� HPB FA-78**, available carbohydrate, in special Acid and enzymatic hydrolysis followed by redox 
polydextrose) cases titration

Fibre AOAC 992.16* (Mongeau) Gravimetric determination after defatting and enzymatic
or hydrolysis of protein and carbohydrate (starch).
AOAC 985.29* (Prosky) (as in Guide to Food (Results found non-compliant by Mongeau method

Labelling and Advertising 6.4.4.3) should be confirmed by Prosky method)
Sugars (all monosaccharides AOAC 980.13* (modified HPLC column and Aqueous food extraction followed by HPLC-RI

and disaccharides) mobile phase)
Protein AOAC 981.10* Nitrogen by Kjeldahl or Combustion

AOAC 993.13*
Vitamin A AOAC 992.04* HPLC determination of vitamin A with UV detection 

(retinol and derivatives and (Method A-12 (version 3.0) 1993**) Determination 
beta carotene expressed as of Vitamin A in milk, infant formula, and other
retinol equivalents, RE) complex food commodities. JAOAC. 76: 2, 1993

Method A-7** HPLC Determination of Vitamin A HPLC determination of vitamin A with UV detection
in margarine, milk, partially skimmed milk,
and skimmed milk. JAOAC 63: 4, 1980

Method LPFC-200** The fluorometric  Fluorometric determination of vitamin A
determination of Vitamin A in dairy
products. J. Dairy Sci. 55:1077 (1992)

Vitamin C HPLC-C1 (1992)** HPLC determination of vitamin C with 
(L-ascorbic acid Determination of vitamin C by HPLC. electrochemical detection
and L-dehydroascorbic References:
acid and their derivatives, 1) Pelletier, O., and Brassard, R. Determination of 
calculated as mg Vitamin C in food by manual and automated 
equivalents L-ascorbic methods. J. Food Sci., 42:1471–1477, 1977.
acid) 2) Behrens, W.A., and Madere, R. Ascorbic and 

Dehydroascorbic acid content of infant formula
J. Food Comp. Anal., 2: 48–52, 1989.

3) Behrens, W. A., and Madere, R. Ascorbic and 
dehydroascorbic acid contents of canned food and 
frozen concentrated orange juice. J. Food Comp. 
Anal., 3: 3–8, 1990.

4) Behrens, W. A., and Madere, R. A Highly 
sensitive high-performance liquid
chromatography method for the estimation of

Continued



foods, e.g., AOAC Official Methods 925.23, 990.19, and
990.20 for solids (total) in milk. The final choice of the
appropriate method may depend on factors such as the
need for speed, or further analyses using the dried mate-
rial, or the availability of equipment. In order to determine
the optimal temperature and time for drying of specific
food products or using new equipment not described in
the official methods published by scientific organizations,
analysts should conduct their own trials and establish the
appropriate conditions based on the resultant drying
curves.

Additional steps conducted prior to oven drying are
recommended for some types of samples. For example, a
two-stage drying process involving a steam bath for pre-
drying is frequently suggested for liquid products, while
air-drying and grinding are performed prior to oven dry-
ing for samples such as bread or grain. Since surface area
and porosity of the sample influence rate and efficiency of
drying, and since surface crust formation, or case harden-
ing, can impede moisture removal, sand or other inert
material may be added prior to drying of food materials
which have a tendency to lump together or to form a sur-
face crust, such as dehydrated fruits or other foods high in
sugar.

3. Distillation Methods

The moisture content of spices, nuts, oils and other food-
stuff with relatively low moisture content can be meas-
ured directly through distillation methods (e.g., AOAC
Official Methods 986.21 and 969.19 for spices and
cheese, respectively). Water is co-distilled with an immis-
cible solvent with a high boiling point; the distilled water
is condensed, collected, and measured in a collecting ves-
sel or trap. Since direct measurement of water is involved,
distillation methods can provide better accuracy and pre-
cision than oven drying methods based on weight loss,

especially for low-moisture samples. However, it should
be noted that samples are still exposed to high tempera-
tures during distillation, and therefore these methods are
not suitable for analysis of heat-sensitive foods. In addi-
tion, distillation techniques are not easily amenable to
routine testing of multiple samples.

4. Chemical Methods – Karl Fischer Titration

The Karl Fischer titration method is suitable for low-
moisture foods that are sensitive to decomposition or
volatilization under vacuum or high temperatures, such
as dried fruits and vegetables (AOAC Official Method
967.19), candies and chocolates (AOAC Official Method
977.10), roasted coffee beans, oils and fats (AOAC
Official Method 984.20). Several modifications of the
original Karl Fischer method, which was based on the
colorimetric detection of a stoichiometric reaction
involving the reduction of iodine by sulfur dioxide in the
presence of water, have been proposed over the years,
leading to the commercial availability of titration units
that automatically dispense the required proportions of
reagents and titrants for conductometric or coulometric
assay, and provide digital displays of the calculated mois-
ture content.

5. Physical Methods

Physical methods of moisture determination are based on
the measurement of various physical properties of food
samples, such as dielectric constant, conductivity, spe-
cific gravity or density, refractive index, freezing point,
or absorption of energy in the mid- or near-infrared spec-
trum, followed by comparison to the corresponding prop-
erties of standards with known moisture content (22). For
example, hydrometry using a calibrated lactometer is
applied to determine the total solids content of milk
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TABLE 42.3 (Continued)

Nutrient Method Reference Technique

ascorbic and dehydroascorbic acid in 
tissues, biological fluids, and foods. 
Analytical Biochemistry 165:102–107, 1987.

Iron LPFC-137 ** Preparation of samples by calcination to determine 
different elements by Atomic Absorption Flame 
Spectroscopy 

Calcium LPFC-137** Atomic Absorption Flame Spectroscopy
Sodium LPFC-125** Preparation of samples by aqueous extraction and 

A rapid method for the determination of sodium flame emission spectroscopy.
and potassium.

* Official Methods of Analysis of AOAC International (Ed. W. Horowitz., AOAC International, Gaithersburg, Maryland.

** LPFC are laboratory procedures available from the CFIA or Health Canada websites.

Source: Canadian Food Inspection Agency 2002 (8).



(AOAC Official Method 925.23B), while refractometry is
used to determine solids in syrups (AOAC Official
Method 932.14C). Near-infrared spectrophotometry is
used for water content in dried vegetables (AOAC
Official Method 967.19), while mid-infrared spec-
troscopy forms the basis for using IRMA (Infrared Milk
Analyzers) for proximate analysis of milk, including
solids, fat, lactose, and protein (AOAC Official Method
972.16).

Physical methods often provide rapid analysis of large
numbers of samples, but it is important to bear in mind
that the relationship between the measured physical prop-
erty and the moisture content of the specific food sample
must be known, either by reference to published tables of
standard composition for that food, or by construction of
standard curves by the analyst.

B. ASH

Ash is defined as the inorganic material remaining after
oxidation of organic matter, and is used to refer to the
total minerals in food. The ash content of unprocessed
fruits and vegetables typically ranges from about 0.4% in
raw tomatoes (23) to 4% in beans (14). Pure fats and oils
contain practically no minerals, while the ash content of
salted butter is about 2.1%. Similarly, fresh meat and
poultry contain about 1% ash, while dried and salted beef
may contain as high as 12% ash (14). Milling of wheat
yields white flour with 0.47% ash, or whole wheat flour
with 1.60% ash (7). The determination of ash content
may thus be used as an indicator of the extent of pro-
cessing of a food commodity, or of the addition of salt to
foods.

1. Overview of and Considerations for Ash
Determination

Minerals in foods may occur as complexes with other
minerals, or with macromolecules such as proteins. The
incineration or oxidation of organic matter during ashing
may result in volatilization of some minerals, or formation
of new complexes of other minerals, as summarized by
Pomeranz and Meloan (14). Both the amount and the
composition of ash that remains after incineration or oxi-
dation therefore depend on the nature of the food and the
method of ashing. This is an important consideration in
selection of the ashing method and conditions, especially
if further analysis of specific minerals (e.g., Ca, Zn, Fe,
and so on) is required (24).

Since minerals often constitute 1% or less of the total
wet weight of a food sample, it is critical that contamina-
tion of the food with metals or their salts be avoided.
Potential sources of trace metal contaminants include
glassware, grinders or metal blades used for sample
preparation, and the crucibles used to hold the samples
during ashing.

The two main methods of ashing, which are termed
dry ashing and wet ashing, are described in the following
sections.

2. Dry Ashing

Dry ashing involves the incineration of samples in a muf-
fle furnace at high temperatures ranging from 400–700°C
and typically around 525 or 550°C for 12–18 hours, until
a light gray or white powder remains (14). The residue
after incineration is weighed as a direct measure of the ash
content.

Some modifications of the basic dry ashing procedure
are required depending on the sample. High fat or moisture
content may cause smoking or spattering during ashing of
samples. Therefore, liquid samples may be pre-dried, and
fat from high fat samples should be extracted with a sol-
vent, prior to ashing. In most cases, dry ashing can be per-
formed using the solids remaining after oven-drying or
solvent extraction conducted for moisture or fat determi-
nation, respectively. A few drops of ashless olive oil may
be added to animal products, syrups, and spices, to allow
steam to escape as a crust is formed on the product (23).
Incomplete combustion, especially in high sugar samples,
is manifested by the appearance of black or carbon
residues in the ash, and requires re-suspension in water or
acid, followed by re-ashing (e.g., see AOAC Official
Method 900.02, for ash of sugars and syrups). Acceleration
of dry ashing may be achieved by the addition of an
ethanol solution of magnesium acetate. The magnesium
acetate method for ash content of flour (AOAC Official
Method 936.07) uses a temperature of 700°C for ashing,
compared to 550°C for the direct method (AOAC Official
Method 923.03). New microwave muffle furnaces with
temperatures reaching up to 1200°C can also reduce ash-
ing time to minutes instead of hours (23).

Dry ashing is simple in both theory and practice, and
simultaneous analysis of many samples is feasible.
However, as noted in the preceding section, the composi-
tion of the minerals in the residue is not usually identical to
that in the original food sample, and it is assumed that
losses due to volatilization or other causes are compensated
by gains due to formation of new complexes such as oxides.
Formation of fusion complexes between some minerals
means that the dry ash is not usually suitable for further
analysis of specific mineral content. To address this, a
method of dry ashing of different categories of foods for
determination of individual contents of Na, K, Ca, Mg, Fe,
Zn, Cu, and Mn was established by the Health Protection
Branch Laboratories of Health Canada (25). The protocol
involves dry ashing at 450°C for 16 hours, followed by
addition of water and nitric acid, evaporation to remove the
acid, and re-ashing at 375°C for another hour. Lanthanum
and cesium solutions are added as ionization suppressors,
to allow determination of Ca, Mg and Na, K, respectively.
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3. Wet Ashing

Wet ashing is also referred to as wet oxidation or wet
digestion. It involves the oxidation or digestion of organic
matter by heating in the presence of concentrated acids
such as nitric acid, sulfuric acid (usually with hydrogen
peroxide) or perchloric acid, either singly or in combina-
tion. A typical wet ashing procedure involves heating or
boiling of the sample with concentrated sulfuric and nitric
acids, at about 200°C, until white fumes from decompos-
ing sulfuric acid are observed; additional nitric acid is
then added, and boiling or ashing of the sample is contin-
ued until a clear or light yellow solution is obtained (23).

Due to the lower temperatures and shorter times
involved in wet ashing, less volatilization or fusion of min-
erals occurs, compared to dry ashing. The minerals usually
stay in solution after wet ashing, and further analysis of the
composition of individual minerals may be performed, for
example, using atomic absorption spectrophotometry or
inductively coupled plasma emission spectrophotometry.
Despite these advantages of wet ashing for specific min-
eral composition, wet ashing is not usually preferred over
dry ashing as the method for total ash content determina-
tion. This is because of the dangers of using corrosive
acids, especially perchloric acid which is potentially
explosive, specifically in the presence of undigested bio-
logical components, and the relatively limited number of
samples which can be analyzed at one time. Combination
dry-wet ashing methods have been proposed, for example,
for analysis of minerals in infant formula (AOAC Official
Method 985.35). Specially designed microwave ovens
have also been proposed for safer and quicker wet ashing
of sample, using either open-vessel or closed-vessel diges-
tion systems depending on the amount of sample and the
temperatures required for digestion (23).

C. FAT

The term “fat” is often used synonymously with “lipid” or
“oil” to represent food components that are insoluble in
water but are soluble in organic solvents (14). The fat con-
tent of foods varies widely, from less than 1% in many
fruits and vegetables, to almost 100% in lard, shortening,
or vegetable oils (7).

1. Overview of and Considerations for Fat
Determination

The methods for fat determination may be generally clas-
sified into (i) methods that involve solvent extraction of
fat from the food, followed by gravimetric, volumetric, or
other means of measurement of the fat, and (ii) instru-
mental methods that measure the fat content based on its
physical properties in the food, in comparison to
standards of known composition. Other methods involv-
ing extraction of fat without the use of solvents have also
been developed.

Methods using solvent extraction in fat analysis are
based on the functional definition of fats, as substances that
are insoluble in water but soluble in organic solvents.
However, this functional definition of fat does not give the
true picture of its heterogeneity in terms of chemical com-
position. Fat in foods consists primarily of highly non-polar
or hydrophobic molecules classified as triacylglycerols,
with smaller amounts of di- and mono-acylglycerols,
sterols, and the somewhat more polar molecules such as
phospholipids and sphingolipids. Minor components such
as fat-soluble vitamins, pigments, or hydrocarbons are also
included as “fat” when defined by the property of solubil-
ity, whereas free fatty acids, especially the shorter chain
fatty acids, may be water-soluble and therefore not included
as fat. 

In addition to heterogeneity in the type of molecule,
further diversity of fat composition exists as a function of
the chain length as well as saturation or degree of unsatura-
tion of the hydrocarbon chain of fatty acid constituents of
fats. Depending on the exact chemical composition, the con-
stituents of “fat” in a particular food sample may encompass
a wide range on the polarity scale. Consequently, the com-
position as well as the efficiency of extraction of these dif-
ferent components of fat from food are dependent on the
polarity of the solvent used for extraction. Furthermore, fats
in foods frequently occur in bound form, for example, as
non-covalent complexes with proteins or carbohydrates, or
as lipoproteins or glyco-lipids. Organic solvents do not usu-
ally extract the fat molecules in these bound forms, unless
they are released prior to extraction by pre-treatment with
mild acid, alkali, or enzymatic digestion. The fat content
determined by direct extraction with non-polar solvents is
usually termed “crude fat,” while that determined by
extraction after a pre-treatment may be referred to as
“total lipids.”

It is worth noting that the “total lipid (fat)” content
reported in the USDA Nutrient Database, and identified as
“nutrient 204,” was determined for most foods by gravi-
metric methods such as those using ether or chloroform-
methanol solvent extraction, or by acid hydrolysis (7).
However, “Nutrient 204 may not be identical to the fat
level declared on food labels under the Nutrition Labelling
and Education Act of 1990 (NLEA). Under NLEA, fat is
expressed as the amount of triglyceride that would produce
the analytically determined amount of lipid fatty acids”
(7). Similarly, the fat content reported in the “Nutrition
Facts Table Core Nutrition Information” on food labels in
Canada (Table 42.3) is also based on the sum of fatty acids,
expressed as triglycerides, analyzed by capillary gas chro-
matography (AOAC Official Method 996.06).

2. Solvent Extraction Methods

Solvent extraction may be continuous (e.g., the Goldfish
method), semi-continuous (e.g., the Soxhlet method for
cereals AOAC Official Method 920.39C), or discontinuous

42-10 Handbook of Food Science, Technology, and Engineering, Volume 1



(e.g., Mojonnier method for milk fat AOAC Official
Method 989.05). 

In the continuous method of solvent extraction, evapo-
rating solvent from a boiling flask continuously condenses
onto the dried sample held in a thimble. The solvent, carry-
ing fat extracted as solvent drips through the sample, is col-
lected back in the boiling flask. After completion of
extraction, typically 4 hours to overnight (depending on the
rate of solvent dripping through the sample), the solvent is
evaporated from the extraction flask by air-drying
overnight followed by brief oven drying, and the fat
remaining in the flask is weighed. The semi-continuous sol-
vent extraction method is similar except the extraction
apparatus is constructed to allow solvent to remain with and
soak the sample for 5–10 minutes, prior to returning to the
boiling flask. In this manner, the sample is surrounded by
solvent, thus avoiding channeling of solvent and providing
for a more complete extraction of fat from the sample. For
this reason, the semi-continuous methods, particularly the
Soxhlet method, are often considered the standard methods
for fat analysis of dried samples (26, 27).

For efficient extraction by both the Goldfish and the
Soxhlet methods, it is important that samples are dried and
ground to small particle size to maximize the surface area
for extraction. Efficient extraction by organic solvents can
only be achieved on dry samples, due to the inability of the
organic solvents to penetrate the water phase of wet sam-
ples. Ethyl ether and petroleum ether are the most com-
monly used solvents for extraction by these methods. Ethyl
ether is slightly more polar than petroleum ether and is a bet-
ter solvent for fat. However, sample drying becomes essen-
tial to avoid extraction of non-fat components by ethyl ether;
in addition, ethyl ether has a tendency to form peroxides and
is more flammable than petroleum ether. Petroleum ether is
cheaper, less dangerous and preferred over ethyl ether if a
more selective solvent for hydrophobic lipids is desired (26). 

The Roese-Gottlieb and the Mojonnier methods
(AOAC Official Methods 905.02 and 989.05, respec-
tively) are official methods for analysis of fat in milk,
involving the release of bound fat by alkaline digestion
with ammonium hydroxide, addition of ethanol, followed
by sequential, discontinuous extraction of fat using ethyl
ether and petroleum ether. The extractions are repeated
three times and carried out in flasks designed to facilitate
decanting of the fat-containing organic solvent (top layer)
from the aqueous solution (bottom layer) during extrac-
tion. The fat-containing solvents from the repeated extrac-
tions are pooled, the solvent is removed by evaporation,
and the weight of the fat is measured to determine the fat
content. The Mojonnier method, using acid instead of
alkali pre-treatment, has been modified for determination
of fat content in flour (AOAC Official Method 922.06)
and pet food (AOAC Official Method 954.02).

As an alternative method to gravimetric measurement
(i.e., by weight), the measurement of refractive index has
been proposed as a method to determine fat that has been

extracted by solvent (14, 26). Fat is extracted using a dis-
continuous method with a solvent such as bromonaphtha-
lene, which has a refractive index that is different from the
fat to be extracted. The fat content is calculated by compar-
ing the refractive index measured for the solvent containing
the extracted fat, to the refractive index of solvent alone and
that of the standard fat. The refractive index method has
been reported to yield values of fat content comparable to
the crude fat content measured gravimetrically.

For all of the solvent extraction-based methods, the
content of fat analyzed depends on whether or not pre-
treatments such as addition of acid or alkali to release
bound fat have been performed, as well as the polarity of
solvent used for extraction. For example, the content of
“fat (crude) or ether extract in flour” (AOAC Official
Method 920.85) would be expected to differ from that of
“fat in flour – acid hydrolysis method” (AOAC Official
Method 922.06). Many researchers have reported that the
amounts of extracted lipid as well as non-lipid material
increase with the polarity of solvents used for extraction.
The binding of lipids to other molecules such as carbohy-
drates and proteins, and the differing abilities of solvent or
solvent mixtures to solubilize lipid classes has led to the
concept of “total lipid extract” and “extractable lipid”
(28). Even with ammonia pretreatment to release bound
lipids, the Roese-Gottlieb method was reported to grossly
underestimate the total lipid content of samples such as
chocolate powder, liquid milk, and eggs (28); this could
be due to the use of relatively non-polar solvents, ethyl
and petroleum ethers, for extraction after hydrolysis.
More polar solvent mixtures such as dichloromethane-
hexane (1:4) or acetone-hexane (1:4) have been suggested
to improve the efficiency of extraction from dry solid
samples using the Soxhlet method (28). For wet or liquid
samples, specific ratios of chloroform and methanol are
used in combination with water in the Bligh and Dyer
method (29) and in AOAC Official Method 983.23 for
determining “fat in foods” after enzymatic hydrolysis. In
a modified Bligh and Dyer procedure, methanol is
replaced by propan-2-ol, and chloroform is replaced by
cyclohexane, with a ratio of 11:8:10 for water:propan-2-
ol:cyclohexane; the modified procedure has the advantage
that the extracted lipid is in the top (cyclohexane) layer of
the extraction mixture, compared to the bottom layer
when chloroform is used (28).

3. Non-Solvent Separation Methods

The Babcock method for milk fat (AOAC Official
Methods 989.04 and 989.10) is the best-known example
of a non-solvent wet extraction or separation method for
fat analysis. Concentrated sulfuric acid (with specific
gravity of 1.82–1.83 at 20°C) is added to a specified
weight of milk sample in the Babcock bottle, digesting
protein and generating heat, and thus releasing bound fat
from the sample. The acid also functions to increase the
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density of the aqueous layer. Subsequent centrifugation at
55–60°C and addition of hot water at that temperature
cause the fat layer to float on top of the aqueous layer into
the calibrated neck of the Babcock bottle, where the per-
centage of fat content is read directly from the volumetri-
cally calibrated markings. 

The Babcock method has been adapted for determina-
tion of fat in other dairy products such as cream and cheese,
as well as for essential oil in flavor extracts (AOAC Official
Method 932.11) and fat in seafood (AOAC Official Method
964.12) (26). Similar to the Mojonnier method, the
Babcock method can be applied to wet or liquid as well as
dried samples, and includes a pre-treatment to release
bound fat. However, it should be noted that fat components
with high specific gravity, such as phospholipids, will not
float to the top layer and therefore will not be included in
the volumetric measurement for fat after centrifugation.

4. Instrumental Methods and Comparison to
Standard Solvent Extraction Method

An automated turbidimetric method (AOAC Official
Method 969.16) has been developed to determine fat in
milk. In this method, EDTA is added to dilute the sample
and to eliminate turbidity due to the casein protein.
Homogenization is then used to form uniform fat glob-
ules, which may then be determined by measurement of
turbidity, which is related to fat content through compari-
son to a standard curve. 

Fat content of foods can also be analyzed using vari-
ous other instrumental methods measuring such properties
as density, nuclear magnetic resonance, x-ray absorption,
dielectric constant, or infrared spectra (26). The differ-
ences in these properties between fat molecules and other
food components form the basis for relating the measure-
ment of these properties to the fat content. These methods
are usually rapid and do not require extraction of fat from
the food prior to analysis. However, it is important to 
construct standard curves for the specific food being ana-
lyzed, in order to determine the quantitative relationship
between the particular physical property being measured
by the instrumental method, and the fat content of stan-
dards with known composition, usually determined by sol-
vent extraction methods such as the Soxhlet method.

Vogt et al. (27) compared four rapid methods to the
standard Soxhlet extraction method for fat measurement in
fish herring. The four methods were (i) the Torry Fatmeter
based on dielectric properties of water, and intercorrelations
between fish water and fat contents; (ii) microwave drying
and calculation of fat from water content; (iii) near-infrared
reflectance (NIR) spectroscopy with partial least-squares
regression analysis; and (iv) fexIKA Soxhlet solvent extrac-
tion instrument modified to include filtration under reduced
pressure. The NIR method gave the best prediction of the
standard method (Soxhlet), while other methods gave lower
fat content values. However, the NIR instrument is relatively

expensive. In comparison, the microwave method is low
cost, requiring only a microwave oven, and the Torry meter
is moderately priced. The Soxhlet and fexIKA were also
both considered to have the disadvantages of being time-
consuming and requiring solvents.

D. PROTEIN

Proteins are macromolecules composed of amino acids
linked together through amide or peptide bonds to form
polypeptide chains, which can range in molecular mass
from a few thousand to over a million daltons. Proteins 
contribute to the nutritional value as well as textural and
sensory properties of foods, and they also perform struc-
tural and biologically important functions. The protein con-
tent of foods ranges from less than 1–2% in fruits and
vegetables, to 20–30% in meat, legumes, and dairy
products (30).

1. Overview of and Considerations for Protein
Determination

The most common official method for determination of
protein content in food is based on measurement of total
nitrogen content using the Kjeldahl method, followed by
multiplication by a conversion factor to calculate the pro-
tein content. The Dumas (nitrogen combustion) method is
also based on the principle of nitrogen determination and
conversion to protein content. A number of other methods,
mostly colorimetric or spectroscopic methods, are based
on quantifying either the peptide bonds or particular side
chains of the amino acid residues, and may be useful as
rapid methods for quality control or research. These latter
methods require calibration of the measured property,
such as absorbance or color intensity, using standards of
known composition, usually determined by nitrogen
analysis, or sometimes by gravimetric analysis. 

Many factors can affect the accuracy of analyzing
protein content in food through measurement of its nitro-
gen content. Proteins are composed of amino acids whose
chemical structures include hydrogen, carbon, nitrogen,
oxygen, and sulfur atoms. Of these elements, nitrogen is
considered most distinctive for proteins in comparison to
other components considered in proximate analysis, since
each of the twenty amino acid building blocks contains a
nitrogen-containing amino (or imino) group. However,
the side chains of these amino acids differ greatly, ranging
from hydrocarbon chains containing primarily carbon and
hydrogen atoms, to aromatic groups and polar or ionic
groups that also contain sulfur, oxygen, or nitrogen atoms.
Since proteins contain different combinations of the
amino acids, each of which contains a different percent-
age of nitrogen in its chemical structure, the percentage of
nitrogen can vary greatly between different proteins. Use
of the correct conversion factor is required if an accurate
estimation of protein is to be expected.
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A nitrogen-to-protein conversion factor of 6.25 is
commonly used to calculate the protein content of a food
from the nitrogen content determined by Kjeldahl or com-
bustion methods. This factor assumes an average of 16%
(� 100 / 6.25) nitrogen content in proteins, i.e., 16 grams
of nitrogen per 100 grams of protein. However, depending
on the amino acid composition of the particular protein,
the actual conversion factor may deviate from 6.25. For
example, the conversion factors are 6.38, 5.70, and 6.25
for dairy products, wheat, and almonds, respectively (30),
and 4.74, 5.3, 4.38, and 5.7 for chocolate and cocoa,
coffee, mushrooms, and yeast, respectively (7). The con-
version factor and source of information for the factor
should be stated in listing protein content, as illustrated by
some of the tagnames listed in Table 42.1C.

The presence of non-protein nitrogen in foods is
another important consideration that may affect the accu-
racy of protein determination that is based on nitrogen
measurement. Foods may contain varying levels of free
amino acids or small peptides, ammonium salts, urea, uric
acid, vitamins, amino sugars, nucleic acids, phospholipids
or other constituents that contain nitrogen in their chemi-
cal structure. If unaccounted for, the contribution of nitro-
gen from these non-protein nitrogen sources will result in
an over-estimation of protein content. Methods have
therefore been established, using trichloroacetic acid or
other protein precipitant, to enable distinction between
protein and non-protein nitrogen. For example, AOAC
Official Methods 991.20, 991.21, 991.22, and 991.23
describe methods for milk total nitrogen, non-protein
nitrogen, protein nitrogen by direct method, and protein
nitrogen by indirect method, respectively.

Due to the long period of time to perform Kjeldahl
analysis and the necessity to determine the difference
between non-protein nitrogen and total protein nitrogen,
spectrophotometric or colorimetric methods for total pro-
teins are commonly used as rapid methods suitable for
research or quality control. However, there are potential
interferences and other considerations that must be kept in
mind when using these rapid methods (30–32).

An overview of the main methods for protein analysis
based on total nitrogen analysis, and spectrophotometric,
colorimetric, or other instrumental methods for protein
analysis, are described in the following sections. For more
details, the reader should refer to the chapter on protein
analysis in this Handbook, and to an excellent book on
this topic written recently by Owusu-Apenten (31).

2. Methods for Total Nitrogen Analysis

In the Kjeldahl method for total nitrogen analysis, the pro-
tein and other organic molecules in foods are digested by
concentrated sulfuric acid in the presence of catalysts. The
nitrogen is present in the acid digest in the form of ammo-
nium sulfate, and may be analyzed either by an acid-base
titration of the nitrogen after neutralization and distillation

of the resulting ammonia, or by other techniques includ-
ing nesslerization or colorimetric reaction with a phenol
hypochlorite reagent (30). The Kjeldahl method is
described in AOAC Official Method 920.87 for protein
(total) in flour or AOAC Official Methods 928.08 and
981.10 for nitrogen or crude protein, respectively, in meat.
Various modifications of the original method have been
proposed over the years, implementing copper as an alter-
native catalyst to mercury (AOAC Official Methods
984.13 and 2001.11), semi-automation or automation
(AOAC Official Methods 976.05, 967.06, and 990.02),
and analysis of microgram quantities of nitrogen (AOAC
Official Method 960.52).

In the Dumas (also known as nitrogen combustion or
pyrolysis) method, the samples are subjected to very high
temperatures up to 1000°C. Nitrogen that is freed by
pyrolysis and subsequent combustion at high temperature
in pure oxygen, is then quantitated by gas chromatogra-
phy and thermal conductivity. Official methods based on
combustion have been established, for example, for ani-
mal feed, meats, cereal grains and oilseeds, and fertilizers
(AOAC Official Methods 990.03, 992.15, 992.23, and
993.13, respectively).

Both the Kjeldahl and the combustion methods deter-
mine total nitrogen, so the correct nitrogen-to-protein
conversion factor and the contribution of non-protein
nitrogen to the total nitrogen content must be considered
for an accurate determination of protein content. The ana-
lyte is referred to as “crude” protein in the AOAC Official
Methods, when total nitrogen is determined without cor-
recting for non-protein nitrogen. Combustion methods
have the advantages of speed of analysis, and avoidance
of corrosive and toxic reagents, compared to the Kjeldahl
method, but the expenses of the equipment and high-
purity oxygen must be considered.

3. Spectrophotometric Methods

Aromatic amino acids (tryptophan, tyrosine, and phenyl-
alanine) and peptide bonds absorb electromagnetic radia-
tion in the ultraviolet (uv) region near 257–280 nm and
190–205 nm, respectively (33). The intensity of uv
absorbance can be related to the content of those groups
and, therefore, to the protein content of a solution. 

Spectrophotometric methods are simple in principle,
but only applicable to samples that are non-turbid solu-
tions of relatively pure protein composition. Since the
content of aromatic amino acids differs between proteins,
and since the extinction coefficient and wavelength of
maximum absorbance are characteristic for each of the
three aromatic amino acid types, this method for protein
analysis requires standard curves or tables, such as those
compiled by Fasman (33), relating the absorbance at a
particular wavelength to the concentration of the specific
protein. The uv absorbance of the peptide bond is less
dependent on the nature of the amino acid side chains.
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However, the absorbance of ultraviolet radiation in this
wavelength region by other food components, such as
organic acids, nucleic acids, triacylglycerols, etc., may
result in considerable interference and inaccuracy in relat-
ing the absorbance directly to protein content in complex
foodstuff. 

4. Colorimetric Methods

A number of colorimetric methods have been established for
determination of protein content, based on the development
of color upon reaction with either the peptide bonds or with
particular functional groups of the proteins. Colorimetric
methods based on reaction with peptide bonds, such as the
biuret, Lowry, and bicinchoninic acid (BCA) methods, show
relatively low protein-to-protein variability in the relation-
ship between colorimetric intensity (absorbance) and con-
centration for different proteins. Protein-to-protein
variability is much greater for methods that are based on
reaction with specific functional groups on the amino acid
side chains, since the amino acid composition of the protein
as well as the protein content will affect the resulting colori-
metric response. The Bradford or Coomassie Brilliant Blue
method is presently the most common example of the latter
class of methods, although Acid Orange 12 and Amido
Black 10B were established as official dye-binding methods
for protein in milk in 1967 and 1975 (AOAC Official
Methods 967.12 and 975.17, respectively).

The Bradford method is based on a change in the
wavelength and intensity of absorbance (color) of the
reagent dye Coomassie Brilliant Blue G-250, when it is
bound to proteins, particularly at basic amino acid side
chains and enhanced by hydrophobic interactions. The
biuret method is based on the development of a blue color
upon complex formation of cupric ions with peptide bonds
in alkaline solution, while the Lowry method combines
the biuret reaction with reduction of the Folin-Ciocalteau
phenol reagent by tyrosine and tryptophan residues in pro-
teins, and the BCA method involves the reduction of
cupric to cuprous ions by peptide bonds under alkaline
solution, followed by development of a purplish color
upon formation of cuprous ion complexes with the BCA
reagent. The absorbance is read at 595, 540, 700, or 
562 nm for the Bradford, biuret, Lowry, and BCA reac-
tions, respectively, and the protein content is determined
using a standard curve. As noted above, due to protein-to-
protein variability, the selection of the appropriate protein
for the standard curve is important, especially in the case
of the Bradford method. The Bradford, Lowry, and BCA
methods have greater sensitivity and lower limit of detec-
tion than the biuret reaction. Selection of the most appro-
priate method depends on considerations with regard to
potential interferences from other constituents in the sam-
ple, availability of the appropriate protein standard for cal-
ibration, and the sensitivity that is required (30, 31).

5. Infrared Spectroscopy

Infrared spectroscopy may be used to determine the pro-
tein content of foods by relating the absorption of infrared
radiation at wavelengths assigned to the peptide bond of
proteins. This technique is rapid, may be applied to solid
as well as liquid samples in the presence of other food
constituents, and is not affected by non-protein nitrogen
or amino acid composition. However, calibration must be
conducted using standard curves relating the infrared
absorption to protein content. Examples of mid-infrared
and near-infrared spectroscopy for protein content include
the official methods for protein (crude) in forages (AOAC
Official Method 989.03) and for protein in milk (AOAC
Official Method 972.16).

E. CARBOHYDRATE

Carbohydrates in foods include monosaccharides (partic-
ularly D-glucose and D-fructose), disaccharides 
(e.g., sucrose, lactose, maltose), higher oligosaccharides
(e.g., raffinose, stachyose and fructo-oligosaccharides)
and polysaccharides (e.g., starch, food gums and hydro-
colloids, pectin, hemicellulose, cellulose) (34, 35). The
sugar alcohols, such as sorbitol, mannitol, xylitol, lactitol,
and maltitol, are also considered as carbohydrates (34).
Carbohydrates are important from a nutritional point of
view, whereby metabolic energy is provided by digestible
carbohydrates including simple sugars (monosaccharides,
starch) while dietary fiber is obtained from the indi-
gestible fraction. Polysaccharides also play a crucial role
in textural properties of foods, while mono- and disaccha-
rides may take part in reactions such as Maillard brown-
ing or caramelization, thereby imparting characteristic
flavor and color to foods.

The total carbohydrate content of foods ranges from
negligible (e.g., in chicken breast meat) to over 80% (e.g.,
in honey and breakfast cereals such as corn flakes) (35).

1. Methods and Considerations for Total
Carbohydrate Determination

In proximate analysis for nutrition labeling, the total
carbohydrate content of a food is usually calculated by
subtracting the weights of moisture, ash, total fat, and
crude protein from the total weight of the food (8, 35).
When alcohol is present, it is also subtracted from the
total weight in the calculation of carbohydrate by differ-
ence (7). It should be noted that protein calculated from
total nitrogen, which may contain non-protein nitrogen, is
used in determining carbohydrate by difference (7).

Although the calculation of carbohydrates by “differ-
ence” has a long history of usage as the method for deter-
mining total carbohydrates reported in food tables or
nutrition labels, there are several problems with this
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approach (34). Firstly, it includes a number of non-carbo-
hydrate components such as lignin, organic acids, tannins,
waxes, and some Maillard browning products. Secondly,
it incorporates the sum of all of the analytical errors from
determination of the other analytes in proximate analysis.
Thirdly, a single value for “total carbohydrates” is not
very informative with regard to nutritional value, as it fails
to distinguish between the distinct physiological proper-
ties of different classes of carbohydrates (34).

The phenol-sulfuric acid method may also be used to
estimate total carbohydrates (35). Heating of carbohy-
drates in the presence of strong acids produces furan
derivatives and their polymers, which condense with var-
ious phenolic substances, including phenol itself, to yield
a yellow-orange color. The absorbance at 490–500 nm is
related to the concentration of carbohydrate using a stan-
dard curve. Although the phenol-sulfuric acid method is
applicable to different classes of carbohydrates from
monosaccharides to polysaccharides, the relationship
between absorbance and concentration, and even the
wavelength of maximum color intensity, are dependent on
the chemical composition of the carbohydrates.
Therefore, accuracy is dependent on selecting the appro-
priate reference carbohydrate or carbohydrate mixtures to
prepare the standard curve, which is a difficult task in
reality since most foods are composed of complex mix-
tures of carbohydrates. Incorporation of additional sample
purification steps such as selective precipitation may be
helpful to address this problem (e.g., AOAC Official
Method 988.12E for dextran in raw cane sugar).

Finally, rather than calculating total carbohydrates by
“difference,” or by chemical methods for total carbohydrate
determination such as the phenol-sulfuric acid method, an
alternative approach involves the direct measurement of the
individual components, which are then combined to give a
value for total carbohydrates (34). In addition to informa-
tion on total carbohydrate content, the various classes or
sub-classes of the individual components may be reported,
such as total simple sugars, starch, dietary fiber, etc. Mono-
and disaccharides may be analyzed specifically by
enzymes, gas-liquid chromatography (GLC), or high per-
formance liquid chromatography (HPLC). Polyols and
oligosaccharides are also usually determined by GLC or
HPLC methods. Starch analysis is based on enzymatic
degradation, followed by determination of the liberated
glucose. Non-starch polysaccharide-analysis involves
removal of starch enzymatic hydrolysis products and other
low-molecular-weight carbohydrates, followed by hydroly-
sis of the non-starch polysaccharides to its monomeric con-
stituents for analyisis. Although a number of methods have
been established in the past for determination of crude fiber,
acid-detergent fiber, neutral detergent fiber, etc. (e.g., see
Table 42.1D), it is recommended that dietary fiber be deter-
mined by the enzymatic-gravimetric methods of Prosky
and co-workers or Lee and co-workers, or the enzymatic

chemical methods, such as that of Englyst and co-workers
(34). Examples of the enzymatic-gravimetric method are
AOAC Official Methods 985.29, 991.42, 991.43, and
993.19, for determining insoluble, soluble, and total dietary
fiber. 

III. OTHER COMPONENTS 

As shown in Tables 42.2 and 42.3, in addition to conduct-
ing proximate analysis for the major food components
described in Section II, further analysis is required to pro-
vide information on nutrition labels in the United States
and Canada, respectively, and similar regulatory require-
ments are found in many countries internationally. This
additional information includes the energy or caloric con-
tent, the contents of subclasses of fatty acids and carbohy-
drates, and the contents of a number of other components
that may be minor in quantity but are of major importance
as nutrients.

The specific methods recommended for analysis may
vary between different countries. International standards
are described in the FAO/WHO Codex Alimentarius
Methods of Analysis and Sampling (19). The list of meth-
ods used by the Canadian Food Inspection Agency or
CFIA (Table 42.3) to verify nutritional information is
illustrative of the use of a combination of sources for the
methods. As stated at the CFIA website: “The methods of
analysis recommended are those published in the most
recent version of the ‘Official Methods of Analysis of
AOAC International’ wherever possible. Other collabora-
tively studied methods such as those published by the
American Oil Chemists’ Society, American Association of
Cereal Chemists, ISO, etc. would also be considered
appropriate. In house or journal methods with adequate
method validation data are another possible option for
method selection” (8). More detailed information on some
of these methods is described in various chapters in this
Handbook, including those on gas chromatography,
HPLC, and mass spectrometry.

IV. TRENDS IN FOOD COMPOSITION
ANALYSIS

Some of the trends in the analysis of chemical composition
of food, with regard to methods validation, components
analyzed, and new techniques, are outlined in the follow-
ing sections.

A. VALIDATION OF METHODS OF ANALYSIS AND

VALIDITY OF FOOD COMPOSITION DATA

Nutrient values in food composition databases may be col-
lected from various sources of information generated by
chemical analysis of food samples, by calculations, or by
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expert estimation or “imputation” (36). Furthermore, the
analytical data may be obtained from chemical analysis of
food samples from the food industry, from government
agencies, from the scientific literature, or by analytical lab-
oratories that may or may not be ISO-accredited. Since the
data are gleaned from various sources and may be of
uneven quality and detail of supporting documentation, it
is crucial to assess whether or not the data are in fact reli-
able for inclusion in databases (36). For example, the
USDA Nutrient Data Laboratory has been working to
establish software for data acquisition, compilation, and
dissemination, as well as to facilitate the evaluation of ana-
lytical data quality based on five categories – sampling
plan, number of samples, sample handling, analytical
method, and analytical quality control, leading to a com-
bined rating represented by a quality index and confidence
code (36). 

There is a continuing need for reliable analytical
methods that can be used to determine compliance with
national regulations as well as international requirements
in all areas of food quality and safety. Some form of val-
idation procedure must be used to determine the reliabil-
ity of a method. The Codex Alimentarius Commission,
for example, requires that in order for a method of analy-
sis to be included in a Codex commodity standard, cer-
tain method performance information should be
available. This includes specificity, accuracy, precision
(repeatability, reproducibility), limit of detection, sensi-
tivity, applicability, and practicability, as appropriate.
However, “It is not practical or necessary to require that
all analytical methods used for food control purposes be
assessed at the ideal level … Limiting factors for com-
pleting ideal multi-laboratory validation studies include
high costs, lack of sufficient expert laboratories available
and willing to participate in such studies, and overall time
constraints” (20).

A joint FAO/IAEA expert consultation on “Validation
of Analytical Methods for Food Control” was held in
Vienna, December 2–4, 1997, to review existing schemes
for validation of international methods, to identify
requirements for validation of methods for analysis of vet-
erinary drug and pesticide residues, food additives, and
environmental contaminants in food, and to recommend
alternative approaches which would be practical, cost
effective, and considerate of time and human resource
constraints (18). Although a collaborative study con-
ducted according to generally accepted international pro-
tocols is always the preferred validation procedure, in
some cases it is not feasible to do so. In these circum-
stances, the evaluations may be done in one laboratory,
provided they are conducted according to five principles
addressing competence and third party review of the test-
ing laboratory, appropriate criteria assessment of the ana-
lytical method, careful documentation in an expert
validation report, and evidence of transferability (18).

B. THE IMPACT OF HEALTH ISSUES ON ANALYSIS

OF CHEMICAL COMPOSITION

Increasing numbers of reports on the associations between
consumption of certain foods or nutrients with improved
health or reduced risk of disease, have led to an explosion
of literature on food composition information on these
nutrients, nutraceuticals, and functional foods. However,
the validity of the measurements for specific bioactive
analytes has not been adequately assessed in many cases.
There is a need to apply the quality indices for methods
validation described in Section IV.A., and to initiate an
informatics approach to developing nutrient databases for
these components. Recent trends in this direction include
the initiation of a flavonoid database (37) and databases
for several bioactive food components including
carotenoids, six classes of flavonoids, omega-3 fatty
acids, and plant sterols (38). 

Increasing interest in the physiological roles of
dietary fiber and resistant starch has also led to a renewed
need to assess the methods for their determination.
Resistant starch is considered to be that starch which
resists digestion and absorption in the small intestine and
escapes into the colon, where it may be fermented by bac-
terial microflora. The enzymatic-gravimetric and enzy-
matic-chemical methods for dietary fiber analysis include
protocols for determining the content of resistant starch
(35), but it has been reported that some data on resistant
starch have only estimated retrograded amylose, which is
only one of the 3 or 4 components of resistant starch in the
diet (34). Similarly, data on dietary fibre intake around the
world are difficult to compare because of methodology
differences (34). In fact, a debate is ongoing at the present
time on what should be included in the definition of
dietary fiber. At the heart of the controversy is the issue of
whether total fiber should be classified into dietary fiber
(i.e. sources of fiber that are intrinsic or intact in plants)
versus functional fiber (i.e., fiber that has been isolated
and then incorporated as an ingredient in food products),
with associated concerns of how these two classes of fiber
might be analytically distinguished (39, 40). 

C. TRENDS IN METHODOLOGY FOR FOOD

ANALYSIS

There is a continuing need to explore the possibilities and
limitations of rapid methods for analysis of food, and of
equipment that will enable their successful application for
quality control (41, 42). As reviewed by Iban̂ez and
Cifuentes (43) in an excellent article, there have been many
advances in applying new analytical techniques in food sci-
ence, with an increasing focus on sophisticated techniques.
These include nuclear magnetic resonance, capillary elec-
trophoresis, mass spectrometry, and infrared spectroscopy,
as well as coupled techniques and new approaches to sample
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preparation (43), mass spectrometry, and hyphenated mass-
spectrometry techniques (44, 45) and the vibrational spec-
troscopic techniques of near-infrared, mid-infrared, and
Raman spectroscopy (46). Other recent trends include the
increased application of enzymes as indicators of food qual-
ity, biosensors, immunochemical techniques, DNA probes,
the polymerase chain reaction (PCR), rapid methods for
microbio-logical analysis, and authentication of foods using
isotopic methods (1, 43). There has also been great interest
in methods for the detection of genetically modified foods.
For example, Dahinden et al. (47) described the application
of real-time PCR technology for quantification of the genet-
ically modified organism (GMO) content of soybean
(Roundup Ready soybean-RRSoybean) or corn (Bt176,
Bt11, Mon810, and T25), and for demonstrating the ampli-
fication capacity of DNA from corn (invertase) and soybean
(lectin).

V. CONCLUSIONS

This chapter has provided an outline of the basic principles
and considerations for proximate analysis of food, and
briefly described the analysis of other constituents that are
of interest from the viewpoint of nutrition and health. A
multitude of techniques based on different principles are
available or being developed for the analysis of the chem-
ical composition of foods. Due to the diversity and hetero-
geneity of these food constituents, and the dependence of
the measured content of each constituent on the method
used for its analysis, it is imperative that reports on food
composition be accompanied by sufficient description of
the analytical methods used for obtaining those data, and
that these methods have been validated by officially recog-
nized associations. Only then can the data on chemical
composition of food analyzed by different sources or agen-
cies be meaningfully compared, interpreted, and applied.
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I. INTRODUCTION TO SPECTROSCOPY

Spectroscopy is the study of the interaction of matter with
electromagnetic radiation by absorption, emission, or
scattering. Spectroscopic techniques are invaluable for
obtaining both structural and quantitative information
about atoms and molecules, and are used extensively in
the analysis of foods and individual components. 

Electromagnetic radiation has a dual nature and acts
as if it is a particle (a photon) travelling through space
with the characteristics of a wave, with oscillating electric
and magnetic fields (Figure 43.1)(1). The energy of the
radiation, E, is directly related to the frequency, v (the
number of oscillations per second), by Planck’s constant
(h � 6.63 � 10�34 J-s),

E � h v (43.1)

The frequency, v, is inversely related to the wavelength,
λ, by

v � c/λ (43.2)

where c is the velocity of the radiation. The frequency of
radiation is determined by the source, and does not change
as the wave propagates through different media. However,
the velocity, and therefore the wavelength, is affected by
the medium. Wavelength is inversely related to energy, so
ultraviolet radiation with short wavelengths has more
energy than visible light. It should be noted that only
those wavelengths that are visible to our eye, from about
400 to 800 nm, are referred to as light. Radiation is the
general term used for electromagnetic radiation that
ranges from cosmic rays with wavelengths of 10–12 m, to
radio waves with wavelengths of 104 m. 

The charged particles of matter, the nucleus and
the electrons, can interact with specific wavelengths of
radiation, and the energy from the radiation can be trans-
ferred to, or absorbed by, the material. This absorption of
energy excites the atom or molecule from a lower energy
state (often the ground state at room temperature) to a
higher energy state, and is observed as an absorption spec-
trum. Alternatively, the emission of radiation when the
atom or molecule moves from a higher energy state to a
lower, more stable, energy state can be monitored as an
emission spectrum. There are a limited number of discrete
energy levels that a particular atom or molecule can
achieve, based on its structure. Therefore, only wave-
lengths of radiation with the precise amount of energy
that exists between two different energy states can be
absorbed or emitted. This allows atoms and molecules to
be identified by their unique absorption or emission
spectra.

The absorption and emission spectra of atoms are less
complicated than those of molecules. Atoms can undergo
electronic energy transitions, in which electrons (usually
valence electrons) move to higher or lower energy states.
Electronic transitions associated with excitation of valence
electrons can occur with the energy of ultraviolet or visi-
ble radiation. Molecules also undergo electronic transi-
tions, but have rotational and vibrational motions as well.
For each electronic state, there are several rotational states,

43-2 Handbook of Food Science, Technology, and Engineering, Volume 1

D. Quantitation ..............................................................................................................................................43-17
E. Sample Preparation ..................................................................................................................................43-17

VII. Circular Dichroism Spectroscopy ....................................................................................................................43-17
A. Introduction ..............................................................................................................................................43-17
B. Principles ..................................................................................................................................................43-18
C. Equipment ................................................................................................................................................43-18
D. Sample Preparation ..................................................................................................................................43-19

VIII. Nuclear Magnetic Resonance (NMR) Spectroscopy........................................................................................43-19
A. Introduction ..............................................................................................................................................43-19
B. Principles ..................................................................................................................................................43-20
C. Equipment ................................................................................................................................................43-20
D. Sample Preparation ..................................................................................................................................43-21

IX. Conclusion ........................................................................................................................................................43-21
References ....................................................................................................................................................................43-22

Wavelength
(λ)

Amplitude (A)

Direction
of propagation

Magnetic field (B)

Electric field (E)

FIGURE 43.1 The characteristics of electromagnetic radiation,
with electric and magnetic fields perpendicular to each other.



and for each rotational state, there are several vibrational
states (Figure 43.2). Vibrational motion occurs from the
bending or stretching of bonds between nuclei. The energy
required for vibrational motions is much smaller than for
electronic transitions, and vibrational transitions are typi-
cally excited by infrared radiation. Rotational motion
arises from movement of a molecule about its axes or cen-
ter of gravity. Transitions between rotational states require
even less energy than vibrational transitions, and can occur
with the energy found in the far infrared to microwave
regions of the electromagnetic spectrum. 

In addition to absorption and emission, radiation can
also be re-directed through scattering, reflection, or rota-
tion due to its interaction with matter. This can occur with
or without the transfer of energy, and therefore after inter-
acting with a sample, the radiation may have a different or
the same wavelength as the original radiation. 

While many forms of spectroscopy are based on the
interaction of electrons with electromagnetic radiation,
the interaction of nuclei with radiation can also be
detected under certain conditions. The nuclei of many
elements have magnetic properties, and when they are
placed in a strong external magnetic field, they will
populate different magnetic states. If the nuclei are
then exposed to radiation of an appropriate frequency,
they will absorb the radiation and undergo transitions
between magnetic states. The energy difference between
these magnetic states varies with the strength of the
external magnetic field and the chemical environment,
but occurs in the radiowave region of the electromagnetic
spectrum. 

A summary of the spectroscopic techniques that will be
explored in this chapter is given in Table 43.1. Spectroscopic
techniques of fluorescence, infrared, and mass spectroscopy
are discussed in other chapters of this book. 

II. ULTRAVIOLET-VISIBLE
SPECTROPHOTOMETRY

A. INTRODUCTION

Spectrophotometry is based on the ability of valence elec-
trons of molecules to absorb specific frequencies of radi-
ation, from the ultraviolet range (200 to 400 nm) through
the visible range (400 to 800 nm). The absorption of the
radiation can be detected using a spectrophotometer and
will yield an absorption spectrum. Spectrophotometry can
be used to obtain qualitative information regarding the
compounds that are present in a sample extract, but it is
not possible to obtain detailed structural information. In
molecules, there are simultaneous transitions between dif-
ferent vibrational, rotational and electronic states, result-
ing in rather broad absorption bands. Spectrophotometry
is more commonly used to quantitate the amount of a
compound in solution. It is an extremely versatile tech-
nique, and spectrophotometric methods of detection and
quantitation have been developed for hundreds of com-
pounds. The technique can also be used to detect enzyme
activity, and spectrophotometric detectors are commonly
used for high performance liquid chromatography
(HPLC). Some selected applications of spectrophotome-
try in food science are given in Table 43.2.
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B. PRINCIPLES

The energy associated with ultraviolet and visible wave-
lengths of radiation varies from about 150 to 36 kcal mole–1

(15). Energy of this magnitude corresponds to the energy
differences between electronic states of valence electrons of
molecules. Therefore, electromagnetic radiation in this
region absorbed by molecules can promote valence elec-
trons to an excited orbital. The types of electronic transitions
that occur with absorption of ultraviolet and visible radiation
include sigma bonding (associated with single bonds) to
sigma antibonding orbitals (σ-σ*), non-bonding electrons to
sigma antibonding orbitals (n-σ*), or more commonly, pi
bonding orbitals (formed by parallel overlap of p-orbitals) to
pi antibonding orbitals (π-π*) and non-bonding electrons to
pi antibonding orbitals (n-π*). The σ-σ* and n-σ* transi-
tions require higher amounts of energy, and therefore

usually involve absorption of ultraviolet radiation below 200
nm. These transitions cannot be monitored in commonly
used instruments. A π-π* transition occurs with a carbon
double bond and n-π* transition requires a nitro or carbonyl
group with a non-bonded electron as well as a double bond.
The π-π* and n-π* transitions occur readily with the energy
available in the ultraviolet and visible spectrum. Molecules
in which these types of electron transitions occur are
referred to as chromophores, from chroma, the Greek word
for color, and phoros meaning producer. Many food col-
orants have these types of bonds, and therefore are capable
of absorbing visible light, giving color to our foods. Some
typical chromophoric groups are given in Table 43.3. An
auxochrome is a compound that does not exhibit absorption
itself, but alters the wavelength or the intensity of absorption
of a chromophore. If a longer wavelength of radiation is
absorbed, it is termed a bathochromic or red shift, while a
shift to shorter wavelengths is referred to as a hypsochromic
or blue shift. 

In addition to excitation of valence electrons, absorp-
tion of radiation by a molecule can result in charge trans-
fer reactions involving the movement of an electron from
one atom to another. As well, transition metals, with
unfilled d- or f-orbitals, can also absorb radiation in the
ultraviolet-visible region of the spectrum, corresponding
to transitions between different d- or f-electronic states.
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TABLE 43.1
Selected Characteristics of Some Spectroscopic Techniques

Spectroscopic Technique Interacting Radiation Transition Interaction

Near Ultra-Violet Spectroscopy 200–400 nm Valence electrons of molecules Absorption
Visible Spectroscopy 400–800 nm Valence electrons of molecules Absorption
Tristimulus Colorimetry 400–800 nm — Reflection
Atomic Absorption Spectroscopy 160–900 nm Valence electrons of atoms Absorption
Atomic Emission Spectroscopy 160–900 nm Valence electrons of atoms Emission
Polarimetry/ 

Optical Rotary Dispersion 200–800 nm Circularly Polarized Valence electrons of molecules Rotation
Circular Dichroism 170–700 nm Circularly Polarized Valence electrons of molecules Absorption
Nuclear Magnetic Resonance Radiowaves � 1 mm Nuclear spin transitions Absorption and Emission

TABLE 43.2
Selected Applications of Spectrophotometry 

Application Reference

Quantitation of chlorogenic acid in potatoes 2
Determination of protein and fat in milk 3
Determination of paraquat in food and other samples 4
Determination of sulfite in foods using HPLC 5

and ultraviolet spectrophotometric detection
Ultraviolet spectra to assess oxidative stability of corn oils 6
Determination of vitamin C by visible spectrophotometry 7

after derivatization with Folin reagent
Determination of histamine in fish meal using 8

visible spectrophotometry
Determination of transglutaminase activity 9
Determination of allicin and alliinase activity 10
Derivative spectrophotometry to determine two 11

food dyes simultaneously.
Derivative spectrophotometry for determination 12

of o- or p-nitrophenol, as a marker for some pesticides
Derivative spectrophotometry to determine tryptophan 13

in proteins
Estimation of specific growth rates and lag times of 14

microbial cultures under different conditions

TABLE 43.3
Some Chromophoric Groups 

Chemical Group Structure Transition

Acetylenic - C ≡ C - π-π*
Amide - CONH2 π-π*, n-π*
Carbonyl - C � O π-π*, n-π*
Carboxylate - COO� π-π*, n-π*
Ester -COOR π-π*, n-π*
Ethylenic - C � C - π-π*
Nitro - NO2 π-π*, n-π*
Oxime - C � N - π-π*, n-π*

Source: Ref. 15.



To obtain the absorption spectrum of a sample, a
beam of radiation is passed through the sample, and the
power of the incident beam, Po, is compared to the power
of the radiation passing through the sample, P, the trans-
mitted beam (Figure 43.3). The power of the transmitted
beam will be reduced from the incident beam due to
reflection at the cuvette and sample interfaces, scattering
within the sample, and absorption by the analyte. The
transmittance of the sample, T, is the ratio of the radiant
power transmitted by a sample to the power of the inci-
dent beam,

T � P/Po (43.3) 

Transmittance values range from 0 to 1, or from 0–100%
for percent transmission. There is a logarithmic relation-
ship between transmission and concentration of a com-
pound that makes it inconvenient to relate the two.
Therefore, another term, absorbance, A, is used, defined as 

A � log (1/T) �� logT (43.4) 

The relationship between transmission and absorbance
with concentration can be seen in Figure 43.4. 

It was established, independently by Bouguer in 1729
and Lambert in 1760, that absorbance was directly pro-
portional to the thickness of a sample, when concentration
was constant, while Beer in 1852 determined that if the
sample thickness was constant, the absorbance was pro-
portional to concentration (15). These observations are
combined to derive what is commonly referred to as the
Beer-Lambert Law, or simply Beer’s law, as

A � a . d . c (43.5) 

where a is absorptivity, a proportionality constant for a
molecule at a specific wavelength, d is the sample path-
length, and c is the concentration of absorbing molecules.

The units of absorptivity vary, but reflect the units for con-
centration and sample pathlength. Molar absorptivity, or
the molar extinction coefficient, ε, has units of M�1cm�1,
while it is typical to give absorptivity constants of some
compounds, such as proteins, in terms of a 1% solution at
a specified wavelength and a 1 cm pathlength. 

Beer’s law is used in all absorptive spectroscopies, but
is only valid if the following conditions are met: (1) the
incident radiation is monochromatic, composed of a single
frequency, since each wavelength will have its own absorp-
tivity; (2) the solution is dilute enough that molecules
absorbing the radiation act independently of each other; (3)
the absorbing sample does not scatter or reflect the incident
radiation (some unavoidable effects may be compensated
by using a reference cell that contains all the sample com-
ponents except the analyte); and (4) the absorption occurs
in a uniform solution. Beer’s law can also be applied to
mixtures of molecules, as long as the components of the
mixture do not chemically or physically interact.
Therefore, absorbance of a mixture is additive, as follows,

Acompounds 1�ι � ε1dc1 � ε2dc2 � …. � d Σειcι (43.6)

C. EQUIPMENT

The basic elements of a spectrophotometer consist of a
radiation source, a wavelength isolator, a sample con-
tainer, and a detector.

1. Radiation Source

An ideal radiation source will produce stable, uniform, high
intensity radiant energy over the wavelength spectrum
of interest. A tungsten filament (or tungsten-halogen)
lamp can be used from 320 nm into the infrared region to
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FIGURE 43.3 Attenuation of a beam of radiation by reflection
at the cuvette and sample interfaces, scattering by particulates,
and absorption by the analyte.
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2500 nm, but cannot be used in the ultraviolet region. The
most common type of lamp for the ultraviolet region is a
deuterium electrical discharge lamp with a quartz envelope,
which can operate from about 180 to 370 nm. 

2. Wavelength Isolator

A wavelength isolation device is an essential component
of a spectrophotometer that enhances the selectivity of the
analysis and the sensitivity of the instrument by eliminat-
ing most of the radiation that is not absorbed by the sam-
ple. The benefit of selecting radiation with a narrow range
of wavelengths can be explained by the following exam-
ple. Assume that a radiation source provides a constant 10
units of energy at every nm from 350 to 449 nm. A sam-
ple placed in the radiation beam absorbs 5 units of energy
but only at 400 nm. If no wavelength isolation is used, the
spectrophotometer must detect the difference between no
sample (1000 units of radiation) and the sample (995
units), a 0.5% difference. However, if a crude wavelength
isolation device is used which restricts the incident radia-
tion to 10 nm around the wavelength of interest, 395–404
nm, the difference between the blank and the sample is
now 100 versus 95 units of radiation. This is a difference
of 5%, resulting in a 10-fold increase in sensitivity. A sec-
ond important reason for using a wavelength isolation
device is to enhance the selectivity of the analysis. If the
radiation incident on the sample has a wide range of
wavelengths, the observed absorption may be due to the
interaction not only of the analyte of interest at the
expected wavelength, but also from a contaminant which
absorbs at another wavelength. 

Using filters that only transmit radiation of certain
wavelengths is one of the oldest methods of wavelength
selection. Filters, however, have low selectivity and trans-
mit relatively wide ranges of radiation. It is more common
to use a monochromator, with a diffraction grating or a
prism to separate wavelengths of radiation and focus them
on the sample. The monochromator has an entrance slit to
allow radiation to enter. The radiation is collected on a
concave mirror and can be reflected to a prism or diffrac-
tion grating, which physically separates the different
wavelengths of radiation. The diffraction grating is a
reflective surface with 1200 to 1400 etched grooves per
millimeter. The individual wavelengths of radiation are
then reflected from another concave mirror to a focal
plane aligned with the exit slit. By adjusting the exit slit,
the desired wavelength of radiation is passed through the
slit and can interact with the sample. In practice, it is not
possible to select a single wavelength of radiation, but
rather a narrow bandwidth of radiation, centered on the
wavelength of interest, is obtained. Many instruments
allow the entrance and exit slit widths to be varied, which
affects the bandwidth of radiation selected. While a nar-
rower exit slit results in a narrower bandwidth, the radiant

power will be decreased. Usually, absorbance peaks in the
ultraviolet-visible region are fairly broad, so a relatively
wide bandwidth will give good results, and has the added
advantage of giving a better signal to noise ratio. 

3. Sample Holder

The sample holders used for spectrophotometric measure-
ments are cuvettes. These are often sold in matched pairs
that can be used in a dual beam spectrophotometer.
Commonly used cuvettes have a pathlength of 1 cm, and
may be constructed to hold either 4.5 or 1.5 mL volumes.
Specialized cells are also available, with pathlengths vary-
ing from 1 mm to 10 cm, and volumes ranging from a few
microliters to greater than 30 milliliters. Since the cuvette
becomes part of the path that the radiation follows, it is
critical that it does not contribute significantly to the
absorption at the wavelengths of interest. The materials
used for cuvettes vary depending on the wavelength of
radiation that must be detected. For visible spectroscopy in
the range from 340 nm to 800 nm, glass, quartz, poly-
styrene, or methacrylate cuvettes may be used. The poly-
styrene and methacrylate materials will give 75–90%
transmission at the lower end of this range. For the ultravi-
olet region, only quartz or fused silica cuvettes must be
used, as the other materials are opaque to ultraviolet radi-
ation. It is important that the cuvette surface is free from
scratches, material deposits, or other imperfections that
can cause scattering or absorption of the incident radiation.
Glass, quartz, or silica cuvettes can be cleaned periodically
using 5M nitric acid or special detergents, designed to
remove biological deposits, followed by rinsing with copi-
ous amounts of distilled-deionized, or reverse osmosis
water. Ultrasonic baths for cleaning are not recommended
by some manufacturers, as the cuvette may crack if it res-
onates with the bath frequency. Only lens paper or a soft
cloth should be used to wipe the outer surface of the
cuvette, as other papers with wood fibers can scratch the
surface. The advantage of the plastic cuvettes is that they
are inexpensive enough for single use, and therefore, main-
tenance is not an issue. An alternative to using cuvettes is
to carry out analyses in microplates containing 96 wells.
The absorbance of each well is obtained using a spec-
trophotometric reader designed specifically for such
plates. Using this format, multiple assays can be per-
formed quickly, with significant savings of precious sam-
ples or reagents since the volume of each well is only a few
hundred microliters. However, the pathlength, and there-
fore the absorbance of the sample, varies with the total vol-
ume used for the assay and must be determined. 

4. Detector

The radiation that is transmitted through a sample is quan-
tified by conversion to an electrical signal by a detector. A
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common type of detector is a photomultiplier tube. The
photomultiplier tube is made up of a photoemissive cath-
ode, coated with an easily ionized material, and several
dynodes in a vacuum. A voltage of 400 to 2500 V exists
between the cathode and the anode. When a photon strikes
the cathode, electrons are ejected and strike the first dynode
and release multiple secondary electrons. These accelerate
toward the next dynode, which again multiplies the elec-
trons released in a cascade, with an eventual gain of 104 to
107. These gains are very useful in detecting low levels of
radiation. The amplified electrical signal can be displayed
on an analogue meter, through the position of a needle on a
meter, or converted to a digital signal and manipulated by a
computer and displayed on a numerical read-out. 

5. Dispersive Instruments: Single-Beam and
Double-Beam Optics

In a single-beam spectrophotometer, the radiation follows a
path through a single cuvette to a detector. This type of
instrument is calibrated for 0% T by completely blocking
all radiation from the detector, and 100% T using a refer-
ence sample that, ideally, contains all the components
except the analyte. Because the calibration for 0 and 100%
T is carried out independent of the sample readings, ran-
dom fluctuations in lamp intensity, electrical power, and
drift over time may introduce error into the sample read-
ings. Repeated calibrations can be used to compensate for
instrumental drift over time.

A double-beam spectrophotometer has a design
advantage over a single beam instrument in that the radi-
ation emitted by the source is split into two beams of
equal intensity (Figure 43.5). This can be accomplished
by a rotating sector mirror (chopper), which rapidly
focuses the radiation beam sequentially through the sam-
ple cell, and then the reference cell, as it rotates. A single
detector can receive alternating signals from the sample
and the reference cells or there may be separate detectors
for the sample and reference. With either approach, any
minor fluctuations or drift in the radiation will affect the
reference and sample beam identically, and can be
ignored. A disadvantage of the double beam configuration
is that the power of the incident radiation on the sample is
decreased by splitting the beam, and therefore, the signal
to noise ratio may be lower than with single-beam optics.

6. Diode Array Instruments

Diode array spectrophotometers have a very different
design from dispersive instruments (Figure 43.6). In this
type of instrument, the radiation covering all the wave-
lengths of interest is collimated, passed through the sam-
ple, and then separated into its component wavelengths
using a fixed grating. The radiation is then projected onto
hundreds of diodes that are present on a silicon chip,

termed the diode array. Each diode acts as a capacitor, and
creates an electrical discharge proportional to the incident
radiation. A photodiode is generally made up of a semi-
conductor and a capacitor to charge the semiconductor. As
radiation hits the semiconductor, electrons flow through
it, thereby lowering the charge on the capacitor. The inten-
sity of radiation of the sample is proportional to the
amount of charge needed to recharge the capacitor at pre-
determined intervals. This type of instrument allows an
absorption spectrum to be obtained in less than a second,
since each diode collects radiation at its unique wave-
length at the same time; therefore, one of the major advan-
tages of this type of instrument is the rapid analysis. 

D. QUANTITATION

Quantitation is the most common use for spectrophoto-
metry, and is typically carried out using a standard curve. A
solution with a known concentration of the analyte is used
to make up a series of dilutions. Then a plot of absorbance
versus concentration at the appropriate wavelength is made.
The slope of this plot can be used to determine the extinc-
tion coefficient of the compound. Alternatively, by knowing
the extinction coefficient of the compound in the solvent, it
is possible to calculate the concentration, using Beer’s law,
relating the concentration of an analyte in solution to the
amount of absorbance of radiation. 
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Care should be given to the selection of an appropri-
ate reference sample. As noted above, the ideal reference
sample contains all the sample components except the
analyte. However, in practice, distilled water or even air is
sometimes used to establish 100% transmission, which
can cause erroneous absorbance measurements. If the
refractive index of the reference and sample are not close,
different amounts of reflective radiation loss will occur at
the cuvette window. This failure to match the refractive
index of the sample and reference can result in a shift of
the baseline, with apparently greater than 100% transmis-
sion in the sample. 

While many spectrophotometers are reported to give
linear responses to 3 absorbance units, linearity of
absorbance for any compound must be confirmed experi-
mentally. At high concentrations of the analyte, one of the
assumptions of Beer’s law, the independence of the
absorbing species, may not hold. At high concentrations,
the analyte may interact with itself or other molecules,
which can alter the absorption spectrum. As well, the
design of the spectrophotometer dictates that the most
accurate data will be obtained from absorbance values in
the range from about 0.2–0.8 absorbance units. When
sample concentration is very high, most of the radiation
incident to the sample is absorbed, leaving only a small
percentage traveling to the detector. Therefore, even a
small error in determining the transmitted radiation power
yields a large relative error, when compared to how much
radiation is being detected. When the sample concentra-
tion is very low, on the other hand, most of the radiation
falls on the detector. Again, a small error in radiation
power at the detector translates into a large relative error
in the amount of radiation absorbed by the sample. 

Detection limits in spectrophotometry depend on the
absorptivity of the compound being measured. A com-
pound with a molar extinction coefficient of 104 to 105

M�1cm�1 can be detected in the micromolar concentration
range. The wavelength of maximum absorbance (or mini-
mum transmission) is the best to use for the analysis. This
wavelength will yield the greatest sensitivity, with the
greatest changes in absorbance as concentration changes.
The accuracy and precision of a spectrophotometric assay
depends on instrumental limitations, control over physical
and chemical variables such as temperature, pH, and
reagent purity, and operator skill. 

In some analyses, the spectrum of the analyte of inter-
est cannot be completely separated from interfering mate-
rials in the sample, or the baseline is shifted. In these cases,
it may be beneficial to use the first, second, or higher order
derivative for qualitative and quantitative analysis of
absorption spectra (16). The derivatives can be easily cal-
culated from the absorption spectra with the computers
and programs that are standard with many modern instru-
ments. The first derivative of a single peak spectrum is 
a plot of the gradient dA/d λ versus wavelength, with a

minimum that occurs at the λmax and a maximum. The con-
centration of the analyte is proportional to the distance
between these. The second derivative is d2A/d λ2 versus
wavelength, and has two maxima with a minimum
between them at the λmax. The derivative spectra feature
sharp bands, compared to the broader bands of the original
spectra, which can enhance detection of minor spectral
features. If Beer’s law is valid for the original spectrum,
then the derivative can be used for quantitation as

dn A / d λn � dn ε / d λn dc (43.7)

Another quantitative application of spectrophotometry is
to determine reaction rates, rather than absolute
absorbances. The rate of change in absorbance is deter-
mined just after mixing all the sample components and
well before equilibrium is established. The concentration
of the analyte is then proportional to the slope of
absorbance as a function of time. Such procedures may be
used for determining enzymatic activity. It should be
noted that reaction rates can be very dependent on chem-
ical and physical aspects of the reaction, such as pH and
temperature, and these factors must be carefully con-
trolled to obtain meaningful results.

Ultraviolet-visible absorption spectra can be used to
qualitatively identify the presence of molecular species,
by comparing the spectrum of an unknown with a library
of possible compounds, or simply observing a character-
istic absorption peak. Absorption is proportional to con-
centration, but spectra obtained at different concentrations
can differ due to variations in absorptivity at different
wavelengths, making comparisons difficult. 

E. SAMPLE PREPARATION

Clear solutions are required for spectrophotometry. If the
analyte is in a suspension with some turbidity, rather than
a clear solution, then a significant amount of radiation will
be scattered, rather than absorbed, violating one of the
assumptions of the Beer-Lambert law. A wide variety of
solvents with various additives can be used to enhance
solubility of the analyte of interest. The only limitation is
that the solvent and additives must not themselves exhibit
a significant amount of absorption in the region where the
analyte will be monitored. All common solvents are suit-
able for use in the visible range of the spectrum, while
fewer are transparent at the lower end of the ultraviolet
range (Table 43.4). For optimal results, the absorbance of
the cuvette and solvent should be no more than 0.05
absorbance units.

Turbid suspensions are deliberately used for some spe-
cific applications, not involving absorption. Microbial cell
growth curves can be determined by monitoring the
decrease in transmission of radiation through a sample
caused by scattering of radiation, and with a standard
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curve, microbial cell density in a solution can be estimated.
Alternatively, an increase in transmission, as a result of a
decrease in the scattering of radiation, of a bacterial sus-
pension can be used as a qualitative indication of cell lysis. 

III. TRISTIMULUS COLORIMETRY

A. INTRODUCTION

Tristimulus colorimetry is the measurement of the per-
ceived color of objects, based on the reflection of visible
light from an object. Three components influence col-
orimetry readings: the radiant energy spectrum of the light
source impinging on the object, the characteristics of the
object itself, and the sensitivity of the detector, the human
eye (17). A change to any of these three interacting com-
ponents usually results in a change of perceived color.
Color is not a strictly physical characteristic of an object,
but is a psychophysical characteristic, since it depends on
human perception of light reflected from an object. There
are many factors that influence color perception by an
individual including the light source, the viewing angle,
the background, the size of the object, surface texture,
particle size, number of receptors in the eye, and even
aging or yellowing of the lens in the eye. These factors,
and the ability of the human eye to distinguish subtle
color differences, make reproducible color description
and color difference estimation by people very difficult.
Instruments have been developed that standardize the
radiation source, the viewing conditions, and the detector,
so that reproducible color parameters can be obtained.
This allows color to be unambiguously defined for an
object, and color differences between objects to be meas-
ured. Colorimetry can be used to establish color standards
or color tolerances that are used for quality assessment, to
determine the effects of physical and chemical conditions
on the color of a sample, and to establish color parameters

that can be used as rapid and non-destructive indices of
other components in the sample, for example, the amount
of a pigment in a sample or the loss of a reactive compo-
nent. Applications of tristimulus colorimetry to foods are
given in Table 43.5.

B. PRINCIPLES

Colorimetry has the ultimate objective of being able to
provide color coordinates that will enable different people
to describe and visualize a color unambiguously. This is
most easily achieved with a uniform color space, so that
the distance between two colors in three-dimensional
space correlates with their visual color difference.
Numerous color appearance models, or color space mod-
els have been developed, and one well-recognized system
is the CIE1 L*, a*, b* system, which provides a reason-
ably uniform color space (Figure 43.7). The L* value rep-
resents lightness and ranges from 0 (black) to 100 (white),
the a* value represents red to green (positive to negative
values), and the b* value represents blue to yellow (posi-
tive to negative values). These values can be manipulated
to yield the hue and chroma of the object. Hue is the name
given to a color, such as red, blue, or yellow, while
chroma is the saturation, or intensity of the color, relative
to a white object viewed under similar illumination. The
absolute value of a* and b* values indicates the chroma of
the object, and can be defined as 

Chroma � (a*2 � b*2)0.5 (43.8)

while the hue is the angle defined by a point in color space
joined to the origin and the positive a* axis. Hue can be
calculated in positive degrees as 

Hue � tan�1 (b*/a*) (43.9)
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TABLE 43.4
Ultraviolet Absorption Cut-Off of Some Solvents

Solvent Ultraviolet Cut-Off (nm)

Acetonitrile 190
Cyclohexane 210
Ethane 210
Hexane 210
Methanol 210
Water 210
Glycerol 220
Ethyl ether 220
Chloroform 245
Ethyl acetate 260
Carbon tetrachloride 265
Benzene 280
Acetone 330

TABLE 43.5
Selected Applications of Tristimulus Colorimetry 

Application Reference

Optimization of color stability of cured hams, 18
determined from tristimulus color parameters

Tristimulus colorimetry to assess the color of honey 19
Tristimulus colorimetry to assess color changes in 20

an oil in water emulsion due to Ostwald ripening
Tristimulus colorimetry to assess whitening ability 21

of dairy products and coffee whiteners
Tristimulus colorimetry to assess relationship between 22

color and flavor of roasted peanuts

1 CIE, the International Commission on Illumination abbreviated from
its French title Commission Internationale de l’Eclairage, is an interna-
tional organization for research and exchange of information on matters
relating to the science and art of lighting.



C. EQUIPMENT

Tristimulus colorimeters use a light source with a defined
energy spectrum, standardized illumination and viewing
conditions, and sensors that simulate the way the human
eye perceives color. While different instruments use dif-
ferent color appearance models, values from each model
can be interconverted using appropriate equations.
Tristimulus refers to the concept that most colors can be
matched by addition of different amounts of the three pri-
mary color lights—red, green, and blue. The components
of a tristimulus colorimeter include a light source, a sam-
ple holder, a set of filters, and a detector (Figure 43.8).

1. Light Source

The light source has a significant effect on the perceived
color of an object, since the reflected light is dependent on
the intensity of the incident light. It is a common experience
to observe that the color of an object differs when viewed
under different lighting conditions. There are two light
sources that are commonly used in tristimulus colorimeters,
Illuminant A and D65. Each is defined by the CIE.
Illuminant A represents incandescent illumination. D65
mimics daylight, and is characterized by a correlated color
temperature of 6500 K. The correlated color temperature of
an illuminant is derived from the concept of a black body
radiator, a theoretical light source, in which the quantity
and wavelengths of energy emitted increase with the
absolute temperature. Therefore, as correlated color tem-
perature increases, the emitted radiation becomes more
intense, with more blue (shorter) wavelengths. Although
D65 is a commonly used illuminant, there are other D illu-
minates used in colorimeters with different correlated color
temperatures. 

The angle that the light illuminates the object, coupled
with the angle that the reflected light is viewed will also
influence the perceived color. Therefore, the CIE has
defined two sets of geometries for illumination and view-
ing that are commonly used in tristimulus colorimeters. In
the first set, the sample is illuminated from all angles,
using a sphere light source, and viewed at 0° to the sur-
face. Alternatively, the sample can be illuminated at 0°,
and the reflected light collected from all angles. Both of
these configurations will yield the same tristimulus values.
The second set of geometries includes illumination at 45°
and viewing at 0° (shown in Figure 43.8), or alternatively,
illumination at 0° and viewing at 45°. Again, both config-
urations will yield the same result. This design eliminates
all components of gloss from the color parameters. 

2. Filters and Detector

The filters used in a tristimulus colorimeter mimic the
color sensitivity of an average person, based on the spec-
tral responsiveness of the three types of cones in the
human eye. The response curves are known as the stan-
dard observer curves. The concept can be understood as
the amounts of red, green, and blue primary lights that are
needed to match the colors of an equal energy spectrum
by a person with average color vision. However, for cal-
culation purposes, the red, blue, and green primary colors
are mathematically converted to X, Y, and Z primaries, as
some yellow hues cannot be matched by adding red,
green, and blue light. Tristimulus colorimeters may use
four filters, rather than three, for the same reason.
Phototubes that monitor the light transmitted through each
filter are used for detection.

An alternative system to the use of filters is a scanning
spectrocolorimeter that uses a monochromator, coupled
with diodes for detection. The reflectance data for every 5
or 10 nm are multiplied by the color-matching function of
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the standard observer curves, and then integrated across
the spectrum to yield values for the color appearance
model used by the instrument. 

The specification of absolute color of an object
requires careful calibration of the light source and detec-
tors of a tristimulus colorimeter, and it is difficult to obtain
identical readings between two different instruments.
However, very reproducible results can be obtained from
determinations of color differences between two objects,
and this is a more common and reliable application of a
colorimeter. It is important to remember that some color
differences, measured instrumentally, may not be distin-
guished visually. Therefore, instrumental results must
always be related to human perception. 

D. SAMPLE PREPARATION

The ideal material for determining surface color is uniform
in color, flat, smooth and does not exhibit gloss; however,
few food materials have all of these characteristics.
Therefore, the characteristics of each sample must be con-
sidered to obtain useful color information. Color measure-
ments may be obtained on liquid, solid, or powder samples,
and may require very little preparation prior to analysis.
The main objective is to evaluate a sample as it would be
normally viewed. Color parameters will vary with depth,
surface characteristics, and particle size of the sample.
Smaller particles will cause more scattering of light, and be
perceived as brighter but less colorful than the same mate-
rial with larger particles. Since color may vary within the
sample, on the top or bottom, or depending on orientation,
it may be appropriate to take several instrumental readings,
turning or moving the sample between readings. The aver-
age color parameter can then be calculated. For translucent
or transparent samples, a consistent sample depth must be
used since color will change with the sample thickness. As
well, some light may be transmitted through translucent or
transparent samples, and therefore it is necessary to use a
consistent background such as a white plate, and to avoid
stray light that might be transmitted through the sides of
the container holding the sample. 

IV. ATOMIC ABSORPTION
SPECTROSCOPY

A. INTRODUCTION

Atomic absorption spectroscopy (AAS) is a technique used
to detect or quantitate the presence of elements, usually
metals, at the sub part per million concentration. It can be
used to detect elements in almost any solid, liquid, or
gaseous sample, although most samples are converted into
homogeneous solutions prior to analysis. Usually, only a
single element is quantitated in each analysis. AAS is based
on the absorption of radiation by ground state atoms, rather

than molecules, but obeys the same general principles
described for spectrophotometry. Two common types of
AAS are flame AAS, and graphite furnace or electrother-
mal AAS. These methods differ in the way that ground state
atoms are produced. Some applications of AAS to deter-
mine metals in food samples are given in Table 43.6.

B. PRINCIPLES

There are two key steps involved in AAS (27,28). The first
step is the production of free atoms of the analyte from the
sample material, produced by heating the sample using
either a flame or a furnace. During heating of a sample, the
solvent is evaporated, water of hydration is removed, oxides
may be produced, and finally free atoms of the metal are
generated. The second step is the excitation of the atoms to
a higher electronic energy state, mediated by the absorption
of radiation by the valence electrons. The energy associated
with the absorbed radiation corresponds to the difference in
energy between the ground state and an excited state of the
valence electrons, and is characteristic of each atom. There
are multiple excited states that an atom can achieve, and
therefore the absorbance spectrum of an atom is composed
of several absorption lines. However, the resonance transi-
tion state, from ground state to the first excited state, is the
most intense and therefore used most often as it offers the
best sensitivity. Alternative resonances may be used if there
is interference at the wavelength of the first excited state.
Absorption lines for the different elements occur in the
wavelength range from about 160 to 900 nm. The lines of
the atomic absorption spectrum are very narrow compared
to the absorption spectrum of a molecule obtained in the
ultraviolet and visible range because there are no vibrational
or rotational transitions for free atoms. 

C. EQUIPMENT

1. Flame Atomic Absorption Spectroscopy

The basic components of a flame AAS are the radiation
source, flame atom cell with a burner, sample introduction
system, monochromator, and the detection system (Figure
43.9). A computer is usually used for control of the instru-
ment, and manipulation of the data.
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TABLE 43.6
Selected Applications of Atomic Absorption
Spectroscopy (AAS) 

Application Reference

Flame AAS to determine Cd, Cu, and Pb in samples 23
Graphite furnace AAS determination of vanadium in foods 24
Graphite furnace AAS determination of Pb in wine 25
Flame AAS simultaneous determination of Cu, Zn, Fe, 26

and Mn, or Na, K, Ca, and Mg



a. Radiation source
The most common radiation source is the hollow cathode
lamp (HCL), where the cathode is composed of the same
metal as the analyte of interest. The HCL contains a glass
envelope with a silica window for use in the ultraviolet
spectrum. The glass envelope is filled with an inert gas such
as neon or argon, at a low pressure between 1 to 5 torr. A
voltage applied between the anode (positively charged) and
the metal cathode causes the gas to ionize at the anode. The
positive ions are accelerated toward the cathode, strike it,
and cause some of the metal ions from the cathode to be
released in an excited state. The excited ions produce an
intense spectrum of radiation, characteristic of the metal
when they return to the ground state. These metal atoms
then diffuse back to the cathode or deposit on the glass
envelope. Therefore, the HCL emits very narrow spectral
lines of radiation, some of which are identical to the absorp-
tion lines of the analyte (Figure 43.10). The spectral width
of atomic absorption lines is about 10�5 nm. There is some
broadening of these lines to about 0.001–0.005 nm, but
even these ‘broader’ absorption lines are much narrower
than the resolution limits of the conventional spectral wave
band selector. Therefore, the specific emission lines of the
HCL eliminate a large background signal, and inherent loss
of sensitivity, that would result from using a broad spec-
trum radiation source with a monochromator.

Typically, single element lamps are used but there are
some multi-element lamps that can generate the absorption
spectra of several metals simultaneously. However, usually
one element is more volatile than the others, and tends to
cover the surface of the other metals, reducing the intensity
of radiation from these elements. The advantage of these
multi-element lamps is that a single sample may be used to
quantitate several elements, which is more time- and cost-
efficient. An example of a multi-element lamp is the calcium
and magnesium HCL, which has been used extensively for
analysis of dairy products, plant extracts, and other samples.

b. Flame atom cell
The flame atom cell is where the sample is converted into
free atoms by heating in a flame held in the burner. The
flame therefore acts as the sample holder. A typical flame
uses air as the oxidant and acetylene as the fuel. The ratio
of oxidant and fuel can be varied to produce an oxidizing
or reducing flame, which is optimized for each element.
This flame is hot enough (~2500 K) to dissociate mole-
cules of the sample into atoms for approximately 50 of the
elements. However, there are approximately 10 to 20 ele-
ments that require a hotter flame, obtained using nitrous
oxide-acetylene flame (~3200 K). These include elements
that form very stable oxides such as aluminum, barium,
and boron, and others such as lanthanum, the rare earth
metals, molybdenum, silicon, and vanadium (29). A rela-
tively long flame, several centimeters in length, is used to
maximize the pathlength of the sample, and the amount of
radiation absorbed by the atoms. 

c. Sample introduction system
The sample is usually introduced into the flame as a fine
mist with an ideal droplet size of 2 to 6 µm. The system
should introduce the sample reproducibly, with no interfer-
ences, and no cross contamination between samples.
Pneumatic nebulizers are the most common method of sam-
ple introduction. A jet of compressed air aspirates and neb-
ulizes the solution. In a concentric nebulizer, the oxidant gas
surrounds the sample as it emerges from a capillary tube,
causing reduced pressure at the tip, and a suction of the sam-
ple solution from the container. The high velocity of the
sample as it exits from the capillary tube creates a pressure
reduction that causes the drop to break into a fine mist.
Larger aerosol droplets are removed through a drain tube as
the sample passes through an expansion chamber, and the
remaining sample is mixed with the gases. Typically only 5
to 10% of the sample is nebulized and flows to the burner.
Ultrasonic nebulizers, using high frequency sound between
0.1 to 10 MHz, have also been developed. These have a
higher efficiency (~30%) than the pneumatic systems and
can generate homogeneous aerosols with droplets smaller
than 5 µm. They also allow the aerosol generation rate and
gas flow rate to be varied independently. Because the sam-
ple is fed into the flame in a steady stream, a steady state sig-
nal is produced for each sample, depending on the flow rate.
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d. Monochromator and detector
The monochromator is used to isolate the wavelength of
interest. However, the inherent selectivity of the hollow
cathode lamp means that only a low resolution monochro-
mator is needed. A typical monochromator is composed of
entrance and exit slits, and a prism, or gratings, similar to
that used for a spectrophotometer. There has been some
development of more complex optical systems for multi-
element sensing. A photomultiplier tube, similar to those
used in spectrophotometry, can be used for detection.

2. Graphite Furnace Atomic Absorption
Spectroscopy

Furnace AAS differs from flame AAS in the way that
atoms are generated and the sample is introduced into the
system. Most designs are based on a heated graphite atom-
izer, commercially developed by the Perkin-Elmer
Corporation. This system is a graphite tube, 50 mm long
with a 10 mm diameter, heated by electrical resistance. An
inert gas such as argon or nitrogen flows through the tube
at a constant rate, and the system is enclosed in a water
jacket. Discrete microlitre volumes of sample are deposited
through an injection port onto a platform in the center of
the tube, and are heated in three stages by applying a vari-
able current. In the first stage, the solvent is evaporated,
then the sample matrix is ashed, and finally the elements
are atomized. The atom cloud then absorbs radiation from
the HCL, and a single signal peak is produced from each
sample application. Samples can be manually introduced to
the graphite tube with micropipettes, but automatic sample
introduction is also used. The technique requires from 2 to
200 µl volume, or a few milligrams of solid sample. While
the technique is attractive because of the enhanced sensi-
tivity and the small sample size, it is much more difficult to
obtain reproducible results than with flame AAS. Furnace
AAS is more prone to physical and chemical interferences
that require more complex procedures to correct. As well,
the instrumentation is more complex than flame AAS and
requires more skill to operate and maintain. 

D. QUANTITATION

Quantitation is achieved with a standard curve, where the
relationship between signal intensity and the known con-
centration of analyte is determined. Usually, at least four
concentrations of the analyte and a blank are used to estab-
lish the standard curve. The concentration of the unknown
sample must fall within the upper and lower limits of the
standard curve. The accuracy of the results will decrease,
however, if atomization of analyte occurs differently in the
standard solution compared to the samples. In cases where
the matrix of the unknown cannot be matched with the stan-
dards, the method of standard addition may be used to com-
pensate for interferences in the analysis. The signal from an
unknown is determined, and then increasing amounts of the

standard are added to the sample, and the signal is deter-
mined for each addition. The concentration of the original
sample can then be determined by back extrapolation. 

Flame atomic absorption produces a steady-state sig-
nal, depending on how rapidly the sample is introduced
into the flame, and has a detection limit of 100 ppb for
many elements. Graphite furnace AAS can have detection
limits 10 to 100 times lower than flame AAS, achieving
sub-ppb detection, and produces a transient signal, similar
to a chromatographic peak. Therefore, peak area (recom-
mended for more accurate results) or peak height may be
used for quantitation. 

E. SAMPLE PREPARATION

Almost any solid, liquid, or gas sample can be analyzed
by AAS, with the appropriate pre-treatment to obtain a
homogeneous solution. Liquid samples may be used
directly, sometimes only with dilution to an appropriate
metal concentration range. For flame AAS, solid samples
are dissolved, or digested using a wet or dry ashing pro-
cedure, prior to analysis. Care must be taken to avoid
losses of volatile metals during dry ashing. Solid samples
may be analyzed directly by graphite furnace AAS.
Metals can be extracted from a gas sample by passing the
gas through a scrubber, followed by solvent extraction.
Solvents and chemicals used to prepare the samples may
be a source of contamination, so ultra-pure reagents
should be used, and possible contamination must be
accounted for by analyzing a blank. The actual measure-
ment of a prepared sample may take approximately 10
seconds for flame AAS or 2 minutes for furnace AAS.

During AAS, there can be chemical or physical fac-
tors inherent in the sample that interfere with or enhance
the production of atoms, causing errors in quantitation. A
well-documented case of reduction in volatility occurs
with calcium in the presence of phosphate. When these
two metals are present together, calcium phosphate forms,
reducing the atomization of calcium compared to that
achieved from calcium chloride. Releasing agents, or ion-
ization suppressors, are added to samples with this prob-
lem, to minimize interferences caused by incomplete or
slow breakdown of a molecule to atoms or the formation
of ions. Lanthanum and strontium are examples of release
agents that release calcium from phosphate interference.
Formation of complexes that enhance volatility are less
common, although fluoride may have this effect. 

V. ATOMIC EMISSION SPECTROSCOPY

A. INTRODUCTION

Atomic emission spectroscopy (AES) is used for the qual-
itative and quantitative analysis of metals, similar to
atomic absorption spectrophotometry. While there are
some common features between the two techniques, there
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are also important differences. Both techniques require
the formation of atoms, followed by their excitation to a
higher energy state. However, AES monitors the specific
wavelengths of radiation emitted by excited atoms or ions,
as the excited electrons fall back to lower states.
Therefore, the sample itself creates the radiation signal in
AES, and an external lamp is not required. Because a spe-
cific radiation source is not required, multiple elements
can be detected in a single AES analysis. Examples of the
application of AES to detect elements in food samples are
given in Table 43.7.

B. PRINCIPLES

AES uses thermal energy to form free atoms from a sam-
ple matrix, and to promote valence electrons of the atoms
into an excited state (28). When the electrons fall back to
the ground state, the excess energy is emitted as radiation
that can be detected and quantified. Similar to AAS, emis-
sion lines occur from about 160 to 900 nm, and are typi-
cally very narrow. Each ion or atom will emit a distinct set
of spectral lines dependent on the electron structure of the
material and the permitted energy states of the electrons
that are used for identification. Qualitative analysis can be
achieved by monitoring the presence of a spectral line
with intensity greater than the background. The intensity
of the spectral line is proportional to the concentration of
the element, allowing for quantitative analysis. 

The emission spectral lines are more complicated than
the absorption spectral lines. With atomic absorption, the
electronic transitions are usually from the ground state to

the first excited state (the resonance transitions), while in
atomic emission, more intermediate transitions are
detected. However, because of the very narrow and charac-
teristic emission lines from the gas-phase atoms, each ele-
ment can be detected relatively free of interferences from
other elements. Most elements exhibit several spectral
lines that have reasonably similar sensitivities. Therefore,
if one spectral line exhibits interference, an alternative may
be chosen. There are several commonly used variations of
atomic emission spectroscopy, depending on the energy
source used to excite the samples, including flame AES
(also termed flame photometry), arc/spark AES, and induc-
tively coupled plasma (ICP) AES. 

C. EQUIPMENT

The instrument used for AES requires an energy source to
atomize and excite the analyte, a sample nebulizer and
introduction system, a monochromator to select the emis-
sion wavelengths, a detector to record the radiation inten-
sity, and data manipulation/readout device. Therefore,
except for the radiation source (the HCL), the components
are similar to those of an atomic absorption spectrometer
(Figure 43.9), and some instruments can be used for both
techniques. The liquid sample is aspirated into the energy
source, using pneumatic or ultrasonic nebulizers, similar
to those used for AAS. As previously described, only a
small percentage of the sample reaches the energy source
while the rest is lost through droplet condensation. In the
energy source, the solvent is evaporated, the sample
matrix (if present) is ashed, and the analyte is atomized
and electronically excited. The emitted photons are passed
through a narrow entrance slit, dispersed using a mono- or
poly-chromator, and detected with a photomultiplier. The
energy sources and the specific characteristics and appli-
cations of the different types of AES are described below.

1. Flame Atomic Emission Spectroscopy

Some of the flames used for flame AES include air-hydro-
gen (~2300 K), oxygen-hydrogen (~3000 K), and oxygen-
acetylene (~3400 K). The flame must supply enough
energy to atomize the analyte and to excite the atoms to
higher energy states. The alkali metals and alkali earth
metals (sodium, potassium, lithium, cesium, calcium,
strontium, and barium) are easily excited and amenable to
analysis by flame AES. The flame provides relatively low
amounts of energy, however, and may result in low inten-
sities of radiation for other metals that require more
energy to reach higher excited states. Still, there are more
than 70 elements, and some metal oxides, that can be
detected and quantitated using flame AES. In theory,
using a hotter flame should produce a stronger emission,
but this is not always the case since atoms may ionize at
higher temperatures. Ionization creates new spectral emis-
sion lines, reducing the intensity of the atomic lines.
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TABLE 43.7
Selected Applications of Atomic Emission
Spectroscopy (AES)

Application Reference

Trace element (Ca, Cu, Fe, Mg, Mn, Zn, K, Na) food 30
composition data for 32 different fruits by flame AAS
and flame atomic emission spectroscopy

Selenoamino acids determined in garlic, onion, and 31
broccoli using gas chromatography with atomic
emission detection

ICP-AES to determine Al, As, B, Ba, Ca, Cd, Co, Cr, 32
Cu, Fe, K, Mg, Mn, Mo, Na, Ni, P, Pb, Se, Sr, Tl,
V, and Zn contents of food samples

ICP-AES of nickel, iron and copper in margarine 33
samples

Simultaneous ICP-MS determination of 34 trace 34
elements in the wines (Li, Be, Mg, Al, P, Cl, Ca, Ti,
V, Mn, Fe, Co, Ni, Cu, Zn, As, Se, Br, Rb, Sr, Mo,
Ag, Cd, Sb, I, Cs, Ba, La, Ce, Tl, Pb, Bi, Th, and U)

Double focusing ICP-MS analysis of Sr, Cd, Hg, and 35
Pb, and Na, Al, Ca, Mg, Cr, Mn, Fe, Ni, Cu, Zn,
and Se in milk whey



Because of the low energy flame, resonance spectral lines,
arising from the transition between the first excited state
and the ground state, are used for quantitation. However,
at high concentrations, these spectral lines can self-absorb
(i.e., atomic absorption occurs), causing a reduction in
intensity and making it difficult to obtain reliable results.
In addition, corrections to background emissions must be
made for organic solvents which will yield spectral lines
from products of complete or incomplete oxidation, and
from the combustion fuel of the flame itself. 

2. Arc/Spark Atomic Emission Spectroscopy

This type of AES utilizes an electrical discharge to excite
the sample of interest. These sources can achieve temper-
atures of 4000 to 6000 K. Arc/spark emission spec-
troscopy has several advantages over flame AES. It is
more universal in its application in that the higher tem-
perature source can excite most elements, and therefore
most metals can be analyzed. As well, the greater energy
used in excitation causes transition beyond the first
excited state, and allows transitions between two upper
excited states to be used for analysis. This can improve
quantitation since the number of atoms in the upper
excited states is relatively low; therefore there is little self-
absorption of these spectral lines, and a linear response
between concentration and line intensity can often be
obtained. Arc/spark AES is 10 to 1000 times more sensi-
tive than flame AES. However, intense spectral lines that
can cause interference can be produced from materials in
the air near the electrical discharge.

3. Inductively Coupled Plasma Atomic Emission
Spectroscopy (ICP-AES) 

A plasma is an ionized gas that is neutral in charge. A
plasma can be created starting with a stream of gas (typi-
cally argon) that flows through an open tube surrounded
by a metal coil, such as copper. The coil transfers power
from the radio frequency generator, acting as an inducer,
and therefore the source is referred to as an inductively
coupled plasma (ICP). The coil sets up an oscillating elec-
tromagnetic field. A few charged argon ions are intro-
duced by an igniting device, and are caught in the
oscillating field. These ions move rapidly with the field,
generating more ions and free electrons from collisions
with gas atoms. These secondary ions, in turn, create even
more ions and free electrons, resulting in the plasma.
Another stream of argon is used to carry the aerosol sam-
ple from the nebulizer into the plasma. The aerosol must
be dried to remove the large amounts of solvent that
would cool or extinguish the plasma. This is accom-
plished by passing the sample through a heated tube, and
then a cooled condenser. When the atoms of the sample
are introduced into the plasma, they collide with rapidly
moving gas ions, become excited, and then relax to a

lower energy state, emitting distinct spectral lines. The
plasma source is extremely hot—estimates range from
6500 to 10,000 K—and therefore it is capable of breaking
virtually all chemical bonds in the sample, resulting in
independent ions and atoms. The method has high sensi-
tivity since a large proportion of most elements will be
excited, with little self-absorption and little chemical
interference. Linearity can be achieved over four to six
orders of magnitude. There are two configurations, radial
and axial, for collecting radiation from the plasma. In the
radial configuration, radiation is collected from the side of
the plasma, across a narrow emitting central channel. An
axial configuration views the plasma end-on. This config-
uration increases the pathlength of the sample, and
increases the detection limits 5 to 10 times. 

4. Detection Systems

An advantage of AES over AAS is that multiple elements
can be detected in a single analysis. There have been sev-
eral different detection systems designed to accommodate
this characteristic (36). 

a. Sequential spectrometers
Sequential instruments are the least expensive and most
flexible types of emission spectrometers. Most include a
single photomultiplier tube that receives wavelengths of
emitted radiation in sequential order from a monochroma-
tor. This configuration is good to use when the metals to
be determined, their concentration, and the sample matri-
ces vary. The major disadvantages of the sequential
instruments are the relatively long analysis times, since
only one element may be determined at a time, and the
greater sample volume required. 

Two methods are used to obtain reproducible wave-
length selection with this type of instrument. One
approach is to rely on the analyte to produce the largest
spectral line near the expected wavelength. This can result
in selection of an erroneous line if an interfering element
is present at relatively high concentrations. Alternatively,
a known spectral line, such as the carbon line at 193 nm,
can be used for reference, and the wavelength of interest
is identified as a predefined number of steps from the ref-
erence. This method is less likely to lead to selection of
the wrong spectral line, but increases analysis time. 

b. Simultaneous spectrometers
Simultaneous spectrometers use multiple detectors, with
one or more photomultiplier tubes for each analyte of
interest, so that the instrument is configured for a set num-
ber of analytes, with known interferences. The radiation
of different wavelengths emitted by the sample is dis-
persed through a monochromator onto the detectors.
Because detectors and grating are stationary, there is no
need for a peak search routine. Matrix-dependent interfer-
ences can be overcome by installing multiple detectors for
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a single element, and selecting the one that is most sensi-
tive and interference free. The major disadvantage of
these instruments is the lack of flexibility, as they are con-
figured for specific spectral lines of analytes, and the
installation of additional detectors after the instrument has
been configured can be expensive. 

c. Solid-state array detector spectrometers
To overcome the limitation of both the sequential and
simultaneous instruments, charge-injection device (CID)
or charge-coupled device (CCD) detectors have been
introduced to give very high sensitivity and resolution.
These detectors can monitor 250,000 or 5,000 spectral
lines simultaneously, respectively. These instruments with
a CID or CCD can be obtained for the same price as an
instrument with a simultaneous configuration and 25 pho-
tomultiplier detectors, and therefore are likely to be the
configuration of choice. 

d. ICP-AES mass spectrometry
Mass spectrometry can be used in conjunction with ICP to
detect the atoms and ions, rather than using the radiation
they emit (28). The atoms and ions are produced by the
plasma as previously described, extracted from the center
channel of the plasma, and separated and detected using
mass spectrometry, by their mass to charge ratio. The
technique is extremely sensitive, with detection at the part
per trillion level, and may require a clean room environ-
ment to eliminate background interferences. It is the only
atomic absorption/emission technique that can separate
and quantitate isotopes, but it is by far the most expensive
type of AES. 

D. QUANTITATION

AES can be used quantitatively, using a standard curve or
by the method of standard addition, as described for AAS;
however, careful calibration is required to obtain accurate
results. Many different experimental variables affect the
intensity of radiation emitted, including spectral line over-
lap from elements in the samples that cannot always be
avoided. In these cases, correction factors are calculated,
using pure solutions of each component.

Matrix effects are common for flame and arc/spark
AES. If the matrix is more volatile than the analytes, it
will cause the signal from the elements to be released over
a longer time and with a lower intensity. Ideally, the
matrix of the sample and the standards should be identi-
cal. If there are substantial differences in the matrix
between the samples and standards, background correc-
tion must be used. 

It is difficult to compare the different atomic absorp-
tion or atomic emission techniques for sensitivity and
detection limits, since factors such as the equipment con-
figuration, slit width, the sample matrix, and the spectral
line used influence the signal obtained. For a particular

analysis, a literature search can be carried out to deter-
mine the best method. However, some general compar-
isons of the techniques can be made. Flame AES can
detect elements at sub-ppm levels, while arc/spark-AES
and ICP-AES have detection limits that are 10 to 1000
times lower, at sub-ppb to several hundred ppb. As men-
tioned above, ICP-AES mass spectroscopy has a detection
limit that is several orders of magnitude lower than this,
often at ppt to the sub-ppt level. In relationship to atomic
absorption techniques, ICP-AES is between that of flame
and furnace atomic absorption spectrophotometry, with
flame AAS being the least sensitive method of detection. 

E. SAMPLE PREPARATION

Sample preparation for AES is similar to that required for
AAS. Only liquid samples can be applied to AES, and
therefore solid samples must be solubilized in an appro-
priate solvent, and may require wet or dry ashing. 

VI. POLARIMETRY 

A. INTRODUCTION

Anisotropic materials, those that have a lack of symmetry
in their molecular or crystalline structure, and non-
racemic samples, those containing unequal concentrations
of enantiomers of a chiral molecule, have the ability to
rotate a plane of polarized radiation. Such substances are
said to have optical activity. The measurement of the rota-
tion of plane polarized radiation by an optically active
material is called polarimetry. Polarimetry is a non-
destructive technique that can be used for studying the
structure of anisotropic materials, for checking the con-
centration and purity of chiral mixtures in solutions, and
as an aid in identifying unknown compounds. Chemical or
enzymatic reactions may be monitored by the change in
optical rotation over time. The technique is used exten-
sively for the analysis of carbohydrates in the sugar refin-
ing industry. Some selected applications of polarimetry in
food science are given in Table 43.8. 

B. PRINCIPLES

Linearly or plane polarized radiation is made up of equal
intensities of left- and right-circularly polarized radiation
(40). Optical rotation occurs because the electrical compo-
nent of left- and right-circularly polarized radiation interact
with the asymmetric centers of chiral molecules, differ-
ently. This differential interaction causes the two circularly
polarized components to travel at different velocities.
Therefore, they are not in phase when they exit the sample,
and exhibit an overall rotation. Optical rotation occurs for
both visible and ultraviolet radiation. The rotation is said to
be dextrorotatory (d) if the radiation is rotated clockwise
when viewed by an observer looking toward the radiation
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source, and the enantiomer is given the (+) designation.
Similarly, the enantiomer that rotates radiation to the left,
or counterclockwise, is called the levorotatory (l) or the (�)
enantiomer. It should be noted that the direction that polar-
ized light will be rotated by a chiral compound cannot be
predicted by its stereochemistry (designated R or S), and
must be determined experimentally.

C. EQUIPMENT

The simplest polarimeter consists of a monochromatic
radiation source, a polarizer, a sample cell, a second
polarizer, which is called the analyzer, and a radiation
detector (Figure 43.11). The analyzer is oriented 90° to
the polarizer so that no radiation reaches the detector.
When an optically active substance is present in the beam,
it rotates the polarization of the radiation reaching the
analyzer so that there is a component that reaches the
detector. The angle that the analyzer must be rotated to
regain the minimum detector signal is the optical rotation. 

D. QUANTITATION

The amount of optical rotation depends on the number of
optically active species, through which the radiation
passes, and is therefore dependent on both the sample
pathlength and the analyte concentration. Specific rota-
tion, [α], accounts for these factors, and is defined as:

[α] λ � α / (l . d) (43.10)

where α is the measured optical rotation in degrees, l is the
sample pathlength in decimeters, and d is the density if the
sample is a pure liquid, or the concentration if the sample is
a solution. In either case, the units of d are g/cm3. As well,
optical rotation depends on the wavelength of radiation, λ,

and the temperature, t, so both are specified. A sodium lamp
that has a spectral emission D-line at 589 nm is often used
as a monochromatic source, and the specific rotation is des-
ignated as [α] D to denote this. It can be noted that the spe-
cific rotation, [α] λ, and the measured optical rotation, α, of
Equation 43.10 are analogous to the absorptivity, a, and the
absorbance, A, respectively, of the Beer-Lambert law
(Equation 43.5). Therefore, similar to spectrophotometry,
the concentration of an analyte can be determined knowing
the specific rotation of the compound, and determining the
optical rotation at the specified wavelength and tempera-
ture. Alternatively, a standard curve relating optical rotation
to concentration of a standard compound may be used for
quantitation. 

The optical rotatory dispersion (ORD) is the optical
rotation as a function of wavelength. It is recorded using a
spectropolarimeter, which has a broad-spectrum radiation
source and a scanning monochromator. This technique has
largely been replaced by circular dichroism spectroscopy.
Additional information on ORD may be found in (40).

E. SAMPLE PREPARATION

Samples must be liquids or dissolved in an appropriate
solvent for analysis by a polarimeter. The solvent used
must be specified since it will affect the specific rotation
of the analyte. 

VII. CIRCULAR DICHROISM
SPECTROSCOPY

A. INTRODUCTION

Circular dichroism (CD) can be observed when optically
active matter both absorbs and rotates left- and right-
handed circular polarized radiation slightly differently (40).
If the left- and right-circularly polarized radiation has the
same amplitude and wavelength, the resultant radiation is
observed as plane polarized radiation. However, when the
plane polarized radiation passes through a sample that
absorbs the two circularly polarized components to differ-
ent extents, the radiation rotates along an ellipsoid path
(Figure 43.12). The difference in the left- and right-handed
absorbance, A(l)- A(r), is very small and will cause an ellip-
ticity of the radiation, ψ, of a few 1/100ths to 1/10ths of a
degree. This small ellipticity can be measured accurately,
and recorded as a function of wavelength to yield a CD
spectrum. CD spectroscopy can be a more informative
method than ultraviolet-visible spectrophotometry since it
reflects not only the absorption of radiation, but also the
chiral centers of the analyte through features termed Cotton
bands. CD spectroscopy can be used to establish the stere-
ochemistry of a chiral molecule or confirm chiral purity,
and is very useful for obtaining information about the sec-
ondary structure of chiral macromolecules such as proteins,
peptides, polysaccharides, and nucleic acids. For example,
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FIGURE 43.11 A schematic representation of a polarimeter.

TABLE 43.8
Selected Applications of Polarimetry 

Application Reference

Polarimetry in sugar analysis 37
Polarimetry as a quantitative tool for the determination 38

of collagen content of isinglass finings
Laser-based polarimetry for the detection of gentamicin 39

analogues separated by reverse phase ion pair
chromatography in whole milk



each of the three basic secondary structures of a polypep-
tide chain (helix, sheet, and coil) shows a characteristic CD
spectrum from about 180 to 260 nm (41). Therefore, the
spectrum of a protein will be the sum of the helix, sheet,
and coil components, and can be deconvoluted to yield the
proportion of the protein that is in each secondary structure.
Examples of the application of CD spectroscopy in food
analysis are given in Table 43.9.

B. PRINCIPLES

The CD spectrum is recorded in radians of ellipticity, ψ,
as a function of wavelength, and can be expressed as 

ψ =[2.303c . d(εL� εR)] (43.11)

where c is the concentration in mol/l, d is the optical path-
length in cm, εL and εR are the molar absorptivity coeffi-
cients of the sample for the left and right hand circularly
polarized radiation at each wavelength. It is more conven-
ient to convert ellipticity from radians to degrees, as

θ � ψ(360/2π) � [32.09c . d(εL� εR)] (43.12)

Molar ellipticity, [θ], can then be calculated to obtain an
intrinsic quantity, as

[θ] � (θ . M)/(l . c� . 100) (43.13)

where M is the molecular weight, l is the pathlength in
decimeters, and c� is the analyte concentration in g/ml. For
work with proteins, ellipticity is normalized to a mean
residue ellipticity, [θ]p with units of degree cm2/decimol
residue, to allow comparison between samples, calculated as

[θ]p= (θ . M)/(10 . c . d . nr) (43.14)

where nr is the number of residues in the protein. 

C. EQUIPMENT

The components of a CD spectropolarimeter include a
radiation source, a monochromator, a polarizer and modu-
lator, a sample holder, and a detector (Figure 43.13). The
radiation from the monochromator is first linearly polar-
ized and then passed through a dynamic quarter wave plate
that modulates it into left- and right-circularly polarized
forms that pass through the sample. One type of quarter
wave plate is an isotropic (uniform) crystal that is made to

43-18 Handbook of Food Science, Technology, and Engineering, Volume 1

EL ER

E0

EL
EL

ER

ER

E0

α α

(A) (B) (C)

ψ

FIGURE 43.12 A. A sample that is not optically active does not preferentially interact or absorb left (EL) or right (ER) circularly
polarized radiation. The radiation leaving the material is linearly polarized, with no rotation and ellipticity (EO). B. The preferential
interaction of one type of circularly polarized radiation passing through an optically active sample will cause a rotation in the detected
radiation of α. C. The preferential absorption of one type of circularly polarized radiation will cause the transmitted radiation to fol-
low an ellipse, with an ellipticity of ψ.

TABLE 43.9
Selected Applications of Circular Dichroism (CD)
Spectroscopy 

Application Reference

Conformation of wheat glutenin subunits under 42
different chemical conditions

CD analysis of the effect of heating on 43
beta-lactoglobulin A, B, and C 

CD characterization of anthocyanin polymerization 44
in wine liquid chromatographic fractions

CD analysis of ketoses, and application of the method 45
to enzymatic hydrolysis and isomerization reactions,
and chemical hydrolysis



be anisotropic through the application of an alternating
current at high voltage. The signal intensity obtained in
CD spectroscopy is small, and therefore the incident power
of the radiation source must be high, and a 500 W xenon
lamp is often used. As well, oxygen must be removed from
the instrument by purging with pure nitrogen to eliminate
the production of ozone that would interfere with
absorbance at the lower wavelengths, since CD spectra are
recorded from ~170 nm. 

D. SAMPLE PREPARATION

The requirements for a compound to be amenable to CD
spectroscopy are that it must have ultraviolet or visible
absorption bands and be optically active. It should be
remembered that a molecule that is chiral may not be opti-
cally active if it is present as a racemic mixture. As well,
samples that are not optically active may be derivatized
with a chiral material prior to analysis. The detection lim-
its for CD spectroscopy can be around the ppm range.
Unfolded protein and particulate matter act as scattering
particles, and add significant noise to the CD spectrum.
Therefore, passing sample solutions through a 0.45 to
0.2 µm filter may improve the signal to noise ratio.

The CD spectrum of a protein can typically be obtained
using 20 to 50 µl of a 0.1 to 0.5 mg/ml protein in a low ionic
strength buffer (5 to 10 mM), in a cuvette with a 0.1 to
1.0 mm pathlength. Protein concentration has a significant
effect on the spectrum, and therefore accurate determina-
tion of protein concentration is required. Any compound
that absorbs in the region of interest (190 to 250 nm), such
as chloride ions, should be avoided, and only additives in
the minimum concentration essential to maintaining the
solubility of the protein should be present in the sample. 

VIII. NUCLEAR MAGNETIC RESONANCE
(NMR) SPECTROSCOPY

A. INTRODUCTION

Nuclear magnetic resonance (NMR) spectroscopy is one
of the most powerful, non-destructive analytical tools. It

uses low energy radio frequency radiation to induce tran-
sitions between different nuclear spin states of a sample in
a magnetic field. A single type of nuclei (e.g., 1H, 13C, or
31P) is observed in one analysis. The most common nuclei
detected are protons, which have a high natural abun-
dance, and high inherent sensitivity, and carbon-13, which
has a low natural abundance (~1.1% of naturally occur-
ring carbon) and a low sensitivity. However, other nuclei
of potential interest in food systems, such as 14N, 23Na,
and 43Ca, can also be detected. The utility of NMR spec-
troscopy arises because the same nuclei in different chem-
ical environments experience slightly different magnetic
fields. This causes spin state transitions for the same
nuclei in different functional groups to occur at slightly
different resonance frequencies. NMR spectroscopy can
be used for determining the detailed structural features of
molecules, quantitative measurement of sample compo-
nents, and for two- and three-dimensional imaging of
solid materials (46). Some selected applications of NMR
spectroscopy in food science are given in Table 43.10.
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FIGURE 43.13 A schematic representation of a circular dichro-
ism spectrometer.

TABLE 43.10
Selected Applications of Nuclear Magnetic
Resonance (NMR) Spectroscopy 

Application Reference

High resolution 1H-NMR and MRI to monitor 47
water-soluble and salt-soluble extracts from
fish muscle during frozen storage

High resolution 1H-NMR to determine the solution 48
structure of Escherichia coli heat-stable
enterotoxin b

High resolution 1H- and 13C-NMR spectroscopy 49
analysis and characterization of carrageenan samples

Low resolution 1H-NMR to determine crystallization 50
kinetics of trehalose and trehalose-salt solutions

High resolution 2H-NMR and 17O-NMR to study water 51
mobility in multicomponent model media

Solid-state 13C cross-polarization, magic-angle spinning 52
NMR to study the effect of post mortem changes on
the quality of pork

Cross-polarization, magic angle spinning NMR to study 53
glucose rotational mobility under different conditions

Site-specific natural isotope fractionation-NMR 54
(SNIF-NMR) method of detection of maple syrup
adulteration by beet or cane sugar addition

MRI to monitor lipid migration in chocolate 55
confectionery

MRI to quantify extent of mixing in a non-reacting 56
2-component system

MRI to monitor the effects of compression on the 57
structure of tomato

MRI used to validation thermal processing in food 58
manufacture

23Na-MRI to monitor the migration of sodium ions 59
into pork during brining



B. PRINCIPLES

Nuclei with an odd number of protons, neutrons, or both
will have an intrinsic nuclear angular momentum or
nuclear spin (60). This causes the nucleus to have mag-
netic characteristics including a magnetic moment and a
magnetic dipole. When such a nucleus is placed in a static
magnetic field, Bo, the nuclear spin can align in the same
direction as the external field, in a low energy state, or in
the opposite direction as the external magnetic field, in a
less favorable high energy state (Figure 43.14). The dif-
ference in energy (∆E) between the two states increases
with the strength of the magnetic field. When the nuclei
are exposed to radio frequency radiation that has the same
energy as the difference between the two states, they will
absorb it and the population of the high energy state will
increase slightly, by only a few nuclei for every 105 nuclei.
This small excess of nuclei in the higher energy state
accounts for the relatively low sensitivity of NMR com-
pared to some other spectroscopic techniques. The fre-
quency of radiation that causes the transition is referred to
as the chemical shift, δ, and is expressed in parts per mil-
lion (ppm), calculated relative to a reference signal as

δ � [v signal � vreference / vreference] � 106 (43.15)

Using chemical shift allows spectra obtained from instru-
ments with different magnetic strengths to be compared
directly. After absorbing energy, nuclei re-emit the radio
frequency radiation and return to the lower energy state in
a process termed relaxation. There are two types of relax-
ation, spin-lattice (T1) that involves energy exchange with
the environment, and spin-spin relaxation (T2) that
involves energy exchange between similar molecules. The
relaxation times are a characteristic of the chemical and
physical environment of the nuclei. 

There are several parameters of the NMR spectrum that
can yield information about the sample. Different chemical
structures can be inferred from specific chemical shifts.
Characteristic splitting patterns of the NMR signals known
as spin-spin coupling that occur from interactions between
nuclei close to each other and the size of the splitting, the J
coupling constant, are also indicative of specific structures.
The area under the NMR signal peaks is proportional to the
number of nuclei causing the signal. As well, the relaxation
times, T1 and T2, have been used to determine the mobility
and physical state of sample components.

Low resolution NMR spectroscopy utilizes magnets
with a field strength up to ~2.0 tesla (85 MHz)2. An advan-
tage of this technique is the relatively low cost of the equip-
ment, since the magnet strength is low and the magnetic
field does not need to be extremely uniform. Low resolution

NMR spectroscopy can be used to determine the proportion
of the sample that is moisture or lipid, the physical state of
a component, and to follow chemical reactions such as crys-
tallization, gel formation, or protein denaturation. It is not
possible to obtain detailed structural information using low
resolution NMR spectroscopy, as spin-spin coupling and the
coupling constants may not be well resolved.

High resolution techniques use magnets of 2.3 to 21
tesla (100 to 900 MHz), with high magnetic field homo-
geneity. The more powerful the magnet, the greater the res-
olution between resonance signals. High resolution
techniques are used to yield detailed structural information
about molecules, and while not routine, it is possible to carry
out structural analysis of macromolecules that are greater
than 100 kDa (61). High resolution NMR spectroscopy has
an advantage over other structure-determining techniques
such as x-ray crystallography as the molecule can be ana-
lyzed in a more natural state, without the need for crystal-
lization. High resolution NMR spectroscopy has also been
used to detect sample adulteration by a technique known as
site specific natural isotope fractionation (SNIF) that deter-
mines isotope ratios in specific chemical structures. 

An extension of NMR spectroscopy is magnetic reso-
nance imaging (MRI) (62). MRI yields two- and three-
dimensional images of the internal structure of objects,
using proton resonances. Linear radio frequency gradients
are applied to the sample, in addition to the static magnetic
field, Bo. This makes the resonance frequency of a nucleus
dependent on its location in the gradient, and a position-
dependent spectrum is obtained. By applying linear radio
frequency gradients in several directions, an image based
on proton density within a sample is obtained. MRI can be
used to understand heat and mass transfer in a sample,
water mobility, food stability, and processes such as ripen-
ing, drying, crystallization, and gelation.

C. EQUIPMENT

The basic components of a NMR spectrometer are a magnet
and shim coils, the probe, the radio frequency receiver, and
a computer (Figure 43.15). The magnet can be the most
expensive component, and produces the principal magnetic
field. Magnets greater than 4.7 tesla (200 MHz) are sur-
rounded by liquid helium and liquid nitrogen to maintain the
super-conducting conditions. There may be a number of
shim coils to modify the magnetic field around the sample
so that it is very homogenous, a requirement to obtain high
resolution. The NMR probe is positioned in the shim coils,
and generates the radio frequency radiation that causes the
nuclear spin transitions. Radio frequency coils also act as the
receiver to detect the relaxation signals from the sample.
The sample is positioned within the radio frequency coil of
the probe and is spun to minimize heterogeneity in the sam-
ple and the magnetic field. A computer is an integral part of
NMR spectrometers, and controls the settings of the com-
ponents, and data storage and manipulation. 
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instruments in terms of the resonance frequency for a proton at the spec-
ified magnet strength, expressed in MHz.



Fourier transform spectrometers are the most
common type of instrument. They emit a short pulse of
radiation over a broad range of frequencies, so that the
spin state of all the nuclei of interest (i.e., all the protons
in a sample) is altered. All of the resulting relaxation sig-
nals are also received at the same time, and can be sepa-
rated mathematically yielding the NMR spectrum. An
alternate approach is the continuous wave instrument that
emits the range of radio frequencies sequentially, and also
received the signal sequentially. Therefore, data collection
with a continuous wave instrument takes a significantly
longer time.

D. SAMPLE PREPARATION

Solutions and solid samples may be analyzed by high res-
olution NMR spectroscopy. Pure samples are dissolved in
an appropriate solvent (usually one in which all the

hydrogens have been replaced with deuterium) to yield a
homogeneous solution and filtered to remove particulate
matter that will affect resolution. With the application of
more powerful magnets, the resolution between the reso-
nances increases and the amount of sample required for
analyses decreases. A few micrograms to milligrams of
sample may be required, depending on the instrument,
and the molecular weight of the analyte. The ideal solid
for high resolution NMR spectroscopy is a uniform pow-
der compacted into a sample holder, that is subjected to
‘magic-angle spinning’—a 54.44° angle between the sam-
ple spinning axis and the external magnetic field that is
used to improve signal resolution. 

For low resolution NMR applications, samples can
be analyzed without extraction or solubilization because
radio frequencies can penetrate solid materials. The
sample must only be manipulated to fit in a sample
tube. Therefore, valuable information relating to the
intrinsic structure and composition of a sample can be
determined based on the relaxation parameters, T1 and T2.
Large samples with no modification can be monitored
by MRI, the only limitation being the size of the probe
cavity.

IX. CONCLUSION

This chapter has briefly highlighted the essential features
of some commonly used spectroscopic techniques and
provided examples of how each technique can be applied
to food-related analyses. These techniques are fundamen-
tal analytical tools that have allowed us to better
understand the individual components of food and
foods as complex systems. They have played a key role
in the maintenance of food quality and safety.
Improvements in instrumentation and advances in the
application of these techniques will continue to provide
food scientists with more sensitive and informative
methods of analysis.
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FIGURE 43.14 A schematic illustration of nuclei with a magnetic moment in the absence or presence of an applied magnetic field.
The energy difference between the magnetic states of the nuclei (∆E) is related to the strength of the magnetic field, and is a function
of the radiation frequency (v) and Planck’s constant (h).
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FIGURE 43.15 A schematic representation of a nuclear mag-
netic resonance spectrometer.
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I. INTRODUCTION

Infrared (IR) and Raman spectroscopy provide detailed
information about both the composition of foods and the
molecular structure and the functionality of the compo-
nents in food systems. Both techniques are based on
molecular interactions with electromagnetic radiation that
result in transitions between the vibrational energy levels
of the ground electronic energy state of the molecule, cor-
responding to the excitation of various stretching and
bending vibrations. However, the nature of these interac-
tions is fundamentally different in these two types of
vibrational spectroscopy, and hence they are regarded as
complementary techniques. In general terms, as well as
specifically in regard to applications to food systems, IR
spectroscopy has found much more extensive use than
Raman spectroscopy owing to the greater simplicity and

lower cost of the instrumentation as well as the greater
utility of IR spectroscopy as a quantitative analysis tool.
On the other hand, Raman spectroscopy offers certain
advantages in relation to sample handling, the study of
aqueous systems, and possibilities for on-line process
monitoring. Thus, the selection of IR or Raman spec-
troscopy, or the combined use of both techniques, depends
on the nature of the application. Near-infrared (NIR) spec-
troscopy combines the sample-handling advantages of
Raman spectroscopy with the powerful multicomponent
analysis capabilities of IR spectroscopy and thus has
found widespread application for quality control and
process monitoring in the food industry for several
decades. However, by comparison with (mid-) IR and
Raman spectra, NIR spectra are fairly uninformative, and
NIR analysis is largely based on statistical treatment of
the spectral data. Entire books have been devoted to NIR
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analysis of foods (1, 2) and NIR spectroscopy will not be
considered in this chapter. 

In the following sections, the principles of IR and
Raman spectroscopy and the instrumentation and sample-
handling techniques employed to acquire spectra will be
briefly described. The utility of these two techniques for
investigations of the individual components of food sys-
tems will then be illustrated by considering the informa-
tion that can be extracted from the IR and Raman spectra
of food proteins. Finally, a survey of the applications of IR
and Raman spectroscopy in the analysis of foods will be
presented. 

II. FUNDAMENTAL PRINCIPLES OF IR
AND RAMAN SPECTROSCOPY

IR and Raman spectroscopy are both based on the excita-
tion of molecular vibrations by interaction with electro-
magnetic radiation. A nonlinear molecule made up of 
N atoms possesses 3N – 6 vibrational modes, each of
which has a specific frequency; the number of vibrational
modes is reduced by one in the case of linear molecules.
The factors determining the frequencies of molecular
vibrations can be illustrated by considering the simplest
case, a diatomic model AB, which has a single vibrational
mode involving the stretching of the bond linking atoms A
and B. The frequency at which this bond vibrates can be 
calculated from the model of a harmonic oscillator,
whereby the restoring force (F) on the bond is given by
Hooke’s law:

F ��kx (44.1)

where k is the force constant of the bond and x is the dis-
placement from the equilibrium internuclear distance.
Under this approximation, the vibrational frequency, ν, is
given by

ν � (1/2π)(k/µ)1/2 (44.2)

where µ is the reduced mass of the system, as defined by
the following equation:

µ � mA
. mB / (mA � mB) (44.3)

where mA and mB are the individual atomic masses of A
and B. By convention, vibrational frequencies are given in
wavenumbers ( v� � ν/c, where c is the speed of light),
expressed in units of reciprocal centimeters (cm�1), rather
than in units of frequency (s�1), although in older litera-
ture, band positions are often reported in units of wave-
length (λ), i.e., microns (µ). The frequencies of molecular
vibrations fall primarily in the mid-IR region of the elec-
tromagnetic spectrum (4000–400 cm�1; 2.5–25 µm). 

The quantum-mechanical treatment of molecular
vibrations leads to modifications of the harmonic oscilla-
tor model as the vibrational energy levels are quantized:

E � (v � 1/2)hν (44.4)

where v is the vibrational quantum number, h is Planck’s
constant, and ν is the fundamental vibrational frequency.
The quantum-mechanical theory predicts that at room
temperature, only transitions from the ground-state vibra-
tional level (v � 0) to the first excited vibrational level
(v � 1) will occur; however, experimentally this is not the
case as weak overtone bands, corresponding to transitions
to higher energy levels, can be observed, especially in the
NIR spectral region. 

IR spectroscopy is based on the measurement of
molecular absorption of IR radiation of frequencies that
match those of the molecular vibrations. However, all of a
molecule’s vibrational modes do not give rise to IR absorp-
tion bands because a vibration will only be IR-active if it
results in a change in the dipole moment of the molecule.
For example, the stretching vibration of a homonuclear
diatomic molecule, such as N2 or O2, is not IR-active
because the equal displacement of the two atoms from the
center of mass does not change the dipole moment of the
molecule. However, this is no longer the case when the two
atoms in the diatomic molecule have different masses, and
hence the stretching vibrations of molecules such as CO
are IR-active. Similarly, the symmetric stretching vibration
of the CO2 molecule illustrated in Figure 44.1 is IR-inac-
tive because of the molecule’s linear geometry while the
corresponding vibration of a nonlinear triatomic molecule
such as H2O is IR-active, as are the asymmetric stretching
vibrations of both linear and nonlinear triatomics.

Raman spectroscopy is based on the inelastic scatter-
ing of light by the molecules in a sample rather than their
absorption of IR radiation. When a sample is irradiated
with light, most of the photons are elastically scattered; that
is, the wavelength of the scattered photons is unchanged.
However, a small fraction (~1 in 106 photons) will show a
shift in wavelength from that of the incident light. This
phenomenon was theoretically predicted by Adolf G.
Smekal in 1923 but was first observed experimentally by
Sir Chandrasekhara V. Raman in 1928 and hence is called

xz

z z z

O OC O OC O OC

FIGURE 44.1 The symmetric stretch of the CO2 molecule is a
Raman-active but not an IR-active vibration because it results in
a change in the molecule’s polarizability but does not involve a
change in its dipole moment.



the Raman effect. Detection of the inelastically scattered
photons requires that the sample be irradiated with mono-
chromatic (i.e., single-wavelength) light. Furthermore,
since the Raman effect is very weak, an intense monochro-
matic light source is required. For these reasons, Raman
spectroscopy only became practicable in the 1960s with the
development of lasers and highly sensitive photon-count-
ing devices, such as photomultiplier tubes. 

In Raman spectroscopy, a sample is irradiated with a
laser line of frequency v� 0, and the intensity of the scat-
tered light as a function of frequency is then measured,
yielding a Raman spectrum (Figure 44.2). Although most
of the elastically scattered light is filtered out prior to
reaching the detector, the spectrum is still predominated
by a broad signal centered at the frequency of the incident
light (referred to as the Rayleigh line). The remainder of
the spectrum is composed of much weaker bands at lower
frequencies, v� 0 � v� i (referred to as Stokes lines). The fre-
quency shifts v� 0 � v� i (referred to as Raman shifts) are
independent of  v� 0, the frequency emitted by the excitation
source, and correspond to the vibrational frequencies of
the molecules in the sample. Even weaker bands occur at
higher frequency, v� 0 � v� i (referred to as anti-Stokes
lines). The Stokes and anti-Stokes lines are equally dis-
placed from the Rayleigh line; however, the anti-Stokes
lines are rarely observed owing to their very low intensity. 

For a molecular vibration to be Raman-active (i.e.,
show a Raman effect), it must result in changes in the
polarizability of the molecule, which is represented by an
ellipsoid, and therefore must result in changes in the shape
of the electron density cloud around the molecule. For

example, as illustrated in Figure 44.1, in the symmetric
stretching vibration of CO2 the shape of the electron cloud
is different between the minimum and maximum internu-
clear distances. Therefore, the polarizability of the mole-
cule changes during the vibration and this vibrational
mode is Raman-active. In the asymmetric stretch, the
change in the polarizability ellipsoid as one of the bonds
extends is cancelled by the opposite change due to the
compression of the other bond, and hence there is no over-
all change in polarizability and the asymmetric stretch is
Raman-inactive. 

It is important to note that the criteria (referred to as
“selection rules”) for an IR-active vibration (i.e., a change
in the dipole moment of the molecule) and a Raman-
active vibration (i.e., a change in the polarizability of the
molecule) are different. In fact, for any molecule that pos-
sesses a center of symmetry (such as the CO2 molecule
considered above), vibrations that are IR-active are
Raman-inactive, and vice versa. In general, vibrations that
give rise to weak IR bands often produce intense Raman
bands, and vice versa. Hence, IR and Raman spectroscopy
are complementary techniques, and it is usually necessary
to apply both types of vibrational spectroscopy to obtain
the full spectral profile of a sample. 

III. INSTRUMENTATION

A. INFRARED SPECTROSCOPY

IR spectrometers essentially consist of a broad-band source
of IR radiation, a means for resolving the IR radiation into

Infrared and Raman Spectroscopy In Food Science 44-3

Wavenumber
(absolute)

20,000 19,500 19,000
514.5 nm 528.0 nm 542.5 nm λ Wavelength

0 500 Raman shifts
∆ν− (cm−1)

ν (cm−1)

νr = νo + νi

S
ca

tte
re

d 
in

te
ns

ity
Anti-Stokes Raman Rayleigh Stokes Raman

− − − νr = νo − νi
− − −

−

FIGURE 44.2 Schematic representation of a Raman spectrum excited with the 514-nm line of an argon ion laser. Most of the laser
light is elastically scattered with the same frequency (ν0) as the incident light. However, a small proportion is inelastically scattered with
frequencies of (ν0 � νi) and (ν0 � νi), where νi is the frequency of one of the fundamental vibrations of the molecules in the sample.



its component wavelengths, and a detector. Generally
speaking, an IR spectrum of a sample can be represented
mathematically by the following equation:

T( v�) � I( v�)/ I0( v�) (44.5)

where T is defined as transmittance, I is the intensity of IR
radiation reaching the detector when it passes through the
sample, I0 is the intensity of IR radiation reaching the detec-
tor with no sample in the beam, and v� is the wavenumber
of the radiation. Usually, transmittance is converted to
absorbance (A) using the following relationship:

A ��log T (44.6)

In the early years of IR spectroscopy, prisms were used to
resolve IR radiation from the source into its component
wavelengths but they were subsequently replaced by dif-
fraction gratings. In the 1970s, the field of IR spec-
troscopy was revolutionized when these dispersive IR
spectrometers began to be replaced by Fourier transform
infrared (FTIR) spectrometers. FTIR spectroscopy is
based on interferometry and makes use of a beamsplitter
to divide the IR radiation into two beams, with one beam
being directed to a fixed mirror and the other to a moving
mirror (Figure 44.3). When these two beams are reflected
back to the beamsplitter and recombine, they undergo
constructive and destructive interference due to the path
difference between the two mirrors, yielding an interfero-
gram. The path difference, known as retardation δ, is pro-
portional to time t because the moving mirror travels at a
constant velocity, v, i.e., δ = 2vt. Through the use of a fast
Fourier transform (FFT) algorithm, the time domain inter-
ferogram, I(δ), is converted into the frequency domain,
I(v�), according to the following relationship:

I(δ) � 0.5H(v�)I( v�)cos2πv�δ (44.7)

where H( v�) is a single wavenumber-dependent correction
factor that accounts for instrumental characteristics. The

interferogram decoded into the frequency domain is in the
form of an energy curve called a single-beam spectrum
(Figure 44.4). The ratio of the single-beam spectrum of
the sample against a background single-beam spectrum
recorded with no sample in the optical path results in a
transmittance spectrum, in accordance with Equation 
[44.5], which is then normally converted into an
absorbance spectrum by carrying out the mathematical
transformation represented by Equation [44.6]. 

FTIR spectrometers have several advantages over
conventional dispersive IR instruments, including a dra-
matic improvement in the signal-to-noise ratio (S/N)
obtained by multiplexing (simultaneous detection of all
frequencies), reduction in scan time, and higher energy
throughput. Another important advantage is the excellent
wavelength reproducibility of FTIR spectrometers, owing
to the use of an internal reference laser, which allows
spectral data manipulations such as spectral subtraction,
addition, and ratioing to be performed with a very high
degree of accuracy. The advancement of FTIR spec-
troscopy has been greatly assisted by the availability of
increasingly powerful personal computers, which have
facilitated the use of sophisticated software packages for
both qualitative and quantitative applications. 

B. RAMAN SPECTROSCOPY

The design of traditional dispersive Raman spectrometers
differs markedly from that of IR instruments. However,
FT-Raman spectrometers, which have become increas-
ingly common in recent years, are similar in design to
FTIR spectrometers, and combined FTIR/FT-Raman sys-
tems are available from most major FTIR vendors. In dis-
persive Raman spectroscopy, the source is a high-power
laser emitting visible radiation at several discrete frequen-
cies, with filters being employed to select a single laser
line; commonly employed laser lines are the 488.0-nm
(blue) and 514.5-nm (green) lines of an argon-ion laser.
After this monochromatic radiation impinges on the sam-
ple, a portion of the scattered radiation is directed to a
monochromator to resolve it into its component frequen-
cies and then to a photomultiplier tube. The resulting sig-
nal as a function of frequency is plotted as intensity versus
Raman shift, yielding a Raman spectrum. 

The major drawbacks of traditional Raman spectrom-
eters originate with the use of high-power visible lasers as
excitation sources. Samples that are susceptible to either
thermal or photochemical degradation may be destroyed
by the laser radiation, although various experimental
approaches can be taken to minimize such damage.
However, a more pervasive problem is the fluorescence
that results when species present in the sample are elec-
tronically excited by the visible laser radiation. Because
the Raman effect is weaker than fluorescence by many
orders of magnitude, even the fluorescence from a trace
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FIGURE 44.3 Schematic diagram of a Michelson interferom-
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two IR beams recombine at the beamsplitter and are directed to
the sample and the detector.



impurity can completely mask the Raman spectrum of the
sample. In the past, this phenomenon severely restricted
the scope of Raman spectroscopy, particularly in relation
to samples of biological origin. However, it has been sub-
stantially alleviated by the use of laser excitation lines in
the NIR instead of the visible region of the electromag-
netic spectrum, such as the 1064-nm line emitted by
neodymium-doped yttrium aluminum garnet (Nd:YAG)
lasers. Because the use of NIR lasers as excitation sources
in conventional dispersive Raman spectrometers is not
technically feasible, this option only became practicable
with the development of FT-Raman spectrometers (3),
which, like FTIR spectrometers, are based on interferom-
etry. In fact, FTIR spectrometers can be modified to
acquire Raman spectra by incorporating a Nd:YAG laser
and using beamsplitters and detectors appropriate for the
NIR region. The availability of these dual-purpose instru-
ments has greatly facilitated comprehensive vibrational
spectroscopic studies, although their high cost remains a
disadvantage. 

IV. SAMPLING METHODS

A. INFRARED SPECTROSCOPY

Infrared sample-handling accessories include transmis-
sion cells, attenuated total reflectance (ATR) accessories
(both multiple- and single-bounce crystals and fiber-optic
probes), as well as diffuse reflectance infrared Fourier

transform (DRIFT) and photoacoustic spectroscopy
(PAS). The latter two techniques, reviewed previously (4),
will not be considered here, as they have had limited
application in mid-IR food analysis, although DRIFT is
widely used in NIR food analysis. 

1. Transmission Mode

The transmission mode is the most common and oldest
mode of IR sample analysis. The sample is placed in the
optical path of the IR beam, and the amount of light trans-
mitted through the sample is inversely proportional to the
sample thickness, which can vary from meters for gas sam-
ples to microns for condensed-phase samples. The spectra
of liquids and solutions are recorded in a transmission cell,
composed of two optical windows separated by a spacer
that determines the pathlength. The optical windows com-
monly employed are polished salt crystals (e.g., NaCl or
KBr), because all materials containing covalent bonds,
including glass, do not transmit IR radiation. There are also
severe restrictions on the pathlength that can be employed
because of the limited energy available from IR sources.
For instance, aqueous solutions are typically measured in
cells having pathlengths of 15–40 µm, owing to the intense
absorption of IR radiation by water; beyond this thickness,
virtually no IR radiation reaches the detector. 

Transmission cells can be demountable or sealed, and
the use of flow-through cells such as that shown in Figure
44.5 facilitates sample handling. Sealed transmission cells
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are preferred for quantitative analysis because a constant
pathlength is required to obtain reproducible results.
However, if a demountable cell is used because the sample
is too viscous to inject or pump through a sealed cell, or the
cell cannot be effectively cleaned between samples by sim-
ply rinsing with a solvent or detergent solution, an internal
standard with a distinct absorption band can be introduced
into the sample to compensate for pathlength variations.

In the case of solid samples, light scattering effects
are a problem when particle dimensions are comparable to
or exceed the wavelengths of mid-IR radiation and, as
such, particles must be ground to <3 µm prior to analysis.
The sample can then be diluted with KBr, KCl, or NaCl
and pressed to form a pellet. An alternative procedure for
analyzing solid samples is to make a liquid dispersion
using oils, such as mineral oil (Nujol) or paraffin oil. Both
the pellet and the dispersion method have the disadvan-
tage of destroying the sample.

2. Attenuated Total Reflectance 

The restrictions on sample thickness and particle size
imposed by the nature of transmission measurements rep-
resent major sample-handling limitations. Attenuated total
reflectance (ATR) spectroscopy, developed in the 1960s,
provides a more versatile sample-handling approach. ATR
spectroscopy is based on total internal reflection of the IR
beam in an ATR crystal, which is made of a high-refrac-
tive-index material and serves as an internal reflection
element (IRE). Total internal reflection gives rise to an
evanescent wave that emerges from the surface of the ATR
crystal at each point of internal reflection and decays as it
propagates away from the surface (Figure 44.6). The

evanescent wave is attenuated by the absorption of the IR
radiation by species on or near the surface of the ATR
crystal, and measurement of this attenuation as a function
of wavenumber yields the IR spectrum of a sample placed
on the surface of the ATR crystal. 

The effective pathlength of an ATR accessory is cal-
culated by multiplying the number of internal reflections
by the depth of penetration (dp), which is defined as the
distance at which the intensity of the evanescent wave
decays to 1/e of its value at the surface as given by the fol-
lowing equation:

dp � λ/{2πn1[sin2θ � (n2/n1)
2]1/2} (44.8)

where λ is the wavelength of IR radiation, n1 is the refrac-
tive index of the IRE material, n2 is the refractive index of
the sample, and θ is the angle at which the IR radiation
strikes the ATR crystal. Owing to the variation of the
depth of penetration as a function of wavelength, the rel-
ative intensities of the bands in an ATR spectrum will dif-
fer from those in a conventional transmission spectrum,
but this effect can be corrected for mathematically. 

For a typical ATR accessory, the effective pathlength
ranges from a few microns at the high-wavenumber end of
the IR spectrum to several tens of microns at the low-
wavenumber end. Thus, the ATR technique provides an
inherently short effective pathlength without any physical
restriction on the sample thickness, such that samples can
be simply poured or spread on the surface of the ATR crys-
tal and then wiped off after analysis. In addition, particle
size in solid samples is not a concern as, unlike transmis-
sion spectra, ATR spectra are not affected by light scatter-
ing, and even the spectra of opaque samples can be
recorded. The ATR technique is particularly advantageous
for analyzing aqueous solutions, because the pathlength is
sufficiently short and the common IRE materials (e.g., ger-
manium and ZnSe) are water-insoluble, unlike most of the
materials suitable for use as transmission cell windows. 

The evident advantages of the ATR sample-handling
technique are accompanied by certain disadvantages. The
inherently short effective pathlength limits sensitivity. In
addition, because the depth of penetration is on the micron
scale, any surface contamination on the ATR crystal will
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FIGURE 44.6 Schematic of a horizontal multiple-bounce
attenuated total reflectance (MB-ATR) accessory.



make a major contribution to the spectrum. Furthermore, a
spectrum representative of the entire sample will be
obtained only if the sample is homogeneous on this scale.
In the case of powdered and solid samples, intimate con-
tact between the sample and the ATR crystal is required,
and although various clamping devices are available to
press the sample against the ATR crystal, it can be difficult
to obtain reproducible spectra. Another drawback that lim-
its the utility of ATR spectroscopy is the need for precise
temperature control, because the depth of penetration is
dependent on the refractive indices of the IRE material and
the sample, which in turn are dependent on temperature. 

Many of the disadvantages described can be alleviated
by employing a single-bounce (SB-ATR) accessory
because of the much smaller dimensions of the ATR crys-
tal as compared to those in multiple-bounce (MB-ATR)
accessories (Figure 44.7). Although such accessories were
rarely employed in the past owing to their very short
effective pathlengths, which severely limited sensitivity,
improvements in the optical design of SB-ATR acces-
sories in recent years have compensated for this limita-
tion. Because of the small surface area of the ATR crystal,
precise temperature control and good optical contact
between solid samples and the crystal (particularly with
diamond IREs, which can withstand a strong clamping
force) can be more readily achieved than with MB-ATR
accessories. In addition, only very small amounts of sam-
ple are required to cover the ATR crystal (e.g., for liquid
samples, <50 µL), and thus cross-contamination between
samples can be virtually eliminated by wiping the crystal
with the next sample prior to applying it onto the crystal
to record its spectrum, provided that the samples are mis-
cible with each other. These advantages make this type of
accessory very promising for quantitative analysis of
foods, although potential applications are restricted by the
short effective pathlength and hence limited sensitivity.

B. RAMAN SPECTROSCOPY

In terms of sample handling, Raman spectroscopy is a
much more versatile and flexible method than IR spec-
troscopy because it does not suffer from restrictions on
sample thickness (or pathlength), the need for specialized
sample-handling accessories, or problems caused by light
scattering. Thus, Raman spectra can be recorded directly
from solid samples, even if opaque, with no sample prepa-
ration, and samples can be contained in ordinary glass
vials. Thin glass capillaries are ideal for recording Raman

spectra of solids or liquids because the laser is a highly
focused energy source, allowing spectra to be obtained
from samples as small as 100 µm in diameter. The main
sample-handling difficulty encountered in Raman spec-
troscopy is excessive heating of the sample if an intense
visible laser is employed as an excitation source. To alle-
viate this problem, the laser beam may be defocused, or
various accessories that are available to prevent heating of
the sample may be employed; these range from devices
that continuously rotate the sample, which can effectively
reduce sample heating in the case of fluid samples, to
expensive helium-cooled cryostats, which may be
required to prevent burning in the case of thermally unsta-
ble solids. The need for such measures has been reduced,
however, with the use of NIR lasers in FT-Raman 
spectroscopy.

V. IR AND RAMAN SPECTROSCOPY OF
FOOD COMPONENTS AND FOODS

The vibrational spectra of foods are the superposition of
the spectra of all the individual components present and
are thus generally very complex. The IR spectra of aque-
ous systems are dominated by the intense absorptions of
water (Figure 44.8A), which can obscure the spectral fea-
tures of other components in broad regions of the spec-
trum, as illustrated by the transmission spectrum of milk
in Figure 44.8B. Although the spectral contributions of
water can be removed digitally by spectral subtraction
(Figure 44.8C), information cannot be obtained from
regions of intense IR absorption by water except when
very short pathlengths are employed; this limitation is
often addressed by taking advantage of the inherently
short effective pathlengths of ATR accessories (Figure
44.9). This difficulty is absent in Raman spectroscopy
because water is a weak Raman scatterer. 
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The other major components of foods—fats, proteins,
and carbohydrates—give rise to strong bands in both IR
and Raman spectra. Although many of the bands due to
these individual components overlap with each other, fats,
proteins, and carbohydrates each have certain characteris-
tic bands that arise from particular functional groups. The
band positions and assignments of some of the major
bands of these components are summarized in Table 44.1.
However, it should be noted that vibrational frequencies
are sensitive to electrical effects, steric effects, the nature,
size, and electronegativity of neighboring atoms, phase
changes, hydrogen bonding, and solvent polarity. Although
this sensitivity may complicate spectral interpretation, it
also contributes to the high information content of vibra-
tional spectra. Thus, IR and Raman spectroscopy are valu-
able techniques for the characterization of materials in
terms of their chemical composition, detailed investiga-
tions of molecular structure and bonding, and studies of
the interactions of molecules with their environment.
Furthermore, IR and Raman spectra of substances serve 
as their “fingerprints,” allowing for the identification of

substances with a high degree of specificity by comparison
of their spectra with those in a spectral database or
“library.”

The powerful qualitative analysis capabilities of
vibrational spectroscopy can be applied to complex sam-
ples, such as foods, for purposes of classification and
authentication. For such applications, multivariate analy-
sis techniques such as principal component analysis
(PCA) are commonly used to reduce the dimensionality of
the spectral data (5). Because an FTIR or FT-Raman spec-
trum is produced by Fourier transformation of an interfer-
ogram, as described in Section III.A, the spectra
inherently consist of digital data. The dimensionality of
the data depends on the spacing between data points,
which is a function of the instrument resolution at which
the spectra were collected and the level of zero filling
employed in the calculation of the Fourier transform. For
example, the FTIR spectra of condensed-phase samples
are typically collected at 4-cm�1 resolution between 4000
and 400 cm�1 and thus, with one level of zero filling, each
spectrum contains ~1800 data points. Each of these data
points is a variable that contains the absorbance at a par-
ticular wavenumber, but many of these variables are
highly correlated since (a) the inherent width of the bands
is usually much greater than the resolution so that a given
band contributes to several contiguous data points and (b)
any given species present in the sample usually has multi-
ple bands and the intensities of these bands thus change
collinearly as a function of change in concentration. By
using PCA, most of the variation in the data can be
described by a few orthogonal principal components
(PCs), or latent variables, which are linear combinations
of the original variables. The data are characterized by
scores, which are projections of the spectra onto each PC,
and loadings, which represent the contributions of the
variables to each PC. Cluster analysis based on PCA
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TABLE 44.1
Selected Vibrational Bands of Major Food Componentsa

Food Component(s) Frequency (cm��1) Band Assignment(s)

Water, carbohydrates 3600–3200 O-H stretching vibration; strong water IR absorption band
Fats 3012–3004 C-H stretching of cis double bonds
Fats, carbohydrates, and proteins 3000–2800 C-H stretching of CH2 and CH3 groups
Fats 1745–1725 C=O stretching, ester linkages in triacylglycerols
Proteins 1700–1600 Amide I band, peptide linkages of proteins
Fatsb 1678–1665 C=C stretching of trans double bonds
Fats 1662–1648 C=C stretching of cis double bonds
Water 1650 H-O-H bending vibration; strong IR absorption band
Proteins 1560–1520 Amide II band, peptide linkages of proteins
Proteins 1300–1190 Amide III band, peptide linkages of proteins
Carbohydrates 1250–800 C-O stretching and C-O-H bending vibrations
Fatsb 971–965 C=C-H bending of isolated trans double bonds

a Compiled from a review of the literature.
b Predominantly hydrogenated fats and oils.



scores may then be performed to group samples according
to their degree of spectral similarity, which in turn reflects
their degree of compositional similarity. Alternatively,
with the application of supervised pattern recognition
techniques (e.g., discriminant analysis), the PCA scores
may be employed to assign samples to particular classes
for purposes of authentication. The capability of distin-
guishing between different classes of samples on the basis
of differences in their vibrational spectra has led to inves-
tigations of the potential utility of IR and Raman spec-
troscopy as a means of detecting adulteration of foods.

Both IR and Raman spectroscopy can also be employed
for quantitative analysis. However, although Raman scatter-
ing intensity is directly related to concentration, quantitative
analysis by Raman spectroscopy has generally been
regarded as problematic, and relatively few applications in
the area of food analysis have been reported. On the other
hand, the scope of reported applications of quantitative IR
spectroscopy in food analysis has increased substantially in
recent years owing to the advantages of FTIR spectrometers
and the new sample handling technologies available com-
bined with the development of a range of sophisticated mul-
tivariate analysis methods. As in other types of absorption
spectroscopy, IR quantitative analysis is based on the linear
relationship between absorbance and concentration, as
expressed by the Bouguer-Beer-Lambert law, commonly
known as Beer’s law:

Aν � ενbc (44.9)

where Aν is the absorbance measured at frequency ν, εν is
the absorption coefficient of the absorbing species at the
same frequency, b is the pathlength of the cell, and c is the
concentration of the absorbing species. Therefore, a cali-
bration curve can be developed by relating changes in
absorbance to changes in concentration of a species at a
fixed pathlength. It is important to note that IR spec-
troscopy is a secondary method of analysis, so the develop-
ment of a calibration requires a set of standards of known
composition, prepared gravimetrically or analyzed by a pri-
mary reference method. Once a calibration has been devel-
oped, it can be used to predict the concentrations of
unknowns, provided that the spectra of the unknowns are
recorded under the same conditions as the calibration stan-
dards and the spectra of the standards are representative of
those of the unknowns in the spectral region(s) employed
for quantitation. IR spectroscopy can also be employed to
directly predict various physical properties and quality
attributes of samples, provided that they are dependent on
the chemical composition of the substance. 

Although simple in theory, implementation of quantita-
tive IR spectroscopy can be complicated by underlying
absorptions due to other components as well as inter- and
intramolecular interactions. However, these effects can usu-
ally be modeled by the application of multivariate analysis

methods, such as multiple linear regression (MLR), partial-
least-squares regression (PLS), or principal component
regression (PCR). A full discussion of the mathematical
basis of these multivariate analysis methods is available
elsewhere (6) and is beyond the scope of this chapter. 

A detailed review of IR and Raman spectroscopic
studies of the major components of foods has recently
been published (7). Thus, in the following section, the
information that can be extracted from the IR and Raman
spectra of individual food components will be illustrated
by considering only a single class of food components,
namely, proteins. In the subsequent section, reported
applications of IR and Raman spectroscopy in the qualita-
tive and quantitative analysis of various types of foods
will be surveyed. This section will highlight the most sig-
nificant research findings and practical applications and
will focus mainly on IR spectroscopy, owing to its more
widespread use in food analysis as well as the much larger
amount of research activity in this area. However, certain
specific applications for which Raman spectroscopy is
particularly well suited will also be discussed. 

A. IR AND RAMAN SPECTROSCOPY OF FOOD

PROTEINS

IR and Raman spectroscopy have found extensive applica-
tion in the study of proteins and are particularly useful tech-
niques for the elucidation of protein secondary structure.
The spectra of polypeptides and proteins exhibit nine amide
bands that represent different vibrations of the peptide link-
age. The wavenumber positions of these bands and their
vibrational assignments are listed in Table 44.2 (8).
Obtaining information pertaining to protein secondary
structure from IR and Raman spectra is based on empirical
correlations between the wavenumbers of certain of these
bands and the various conformations adopted by the
polypeptide chain. The amide I band (in the range of
1700–1600 cm�1) is the most frequently employed in IR
spectroscopy, and characteristic amide I band positions have
been identified for α-helices, 310-helices, parallel or antipar-
allel β-sheets, turns, and unordered or irregular structures
(Table 44.3). Using these band assignments, secondary
structures of proteins can be deduced, although it is gener-
ally advisable to confirm the results with a second technique
such as circular dichroism. The amide III band (in the range
of 1300–1190 cm�1) can similarly be employed for the esti-
mation of the relative proportions of the secondary-structure
components. However, in some cases, the amide III band
can be overlapped by bands due to side-chain vibrations of
particular amino acid residues—or absorptions from other
biomolecules present, for example, in a food matrix—and
consequently one must be cautious when assigning bands in
this region. In IR spectra, the amide III band is much weaker
than the amide I band and hence is much less frequently
employed in secondary-structure investigations. However,
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both the amide I and amide III bands are commonly
employed in Raman spectroscopy (Table 44.4) (9), as their
Raman intensities are comparable.

The IR spectra of proteins are most commonly
recorded in aqueous solution in a transmission cell,
although ATR accessories have also been employed to
study the spectra of protein films and powdered samples
(Figure 44.10). The Raman spectra of proteins can also be
recorded in aqueous solution but the spectra obtained
from solid samples are generally of much higher quality
and exhibit sharper bands (Figure 44.11). For IR studies
involving examination of the secondary-structure-sensi-
tive amide I band, proteins are commonly dissolved in
D2O because H2O has a strong band in the amide I region.
Since D2O has no absorptions that overlap with the amide
I band (which, by convention, is termed the amide I� band
when D2O is the solvent), the use of D2O solutions allows
the protein absorptions to be observed without the need

for subtraction of the spectrum of the solvent. More
importantly, it also makes it permissible to use much
longer pathlengths (40–80 µm vs. 10 µm for aqueous
solutions), thereby yielding a higher signal-to-noise ratio.
An additional advantage of dissolving proteins in D2O is
the resulting ability to study the rate at which the hydro-
gens of the amide groups exchange with the D2O solvent
due to the ~100-cm�1 shift of the amide II band (from
1560–1520 to 1460–1420 cm�1) that occurs upon H-D
exchange. This rate is indicative of the compactness of the
protein since amide groups exposed to the solvent
undergo H-D exchange faster than those in the interior of
the protein. Thus, increases in the rate of H-D exchange as
a result of variations in physicochemical parameters such
as pH, temperature, and pressure can be interpreted in
terms of the extent of protein unfolding. 

Because of the inherent overlap between the amide I�
band components of the various conformations of the
polypeptide backbone, computational band-narrowing
techniques such as Fourier self-deconvolution (FSD) and
derivative spectroscopy are routinely employed. It should
be noted that caution must be exercised in applying these
techniques because they can distort the shapes of the
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TABLE 44.2
Amide Bands of Proteinsa

Designation Nature of Vibration

A N-H stretching
B N-H stretching
I 80% C=O stretching; 10% C-N stretching; 

10% N-H bending
II 60% N-H bending; 40% C-N stretching 
III 30% C-N stretching; 30% N-H bending; 

10% C=O stretching; 10% O=C=N bending; 
20% other

IV 60% O=C-N bending; 60% other
V N-H bending
VI C=O bending
VII C-N torsion

a Adapted from Ref. 8.

TABLE 44.3
Approximate Positions (cm��1) of Amide I’ Band
Components in IR Spectra of Proteinsa

Secondary-Structure Component Frequency (cm��1) 

Antiparallel β-sheet (intra- or intermolecular) 1695–1675 
Loops and turns 1674–1662
α-Helix 1659–1646 
Unordered structure (random coil) 1645–1641 
310-Helix 1639–1637 
Intramolecular parallel or antiparallel β-sheetb 1636–1625
Intermolecular antiparallel β-sheetc 1624–1614 

a Compiled from a review of the literature. The band positions are for pro-
teins in D2O solution (by convention, termed amide I’ band components).
b Assigned to antiparallel β-sheet structure when it is accompanied by a
high-wavenumber component (1695–1675 cm�1); otherwise assigned to
parallel (or extended) β-sheet structure.
c Indicative of protein aggregation.

TABLE 44.4
Approximate Positions (cm��1) of Amide I and Amide
III Band Components in Raman Spectra of Proteinsa

Secondary Structure 
Component Amide I (cm��1) Amide III (cm��1)

α-Helix 1660–16 1300–1275
β-Sheet 1680–1665 1240–1230
Unordered structure 1670–1660 1260–1240

(random coil)

a Adapted from Ref. 9.
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between the sample and the ATR crystal.



bands and can also decrease the signal-to-noise ratio (11).
Furthermore, the relative band intensities in derivative
spectra are affected by the inherent widths of the bands,
whereas deconvolution has the advantage of preserving
the true relative band intensities (11). On the other hand,
the results of deconvolution depend strongly on the values
of the adjustable deconvolution parameters and are thus
more subject to artifacts. For example, as illustrated in
Figure 44.12, the selection of inappropriate deconvolution
parameters that result in “overdeconvolution” amplifies
the spectral noise, which may lead to spurious peaks.
Similarly, atmospheric water vapor gives rise to very
weak narrow peaks in the amide I region of IR spectra that
can also be misinterpreted as amide I� band components
in deconvolved spectra. The latter pitfall is best avoided
by thoroughly purging the spectrometer, including the
optical compartment, with dry air or nitrogen. Other pos-
sible sources of artifacts are absorptions of buffers or con-
taminants in the protein solution (12). 

Additional information about protein structure can be
obtained from bands due to side-chain vibrations of amino
acid residues, such as aspartic acid, glutamic acid, tyro-
sine, and tryptophan. For example, the ratio of the inten-
sities of the Raman bands of tyrosine at 850 and 830
cm�1, attributed to ring-breathing and out-of-plane bend-
ing vibrations, respectively, provides the following infor-
mation about the polarity of the microenvironment of
tyrosine residues (13):

● High I850/I830 (>2.5): Tyr acts as H-bond acceptor
● Low I850/I830 (<0.5): Tyr acts as H-bond donor
● I850/I830 ~ 1: Tyr is exposed to an aqueous envi-

ronment (i.e., Tyr near or at the protein surface) 

Raman spectroscopy is also a very useful tool for prob-
ing the formation and rupture of disulfide linkages because
the S-S and S-H stretching vibrations can be clearly dis-
cerned in the Raman spectra of proteins. The FT-Raman
spectra of the amino acids L-cysteine and L-cystine are
presented in Figure 44.13 and show, respectively, a band at
2552 cm�1 assigned to the S-H stretching vibration and a
band at 498 cm�1 assigned to the S-S stretching vibration.
In the Raman spectra of proteins, these bands are shifted to
2580–2550 and 550–500 cm�1, respectively (14). The cor-
responding IR bands are not readily discernible, making
Raman spectroscopy the technique of choice for the obser-
vation of disulfide linkages and examination of thiol-disul-
fide exchange. For example, in Figure 44.11, the higher
content of disulfide linkages in α-lactalbumin as compared

Infrared and Raman Spectroscopy In Food Science 44-11

(A)

(B)

16
67

16
13

15
85

15
52

14
49

13
95

13
38

13
15

12
40 11

73
11

57
11

25
10

80
10

32
10

03
95

9

88
3

85
5

82
8

83
0

85
587

995
6

10
04

10
32

10
80

11
26

11
56

11
7612

0712
50

12
65

13
36

14
47

15
53

15
8316

16
16

64

75
9

64
4

62
264

375
9

50
5

50
6

53
9

Raman shift (cm−1)
1800 1600 1400 1200 1000 800 600 400

In
te

ns
ity

 (
ar

bi
tr

ar
y 

un
its

)

0.5

1.0

1.5

0.5

1.0

1.5
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to β-lactoglobulin is evident from the stronger intensity of
the v(S-S) band at ~ 505 cm�1.

Although many of the proteins that have been studied
by FTIR and Raman spectroscopy may be categorized as
food proteins, such as whey, soy, and egg proteins, the
majority of these studies have not been specifically con-
cerned with the behavior of the proteins as food compo-
nents. However, some detailed investigations of food
proteins have been conducted to gain a better understand-
ing of protein stability and structure-functionality rela-
tionships, with the overall objective of obtaining
information that can assist the food industry in making
more effective use of food proteins (7). Figure 44.14
shows an example from our studies on the thermal denat-
uration of whey proteins by variable-temperature FTIR
spectroscopy (15–18). The spectra in the amide I region
(Figure 44.14A) were recorded during heating of a 7%
(w/v) solution of β-lactoglobulin in D2O in a temperature-
controlled transmission cell from 25 to 95°C and have
been deconvolved by Fourier self-deconvolution. A plot of
the changes in intensity of several of the amide I� band
components as a function of temperature is shown in
Figure 44.14B. The decreases in band intensity at 1648
(�) and 1635 cm�1 (•), assigned to α-helical and
intramolecular β-sheet structures, respectively, and
indicative of protein denaturation, occur prior to a sharp
increase in the band intensity at 1618 cm�1 (�), assigned
to intermolecular β-sheet formation and characteristic of
protein aggregation. Similar experiments have been per-
formed with the use of a diamond-anvil high-pressure IR
cell to monitor denaturation of whey proteins under con-
ditions of applied hydrostatic pressure, similar to those
utilized in high-pressure processing, and provided infor-
mation on the nature of the differences between thermal
and pressure-induced denaturation (19, 20). In addition,

multivariate analysis techniques have been employed to
correlate FTIR spectral changes observed as a function of
changes in physicochemical parameters, such as pH, ionic
strength, temperature, and pressure, with rheological data
collected under the same conditions (7). Such studies pro-
vide a better understanding of the structural changes at the
molecular level that govern rheological behavior. 

B. ANALYSIS OF FOODS BY FTIR AND RAMAN

SPECTROSCOPY

1. Milk and Dairy Products

To date, the utility of IR spectroscopy in the quantitative
analysis of foods has been most clearly exemplified by
milk analysis. The determination of fat, protein, and lac-
tose in milk by IR spectroscopy is an official method of
the Association of Official Analytical Chemists (AOAC)
and is used extensively as a basis for milk payment, dairy
herd recording, and routine quality control in the dairy
industry. High-volume automated instruments allow for
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the analysis of 100–500 samples per hour. Dispersive
spectrometers and subsequently filter-based instruments
were originally employed in commercial IR milk analyz-
ers, but FTIR milk analyzers are now on the market (21).
The accepted IR milk analysis methodology employs a
37-µm CaF2 transmission flow cell, which is kept at a
constant temperature (40 ± 0.1°C) to obtain reliable, sta-
ble, and accurate measurements. Typically, IR milk ana-
lyzers incorporate a high-pressure (150–200 kPa)
homogenizer to reduce the size of the fat globules to 
<1 µm to avoid light scattering effects. The pressure is
maintained in the system throughout the analysis to avoid
formation of air bubbles in the cell, and the cell is flushed
with the next sample at extremely high velocity (30 m/s),
eliminating the need for rinsing of the cell. Whereas filter-
based IR milk analyzers were restricted to the analysis of
fat, protein, and lactose, because the filters employed
were specifically selected for the measurement of these
components, commercial FTIR milk analyzers can be cal-
ibrated to measure other components in a wide range of
dairy products, such as infant formula, ice cream, yogurt,
and whey and whey concentrates (21). 

In transmission measurements of dairy products, light
scattering by fat globules must be eliminated in order to
obtain quantitative analytical results. In the case of fluid
products, this requirement can be addressed, albeit at
some cost, by the use of high-pressure homogenizers, as
described above. Because ATR measurements are not
affected by light scattering, ATR accessories would
appear ideal for the analysis of dairy products, including
non-fluid products such as butter and cheese. However,
the presence of fat globules in dairy products is, in fact,
highly problematic because it results in sample inhomo-
geneity on the scale of the depth of penetration, which is
in the order of a few microns or less, and thus the spec-
trum obtained is not truly representative of the sample
composition. In a study of the effect of fat globule size in
cream on ATR/FTIR measurements, a nonlinear relation-
ship was found between absorbance at 1744 cm�1 (com-
monly used as a measurement peak for fat) and fat content
over the range of 0–48% (by volume) (22). The authors of
this study proposed the use of a nonlinear calibration
curve for samples having fat globules > 1 µm. In a study
of assessing the feasibility of employing ATR/FTIR spec-
troscopy for fat, protein, and moisture determination in
cheese (23), large variations in the ATR/FTIR spectra of
replicate samples taken from the center of a cheese were
observed owing to both variations in the diameter of the
fat globules and inhomogeneous distribution of fat within
the cheese. Based on the fairly poor accuracy of PLS cal-
ibrations that were developed for the determination of fat,
protein, and moisture contents, the authors concluded that
the utility of the ATR/FTIR method for the analysis of
cheese was quite limited but might be improved by
homogenization of the samples prior to analysis; however,

this requirement would significantly complicate the pro-
cedure. Another approach to overcoming the problem was
employed in the development of a rapid FTIR quality con-
trol method for fat and moisture determination in butter
employing an ATR sample-handling accessory (24).
Samples were dissolved in 1-propanol and warmed to
40°C, thereby solubilizing the fat without causing separa-
tion of an aqueous phase, and applied to a heated ATR
crystal (40°C) for spectral recording. A calibration was
developed by employing gravimetrically prepared mix-
tures of anhydrous butterfat and water in 1-propanol as
calibration standards. Analysis of 20 butter samples by
this ATR/FTIR method yielded good agreement with ref-
erence values obtained by the Mojonnier method (24). 

The speed of FTIR analysis (typically, <2 min/sam-
ple) is particularly advantageous in a processing environ-
ment since it allows the manufacturing process to be
monitored and adjusted as it proceeds. A method for the
simultaneous determination of sucrose, lactose, total
solids, and fat in chocolate milk by FTIR spectroscopy for
use in a production environment has been described (25).
An ATR/FTIR method for fat and solids determination
was developed for quality control purposes during manu-
facture of sweetened condensed milk (26). The ATR sam-
ple-handling technique is highly suitable for this type of
viscous product, which would be very difficult to handle
if a transmission cell were used, and highly reproducible
results were obtained when samples were homogenized at
65°C prior to ATR/FTIR analysis. More recently, an SB-
ATR/FTIR method has been developed for monitoring
enzymatic hydrolysis of lactose during the production of
lactose-reduced milk (27). 

2. Beverages

Aside from milk analysis, numerous FTIR methods for the
analysis of different types of beverages have been devel-
oped. Determination of sucrose, glucose, fructose, and total
sugars in juices and soft drinks by ATR/FTIR spectroscopy
was investigated by Rambla and co-workers (28, 29).
Sinnaeve et al. analyzed apple juice using a 16-µm tem-
perature-controlled transmission cell and successfully
quantified malic acid, total sugars, glucose, fructose,
sucrose, and specific gravity (30). Flow injection analysis
coupled with transmission FTIR spectroscopy was used in
the determination of sucrose in fruit juices (orange juice,
apple juice, and sports drink) (31). Acetate buffer was used
as the carrier solvent, and samples were passed through an
enzyme reactor containing β-fructosidase prior to FTIR
spectral acquisition. In another study, flow injection analy-
sis/FTIR spectroscopy was employed to quantify malic
acid, tartaric acid, and citric acid in juices and soft drinks
using pH modulation to eliminate matrix effects (32). In a
flow injection analysis/FTIR method for the determination
of caffeine in soft drinks, caffeine was extracted by passing
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the samples through a solid-phase extraction column (C18),
using chloroform as the eluent (33). A rapid ATR/FTIR
method was developed for the determination of caffeine in
soft drinks without extraction (34). This method allowed
caffeine quantitation in soft drinks at levels as low as 
0.5 mg/100 mL and was found to produce results similar
to, but slightly higher on average than, those obtained from
the conventional ultraviolet (UV) method. 

Various publications have described methods for
ethanol determination in distilled liquors, wines, and beers.
Dilution of beverages having ethanol contents of >15%
(v/v) is often required for analysis in a transmission cell,
but this step can be eliminated when an ATR accessory is
employed (35). The use of ATR fiber-optic probes in the
quantitation of alcohol in liqueurs has been reported (36). 

Recently, commercial FTIR wine analyzers, employ-
ing a flow-through transmission cell similar to that incor-
porated in FTIR milk analyzers, have been marketed
(21). Patz et al employed an FTIR wine analyzer to ana-
lyze for alcohol, tartaric acid, malic acid, lactic acid, total
acidity, pH, volatile acidity, reducing sugars, fructose,
glucose, total SO2, total phenols, and glycerol (37). The
calibration and test sets comprised 165 wine samples,
preanalyzed by standard methods; because the concentra-
tion ranges for glycerol and volatile acidity in these sam-
ples were too narrow, standards prepared in water were
added to the calibration set. The authors reported that
results were acceptable for all parameters except total
SO2 and total phenols. Comparable results were obtained
with a standard benchtop FTIR spectrometer equipped
with an SB-ATR accessory in a similar study conducted
by the McGill IR Group to demonstrate the feasibility of
employing SB-ATR/FTIR spectroscopy for the routine
analysis of distilled liquors and wines (27). Dubernet and
Dubernet used a commercial FTIR wine analyzer to ana-
lyze for alcohol, reducing sugars, total acidity, pH, malic
acid, tartaric acid, lactic acid, total phenols, volatile acid-
ity, CO2, glycerol, gluconic acid, and saccharose content
in 200,000 wine samples (38). These authors reported
that not all wines could be analyzed accurately using the
same calibration due to matrix effects and therefore
developed separate calibrations for dry and sweet wines
as well as for wine musts. Because calibration develop-
ment may require the accurate analysis of several hun-
dred representative wines for multiple components,
which is clearly a major undertaking, an alternative
approach based on synthetically prepared mixtures of the
major components present in wine has been investigated
(39). It was demonstrated that the preparation of large
numbers of calibration standards that are often required
for multivariate calibration and the acquisition of their
spectra may be automated by sequential injection, a form
of flow injection analysis. However, when calibrations
based on model solutions of nine common components as
a substitute for preanalyzed wines were applied to the

analysis of wine samples, only limited agreement was
obtained between the IR-predicted values for organic
acids and sugars and results obtained by high-pressure
liquid chromatography (HPLC) (39). 

In a different type of application related to wine pro-
duction, SB-ATR/FTIR spectroscopy in combination with
PCA and cluster analysis was used to discriminate
between phenolic extracts of different wine cultivars (40).
Phenolic extracts were obtained by solid-phase extraction
of the wine samples and subsequent elution of the phenols
with methanol. Only 1 µL of the methanolic extract was
required to cover the SB-ATR crystal and the methanol
was allowed to evaporate prior to spectral recording.
Almost complete discrimination of all cultivars investi-
gated was achieved. SB-ATR/FTIR spectroscopy was also
used in the analysis of white wine polysaccharide extracts
to identify the type of wine-making process employed
(must clarification versus maceration) based on the poly-
saccharides present (41). 

3. Edible Oil Analysis 

In the past decade, a large amount of work has been done
on both FTIR and FT-Raman analyses of edible fats and
oils. These included the development of both qualitative
applications, involving the characterization and classifica-
tion of oils, and numerous examples of quantitative analy-
sis applications. The literature in this area has been
surveyed in a recent review (42), and only selected appli-
cations will be highlighted in this section. 

Typical FTIR and FT-Raman spectra of an edible oil
are presented in Figure 44.15. The FTIR spectra of edible
oils and premelted fats in their neat form can be recorded
with the use of either a heated transmission flow cell or a
heated ATR accessory, making these types of samples
fairly ideal from a sample-handling perspective. On the
other hand, dispersive Raman spectroscopy is generally
unsuitable for the analysis of edible oils owing to back-
ground fluorescence arising from colored components
present in oils. However, with the recent advent of FT-
Raman instrumentation employing NIR excitation
sources, the problem of background fluorescence has
largely been eliminated, as can be seen from the high
quality of the FT-Raman spectrum in Figure 44.15, and
thus the potential for practical implementation of Raman
analysis of fats and oils has been greatly enhanced.

The most noteworthy application of IR spectroscopy
in the analysis of fats and oils is the determination of iso-
lated trans isomers, which is an official method of the
AOAC, the American Oil Chemists’ Society (AOCS), and
IUPAC. In the original IR trans analysis method, which
was developed over 50 years ago with dispersive IR spec-
trometers, samples were dissolved in carbon disulfide
before recording their spectra in a fixed-pathlength trans-
mission cell (43). This dilution procedure was necessary
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because the analysis of oils in their neat form would
require a cell pathlength of 10 µm or less due to the high
absorptivity of the major absorption bands. With the devel-
opment of FTIR spectrometers, however, it became possi-
ble to employ transmission cells with somewhat longer
pathlengths (25–100 µm) or ATR accessories for the analy-
sis of oils in their neat form. In 1996, Mossoba 
et al. described a rapid and simple ATR method for the
determination of isolated trans isomers at levels down to
1% (44), and this method was subsequently adopted as an
official method by both the AOAC and the AOCS. The use
of an SB-ATR accessory for this analysis is advantageous
because the small surface area of the ATR crystal allows
for more precise temperature control and minimizes sam-
ple cross-contamination (45). Furthermore, the small vol-
ume of sample required (<50 µL) is advantageous in the
analysis of fats extracted from foods, especially low-fat
food products. This sample-handling technique was
employed for the determination of trans content in hydro-
genated vegetable oils in a collaborative study (46). The
relative standard deviation between five labs was 1.62%
for a sample having a trans content of 39.12% and 18.97%
for a sample having a trans content of 1.95%. The rela-
tively high error at low trans levels is attributable to the
poor signal-to-noise ratio resulting from the very short
effective pathlength of the SB-ATR accessory. Another
factor limiting the accuracy of the method is the need for a
trans-free reference oil that closely matches the fatty acid
composition of the sample. If an appropriate reference oil
is not available, as generally would be the case in the
analysis of fats extracted from foods, the accuracy of the
method may be poor, particularly at low trans levels (47). 

The McGill IR Group extended the SB-ATR method
for trans analysis to allow simultaneous determination of
iodine value (IV), a measure of total unsaturation (45).
Calibration models for the prediction of both IV and 
trans content were developed using PLS regression and a

calibration set consisting of 9 pure triacylglycerols. Good
agreement was obtained between the results obtained by
gas chromatography (GC), the FTIR/PLS method, and the
AOCS FTIR method for trans analysis and between a GC
method and the FTIR/PLS method for IV determination
(45). Much better precision and accuracy were achieved
with the SB-ATR accessory than in previous work with an
MB-ATR accessory (48). The McGill IR Group has also
done extensive work on edible oil analysis using the cus-
tom-designed transmission flow-through cell shown in
Figure 44.5, heated to 80°C to avoid fat crystallization dur-
ing analysis (49). Methods have been developed for the
determination of trans and cis content (50), free fatty acids
(51), solid fat index (52), iodine value (53), saponification
number (53), anisidine value (54), and peroxide value (PV)
(55). While most of these methods are based on the spec-
tral features of neat fats and oils, the PV method employs
the stoichiometric reaction of triphenylphosphine with
hydroperoxides to produce triphenylphosphine oxide,
which has a strong absorption band at 542 cm�1 that is
used for PV quantitation. Ruiz et al. automated this
method through the application of flow injection analysis
to allow on-line PV analysis, without the need for manual
sample manipulation (56). 

The complementary nature of IR and Raman spec-
troscopy is well illustrated by the spectra of edible fats and
oils. By comparison of the spectra in Figure 44.15, it may be
noted that the relative band intensities in the IR and Raman
spectra differ markedly. Of particular significance in relation
to the measurement of unsaturation is the 1700–1600 cm�1

region, in which strong C=C stretching absorptions are the
dominant features in the Raman spectra of unsaturated oils
whereas the corresponding bands in IR spectra are
extremely weak. Because the C=C stretching absorptions of
cis and trans double bonds are observed at different
wavenumbers (1656 and 1670 cm�1, respectively), Raman
spectroscopy allows for the determination of both the degree
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and type of unsaturation (57, 58). Thus, the potential utility
of Raman spectroscopy, in conjunction with fiber optics, to
monitor hydrogenation processes has been suggested (59).
Raman spectroscopy has also been reported to provide
information about the relative proportions of saturated,
monounsaturated, and polyunsaturated fatty acids in a vari-
ety of fats and oils of both plant and animal origin (60). 

As reviewed in Ref. 42, there have also been many
studies during the past decade on the classification of edi-
ble oils by vibrational spectroscopy. Although the spectra
of most pure fats and oils appear fairly similar visually, they
reflect the differences in fatty acid composition that exist
among different types of fats and oils. Thus, with the use of
chemometric techniques such as PCA and discriminant
analysis, different types of oils can be distinguished on the
basis of differences in their IR or Raman spectra. The pow-
erful capabilities of these techniques are exemplified by the
successful use of FTIR spectroscopy, in conjunction with
discriminant analysis, to differentiate between extra virgin
and refined olive oils, despite the strong similarities
between the spectra of these two types of oils (61). In
another study, SB-ATR/FTIR spectroscopy was employed
to detect adulteration of sunflower oil in olive oil down to a
level of 20 mL/L of extra virgin olive oil (62). Similarly,
Raman spectroscopy was shown to allow for the detection
of adulteration of virgin olive oil with hazelnut oil, a very
chemically similar oil type, at levels down to 5% (63).
These examples are illustrative of fairly extensive research
that has demonstrated the potential utility of FTIR and
Raman spectroscopy for the authentication of edible oils. 

Another important qualitative analysis application
involves the dynamic monitoring of oil oxidation by FTIR
spectroscopy to evaluate the oxidative stability of oils. For
example, by monitoring the FTIR spectra of a thin film of
oil spread on the heated surface of an ATR sample-han-
dling accessory (64, 65) or on a polymer film (66) and
subtracting the fresh oil spectrum (t = 0) from those taken
subsequently over time, the resulting differential spectra
reveal subtle spectral changes that can be employed to
track changes in oxidation via “indicator bands” such as
the cis, isolated and conjugated trans, hydroperoxide, and
aldehyde absorptions. This approach allows one to
develop a “dynamic” oxidation profile (peak height vs.
time) based on these indicator bands and evaluate the rel-
ative stability of oils in a simple and rapid manner. 

4. Syrups and Semi-Solids

ATR/FTIR spectroscopy is particularly useful for the
quantitative analysis of viscous samples that cannot be eas-
ily introduced into a sealed transmission cell. The potential
utility of ATR/FTIR spectroscopy for continuous on-line
process monitoring of the conversion of corn starch to corn
syrup has been demonstrated (67). Another study used a
ZnSe ATR accessory to determine dry substance (glucose,

maltose, and fructose) in glucose syrups after sample dilu-
tion (1 g/2 mL) (68). Determination of fruit content and
detection of adulteration in strawberry jam by ATR/FTIR
spectroscopy was investigated (69) but the accuracy of the
method was limited by the overlapping of the 1725 cm�1

band used for fruit quantitation with the strong water
absorption band at ~1650 cm�1. In a later study, 36 jam
samples were classified by ATR/FTIR spectroscopy
according to their fruit content as “strawberry” or “non-
strawberry,” with a correct classification rate of 91% (70).
In a similar but much larger study, 95% of over 1000 fruit
puree samples were correctly classified as “raspberry” or
“nonraspberry,” and it was shown that adulteration with
sucrose or with apple and plum could be detected at levels
of 4% (w/w) and 20% (w/w), respectively (71). The detec-
tion of inverted cane sugar adulteration in honey (72) and
beet and cane sugar adulteration in maple syrups (73) by
ATR/FTIR spectroscopy has also been reported. 

5. Solids

Classification and detection of adulteration of solid food
products by ATR/FTIR spectroscopy has been investi-
gated. Instant coffee samples were dissolved in distilled
water at 50°C at a concentration of 30% (w/v) and applied
onto the surface of a horizontal ATR accessory (74).
Spectra were recorded immediately to avoid settling out
of a small insoluble fraction. Discrimination of Arabica
and Robusta instant coffees was achieved by applying lin-
ear discriminant analysis (LDA) to the scores obtained by
PCA of the spectral data, and the composition of Arabica
and Robusta blends was determined by multivariate
analysis. A similar methodology was employed for the
detection of adulteration of instant coffees with glucose,
fructose, and xylose, and the carbohydrate profile was
also successfully quantified (75). The capability to distin-
guish between minced chicken, pork and turkey meats as
well as fresh and frozen-thawed samples by ATR/FTIR
spectroscopy has also been described (76).

For quantitative analysis of solid samples, IR transmis-
sion measurements are unsuitable owing to light scattering
effects whereas an ATR/FTIR spectrum may not be fully
representative of the sample owing to inhomogeneity on the
scale of the depth of penetration associated with ATR
measurements. In a study of protein-starch mixtures (77),
samples were prepared by mixing dry gluten and starch or
casein and starch and then adding a gram of water per gram
of sample to produce wet mixtures, which varied in consis-
tency from a moist powder at high starch content to an elas-
tic mass at high gluten content. These samples were spread
evenly on the ATR crystal to ensure uniform coverage and
a constant pressure was applied to achieve good optical
contact between the ATR crystal and the sample. However,
poor reproducibility was obtained, especially for the
casein-starch mixtures due to large particle size of casein. 
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In general, IR quantitative analysis of solid food prod-
ucts with the use of transmission or ATR sample-handling
techniques requires some prior sample preparation. For
example, quantitative analysis of sugar powders (glucose,
fructose, sucrose) by ATR/FTIR spectroscopy was per-
formed by impregnating the powders with an organic sol-
vent (acetone), thereby forming a film on the surface of the
ATR crystal after evaporation of the acetone (78).
Determination of total fat and protein in meat by FTIR
spectroscopy was carried out on meat samples prepared by
suspension in 0.1N NaOH solution at 67°C and homoge-
nized using a high-pressure valve homogenizer, prior to
injection into a 37-µm CaF2 heated (65°C) flow-through
cell (79). Total fat determination in food products by trans-
mission FTIR spectroscopy has been performed by
extracting the fat in a chloroform/methanol (2:1) solvent
(80) or 1-propanol (81). 

The need for such sample preparation steps can poten-
tially be eliminated through the use of alternative sample-
handling techniques. One technique that has been
investigated is photoacoustic (PAS) spectroscopy, which
is based on the detection of IR absorption by using sound
(82, 83). However, PAS has poor S/N relative to transmis-
sion and ATR techniques because the efficiency of energy
transfer (absorbance to sound) is poor, and thus it is a rel-
atively insensitive technique. In addition, water vapor
gives rise to strong photoacoustic signals, requiring that
the sample be very dry during analysis. Finally, the pho-
toacoustic signal is dependent on several factors, such as
incident energy, absorption coefficient, surface morphol-
ogy, and thermal diffusivity, which, in part, are sample
dependent. Accordingly, PAS does not appear to have
general applicability for quantitative food analysis.

Raman spectroscopy is better suited to the analysis of
solid samples than IR spectroscopy. In the area of food
analysis, this suitability is best illustrated by various stud-
ies on modified starches, in which the degrees of acetyla-
tion and succinylation were determined from the
FT-Raman spectra of solid samples contained in glass
capillary tubes (84). However, no examples of the use of
Raman spectroscopy in the analysis of processed foods
have been reported.

REFERENCES

1. P Williams, K Norris. Near-Infrared Technology in the
Agricultural and Food Industries, 2nd ed. St. Paul, MN:
American Association of Cereal Chemists, 2001. 

2. BG Osborne, T Fearn, PH Hindle. Practical NIR
Spectroscopy with Applications in Food and Beverage
Analysis. Harlow, Essex: Longman, 1993.

3. T Hirschfeld, B Chase. FT-Raman spectroscopy:
Development and justification. Appl Spectrosc
40:133–137, 1986. 

4. PB Coleman, ed. Practical Sampling Techniques for
Infrared Analysis. Boca Raton, FL: CRC Press, 2003.

5. IT Jolliffe. Principal Component Analysis. New York:
Springer, 1986.

6. H Martens, T Naes. Multivariate Calibration, 2nd ed.
Chichester, U.K.: John Wiley & Sons, 1989.

7. ECY Li-Chan, AA Ismail, J Sedman, FR van de Voort.
Vibrational spectroscopy of food and food products. In:
JM Chalmers, PR Griffiths, eds. Handbook of
Vibrational Spectroscopy. New York: John Wiley &
Sons, 2002, Vol 5, pp 3629–3662.

8. B Stuart. Biological Applications of Infrared
Spectroscopy. Chichester, U.K.: John Wiley & Sons,
1997.

9. PR Carey. Biochemical Applications of Raman and
Resonance Raman Spectroscopies. New York:
Academic Press, 1982.

10. M Nonaka, ECY Li-Chan, S Nakai. Raman spectro-
scopic study of thermally induced gelation of whey pro-
teins. J Agric Food Chem 41:1176–1181, 1993. 

11. WK Surewicz, HH Mantsch. New insight into protein
secondary structure from resolution-enhanced infrared
spectra. Biochim Biophys Acta 952:115–130, 1988. 

12. WK Surewicz, HH Mantsch, D Chapman. Determination
of protein secondary structure by Fourier transform
infrared spectroscopy: A critical assessment. Biochemistry
32:389–394, 1993. 

13. MN Siamwiza, RC Lord, MC Chen, T Takamatsu, I
Harada, H Matsuura, T Shimanouchi. Interpretation of
the doublet at 850 and 830 cm�1 in the Raman spectra
of tyrosyl residues in proteins and certain model com-
pounds. Biochemistry 14:4870–4876, 1975. 

14. ECY Li-Chan. The applications of Raman spectroscopy in
food science. Trends Food Sci Technol 7:361–370, 1996.

15. JI Boye, AA Ismail, I Alli. Effect of physico-chemical
factors on the secondary structure of β-lactoglobulin. J
Dairy Res 63:97–109, 1996.

16. JI Boye, I Alli, AA Ismail. Interactions involved in the
gelation of bovine serum albumin. J Agric Food Chem
44:996–1004, 1996.

17. JI Boye, I Alli, AA Ismail. Use of differential scanning
calorimetry and infrared spectroscopy in the study of
thermal and structural stability of α-lactalbumin. J
Agric Food Chem 45:1116–1125, 1997.

18. JI Boye, CY Ma, AA Ismail, VR Harwalkar, M Kalab.
Molecular and microstructural studies of thermal denat-
uration and gelation of β-lactoglobulins A and B. J
Agric Food Chem 45:1608–1618, 1997. 

19. T Hosseini-Nia, AA Ismail, S Kubow. Pressure-induced
conformational changes of β-lactoglobulin by variable-
pressure Fourier transform infrared spectroscopy. J
Agric Food Chem 47:4537–4542, 1999.

20. T Hosseini-Nia, AA Ismail, S Kubow. Effect of high
hydrostatic pressure on the secondary structures of BSA
and apo- and holo-α-lactalbumin employing Fourier
transform tnfrared spectroscopy. J Food Sci 67:1341–
1347, 2002. 

21. SK Andersen, PW Hansen, HV Andersen. Vibrational
spectroscopy in the analysis of dairy products and wine.
In: JM Chalmers, PR Griffiths, eds. Handbook of
Vibrational Spectroscopy. New York: John Wiley &
Sons, 2002, Vol 5, pp 1–10.

Infrared and Raman Spectroscopy In Food Science 44-17



22. EK Kemsley, GP Appleton, RH Wilson. Quantitative
analysis of emulsions using attenuated total reflectance
(ATR). Spectrochim Acta A 50:1235–1242, 1994.

23. DH McQueen, RH Wilson, A Kinnunen, EP Jensen.
Comparison of two infrared spectroscopic methods for
cheese analysis. Talanta 42:2007–2015, 1995.

24. FR van de Voort, J Sedman, G Emo. A rapid FTIR qual-
ity control method for fat and moisture determination in
butter. Food Res Int 25:193–198, 1992.

25. RA Cocciardi, AA Ismail, FR van de Voort, J Sedman.
A rapid Fourier transform infrared quality control
method for the determination of lactose, sucrose, fat and
total solids in chocolate milk. Milchwissenschaft
57(2):90–93, 2002.

26. N Nathier-Dufour, J Sedman, FR van de Voort. A rapid
ATR/FTIR quality control method for the determination
of fat and solids in sweetened condensed milk.
Milchwissenschaft 50:462–466, 1995.

27. RA Cocciardi, AA Ismail, FR van de Voort. Monitoring
of lactose hydrolysis in milk by single-bounce attenuated
total reflectance Fourier transform infrared spectroscopy.
Milchwissenschaft 59:403–407, 2004. 

28. FJ Rambla, S Garrigues, N Ferrer, M de la Guardia.
Simple partial least squares-attenuated total reflectance
Fourier transform infrared spectrometric method for the
determination of sugars in fruit juices and soft drinks
using aqueous standards. Analyst 123:277–281, 1998.

29. S Garrigues, FJ Rambla, M de la Guardia. Comparative
study of reflectance cells for PLS-FTIR determination
of sugars in soft drinks. Fresenius J Anal Chem
362:137–140, 1998.

30. G Sinnaeve, P Dardenne, R Agneessens, M Lateur, A
Hallet. Quantitative analysis of raw apple juices using
near infrared, Fourier-transform near infrared and
Fourier-transform infrared instruments: A comparison
of their analytical performances. J Near Infrared
Spectrosc 5:1–17, 1997.

31. R Kellner, B Lendl, I Wells, PJ Worsfold. Comparison
of univariate and multivariate strategies for the determi-
nation of sucrose in fruit juices by automated flow injec-
tion analysis with Fourier transform infrared detection.
Appl Spectrosc 51:227–235, 1997.

32. MJ Ayora-Cañada, B Lendl. Sheath-flow Fourier trans-
form infrared spectrometry for the simultaneous deter-
mination of citric, malic and tartaric acids in soft drinks.
Anal Chim Acta 417:41–50, 2000.

33. Y Daghbouche, S Garrigues, MT Vidal, M de la
Guardia. Flow injection Fourier transform infrared
determination of caffeine in soft drinks. Anal Chem
69:1086–1091, 1997.

34. MM Paradkar, J Irudayaraj. Rapid determination of caf-
feine content in soft drinks using FTIR-ATR spec-
troscopy. Food Chem 78:261–266, 2002.

35. RA Cocciardi, AA Ismail, J Sedman. Investigation of
the potential utility of single-bounce attenuated total
reflectance Fourier transform infrared spectroscopy in
the analysis of distilled liquors and wines. J Agric Food
Chem 53:2803–2809, 2005.

36. EK Kemsley, RH Wilson, PS Belton. Potential of Fourier
transform infrared spectroscopy and fiber optics for
process control. J Agric Food Chem 40:435–438, 1992.

37. CD Patz, A David, K Thente, P Kurbel, H Dietrich.
Wine analysis with FTIR spectrometry. Vitic Enol Sci
54(2–3):80–87, 1999.

38. M Dubernet, M Dubernet. Utilisation de l’analyse
infrarouge à transformée de Fourier pour l’analyse
oenologique de routine. Rev Fr Oenol 18:10–13, 2000.

39. R Schindler, R Vonach, B Lendl, R Kellner. A rapid
automated method for wine analysis based upon
sequential injection (SI)-FTIR spectrometry. Fresenius J
Anal Chem 362:130–136, 1998.

40. A Edelmann, J Diewok, KC Schuster, B Lendl. Rapid
method for the discrimination of red wine cultivars
based on mid-infrared spectroscopy of phenolic wine
extracts. J Agric Food Chem 49:1139–1145, 2001.

41. MA Coimbra, F Goncalves, AS Barros, I Delgadillo.
Fourier transform infrared spectroscopy and chemomet-
ric analysis of white wine polysaccharide extracts. J
Agric Food Chem 50:3405–3411, 2002. 

42. FR van de Voort, J Sedman, T Russin. Lipid analysis by
vibrational spectroscopy. Eur Lipid Sci Technol
103:815–826, 2001. 

43. D Firestone, P LaBouliere. Determination of isolated
trans isomers by infrared spectrophotometry. J Am Oil
Chem Soc 48:437–443, 1965.

44. MM Mossoba, MP Yurawecz, RE McDonald. Rapid
determination of the total trans content of neat hydro-
genated oils by attenuated total reflection spectroscopy.
J Am Oil Chem Soc 73:1003–1009, 1996.

45. J Sedman, FR van de Voort, AA Ismail. Simultaneous
determination of iodine value and trans content of fats
and oils by single-bounce horizontal attenuated total
reflectance Fourier transform infrared spectroscopy. J
Am Oil Chem Soc 77:399–403, 2000.

46. M Adam, M Chew, S Wasserman, A McCollum, RE
McDonald, MM Mossoba. Determination of trans fatty
acids in hydrogenated vegetable oils by attenuated total
reflection infrared spectroscopy: Two limited collabora-
tive studies. J Am Oil Chem Soc 75:353–358, 1998.

47. LH Ali, G Angyal, CM Weaver, JI Rader, MM Mossoba.
Determination of total trans fatty acids in foods:
Comparison of capillary-column gas chromatography and
single-bounce horizontal attenuated total reflection infrared
spectroscopy. J Am Oil Chem Soc 73:1699–1705, 1996. 

48. FR van de Voort, J Sedman, G Emo, AA Ismail. Rapid and
direct iodine value and saponification number determina-
tion of fats and oils by attenuated total reflectance/Fourier
transform infrared spectroscopy. J Am Oil Chem Soc
69:1118–1123, 1992.

49. J Sedman, FR van de Voort, AA Ismail. Application of
Fourier transform infrared spectroscopy in edible oil
analysis In: RE McDonald, MM Mossoba, eds. New
Techniques and Applications in Lipid Analysis.
Champaign, IL: AOCS Press, 1997, pp 283–324.

50. FR van de Voort, AA Ismail, J Sedman. A rapid, auto-
mated method for the determination of cis and trans
content of fats and oils by Fourier transform infrared
spectroscopy. J Am Oil Chem Soc 72:873–880, 1995.

51. AA Ismail, FR van de Voort, G Emo, J Sedman. Rapid
quantitative determination of free fatty acids in fats and
oils by Fourier transform infrared spectroscopy. J Am
Oil Chem Soc 70:335–341, 1993.

44-18 Handbook of Food Science, Technology, and Engineering, Volume 1



52. FR van de Voort, KP Memon, J Sedman, AA Ismail.
Determination of solid fat index by Fourier transform
infrared spectroscopy. J Am Oil Chem Soc 73:411–416,
1996.

53. J Sedman, FR van de Voort, AA Ismail, P Maes.
Industrial validation of Fourier transform infrared trans
and iodine value analyses of fats and oils. J Am Oil
Chem Soc 75:33–39, 1998.

54. J Dubois, FR van de Voort, J Sedman, AA Ismail, HR
Ramaswamy. Quantitative Fourier transform infrared
analysis for anisidine value and aldehydes in thermally
stressed oils. J Am Oil Chem Soc 73:787–794, 1996.

55. Kangming Ma, FR van de Voort, J Sedman, AA Ismail.
Stoichiometric determination of hydroperoxides in fats
and oils by Fourier transform infrared spectroscopy. J
Am Oil Chem Soc 74:897–906, 1997.

56. A Ruiz, MJ Ayora-Cañada, B Lendl. A rapid method for
peroxide value determination in edible oils based on
flow analysis with Fourier transform infrared spectro-
scopic detection. Analyst 126:242–246, 2001.

57. GF Bailey, RJ Horvat. Raman spectroscopic analysis of
the cis/trans isomer isomer composition of edible veg-
etable oils. J Am Oil Chem Soc 49:494–498, 1972.

58. H Sadeghi-Jorabchi, PJ Hendra, RH Wilson, PS Belton.
Determination of the total unsaturation in oils and mar-
garines by Fourier transform Raman spectroscopy. J Am
Oil Chem Soc 67:483–486, 1990.

59. GL Johnson, RM Machado, KG Freidl, ML Achenbach,
PF Clark, SK Reidy. Evaluation of Raman spectroscopy
for determining cis and trans isomers in partially hydro-
genated soybean oil. Org Process Res Dev 6:637–644,
2002.

60. V Baeten, P Hourant, MT Morales, R Aparicio. Oil and
fat classification by FT-Raman spectroscopy. J Agric
Food Chem 46:2638–2646, 1998.

61. YW Lai, EK Kemsley, RH Wilson. Potential of Fourier
transform infrared spectroscopy for the authentication
of vegetable oils. J Agric Food Chem 42:1154–1159,
1994.

62. A Tay, H Singh, SS Krishnan, JP Gore. Authentication of
olive oil adulterated with vegetable oils using Fourier
transform infrared spectroscopy. Lebensm-Wiss Technol
35:99–103, 2002.

63. EC Lopez-Diez, G Bianchi, R Goodacre. Rapid quanti-
tative assessment of the adulteration of virgin olive oils
with hazelnut oils using Raman spectroscopy and
chemometrics. J Agric Food Chem 51:6145–6150, 2003.

64. FR van de Voort, AA Ismail, J Sedman, G Emo.
Monitoring the oxidation of edible oils by FTIR spec-
troscopy. J Am Oil Chem Soc 71:243–253, 1994. 

65. J Sedman, AA Ismail, A Nicodemo, S Kubow, FR van
de Voort. Application of FTIR/ATR differential spec-
troscopy for monitoring oil oxidation and antioxidant
efficiency. In: F Shahidi, ed. Natural Antioxidants.
Champaign, IL: AOCS Press, 1996, pp 358–378.

66. TA Russin, FR van de Voort, J Sedman. Novel method
for rapid monitoring of lipid oxidation by FTIR spec-
troscopy using disposable IR cards. J Am Oil Chem Soc
80:635–641, 2003.

67. MP Fuller, MC Gary, Z Stanek. An FTIR liquid ana-
lyzer. Am Lab 22:58–69, 1990.

68. F De Lene Mirouze, JC Boulou, N Dupuy, M Meurens,
JP Huvenne, P Legrand. Quantitative analysis of glucose
syrups by ATR/FT-IR spectroscopy. Appl Spectrosc
47:1187–1191, 1993.

69. RH Wilson, PT Slack, GP Appleton, L Sun, PS Belton.
Determination of the fruit content of jam using Fourier
transform infrared spectroscopy. Food Chem 47:303–308,
1993.

70. M Defernez, RH Wilson. Mid-infrared spectroscopy
and chemometrics for determining the type of fruit used
in jam. J Sci Food Agric 67:461–467, 1995.

71. EK Kemsley, JK Holland, M Defernez, RH Wilson.
Detection of adulteration of raspberry purees using
infrared spectroscopy and chemometrics. J Agric Food
Chem 44:3864–3870, 1996.

72. S Sivakesava, J Irudayaraj. Prediction of inverted cane
sugar adulteration of honey by Fourier transform
infrared spectroscopy. J Food Sci 66:972–978, 2001.

73. MM Paradkar, S Sivakesava, J Irudayaraj.
Discrimination and classification of adulterants in
maple syrup with the use of infrared spectroscopic tech-
niques. J Sci Food Agric 82:497–504, 2002.

74. R Briandet, EK Kemsley, RH Wilson. Discrimination of
Arabica and Robusta in instant coffee by Fourier trans-
form infrared spectroscopy and chemometrics. J Agric
Food Chem 44:170–174, 1996.

75. R Briandet, EK Kemsley, RH Wilson. Approaches to
adulteration detection in instant coffees using infrared
spectroscopy and chemometrics. J Sci Food Agric
71:359–366, 1996.

76. O Al-Jowder, EK Kemsley, RH Wilson. Mid-infrared
spectroscopy and authenticity problems in selected
meats: a feasibility study. Food Chem 59:195–201, 1997.

77. PS Belton, AM Saffa, RH Wilson. Use of Fourier trans-
form infrared spectroscopy for quantitative analysis: A
comparative study of different detection methods.
Analyst 112:1117–1120, 1987.

78. N Dupuy, M Meurens, B Sombret, P Legrand, JP
Huvenne. Multivariate determination of sugar powders
by attenuated total reflectance infrared spectroscopy.
Appl Spectrosc 47:452–457, 1993.

79. B Dion, M Ruzbie, FR van de Voort, AA Ismail, JS
Blais. Determination of protein and fat in meat by trans-
mission Fourier transform infrared spectrometry.
Analyst 119:1765–1771, 1994.

80. DA Cronin, K McKenzie. A rapid method for the deter-
mination of fat in foodstuffs by infrared spectrometry.
Food Chem 35:39–49, 1990.

81. FR van de Voort, J Sedman, AA Ismail. A rapid FTIR
quality-control method for determining fat and moisture
in high-fat products. Food Chem 48:213–221, 1993.

82. CNG Scotter. Non-destructive spectroscopic techniques
for the measurement of food quality. Trends Food Sci
Technol 8:285–291, 1997.

83. DH McQueen, RH Wilson, A Kinnunen. Near- and mid-
infrared photoacoustic analysis of principal components
of foodstuffs. Trends Anal Chem 14:482–492, 1995.

84. DL Phillips, J Xing, CK Chong, H Liu, H Corke.
Determination of the degree of succinylation in diverse
modified starches by Raman spectroscopy. J Agric Food
Chem 48:5105–5108, 2000.

Infrared and Raman Spectroscopy In Food Science 44-19





I. INTRODUCTION

Gas chromatography (GC) has been widely used in vari-
ous applications involving the qualitative and quantitative
analyses of foods (1) for several decades. In order to
improve food safety and quality, GC techniques and meth-
ods have been developed and evaluated for many diverse
applications. GC has been an excellent tool for the sepa-
ration and determination of trace level, thermally stable,
volatile organic analytes in complex food matrices.

Many food matrices are analyzed by GC in order to
determine nutritional and palatability needs, check food
adulteration, engineer novel food products, or meet
process-control, quality assurance, food labeling, or other

requirements. The widely different components include
natural constituents, contaminants, and additives of foods,
as well as products that arise from natural reactions and/or
industrial processing. Food constituents are primarily
water, lipids, proteins, carbohydrates, vitamins, and min-
erals, and components such as fatty acids, sterols, alco-
hols, aroma components, and off-flavors, are determined
by GC. Contaminants in food products include residues of
pesticides, veterinary drugs, and industrial pollutants
(such as polyhalogenated hydrocarbons and polycyclic
aromatic hydrocarbons), as well as toxins from spoilage,
vegetative bacteria, endospores, or fungi (mycotoxins).
Additives usually consist of components that are added to
food products (such as preservatives, colors, or flavors).
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Auto-oxidation and food processing (for example, frying,
catalytic hydrogenation, or irradiation) also lead to the pro-
duction of components (such as cyclic or trans fatty acids,
histamine, urethane, nitrosamines, or 2-alkylcyclobu-
tanones irradiation markers) that can be identified by GC. 

In the past decade, GC advances have been achieved
including the development and/or optimization of GC
instrumentation components (injectors, detectors) and of
portable, miniaturized, high-speed GC systems in which
retention times are very short due to high flow rates, short
and narrow bore columns, low film thickness, increased
diffusivity of a solute in the gas phase, and faster temper-
ature programming. GC detectors with greater selectivity
and sensitivity such as mass spectrometers (MS), pulsed
flame photometric detectors, and halogen specific detec-
tors proved to be advantageous in food-analysis applica-
tions. Fast-GC/MS analyses (1) have been carried out by
using micro-bore columns with time-of-flight (TOF)-MS
(2–4), low pressure (LP)-GC/MS (5–7), and supersonic
molecular beam (SBM)-MS (8–10).

In this chapter, three different areas of research
selected from a large field of issues related to food analy-
sis by GC techniques are addressed. The sections describe
the instrumentation and applications of fast-GC to the
study of food contaminants, the application of high reso-
lution (HR) GC to the analysis of polyhalogenated con-
taminants in foods, and the GC analysis of foodborne
bacterial lipids. Reasons for selecting fast-GC include its
future potential in the analysis of many GC-amenable
food additives and contaminants. Polyhalogenated aro-
matic compound determination in foods provides an
excellent example of the continued application of gas
chromatography to one of the most intractable analytical
problems with food analysis. Without the advances in col-
umn design, both size and phase, the isomer specific
analysis of PCDD/Fs and PCBs would be a much longer
and more difficult process. Finally, GC-based methodolo-
gies are important analytical chemical tools that have been
used increasingly for the speciation of microorganisms.

II. FAST GAS CHROMATOGRAPHY AND
FOOD ANALYSIS

A major breakthrough in gas chromatography occurred in
1957 with the introduction of open tubular columns (11).
This was followed in 1962 by an infamous demonstration
of very fast gas chromatography (12). Utilizing a 120 cm
� 0.035 mm squalene-coated column, H2 carrier gas, and
a hammer to depress the syringe, Desty and coworkers
(12) obtained near-baseline separation of 15 hydrocarbons
and isomers in under 2 s. In addition to such demonstra-
tions of very fast analysis times, early work in open tubu-
lar columns also led to the development of columns with
extremely high plate numbers (106). In spite of these early

breakthroughs, open tubular columns were not rapidly
accepted for chromatographic analysis. Small sample
capacity, fragile, rigid glass capillaries, difficulty of incor-
poration into existing instruments and irreproducible
column characteristics, attributed to slowing the imple-
mentation of open tubular columns. It was not until the
late 1970s that the introduction of fused silica columns
(13) and improvements in GC instrumentation led to the
wider use of capillary columns. 

The greater use of capillary columns was not accompa-
nied by a large reduction in analysis time or sudden interest
in fast chromatography. Instead, the greater efficiency of
capillary columns was used to analyze and separate increas-
ingly more complex mixtures. To ease in the transfer of
methods from packed columns, developers chose capillary
columns with large diameters, thick films, and excessive
lengths. The concept of “killing it with plates” (14) and
“over separating” (15) are often used to describe these early
methods. Indeed, many of these methods became official or
standard methods and the “over separation” still persists.
Recently, with the increased cost of analysis, the interest in
process control and the desire to develop rapid field-
deployable test methods for environmental and security
monitoring, there has been a renewed interest in rapid gas
chromatographic analyses. The availability of fast chro-
matographic instrumentation (16) and method translation
software will undoubtedly expand the use of the technique.

The terminology “fast gas chromatography” can be
extremely subjective. If an analysis normally takes 70
minutes, then a 40-minute run time could be considered
“fast.” Dagan and Amirav first attempted to quantify the
terminology used for Fast, Very Fast, and Ultra-Fast Gas
Chromatography by identifying a “speed enhancement
factor” (SEF) (17). SEF, the product of column length
reduction factor and carrier gas linear velocity increase,
constitutes a reduction factor in the flow time of the car-
rier gas compared to conventional GC. Dagan and Amirav
defined a 30-m narrow bore column with a 1 ml/min gas
flow rate (34 cm/s helium linear velocity) as the reference
conditions for conventional GC-MS. Although SEF is
quantitative in nature we find the classifications based on
peak widths and total analysis time introduced by van
Duersen et al. (1) to be more useful. According to the clas-
sification, “fast GC” separations happen in minutes and
have peak widths of several seconds. “Very fast GC”
describes seconds range separation with 30–200 ms peak
widths and “ultra fast GC” is sub-second separations with
5–30 ms peak widths. Hinshaw (18) also “quantified”
analysis speed by dividing methods into four levels based
on relative speed, column dimensions, and inlet pressures.
Hinshaw used the terminology of conventional, rapid,
high-speed and very-high-speed for levels 1 through 4,
respectively. This discussion will apply the van Duersen
criteria for describing applications and will primarily
focus on fast GC and the application in food analysis.



A. CHROMATOGRAPHIC THEORY

Prior to reviewing the practical aspects of fast gas chro-
matography, a brief review pertaining to resolution and
efficiency in chromatographic separation is in order. It
should be noted that the following discussion is a brief
summary and is not intended as a thorough discussion of
chromatographic theory. For the interested reader more
in-depth and complete discussions of the equations and
theory relating to sample introduction, speed of separation
and detection in gas chromatographic analysis can be
found in a number of sources (14,19–22). 

In chromatographic analysis the goal is to separate
the analytes of interest, denoted as the “critical pair,” and
to do so in the shortest amount of time. By definition,
when the pair is separated, all of the peaks in the chro-
matogram will also be separated. The degree of separa-
tion is called the resolution (Rs), which is commonly
defined by

Rs � (45.1)

where ∆tR is the difference in retention time between a
critical pair and σc is the standard deviation of chromato-
graphic peak broadening. Baseline separation is achieved
when peaks of equal size show a resolution of �1.5; how-
ever a resolution of � 1.0 is often sufficient. The number
of theoretical plates required to produce a given resolution
is expressed as:

N � 16RS
2� �

2

� �
2

(45.2)

where k is the solute capacity factor of the second eluting
peak of the critical pair and α is the relative retention or
selectivity factor for the two components.

Once resolution of the critical pair is achieved, the
time for the chromatographic separation is minimized.
The run time can be determined by the column length (L),
average linear gas velocity (µ�), and the solute capacity
factor (k) of the last eluting peak using the following
equation:

tR � (L /µ�)(1 � k) (45.3)

where tR is the retention time of the last eluting com-
pound. Equation 45.3 exhibits the relationship between
analysis time, column length, and linear gas velocity, but
is more instructive when written in terms of the number of
theoretical plates (N ) and the height equivalent to a theo-
retical plate (H).

tR � N(H/µ�)(1 � k) (45.4)

Equation 45.4 demonstrates the direct relationship
between run time, plate number, and plate height. By

combining equations 45.2 and 45.4 the relationship
between analysis time and resolution becomes evident:

tR � 16RS
2� �

2

(45.5)

B. REDUCTION OF CHROMATOGRAPHIC ANALYSIS

TIME

Using narrow bore columns is one of the easiest and most
common methods for reducing the analysis time, while
maintaining resolution. Schutjes et al. (23), although not
the first to utilize narrow bore columns, derived the expres-
sions relating a decrease in column diameter to a decrease
in analysis time. They also experimentally confirmed the
relationships for isothermal and temperature programmed
conditions using 30 and 50 µm diameter columns. Klee
and Blumberg (13) report nearly a 10-fold increase in “rel-
ative speed” by reducing the column diameter from 530 to
100 µm, while keeping “separation power equivalent.”
These studies demonstrated that decreasing column diam-
eter effectively increases the number of plates per unit
length of column (24). However, there are practical limits
to the column diameter, Schutjes et al. (23) used 30 and 50
µm columns in their studies; however, due to potential
problems with sample capacity, inlet pressure limitations,
and maintaining injection efficiency it has been recom-
mended that columns with diameters � 100 µm (13) and
�180 µm (24) be used in routine analysis.

Along with reducing column diameter, the choice of
carrier gas can also impact speed of analysis, without
decreasing resolution. By switching from helium to hydro-
gen as a carrier a 30% reduction in analysis time can be
achieved, while switching from nitrogen gives a �3-fold
reduction in analysis time (25). Finally, reduced outlet pres-
sures through vacuum-outlet conditions have also been
shown to be a useful method for decreasing analysis time at
constant resolution (26). However, under certain conditions
Cramers et al. (26) did report a 12.5% reduction in column
efficiency when using vacuum outlet conditions. Although
vacuum outlet conditions are only applicable when utilizing
mass spectrometric detectors, an understanding of the
effects of high pressure drops is important when developing
fast chromatographic methods. A thorough study of the
effect of high pressure drop commonly seen in fast chro-
matography, performed by Blumberg (27–29) and summa-
rized by Klee and Blumberg (13), shows the complex
relationship of pressure drop, column efficiency, analysis
speed, column length and diameter, and film thickness.

A number of methods are available to the analyst for
shortening analysis time through a reduction in resolution.
Many of these, shortening column length (30), adjusting
carrier gas velocity, and increasing temperature program
rates (30), are familiar options during traditional method
development. However, as was mentioned previously,

H
�µ�

(1 � k)3

�
k2

α
�α � 1

α
�α � 1

1 � k
�

k

∆tR
�
4σc
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many of the current “official” methods are over separated,
and some estimates suggest that up to 75% of the chro-
matogram contains no useful information (14). Even if that
value overstates the extent of “lost time,” the analyst should
not overlook the ability to gain analysis speed through the
optimization of resolution reducing parameters (14,19–21).

The reduction of peak widths and separation times
achieved in fast chromatography begin to place stringent
requirements on other instrumental parameters, often
referred to as “extra-column sources.” The Golay model
(10), assumes that band broadening occurs only in the col-
umn, which is an accurate assumption when describing sys-
tems with long columns and low linear gas velocity.
However, given the short column and/or high gas velocity in
fast chromatography, this assumption is not always valid
(20). Therefore, “extra-column sources” in general, and
sample introduction specifically, can become an extremely
important part of the analysis. The need to introduce the
sample, without overloading the column or introducing band
broadening, is critical to maintaining fast, highly resolved
chromatograms. For fast chromatography conventional
split/splitless injectors can be utilized, although the ratio or
timing must be adjusted to avoid overloading column capac-
ity (13). A number of other sample introduction systems
have been developed for use in fast, very fast, and ultra-fast
GC (21,22,31–33). The best method of introduction depends
on the application of the chromatographic method.

As with sample introduction, sample detection mecha-
nisms must maintain chromatographic efficiency by limit-
ing band broadening. Additionally, detectors must have a
sampling frequency fast enough to provide 15–20 data
points across a peak (22). Many of the commonly used
detectors including electron capture (EC), photoionization
(PI), and thermal conductivity (TC), are sufficiently fast,
but traditionally have large dead volumes, which leads to
band broadening. The use of make-up gas to offset the large
detector volume and limit band broadening leads to a loss
of sensitivity with EC, PI, and TC detection (21). Small vol-
ume cells have been utilized to reduce band broadening and
limit or eliminate the need for make-up gas (22). The use of
mass-flow-sensitive detectors such as flame ionization,
photometric, and thermionic detectors offer satisfactory
data acquisition and sensitivity for use in fast GC (21).
Along with the selection of a detection mechanism that has
adequate sensitivity and maintains chromatographic effi-
ciency, it is also beneficial to choose a selective detector
that does not respond to co-extracted matrix components.
Such selectivity will assist in shortening analysis time by
reducing the need for increased chromatographic resolu-
tion. Perhaps the most common example is the use of mass
spectrometric detectors to separate compounds not fully
resolved by the chromatographic system (34). Wu and
coworkers (35) utilized an element selective detector to
assist in decreasing analysis time in their method.
Additionally, Mastovska et al. (36) described the benefits in

using a flame photometric detector compared to FID when
analyzing for organophosphate pesticides in wheat.

Column selectivity changes can also be used to alter the
analysis and subsequently gain speed. The choice of sta-
tionary phase can have a profound effect on elution order
and elution time. Additional changes in temperature rates,
gas velocity, or column length can then be used to further
increase analysis speed. An extension of the use of a selec-
tive stationary phase is the use of two columns (GC � GC)
with different retention properties (14). Unfortunately, spe-
cialized instruments, data systems, and experience are
required to utilize these methods.

C. APPLICATIONS OF FAST CHROMATOGRAPHY

In general, our interest in fast chromatography is not con-
centrated on a specific sub-discipline of the technique, but
is in the overall potential benefits offered by the methods.
As in any laboratory, the ability to analyze more samples
in less time would represent a significant cost and time
savings. Conversely, the shortened analysis time would
enable us to investigate more samples in a given time
period, allowing for a greater cross section of the food sup-
ply to undergo analysis. We are also intrigued by the appli-
cation of fast chromatography to rapid field sampling.
Such instrumentation would be useful in greater monitor-
ing of the food supply, or in assisting manufacturers with
process control as part of additional QA/QC procedures.

Although there has been an improvement in instrumen-
tation and methods development associated with fast GC,
food analysis can pose difficult challenges. Fortunately, the
increase in interest in fast GC has produced a number of
recent promising publications, which have application in our
area of research. The research of Chen and coworkers (37)
on the residual solvents is related to the work performed in
our laboratories analyzing food and food packaging for
volatile compounds (38–40). They were able to shorten the
analysis of 40 organic solvents from 45 to less than 5 min-
utes using a short, narrow bore capillary column. Additional
decreases in time were realized, by implementing tempera-
ture and pressure programming and limiting the list of ana-
lytes. Sample introduction was carried out by headspace
analysis and direct injection. Although both showed accept-
able reproducibility, the impact of the rapid method and
sample introduction on detection limits was not evaluated. 

Wang and Burleson (41) reported the development of a
fast GC method used in the analysis of pyrolysis products
from synthetic polymers. Pyrolysis GC has been shown to
be useful in identifying low level additives in synthetic poly-
mers (42) and a fast GC method could be useful in our
analysis of polymer packaging materials (43,44). Wang and
Burleson successfully transferred the traditional method to a
fast GC, achieving a 10-fold increase in analysis speed. They
also investigated the effect of head pressure and/or oven
temperature on analysis time in conventional GC. Their
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findings indicate that pyrolysis-fast GC is a useful method
for analyzing synthetic polymers in short time periods.

Although the applications mentioned above have
direct implications in the analysis of food and food pack-
aging, they do not represent the same challenges often
encountered with direct food analysis. Food is an
extremely complex matrix, with a variety of interferences,
often at concentrations significantly higher than the ana-
lyte of interest. Therefore, the ability to analyze foods by
fast GC represents a particular challenge. Reed and
coworkers (45) used a 5 m � 330 µm column, combined
with fast temperature programming, to analyze for 2,6-di-
(tert-butyl)-4-methylphenol (BHT) in chewing gum,
breakfast cereal, and granola bars. Realizing that the
extraction of BHT is often the rate limiting step in these
analyses, Reed et al. utilized microwave assisted extrac-
tion (MAE) to further increase the overall processing time
(45). Chromatographic analysis of each of the three sam-
ple matrices was completed in about 3 minutes with
acceptable resolution and reproducibility reported for all
samples. 

Sandra and David (46) reported a fast gas chromato-
graphic method for the determination of polychlorinated
biphenyls (PCBs) in food matrices, and the fatty acid com-
position (as fatty acid methyl esters, FAME). The method
was developed in response to the need to analyze a large
number of samples (4000) in as short a time as possible.
Initial development and validation was carried out in side-
by-side studies using the official method. For the PCB
method a shorter, narrow bore column was implemented to
achieve a 4-fold increase in analysis speed without sacrific-
ing resolution. Sandra and David (46) also applied a splitless
injection to the fast GC, improving the limits of detection. It
should be noted that the splitless liner was replaced after
every 100 samples. A shorter, narrow bore column was also
used for the FAME analysis and it also produced a reduced
analysis time. This study was extremely successful at
demonstrating the utility of fast GC; additionally, it repre-
sents one of the most extensive uses of fast GC that has been
reported to date. 

Lloyd and Grimm (35) increased the temperature pro-
gram rates in order to increase analysis speed for sugars and
FAMEs in food. For the sugar analysis they report a �7-fold
increase in speed, but do note a loss in chromatographic res-
olution. Such a loss in resolution is to be expected when
using temperature program rates as the driving force behind
faster separations (22). However, the resolution of the fast
separation was still acceptable for this analysis. The FAME
analysis showed an increase in speed similar to the sugar
analysis; however, separation of several of the compounds
was incomplete. The mass selective detector did help distin-
guish co-eluted analytes, except in the case of positional
(cis, trans) isomers. Lloyd and Grimm concluded that fast
GC was successful in reducing analysis time, but had reser-
vations about the loss of resolution. 

Mastovsak et al. (36) evaluated the impact of reduc-
ing column length and temperature program rates in their
analysis of 15 organophosphate pesticides in wheat. They
also compared the performance of conventional and fast
GC with flash GC, a commercially available resistive
heating device. By reducing the column length from 30 to
5 m, increasing their temperature program rate, but main-
taining column diameter and film thickness, Mastovsak
and coworkers were able to reduce their analysis time 
10-fold. Splitless injections with different splitless timing
were used for the conventional, fast, and flash analysis.
The researchers found that the narrower peak widths pro-
duced in flash GC experiments produced better detection
limits, despite the smaller quantities of analyte being
introduced to the column. The comparison of fast GC and
flash GC methods showed similar run times, but the flash
GC produced better retention time reproducibility.
Additionally, the flash GC runs had faster cooling rates,
leading to faster overall analysis times. The only draw-
back of the fast and flash GC was the loss of some reso-
lution and subsequent coelution of analytes. However,
some of the lost resolution could be attributed to the less
selective stationary phase used for the flash GC analysis.

D. METHOD TRANSLATION SOFTWARE

In creating methods for fast GC, the analyst has two choices;
either redevelop the entire method or translate the method
from traditional chromatography. Klee and Blumberg (13)
offer an in-depth discussion of principles and practices of
method translation. Method translation is often the easier of
the two choices, especially if retention indices or “finger-
print” patterns need to be retained. To assist in the transfer,
it is helpful to use method translation software, which is cur-
rently available on Agilent Technologies’ internet site
(www.chem.agilent.com/cag/servsup/usersoft/main.html#m
xlator). A number of researchers (24,47) have evaluated the
software’s capabilities. David et al. (47) utilized the method
translation software in transferring analysis of essential oils,
bacterial fatty acids, and other complex mixtures from tradi-
tional to fast gas chromatography. By using a shorter, nar-
row bore column, and switching to hydrogen carrier gas
they were able to analyze nutmeg and lemon oils in �13
min, a 6-fold decrease in analysis time. Additionally, the
shorter analysis exhibited comparable retention indices and
peak area ratios as the longer runs, allowing the “fingerprint
pattern” of the separations to be maintained. Wool and
Decker (24), by implementing a shorter, narrow bore col-
umn and using hydrogen as the carrier gas, observed a 50%
reduction in time for analysis of 22 pesticides. Their con-
clusion was that “Method Translator should be a standard
tool for analysts interested in speeding up the analyses done
in their laboratories.”

Fast gas chromatography is not a new concept, but 
the research and use appear to be undergoing a recent
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renaissance. This renewed interest is probably due to a num-
ber of factors, including cost of analysis, interest in field
sampling, and availability of adequate instrumentation.
Whatever the reasons it is clear from past and recent publi-
cations that there are real benefits in developing fast gas
chromatographic methods. These benefits will apply to labo-
ratory sampling, process control, and field sampling, and will
have an impact on the analysis of food and food packaging.

III. HIGH RESOLUTION GC AND THE
ANALYSIS OF CONTAMINANTS IN
FOODS

A. SCOPE OF THE PROBLEM

This discussion will not be a review of the more than 25-year
history of research involving high resolution gas chromato-
graphy (HRGC) and its application to the analysis of poly-
halogenated contaminants. Rather than be a review, this
treatment will examine the current approaches and future
directions. The poly-halogenated contaminants of great
interest in foods fall into several classes based on their car-
bon skeleton. A common feature of all the classes is the large
number of isomers with similar physical and chemical prop-
erties, while conversely possessing widely varying effects
on biological systems. These compounds exhibit very simi-
lar chemical properties to the analyst needing to detect and
identify them, but nevertheless the individual isomers must
be identified to determine their potential importance to a
biological system. Table 45.1 lists some classes of poly-
halogenated aromatic contaminant studied as a result of food
contamination incidences or occupational exposures.

Table 45.2 provides a list of some of these classes along
with a few chemical properties and their toxic equivalency
factors (TEFs) values where known. Estimated toxicities
often vary by many orders of magnitude for chemicals with
fairly similar boiling points, melting points, vapor pres-
sures, and octanol/water partitioning coefficients. 

B. HRGC COLUMN STATIONARY PHASES

During the past 20 years, high resolution capillary GC
columns have become the standard approach to separation
difficulties presented by complex mixtures of polyhalo-
genated contaminants. Greater toxicological understand-
ing of these chemicals has required increasing amounts of
analytical data that report isomer-specific quantifications
of these compounds in foods. Column lengths used in
these procedures are typically at least 50 m, but most
often 60 m, in length. PCDD/Fs provide a good example
of separation difficulties with these compound classes. No
single column could effectively separate all the isomers
with largest TEFs from all others. 

Ryan et al. (48) published the separations of all 136
tetrachloro- to octachloro-PCDD/Fs on nine different sta-
tionary phases and reported retention times on all the nine
column phases. The column stationary phases covered a
range of polarity from purely non-polar methyl silicone and
the widely used 95% methyl, 5% phenyl polysiloxane 
(DB-5, RTX-5, equivalent, etc.) to the most polar 90% bis-
cyanopropyl/ 10% 1:1 phenyl/ cyanopropyl polysiloxane
(SP-2331) and 100% biscyanopropyl (CP-Sil-88) and the
more recently introduced SB-smectic liquid crystalline
methyl (80%) diphenyl carboxylic ester (20%) phase. Polar
phases generally separated more of the 2,3,7,8-substituted
isomers with the fewer numbers of congeners co-eluting,
especially with 2,3,4,7,8-PeCDF and 2,3,7,8-TCDF, while
leaving some HxCDFs or HxCDDs unresolved. Columns
containing DB- 210 (50% methyl/ 50% trifluropropyl poly-
siloxane) or DB-225 (50% cyanopropylphenyl/50% methyl
polysiloxane) equivalent phases are used for resolving 
the multiple co-elutions with 2,3,7,8-TCDF found on 
non-polar columns, but also produce co-elutions with
2,3,7,8-TCDD, 1,2,3,7,8-PeCDD, and certain HxCDFs
such that they must be used with a second, usually non-
polar, column.

Two medium polarity columns tested produced separa-
tions comparable or better to some more polar phases. A
DB-17 column (50% phenyl/ 50% methyl polysiloxane)
separated 2,3,7,8-TCDF completely and separated most
other 2,3,7,8-substituted congeners except 1 isomer co-elut-
ing with 2,3,7,8-TCDD, 1,2,3,7,8-PeCDF, and an incom-
plete separation of 1,2,3,6,7,8-HxCDF. An OV-17 column
still contained an isomer co-eluting with 2,3,7,8-TCDF and
with 1,2,3,7,8-PeCDD, while producing more complete
separation for HxCDFs. While some column phases per-
formed much better than others, a combination of at least
two columns was needed to identify all isomers of the
2,3,7,8-chlorine substituted dibenzo-p-dioxin and –furan
isomers in complex mixtures. The polar phases provide
separation for all but a few of the 12 2,3,7,8-substituted
tetrachloro-hexachloro-DD/Fs, but require hour-long GC
run times leaving significant overlaps between chlorina-
tion levels. Often the performance of these polar phases
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TABLE 45.1
Classes for Poly-Halogenated Aromatic Compounds,
Synthetically and Environmentally Derived
Contaminants

Possible
Chemical Class Range(X) Congeners

Polychlorinated dibenzo-p-dioxins (PCDDs) 1–8(Cl) 75
Polychlorinated dibenzofurans (PCDFs) 1–8(Cl) 135
Polychlorinated naphthalenes (PCNs) 1–8(Cl) 75
Polychlorinated biphenyls (PCBs) 1–10(Cl) 209
Polybrominated biphenyls (PBBs) 1–10(Br) 209
Polybrominated diphenylethers (PBDEs) 1–10(Br) 209
Polychlorinated diphenylethers (PCDEs) 1–10(Cl) 209
Polybrominated dibenzo-p-dioxins (PBDDs) 1–8(Br) 75
Polybrominated dibenzofurans (PBDFs) 1–8(Br) 135



will deteriorate faster than non-polar ones which signifi-
cantly alter the quality of the separation and increase
maintenance time and costs. Some phases have been
marketed specifically to produce a near-complete separa-
tion of the critical 12 2,3,7,8-substituted tetrachloro-
through hexachloro-DD/Fs. The “DB-Dioxin” separates

all 2,3,7,8-substituted congeners except for 1,2,3,4,7,8-
HxCDF, although some congeners were not 100%
resolved from other isomers. 

Fraisse et al. (49) reported an improved separation using
a non-polar phase initially developed for low bleed require-
ments of ion trap mass spectrometers. The “DB-5ms” phase
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TABLE 45.2
Some Physical Properties for Poly-Halogenated Pollutants and Associated TEFs 

Class or Member MP a BP a VP log(Kow) TEF b

Polychlorinated Dibenzo-p-Dioxins (PCDDs)
2,3,7,8-TetraCDD 305 412.2 1.4E–09 6.2–7.3 1
1,2,7,8-TetraCDD – – – – 0
1,2,3,7,8-PentaCDD 240 – – 6.8 1
1,2,3,4,7,8-HexaCDD – – – – 0.1
1,2,3,6,7,8-HexaCDD 285–286 – – 7.6 0.1
1,2,3,7,8,9-HexaCDD 243–244 – – 7.6 0.1
1,2,3,4,6,7,8-HeptaCDD – – – – 0.01
1,2,3,4,6,8,9-HeptaCDD 140 – – – 0
1,2,3,4,6,7,8,9-OctaCDD 150 – – – 0.0001
Polychlorinated Dibenzofurans (PCDFs)
2,3,7,8-TetraCDF 219–228 – 0.000002 5.8 0.1
2,3,4,8-TetraCDF – – – – 0
1,2,3,7,8-PentaCDF 225–227 – – – 0.05
2,3,4,7,8-PentaCDF 168–170 – 0.0000011 – 0.5
1,2,3,4,7,8-HexaCDF 226–227 – – – 0.1
2,3,4,6,7,8-HexaCDF – – – – 0.1
1,2,3,4,6,7,8-HeptaCDF 236–237 – – – 0.01
1,2,3,4,7,8,9-HeptaCDF – – – – 0.01
1,2,3,4,6,8,9-HeptaCDF – – – – 0
1,2,3,4,6,7,8,9-OctaCDF – – – – 0.0001
Polychlorinated Biphenyls (PCBs) 
Arochlor 1254 or 1260 – 275–420 7.7E–05 d 6.8 –
3,3�,4,4�-TetraCB – – 1.1E–05 d – 0.0005
3,3�,4,4�,5-PentaCB – – 2.1E–06 d – 0.1
3,3�,4,4�,5,5�-HexaCB – – 4.0E–07 d – 0.01
2,3,3�,4,4�-PentaCB – – 5.3E–06 d – 0.0001
2,3�,4,4,�5-PentaCB – – 7.2E–06 d – 0.0001
2,3,4,4�,5-PentaCB – – 3.3E–05 d – 0.0005
2�,3,4,4�,5-PentaCB – – 6.8E–06 d – 0.0001
2,3,3�,4,4�,5-HexaCB – – 5.5E–06 d – 0.0005
2,3,3�,4,4�,5�-HexaCB – – 1.0E–06 d – 0.0005
2,3�,4,4�,5,5�-HexaCB – – 1.4E–06 d – 0.00001
2,3,3�,4,4�,5,5�-HeptaCB – – 1.08E–06 d – 0.0001
2,2�,3,3�,4,4�,5-HeptaCB – – 2.8E–06 d – 0.0001
2,2�,3,4,4�,5,5�-HeptaCB – – 3.8E–06 d – 0.00001
Polychlorinated Naphthalenes (PCNs)
1,2,3,5,6,7/1,2,3,4,6,7-HexaCN – 234/205 – – 0.002(EROD) c

1,2,3,4,5,7/1,2,3,5,6,8-HexaCN – – – – 0.0002(EROD) c

1,2,3,5,7,8-HexaCN – 148 – – 0.002(EROD) c

1,2,4,5,6,8-HexaCN – 153 – 0 0.000007(EROD) c

1,2,3,4,5,6,7-HeptaCN – – – – 0.003(EROD) c

a Ahlborg et al. (1994) (Ref. 94).
b EPA Study (1992) (Ref. 95).
c Hanberg et al. (1990) (Ref. 96).
d Holmes et al. (1993) (Ref. 97).
MP � melting point; BP � boiling point; VP � vapor pressure; Kow � octanol/water partitioning coefficient; TEF � toxic equivalency factor.



used the same composition (95% methyl-5% phenyl poly-
siloxane) as a DB-5 or RTX-5 equivalent phase, but with
phenyl groups pendant on as well as inserted as aryl inclu-
sions in the polysiloxane chain. The resulting phase could
easily separate 2,3,7,8-TCDD and 2,3,7,8-TCDF from the
other 21 or 37 isomers, respectively, compared with an ordi-
nary DB-5 which could not resolve 2,3,7,8-TCDF from 5
other isomers and produced only a slight separation of
2,3,7,8-TCDD from several closely eluting isomers. In addi-
tion, all the hexachlorinated isomers were also separated,
except for a poor separation of 1,2,3,7,8,9-HxCDF, com-
pared with separating only 4 of the 7 congeners on DB-5.
The 1,2,3,7,8-PeCDD was still resolved well enough, but
not to baseline as with DB-5. This column effects a separa-
tion for PCDD/Fs from food extracts with near-complete
isomer specificity with a very durable high temperature col-
umn. There are almost no circumstances (e.g., an old DB-5
ms column measuring high levels of TCDF in a shellfish
sample containing all TCDF isomers or where the cleanup
was poor) where a second or alternative column is necessary
for food analysis in a regulatory setting.

Isomer-specific PCB methods have recently focused
on the unique GC separation and mass spectrometry deter-
mination of the PCB congeners with established TEFs (see
Table 45.2). Frequently, the PCBs are fractionated before
GC separations are attempted using non-polar columns
(DB-5 equivalent, etc.). The separations greatly simplify
the task of the GC so that a single non-polar capillary col-
umn with high durability can separate the remaining con-
geners. PCB congeners with no orthochlorine substitutions
are isolated for analysis with the dioxins. Other PCB con-
geners are analyzed separately or further fractionated by
the number of orthochlorine substitutions (e.g., mono-
orthochloro and di-orthochloro-). Some methods attempt
to determine all of the PCB congeners with TEFs with a
single GC injection. EPA 1668 Rev. A has the purpose of
separating PCBs 77, 81, 105, 114, 118, 123, 126, 156, 157,
167, 169, 189 from all other congeners in an environmen-
tal sample using an SPB-octyl column (Supelco 2-4218).
This method requires retention time of decachlorobiphenyl
to be greater than 55 minutes (quite long) and analyzes
PCB 156 and 157 as a summed peak. The combination of
the SPB octyl column and a DB-1 is reported in the
method to uniquely separate 180 PCB congeners. Garrett
et al. (50) reported that the SPB octyl column produced
high bleed, producing unstable retention times within a
few days. Some new columns could not meet the specifi-
cations of EPA 1668 Rev. A. An RTX-5 sil MS column was
suggested as an alternative. Covaci et al. (98) reports sep-
arating PCBs in human adipose using a 50 m � 0.22 mm
id HT-8 column made with 8% phenyl methyl silicone and
dicarbaclosododecarborane that SGE has claimed will sep-
arate 192 of the 209 PCB congeners at least partially.

The separation and retention behavior of all 72 poly-
chlorinated napthalenes isomers was investigated on six

different HRGC columns phases by Järnberg et al. (51).
No column could separate all congeners at any chlorina-
tion level from dichloro- to hexachloro-. A pair of hexa-
chloronapthalene isomers (1,2,3,5,6,7 and 1,2,3,4,6,7)
known to strongly bioaccumulate, were not separated on
any phase. More recently, a complete separation of all 14
pentachloro- and 10 hexachloronapthalene isomers was
demonstrated using a proprietary column phase made by
Restek that used per-methylated β-cyclodextrin (52). 

C. HRGC COLUMN DIMENSIONS

The efficient separation of isomeric mixtures has required
relatively long columns (50 m or 60 m). Some better sep-
arations are accomplished on polar stationary phases with
lower temperature maxima, further slowing the elution of
highly chlorinated congeners. Hayward et al. (53,54)
demonstrated that a shorter and narrower “minibore” 40
m � 0.18 mm ID DB-5 ms column could produce nearly
identical separations as the wider and longer 60 m
columns in 40 min and was durable enough for analysis of
large numbers of food samples for PCDD/Fs.
MacPherson et al. (55) optimized the conditions for
PCDD/Fs, coplanar PCBs, and chlorinated pesticides on
40 m � 0.18 mm and 20 m � 0.1 mm DB-5 columns by
adjusting temperatures ramps and using higher inlet pres-
sures enabling comparable separations and quantifications
using either 60 m, 40 m, or 20 m DB-5 columns. On 20 m
columns, PCDD/Fs were eluted in as little as 14 min. This
same approach using 20 m columns and fast temperature
ramps was applied to a mixture of 56 PCBs and to PAH
mixtures (56). Microbore columns have also been tested
in dual column applications for determining target PCB
congeners and dioxins in the same GC run. MacPherson
et al. (57) recently reported the sequential acquisition by
HRMS of mono-ortho PCBs (PCBs 105, 118, 156 etc.)
eluting from a 20 m � 0.1 mm ID column while PCDD/Fs
and non-ortho-PCBs 77, 81, 126, and 169 were being sep-
arated on a 40 m � 0.18 mm ID column in the same GC
injected immediately after the injection on the 20 m col-
umn of the PCB fraction. This way separate PCB fractions
could be determined with the same acquisition and into
the same data file for processing. Worrall et al. (58) used
a similar approach, but delay the injection of the PCDD/F
containing fraction on the 40 m column for 2.4 min to
help avoid co-determination of chlorinated diphenylethers
that would be present in the mono-ortho PCB fraction
eluting on the 20 m column. 

Dimandja et al. (59) demonstrated a very fast separation
of 38 PCBs found in human serum in 5 min using a short 
15 m column using time-of-flight (TOF) mass spectrometry
for detection. The high spectral acquisition rates inherent in
TOF have been used to reduce the time of separations on
standard sized columns allowing simultaneous PCB and
pesticide determinations in as little as 9.5 min (60).
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D. MULTI-DIMENSIONAL GC (GC2)

Multidimensional GC or GC2 refers to the separation of
chemicals using two or more independent migrations for a
chemical during the same fixed distance (GC) experiment.
Multidimensional separations increase the capacity and res-
olution of a given GC system. The concepts for multidi-
mensional separations are aptly described by Giddings
(61). Liu and Phillips (62) reported achieving two-dimen-
sional gas chromatography through use of an on-column
thermal modulator system. A narrow bore column of stan-
dard length (20 m) is connected through the modulator
(short section of column rapidly heated and cooled) to a
short (~0.5 m) microbore column that produces a second
fast separation of components pulsed to it by modulator
from the first column. Two dimensional gas chro-
matograms could be generated on complex mixes of hydro-
carbons using this system. The same approach was reported
for pesticides in human serum by Liu et al. (63). Rapid sep-
arations of pesticides, PCBs or PCDD/Fs require fast mass
spectral acquisition of a TOF instrument for mass spectro-
metric detection. More recent work has focused on robust
modulator designs. Vreuls et al. (64) compared the per-
formance of 4 modulator systems and report separating 91
PCB congeners and all 17 2,3,7,8-PCDD/Fs with the
GCxGC/microECD with an ultimate goal of using TOF for
the determination of PCBs and dioxins. 

IV. APPLICATION OF GC TO THE
IDENTIFICATION OF FOODBORNE
BACTERIA

Among the U.S. population, it is estimated that millions
contract foodborne illnesses each year (65). Currently, there
is active surveillance for laboratory-diagnosed cases of 10
foodborne diseases resulting from infection with
Campylobacter, Escherichia coli O157, Listeria monocyto-
genes, Salmonella, Shigella, Vibrio spp., Yersinia enteroco-
litica, Cryptosporidium parvum, Cyclospora cayetanensis,
and hemolytic uremic syndrome (HUS) (66). Since
September 2001, there has been an additional need to iden-
tify select agents such as toxins (botulinum toxin and
staphylococcal enterotoxin), chemical agents (sarin nerve
gas and mustard gas), viruses, and particularly pathogenic
bacteria including Bacillus anthracis, variolla (small pox),
Clostridium botulinum, and C. perfringens (67). This
requirement has led to a sudden surge in demand for rou-
tine rapid tests as well as fast and accurate microbiological
assays and analytical methodologies for bacterial identifi-
cation.

The most common techniques used for identifying bac-
teria include polymerase chain reaction (PCR), immunoas-
say biochemical reaction tests, and classical microscopy
(67). Analytical chemical methods such as infrared spec-
troscopy (IR) (68–71), mass spectrometry (MS) (71,72), and

gas chromatography (GC) (72–80) have been also used
increasingly for bacterial speciation in research laboratories.

A. GAS CHROMATOGRAPHY AND CELLULAR

MEMBRANE COMPONENTS

Early reports demonstrating that GC analysis of cellular
fatty acid could be used successfully to identify bacteria
were published in the 1960s (74,75). Whole bacterial cells
are usually treated with sodium hydroxide and alcohol to
cause hydrolysis and release of cellular membrane fatty
acids. Sodium salts are formed and subsequently esteri-
fied. The resulting mixture of volatile fatty acid methyl
esters (FAMEs) are separated by GC, identified and quan-
tified. Derivatization increases volatility and improves
chromatographic resolution. It was later recognized that
further application of sophisticated multivariate statistical
analyses to GC fatty acid profiles would facilitate the
identification of microorganisms (75,76). The resulting
new chemotaxonomy (75,76) based on multivariate statis-
tical strategies such as principal component analysis dif-
fered from traditional microbial taxonomy that did not
involve any statistical treatment. 

The structures and names of cellular fatty acids
are often complex (80). The structures of fatty acids
can vary widely and include saturated, unsaturated, and
branched fatty acids as well as those with hydroxy
groups (e.g., 3-OH-C14:0) and rings. Branched fatty
acids include the iso series, (CH3)2CH(CH2)aCOOH,
and the antiso series, CH3CH2CH(CH3)(CH2)bCOOH
or CH3(CH2)cCH(CH3)(CH2)dCOOH with branching at
a carbon in the middle of the fatty acid chain. Using
a simplified nomenclature, examples include iso-C15:0,
antiso-C15:0, and 10-Me-C19:0. An example of a fatty acid
with a saturated 3-membered cyclopropane ring would be
cis-11,12-methy- lene-octadecanoic acid (C19:0cyc11,12).

The primary source of cellular fatty acids is the lipid
component of the cell membranes (including phospho-
lipids) or the lipid A component of lipopolysaccharides in
Gram-negative bacteria and lipoteichoic acid in Gram-
positive bacteria (77). Most bacteria synthesize fatty acids
with chain lengths having between 10 and 19 carbon
atoms, and those with highest frequency are fatty acids
with 16 to 18 carbons. Distinctive properties that allow
identification of various microorganisms originate from
differences in fatty acid composition, a characteristic that
includes fatty acid distribution and quantity. Branched
structures predominate in some Gram-positive bacteria,
while cyclopropane-containing fatty acids and hydroxy
fatty acids are often characteristic of lipopolysaccharides
of Gram-negative bacteria. Gram-negative bacteria tend to
have a greater proportion of saturated and monounsatu-
rated fatty acids with an even number of carbon atoms
than Gram-positive bacteria. The latter usually have a
larger proportion of saturated branched-chain fatty acids
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with an odd number of carbon atoms and low levels of sat-
urated straight-chain fatty acids.

With the advent of long fused silica capillary
columns, the application of GC to the determination of
cellular FAMEs has become more widely used since the
1980s. An automated commercial system, Microbial
Identification System (MIS) (79), that applies a GC pro-
cedure with flame ionization detection (FID) and multi-
variate analysis to the profiling of fatty acids ranging in
length from 9 to 20 carbon atoms has been used increas-
ingly by research, government, and commercial laborato-
ries because it offers a FAME database for more than
2000 bacteria. The generally recommended GC-FID pro-
cedure (79) is outlined below. GC procedures have been
widely used to identify bacterial species and strains pri-
marily from clinical, environmental, plant, and soil, but
only to a limited extent from food matrices (80).

A full understanding of this chemical type of bacter-
ial identification requires that analysts and researchers in
different disciplines collaborate and/or acquire expertise
in all three microbiological (bacterial growth), chemi-
cal/analytical (GC), and biometric/chemometric (multi-
variate analysis) techniques.

B. MICROBIOLOGICAL, GC-FID, AND

MULTIVARIATE PROCEDURES

The analytical chemistry of bacterial identification
depends on the comparison of the chemical composition
of whole cells or their constituents (such as lipids or car-
bohydrates) that exhibit differences in microbiological
characteristics. For the analysis to be reproducible, the
various species and strains must be grown strictly under
identical conditions to minimize variability. 

Before any “fingerprinting” procedures can be used 
to analyze bacterial samples, the microorganisms must 
be cultured in order to produce sufficient biomass 
(ca. 40 mg) (79) for GC-FID analysis. 

The accurate identification of unknown bacteria
using a particular FAME database requires the use of
microbiological conditions identical to those used to cre-
ate that database. These conditions are primarily the tem-
perature used in the cultivation of bacteria, the age of the
culture, and the nature of the growth medium (79). It has
been well documented (81) that differences in these fac-
tors will lead to large variations in the lipid content and
composition of bacteria. Most aerobic bacteria are grown
on trypticase soy broth agar (TSBA) medium that con-
sists of 30 g trypticase soy broth and 15 g agar. Other
common media are also used for aerobic bacteria and
depend on the nature of the organism investigated. A tem-
perature of 28°C would allow the growth of a wide range
of microorganisms on TSBA. For anaerobic bacteria,
agar cultures are grown at 35°C on brain heart infusion
(BHI) with supplements. To minimize variability due to

age, broth cultures are harvested at a given turbidity, and
plate cultures are grown for 24 (aerobes) or 48 hours
(anaerobes). Longer incubation times may be used for
slow-growing bacteria. Approximately 40 mg of the bac-
terial cells are needed per test sample. For plate cultures,
the physiological age is usually standardized by selecting
a particular sector from a quadrant-streaked plate.
Bacterial colonies are harvested with a 4-mm loop (or
spatula) from the third quadrant. For a slow-growing
organism, other quadrants may be used. Oftentimes,
more than one quadrant must be harvested to collect as
much as 40 mg. The weighed cells are placed in a culture
tube with a teflon-lined screw cap and their membranes
are prepared for GC analysis.

The preparation of FAMEs from cellular membranes
for GC analysis involves several steps that include
saponification, methylation, and extraction (79,80).
Lipids from approximately 40 mg (79) of bacterial cells
are first saponified with 1 mL of a sodium hydroxide
(NaOH) solution prepared from 45 mg NaOH, 150 mL
H2O, and 150 mL methanol. Tubes containing bacterial
cells and NaOH solution are securely capped, vortexed
for 5–10 sec, heated in a boiling water bath for approx-
imately 5 min, vortexed for 5–10 sec again, and returned
to the water bath for 25 min. The tubes are allowed to
cool down to room temperature and the fatty acids are
methylated with 2 mL of an acidic methanol stock
solution prepared from 6N HCl (325 mL) and methanol
(275 mL). The tubes are vortexed for 5–10 sec,
recapped, carefully heated at 80°C 	 1°C for 10 	 1
min, and rapidly cooled. The resulting FAMEs are
poorly soluble in the aqueous phase and are extracted
with 3 ml of a 1:1 solution of hexane:tert-butyl ether by
gently shaking the tubes for 10 min. The lower aqueous
phase is pipetted out and discarded. Sample clean up
consists of washing the remaining organic phase with 3
mL NaOH solution prepared from 10.8 g NaOH in 900
mL H2O. This is carried out by gently shaking the
recapped tubes for 5 min. Two-thirds of the top organic
phase is pipetted into a GC vial that is capped and saved
for subsequent GC analysis.

The remaining analytical steps include computer-con-
trolled automation (79). A GC autosampler allows test
samples to be chromatographed unattended. GC separa-
tion is usually carried out on a 25-m and 0.2-mm-ID
phenyl methyl silicone fused silica capillary column. A
temperature program that consists of ramping the temper-
ature from 170°C to 270°C at 5°C/min is followed. GC
peaks are electronically integrated and fatty acid compo-
sition data are stored. GC-FID profiles of FAME test sam-
ples are compared to those in the MIDI commercial
databases and analyzed by proprietary pattern recognition
algorithms. Multivariate algorithms apply statistical tech-
niques to reduce the dimensionality of multivariate data
while preserving most of the variance (82).
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C. APPLICATION OF GC-FID METHODOLOGY TO

FOODBORNE PATHOGENS

While the vast majority of GC studies involve the identi-
fication of clinical, environmental, and other microor-
ganisms (83–86), there is a paucity of publications on 
the analysis of fatty acid GC profiles of foodborne
pathogens (87). 

In a validation study (87), the performance of the 
GC-FID-based MIS was compared to four other commer-
cially available automated microbial identification sys-
tems. These four microbial identification systems are
based on substrate utilization and bacterial growth; these
processes lead to changes in pH, which in turn trigger
changes in the color of indicators. All five systems were
evaluated for their ability to identify six of the most com-
mon foodborne pathogens. The sensitivities, specificities,
and repeatabilities of the MIS, the MicroScan WalkAway
40 system (Dade Diagnostics Corp., Mississauga, Ontario,
Canada), the MicroLog system (Biolog, Inc., Hayward,
CA), the VITEK system (bioMerieux Vitek, Hazelwood,
MO), and the Replianalyzer system (Oxoid Inc., Nepean,
Ontario, Canada) were tested by identifying food isolates
of Bacillus cereus, Campylobacter jejuni, Listeria mono-
cytogenes, Staphylococcus aureus, Salmonella spp., and
verotoxigenic Escherichia coli (VTEC).

In the GC validation study by Odumeru et al. (87), 40
reference positive isolates (RPIs) and 40 reference nega-
tive isolates (RNIs) of these six microorganisms were
used. Of the 40 RPIs, 35 were obtained from food samples
and 5 from the American Type Culture Collection
(ATCC). Of the 40 RNIs, 5 were ATCC strains, and 35
were cultured from food, clinical, or environmental sam-
ples and consisted of laboratory isolates that were related
to but not identical to the bacteria of interest; RNIs
showed similarities regarding their biochemical reactions
and Gram staining results to those of the microorganism
of interest. Sensitivity was defined in this study as the
proportion of the RPIs that were correctly identified with
an acceptable identification confidence level specified by
the system’s manufacturer. Specificity was determined by
the proportion of RNIs that were not identified as the
pathogen of interest with an acceptable confidence rating.
Repeatability tests consisted of performing replicate
analyses for 20 randomly selected ATCC strains and lab-
oratory isolates from the RPIs and RNIs. Repeatability of
identification was defined as the proportion of replicate
analyses that generated the same result at similar confi-
dence levels.

Odumeru et al. (87) reported that the sensitivities of
the five systems used for the identification of microor-
ganisms ranged from 42.5 to 100%. In particular, the
sensitivity of the MIS was 90% for Listeria spp., 47.5%
for S. aureus, 55% for B. cereus, 72.5% for C. jejuni,
85% for Salmonella spp., and 52% for E. coli. The

authors attributed the lower sensitivities found for some
of these pathogens with the MIS to the fact that they
were based on fatty acid composition while the reference
systems for these species were based on biochemical
reactions. The specificities were usually close to 100%;
those of the MIS were 100% for Listeria spp., 100% for
S. aureus, 97.5% for B. cereus, 32.5% for C. jejuni,
100% for Salmonella spp., and 97.5% for E. coli. The
repeatabilities of the MIS for the identification of test
organisms were generally lower (30 to 90%) than those
of the remaining four systems (60–100%). The repeata-
bility of the MIS for RPIs was 30% for Listeria monocy-
togenes, 60% for S. aureus, 90% for B. cereus, 90% for
C. jejuni, 90% for Salmonella spp., and 70% for E. coli,
while the repeatability of the MIS for RNIs was 55% for
Listeria monocytogenes, 90% for S. aureus, 80% for B.
cereus, 75% for C. jejuni, 65% for Salmonella spp., and
65% for E. coli. According to Odumeru et al. (87), the
selection of an automated system for the identification of
foodborne bacteria depends on many factors including
the nature of the available range of organisms in the sys-
tem’s database and the ability of the system to correctly
identify the pathogen of interest. 

In a GC-FID application study (88), the sources of
Bacillus cereus in pasteurized milk were investigated. The
MIS was used to determine the incidence and distribution
of B. cereus vegetative cells and spores in raw and pas-
teurized milk. The presence of B. cereus in pasteurized
milk is a concern for the dairy industry because it may
lead to off-flavors, sweet curdling, and even outbreaks of
food poisoning. B. cereus is a Gram-positive, spore-form-
ing microorganism that can produce toxins in pasteurized
milk at refrigeration temperatures. In pasteurized milk, B.
cereus may originate from spores that are present in the
raw milk or from the dairy plant environment.

In the study by Lin et al. (88), a total of 232 milk sam-
ples from sampling points along milk processing lines and
122 environmental swabs were collected in two dairy
plants over several months. The fatty acid composition of
each B. cereus isolate was determined by GC-FID. Using
MIS, a database of B. cereus FAME profiles for 229 B.
cereus isolates from milk samples and environmental
swabs was created and used to determine the relationships
between B. cereus isolate test samples. 

Less than 10% of samples were positive for B. cereus
vegetative cells in raw milk. The average B. cereus count
in positive samples was less than 50 cfu per ml after
enrichment at 8°C for 3 days. The incidence of B. cereus
spores in raw milk samples was measured by the presence
of B. cereus in heat-treated (75°C for 20 min) milk and
was found to be very high. Of the heat-treated raw milk
samples, more than 80% were found to contain B. cereus,
and the average B. cereus count in positive samples was
more than 1.1 � 105 cfu per ml after enrichment at 8°C
for 14 days.
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In pasteurized milk the incidence of B. cereus was
high. After enrichment at 8°C for 14 days, 76–94% of
these samples were contaminated with B. cereus and the
average count reached 3.7 � 105 cfu per ml. Of the final
products (pasteurized milk in cartons or plastic bags)
more than 90% contained B. cereus and the average count
reached 5.5 � 106 cfu per ml after enrichment. Most
B. cereus isolates obtained from the pasteurized milk and
final products belonged to the same sub-groups as the
B. cereus strains germinated from spores in raw milk.
Therefore, the authors (88) concluded that B. cereus
spores in raw milk were the major source of B. cereus
contamination in pasteurized milk. 

The environmental swabs contained no B. cereus veg-
etative cells after enrichment at 8°C for 14 days. However,
the heat-treated swabs had a low incidence (5%) of 
B. cereus, and the positive ones had a low average count
for B. cereus of 30 cfu per ml after enrichment at 8°C for
14 days. According to Lin et al. (88), the presence of 
B. cereus in environmental swabs suggested that the dairy
plant environment was a potential minor source of 
B. cereus in pasteurized milk.

Sundhein et al. (89) studied the contamination and
spoilage of cold-stored chicken carcasses by Pseudomonas
species. The shelflife of fish, red meat, and poultry in air is
limited due to the presence of psychrotrophic pseudomon-
ads that cause the formation of slime and production of off-
odors. GC-FID traces of cellular FAMEs were analyzed by
the MIS and used as an effective complementary technique
to carbon source assimilation tests for the identification of
pseudomonads from fresh and chill-stored chicken car-
casses. Hundreds of bacterial strains were isolated from 18
chicken carcasses and based on results of carbon assimila-
tion tests they were assigned to one of 17 defined groups of
chicken pseudomonads. Isolates that had carbon assimila-
tion patterns that could not be matched to any known
species exhibited FAME profiles that corresponded to 
P. fluorescens, P. lundensis or P. fragi. The P. fluorescens
biovars had greater levels of cis 9–16:1 (21–37%) and cis
9–18:1 (10–19%) relative to those of 17:0 cyclo (1–17%)
and 19:0 cyclo (0–1%), while the opposite was found for 
P. lundensis and P. fragi. The authors concluded that none
of the species was dominant and that the relative incidence 
of the various species may vary with flock or even individ-
ual birds.

D. OPTIMIZATION OF ANALYTICAL

METHODOLOGIES

In research facilities, scientists have introduced minor
refinements or major modifications to GC-FID analytical
procedures, have added to existing commercial databases
or created their own databases, and have applied and com-
pared different analytical methodologies and pattern
recognition algorithms. 

A major drawback of using GC-based methods for
fatty acid profiling is the requirement of laborious fatty
acid derivatization procedures. To eliminate this manual
step, researchers have used supercritical fluid derivatiza-
tion/extraction and GC-MS (90), in situ thermal hydroly-
sis methylation (THM)-GC-MS (91), and in situ
THM-MS (72) for the determination of cellular FAMEs.
With in situ THM-MS, the 60-min extraction/methylation
and the 20-min GC separation steps are eliminated, and
this approach may potentially be amenable to rapid, sin-
gle-step, automated analysis (72).

Muller et al. (86) used trimethylsulfonium hydroxide
(TMSH) pyrolysis to complement the MIS procedure for
the identification of FAMEs. This optimized TMSH proce-
dure was used to transesterify bound fatty acids in phos-
pholipids and triacylglycerol molecules to FAMEs in a
rapid single step that can be carried out at room tempera-
ture. This reaction also released secondary alcohols and, for
mycobacteria, mycolic acid cleavage products with chain
lengths of C22 to C26 that were also amenable to GC-FID
analysis. A pyrolysis-GC-atomic emission procedure (92)
has also been used for identification of microorganisms.

Alternatively, the carbohydrate composition of bacte-
rial cell hydrolysates may be analyzed by using a fully
automated alditol acetate derivatization procedure and
GC-MS and GC-MS-MS (78).

Selective detectors that require sophisticated instru-
mentation such as GC-MS/MS have provided high speci-
ficity and sensitivity in detecting trace amounts of
chemical markers from clinical and environmental bacte-
rial samples (78). However, the profiling of cellular fatty
acids from vegetative cells and spores by GC-FID has
been a more widely used analytical procedure (88,93). No
single technique is suitable for all applications, and the
full potential of analytical microbiological methodologies
has yet to be reached.
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I. INTRODUCTION

Thin-layer chromatography (TLC) is a well-established and
widely used separation technique. Most undergraduate stu-
dents of chemistry or food science used TLC as a primitive
separation tool, which does not need more than small pieces
of TLC plates, a glass jar and some solvents. TLC has
evolved from a simple separation method of the past into an
instrumental technique that offers automation, reproducibil-
ity and accurate quantification for a wide variety of applica-
tions [1]. The use of modern 10*10 cm TLC plates with
narrow particle size distribution is called high performance
thin layer chromatography (HPTLC), to distinguish the
method from the use of traditional 20 � 20 cm TLC plates.

Numerous applications of TLC in the areas of food
analysis, especially food composition, artificial additives,
and contaminants have been reported. An excellent
overview of modern thin layer chromatography is given by
C. F. Poole [1,2], Sz. Nyiredy [3], J. Sherma and B. Fried
[4], and also by N. Grinberg [5]. TLC analysis methods of
agricultural products, foods, beverages, and plant con-
stituents is comprehensively reviewed by J. Sherma for the
period 1995–2000 [6].

There is strong competition among the different sepa-
ration systems in food analysis. Widely used are GC (gas

chromatography), IC (ion chromatography), and CE (cap-
illary electrophoreses). HPLC (high performance liquid
chromatography), which is often called the direct com-
petitor of TLC [7], is especially common. The question
here is not whether we need TLC beside HPLC but
whether it is necessary to discuss how far thin-layer chro-
matography can be employed as a pilot technique. It is
important to determine to what extent TLC can be used
for optimization of separation selectivity. New develop-
ments show that TLC is not obsolete but has its niche in
separation science and that niche is even still expanding.
In this sense TLC and HPLC are competitors (S. Ebel
from [7]).

II. THEORY OF TLC

HPLC and TLC separations are similar because nearly
identical stationary and mobile phases are used. In HPLC
reversed phase separations are preferred whereas in TLC
the normal phase conditions dominate (the mobile phase
is more lipophilic than the stationary phase). TLC has
often been used as a pilot method for HPLC because TLC
with various mobile phases can be performed much faster.
Thin-layer chromatography in general has the advantage
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of higher sample throughput by performing separation in
parallel. TLC can handle cruder extracts than column
techniques because the separation medium is used only
once. The experience of the analyst is important in TLC
separations because some steps have to be performed by
hand. HPLC, in contrast, is fully automated with regard to
the sample application, separation, and detection. But
nevertheless, pre-cleaning of the analyte is mostly done
by hand.

There are principal differences in TLC compared to
commonly used column techniques like HPLC, GC, CE,
or IC. In all the column techniques mobile and station-
ary phases have to be in equilibrium conditions before
samples are injected. In TLC the sample is applied on
the dry plate before the solvent contact starts the separa-
tion. It is worth noting that the solvent used in TLC is
not identical with the mobile phase of the separation.
The mobile phase arises from the equilibrium formation
between solvent and TLC plate. When a plate is
immersed under capillary flow-controlled conditions in
a tank containing a few milliliters of the solvent, the dis-
tance moved by the solvent front zf is related to time by
the following equation:

zf � �χ�t� (46.1)

χ � 2k0db cosδ (46.2)

t � separation time
χ � velocity constant
k0 � permeability constant
db � particle diameter
γ � surface tension
η � viscosity of the solvent
δ � contact angle

To increase layer efficiency, high performance thin
layer plates have been commercially available since the
mid-1970s. The layers of these plates consist of fine parti-
cles with a very narrow particle distribution [8]. Assuming
a narrow particle-size distribution, the velocity constant
increases linearly with the average particle size. For
coarse-particle layers of TLC plates the solvent front
velocity is greater than for HPTLC layers. The velocity of
the solvent front depends linearly on the ratio of surface
tension and viscosity of the mobile phase. Although for sil-
ica gel layers the contact angle of all common solvents is
close to zero, for reversed-phase layers containing bonded
lipophilic groups the contact angle of the solvent increases
rapidly with increasing water content of the mobile phase
and cos(δ) will become very small, even zero. In this case
the solvent is virtually unable to ascend the plate surface.

The nature of the sorbents, which is fixed as a layer of
100 µm to 250 µm thickness on glass, aluminum, or plastic
plates, crucially influences the kind of separation. In TLC

mainly strong polar sorbents like silica gel or Al2O3 are
used. These sorbents have active centers, where sample mol-
ecules can be reversibly fixed. During the separation, an
equilibrium is established between sample molecules, active
centers of the stationary phase, and the solvent. If molecules
remain primary in the stationary phase, they will move less
than molecules staying mainly in the mobile phase.

The definition of the relative spot movement in com-
parison to the movement of the solvent front is given by
the following formula:

Rf � (46.3)

Rf � retardation factor
zS � movement distance of the sample spot
zf � movement distance of the solvent front
z0 � difference between starting position of solvent and spot

Two extreme situations are possible. If the sample
does not pass into the mobile phase, it will not move. The
Rf -value of this sample will be Rf � 0. If the sample stays
constantly in the mobile phase, it will move with the sol-
vent front and will not have any interchange with the sta-
tionary phase. In this case the Rf-value will be 1. It is
obvious that a sample spending the same time adsorbed at
the stationary phase as dissolved in the mobile phase will
show an Rf -value of 0.5. If k is the equilibrium factor
(often call the capacity factor), which represents the dis-
tribution probability between stationary and mobile
phase, the expression (1) is valid.

Rf � � (46.4)

ms � mass of sample in the stationary phase
mm � mass of sample in the mobile phase

k � capacity factor
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FIGURE 46.1 Separation of a dye mixture (CAMAG dye III,
Switzerland) with densitogram (left).



If a sample stays at the point of application, obviously
no separation can have taken place. The same situation is
valid when all samples move with the solvent front. A
sample separation is only possible if the samples change
phases to different extents. In formulas, the appropriate k-
values of substances must be different for them to sepa-
rate. Chromatography is a separation technique where
molecules can be separated because of their distinctive
attraction to mobile and stationary phase. During the time
of separation, all molecules in the mobile phase show a
randomized diffusion movement. This diffusion causes a
gaussian shaped peak with the variance σS. Diffusion
effects are responsible for peak-broadening, which can be
described with the following expression:

N� � � �
2

� NRf� (46.5)

σS � variance of the sample spot (peak width)
N� � number of measurable plates
N � number of theoretical plates

Rf� � average Rf -value of all separated substances

The number of theoretical plates (N) is be corrected
by an averaged Rf-value of all separated spots, because
not all sample spots will, like in column separations, move
over the same distance. The product of the theoretical
plates number and the averaged Rf -value of all separated
substances is a measure for layer efficiency. The basic evi-
dence of the formula is that the squared quotient of the
passed distance and the peak width is a constant value for
all separated spots.

The baseline width (WB) of a peak is virtually the spot
diameter and this is easy to measure on the plate. In con-
trast, the peak width at half peak height in a densitogram
is much easier to determine than the baseline peak width.
The baseline width of a chromatographic peak can be
assumed as WB � 4σS and the peak width at half peak

height (W1/2) is W1/2 = 2.354σS. For this, the chromato-
graphic law can be expressed as follows:

N� � 16� �
2

� 5.545� �
2

(46.6)

WB � baseline peak width
W1/2 � peak width at half peak height

N� � number of measurable plates

It is worth mentioning that increasing separation dis-
tances are gained proportional to the square root of time.
To double the separation distance it needs four-fold time!
Unfortunately, diffusion is a matter of time and will
increase over-proportionally with increasing distance.
This is a definite disadvantage of TLC in comparison to
column techniques, where the flow velocity is constant.
This disadvantage of planar chromatography strongly
affects the separation of two substances. The resolution
(RS) of two neighbourhood peaks is defined as the dis-
tance between both peak maximums and the averaged
baseline width of the peaks.

RS � � 2 (46.7)

The resolution can be expressed in terms of capacity fac-
tors, the number of effective plates, and the Rf -value.

RS � �N���(1 � Rf 2)� � 1� (46.8)

N�(1 � Rf 2)
2 � number of effective plates

Rf 2 � retardation factor of peak 2
k1, k2 � capacity factors of peak 1 and peak 2

The change in resolution of two closely migrated spots
as a function of different Rf values is shown in Figure 46.3.
Resolution increases only by square root of measurable
plate number, which is a measure of layer quality and 

k1
�
k2

1
�
4

zS2 � zS1
��
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zS2 � zS1
��
�
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2
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�
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WB
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�σS
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efficiency. The influence of peak position on resolution is
the opposite behavior to that of the layer quality. At larger
values of Rf 2 the term (1 � Rf 2) decreases and in the case
of Rf 2 � 1 the resolution will become zero [9]. This is rea-
sonable and agrees with the statement that phase changes
are essential for separation. Figure 46.3 indicates that a
resolution optimum of two closely migrating peaks can be
observed at a Rf value of 0.33.

In summary, the selectivity (k1/k2�1) can easily be
increased by a factor of 10 or even 50 by solvent/sorbent
changes, while it is difficult to change the layer quality
factor �N�� by more than 2–3. Therefore, for resolution
enhancement it is most rewarding to invest time in solvent
optimization and to a lesser extent in sorbent optimization
and least in the improvement of layer quality [10].

If the separation system is perfectly chosen, baseline
separation of the desired substance can be done even on a
few centimeters. In Figure 46.4 the separation of caffeine
is shown, separated over a distance of only 11 mm.
Samples from coffee, tea, or even strong sugar-containing
beverages can be applied without further cleaning steps
directly on the plate, after removal of CO2.

The separation power of TLC or HPTLC plates is nor-
mally not sufficient to separate more than ten spots in one
run. For the separation of more complicated mixtures,
more than one solvent system must be used. However, the
planar chromatographic separation power can be
increased if a two-dimensional separation mode is used.
Several AOAC (Association of Official Analytical
Chemistry) methods, for instance, recommend a two-
dimensional separation of aflatoxin samples to avoid
overlapping spots [80]. For a two-dimensional HPTLC
separation, samples have to be spotted at all four edges of
a 10 � 10 cm HPTLC plate and four standards are also
spotted on each of the four plate sides exactly between the

sample spots. After simultaneous development from both
plate sides to a distance of 45 mm the plate is dried and,
after a turn of 90°, developed once again to a distance of
45 mm by use of a different mobile phase. The separation
in two directions using different mobile phases extends
the TLC separation power dramatically. A separation of a
dye mixture in two dimensions is plotted in Figure 46.5.

In Figure 46.5 a dye mixture consisting of six dyes is
shown, which can be separated only by two-dimensional
separation using different solvent phases. One spot in the
two-dimensional separation is not in a rectangular posi-
tion between the two single separations. This indicates a
compound, which changed its chemical property during
the separation. Two-dimensional developments can be
beneficially used to check sample decomposition during
the separation.

III. STATIONARY PHASES

TLC and HPLC plates are commercially available as 
pre-coated layers supported on glass, plastic sheets, or
aluminum foil. The classic TLC plates are 20 � 20 cm in
size whereas the modern HPTLC plates are smaller (10 �
10 cm or 10 � 20 cm). Compared with TLC, HPTLC-
phases provide better separation efficiency, faster separa-
tions over shorter distances, and lower detection limits. In
Table 46.1 the parameters of both plate types are listed.

The choice of the layer and the development solvent
depends on the nature of the sample. In general, more than
75% of all HPTLC separations are done using silica gel as
the stationary phase [5]. Silica gel, silica, or kiesel gel are
various names for a polycondensation product of orthosili-
cic acid. It is prepared from silica solution by precipitation
with acids. The improvements of HPTLC-plates are still
under development. Macherey-Nagel company (Düren,
Germany) developed especially hard and waterproof silica
gel plates. These materials are commercially available
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under the labels DurasilR and Nano-DurasilR. Merck
(Darmstadt, Germany) sells HPTLC-plates with regular,
ball-like particles under the name LiChrospherR. The com-
pany claims a shorter developing time and better resolution
in comparison to irregular articles. The use of Al2O3 as a
stationary phase is restricted to mainly pesticide separa-
tions. Aluminia and silica gel plates form typical normal
phase adsorption systems in retaining substances by active
centers of the stationary phase.

Cellulose phases are more often used as aluminia,
especially for amino acid separations and basic reacting
substances like nucleotides. Polyamides as stationary
phases are not often used. This very interesting material is
well suited for the separation of acid-reacting substances
like phenols, nucleotides, or dansyl derivatives. Bonded
phases, based on silica gel, are becoming increasingly
important in food analysis. These sorbents are typical for
reversed phase separations. HPTLC is mostly performed
on chemical bonded C-18, C-8, C-2, C-NH2, C-CN, and
C-CHOHCH2OH (diol phase) material. Cellulose and
chemical bonded stationary phases are typical materials
for distribution chromatography.

The flexibility of planar chromatography is a conse-
quence of the absence of restrictions on the choices of
mobile and stationary phases. Usually, TLC and HPTLC
plates are obtained from commercial suppliers, but home-
made layers are recommended for special purposes. Plates
containing silver ions, for example, are able to separate
compounds differing only in the position of one double
bond [12]. The plates are difficult to store and are made by
hand, mostly for research purposes. Other customers pre-
fer home-made plates.

Although TLC is an inexpensive separation method,
industrial produced plates must be purchased or may not be
available everywhere. In developing countries cost and

availability might be strong reasons to be independent of
plate suppliers. A versatile TLC-layer can be made by mix-
ing 27 g of corn starch with 3 g gypsum in 20 mL water and
10 mL ethanol. Nada Perišić-Janjić et al. [13] published the
determination of organic acids like malic acid, citric acid,
tartaric acid, and ascorbic acid in fruit juice using the 
solvent mix ethanol-n-butanol-water-conc. ammonia
(40+30+15+15) in combination with the TLC-layer just
described. A separation of amino acids with the solvent sys-
tem 2-propanol-formic acid-water (40+2+10) is also possi-
ble as well as the separation of fat-soluble vitamins. For the
separation of vitamin E and D2 a solvent system containing
acetone-conc. acetic acid (3+2) was used. Fructose, glu-
cose, sucrose, and galacturonic acid are perfectly separated
with the solvent system n-propanol-benzylalcohol-water-
formic acid-dioxan-benzene (10+27+5+4+10+20) and
anthocyanins from fresh cherries and cherry juice were sep-
arated on this unconventional layer using n-butanol-glacial
acid-water-benzene (30+20+10+0.5).

IV. MOBILE PHASES

In planar chromatography the mobile phase is not
restricted to a special kind of solvent. This makes it pos-
sible to separate a wide range of different analytes using
only a single plate layer. In HPLC solvents are restricted
to substances with low absorption values because analyte
and mobile phase both have to pass the on-line detector. In
planar chromatography even strong light absorbing sol-
vents can be used because the mobile phase is removed
before plate scanning. Nevertheless carcinogenic sub-
stances should be avoided. In the older literature (and
even modern methods) benzene is often recommended as
a solvent, but in this case toluene should be used.

Sometimes it is necessary to use chlorinated sub-
stances like chloroform or CH2Cl2. The leftover solvents
should be collected separately to protect the environment.
The mobile phase in planar chromatography is commonly
chosen by trial and error, guided by literature descriptions
of similar separations. On the basis of a sufficient sub-
stance movement in the Rf -range between 0.2 and 0.8,
fine-tuning of the mobile phase should be done using dif-
ferent solvent mixtures with nearly the same solvent
strengths (P�). The solvent strengths of a mixture can be
calculated as the sum of the appropriate solvent strengths
of the different mixture shares. A change in selectivity can
be achieved if solvents with various selectivity parameters
(xe, xd, xn) are used. In Table 46.2 the most important sol-
vents for planar chromatography are listed.

To create a new solvent system, one solvent should be
tested from at least each selectivity class. While the veloc-
ity of the solvent front depends linearly on the ratio of sur-
face tension and viscosity, this quotient should also be
taken into account. Small values indicate fast separations,
little peak diffusion, and therefore narrow peaks.
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TABLE 46.1
Comparison of Conventional TLC and Modern
HPTLC Parameters

Parameter TLC HPTLC

Plate size (cm) 20�20 10�10
Layer thickness (µm) 100–250 100
Particle size (µm) 20 5–15
Sample volume (µl) 1–5 0.1–5
Application distance from

plate side (mm) 10–15 5–10
Solvent migration

distance (cm) 6–15 3–7
Starting spot diameter (mm) 3–6 1–1.5
Time of development (min) 30–200 3–20
Detection limits in

remission (ng) 10–50 5–50
Fluorescence (pg) 500–1000 20–100



Sample Pre-Treatments, Application and Plate
Development. In food analysis a pre-treatment step
prior to separation is usually necessary. The pre-cleaned
analyte is then applied on the plate, separated, and either
visually detected or scanned by use of appropriate items.
The determination of α-solanine and α-chaconine in pota-
toes is a typical example of a complete HPTLC determi-
nation. Solanines are toxic substances because they
inhibit cholinesterases and cause gastrointestinal necrosis.
An undamaged potato tuber contains 20–150 mg/Kg total
solanines. Exposure to light or mechanical damage can
increase the content. A routine analytical method to deter-
mine solanines is useful [14].

For preparation of potato samples 2 g dehydrated
potatoes were extracted with three 15 mL portions of boil-
ing methanol-acetic acid (95+5). The solution is filtered
and evaporated under vacuum. The residue is dissolved in

4 mL methanol-acetic acid (99+1). In modern methods
very often pre-columns, containing a stationary phase, are
used in pre-cleaning. The analyte is accumulated on the
stationary phase, cleaned by washing with appropriate
solvents, and eluted by a solvent with high solvent
strength. This pre-treatment increases the analyte concen-
tration and removes contamination.

The sample application for qualitative purposes is
mostly done by use of glass capillaries. If the same cap-
illary is used, even quantitative measurements are possi-
ble. Glass capillaries in the size 0.5 µm, 1.0 µm, 2.0 µm,
and 5.0 mm are commercially available. The disadvan-
tage of this kind of application is the rather large spot
diameter of the starting spots, which restrict the chro-
matographic resolution. For better resolution an auto-
mated application item should be used which is able to
bring the sample bandwise on the plate. If a band length
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TABLE 46.2
Solvent Parameters for Different Solvents (the Values in Brackets Refer to RP Conditions; the Polarity Index (P ’)
Refers to the Rf -Value, Whereas (xe, xd , xn ) Influences the Selectivity of a Separation (+ γ/η[m/s]))

Solvent P’-Value xe xd xn Group γγ/ηη(25°)+

n-Hexane 0.1 – – – 0 56
n-Pentane 0.1 – – – 0 67
Cyclohexane 0.2 – – – 0 28
Dibuthylether 2.1 0.44 0.18 0.38 I 91
Diisopropylether 2.4 0.48 0.14 0.38 I 91
Toluol 2.4 0.25 0.28 0.47 VII 48
Triethylamin 1.9 0.56 0.12 0.32 I 52
Methyl-t-Butylether 2.7 0.49 0.14 0.37 I 72
Diethylether 2.8 0.53 0.13 0.34 I 71
Methylenchlorid 3.1 0.29 0.18 0.53 V 62
1,1-Dichlorethane 3.5 0.30 0.21 0.49 V 41
2-Propanol 3.9 0.55 0.19 0.27 II 8.7
n-Butanol 3.9 0.56 0.19 0.25 II 8.3
THF 4.0 (4.4) 0.38 0.20 0.42 III 56
1-Propanol 4.0 0.54 0.19 0.27 II 11
t-Butanol 4.1 0.56 0.20 0.24 II 7.3
CHCl3 4.1 0.25 0.41 0.34 VIII 47
Ethanol 4.3 (3.6) 0.52 0.19 0.29 II 19
Ethylacetat 4.4 0.34 0.23 0.43 VIa 52
Methylethylketon 4.7 0.35 0.22 0.43 VIa 57
Dioxan 4.8 0.36 0.24 0.40 VIa 26
Chinolin 5.0 0.41 0.23 0.36 III 26
Aceton 5.1 (3.4) 0.35 0.23 0.42 VIa 74
Methanol 5.1 (3.0) 0.48 0.22 0.31 II 38
Pyridin 5.3 0.41 0.22 0.36 III 39
Methoxyethanol 5.5 0.38 0.24 0.38 III 18
Acetonitril 5.8 (3.1) 0.31 0.27 0.42 VIb 75
Acetic acid 6.0 0.39 0.31 0.30 IV 21
DMF 6.4 0.39 0.21 0.40 III 40
Ethylenglycol 6.9 0.43 0.29 0.28 IV 2.3
DMSO 7.2 0.39 0.23 0.39 III 2.4
Formamid 9.6 0.37 0.33 0.30 IV 17
Water 10.2 (0.0) 0.37 0.37 0.25 VIII 73



of 7 mm is chosen, even 20 µl analyte can be applied on
an HPTLC-plate. In general, an automated application is
recommended if low measurement uncertainties are
desired. Prior to separation the plates should be pre-
washed by development at best with the mobile phase. In
the case of solanine separation, the authors recommend
pre-washing with methanol, pre-equilibration with the
separation solvent for 1 h in a twin-trough chamber, and
development up to a distance of 85 mm [14]. The separa-
tion conditions are very important, especially with
respect to the vapor phase to obtain reproductive results
[10]. The use of vapor dry chambers without mobile
phase pre-equilibration should be avoided, and therefore
the use of twin chamber or a linear chamber is recom-
mended. The linear chamber for sandwich developments
(Figure 46.6) is ready to use without time-consuming
pre-equilibration because the very small vapor volume, in
contrast to trough chambers, is responsible for reliable
development conditions. If TLC plates are to be used, the
separation distance should not be above 15 cm. For
HPTLC-plates the separation optimum is 4.5 cm.

After solanine separation the plate is dried and dipped
in a modified Carr-Price reagent containing 70 g antimony
(III) chloride in 280 mL acetic acid-CH2Cl2 (1+3). After
dipping the plate is subsequently heated for 5 min at
105°C [14]. One of the most important advantages of pla-
nar chromatography is the huge number of different stain-
ing systems [15], which makes planar chromatography
very specific. The Carr-Price system, for example, reacts
most specifically and sensitivly with the double bond of
steroids. If staining is recommended, the plate should be
automatically dipped for a defined time instead of spray-
ing with reagent because sprayed plates are useless for
quantification purposes.

The solanine peaks are quantified by densitometric
reflectance measurement at 507 nm. The range of linearity
for α-solanine is 100–2000 ng per spot. The limit of detec-
tion (LOD) is 50 ng and the limit of quantification (LOQ)
is 100 ng. The LOD is the smallest quantity of the target
substance that can be detected as peak, but not precisely
quantified in the sample. The LOQ is the smallest quantity
of the target substance in the sample that can be assayed
under experimental conditions with well-defined precision
and accuracy. The analytical precision is determined by

measuring the repeatability at different concentrations.
The repeatability for 5 determinations within 3 days for
500 ng α-solanine is 3.2%. Accuracy is a measure of
agreement between a conventionally accepted value or a
reference value and a mean experimental value. The
extraction recovery for 900 ng α-solanine is calculated to
98.9% [14]. All these data are necessary to present a com-
plete TLC or HPTLC method in food analysis.

Separations without complicated pre-cleaning steps
are superior to those which need a lot of practical work
prior to detection. The application of “dirty” samples on
the separation medium is only possible in planar chro-
matography because disposable plates are used. This is a
real advantage in comparison to HPLC because the pre-
cleaning is simplified and the overall precision can be
increased. C. F. Pool and co-workers [16] describe an ele-
gant method to quantify vanillin in chocolate. Although
chocolate is a difficult matrix it is only necessary to
extract 5–8 g chocolate with 15 ml 70% ethanol in an
ultrasonic bath for 15 minutes. After extraction the sample
is centrifuged and separated on silica gel HPTLC-plates
with chloroform-ethyl acetate-1-propanol (94+2+4) to a
distance of 6 cm. Quantification is done by remission
measurements at 280 nm.

V. DENSITOMETRIC MEASUREMENTS

In situ densitometry offers a simple way of quantifying by
measuring the optical density of the separated spots
directly on the plate [17]. During densitometric measure-
ments the illuminating light is either absorbed or scat-
tered. Only the scattered light is reflected from the plate
and this light provides the desired information. This
reflected light is called remission light. Quantitative eval-
uation of thin-layer chromatograms by optical methods is
based on a differential measurement of light, emerging
from the sample-free and sample-containing zones of the
plate, although the relationship between detector response
and sample concentration is not simple [18–20]. At first
approximation a parallel light beam with the intensity I is
used for illuminating the HPTLC-plate. To get a lamp-
independent spectrum it is recommended to use the quo-
tient of the sample spectrum and the spectrum of the clean
HPTLC-plate. Usually the remission values (Irem) are 
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FIGURE 46.6 Sketch of a linear chamber. 1. HPTLC plate; 2. counterplate used only for sandwich development; 3. troughs for elu-
ents; 4. glass strip to regulate eluent flow; 5. covering glass plate. (Reproduced with permission from CAMAG, Switzerland.)



calculated from the measurement values of the HPTLC-
track divided by reference values (I0).

R(λ) � (46.9)

R(λ) � corrected remission light spectrum 
Irem(λ) � remission light spectrum
I0 (λ) � reference spectrum

The proper choice of the reference spectrum I 0(λ) is a
very effective method for baseline corrections. A conven-
ient way to transform remission data into mass-dependant
signals is to use the folowing formula:

A(Irem,λ) ��lnR(λ) (46.10)

The logarithm expression sets all intensities smaller than
I0 to positive values. Theoretical predictions indicate that
the Kubelka/Munk-equation is the only transformation
formula which shows linearity between the remission data
and the sample mass (m) [11].

KM(Irem,λ) � � const.m (46.11)

In principle, all light absorbing substances are detectable
because a modern diode-array TLC-scanner covers the

range from 200 nm to 1100 nm. In Figure 46.7 a typical
contour-plot of a dye mixture is shown, which comprises
450 single spectra, evaluated with Equation (46.10). Within
less than 1 minute the diode-array scanner measures the
track over the distance of 45 mm in the wavelength range
of 200 to 600 nm with a spatial resolution of 0.1 mm.

There are numerous examples for in situ densitometric
determination in food matrices. For example, the quantifi-
cation of methyl and propyl parabens, benzoic acid, and sor-
bic acid at 228 nm and 254 nm are published in [21]. Fruit
juices and jams are extracted and separated on silica gel
TLC-plates, using the solvent mix ethanol-NH3 aqueous-
ethyl acetate-acetone (1+3+3+28) for the parabens and ethyl
acetate-acetic acid-hexane (1+4+16) for both acids. The
AOAC Official Method Polycyclic Aromatic Hydrocarbons
(PAHs) and Benzo[a]pyrene in Food, describes a PAH sep-
aration using isooctane on cellulose plates. After separation
the spots have to be scraped out and measured externally in
UV [22]. In contrast, a modern TLC-scanner can separate
16 PAHs in one run, using the different absorption maxima
of the PAHs spectra for quantification. Even spots not sepa-
rated on the plate can be quantified, because spots can be
spectrally distinguished [20].

The Kubelka/Munk equation is the only theoretically
founded expression describing all remission processes. If
a substance absorbs more light than the clean part of a

(1 � R(λ))2

��
2R(λ)

Irem(λ)
�
I0(λ)
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plate, the comparison of sample and reference spectrum
using Equation (46.10) or (46.11) can be used for quan-
tification purposes. If the spot emits more light than the
reference, the sample shows fluorescence. The fluores-
cence spectrum is derived from sample and reference spec-
trum using either Equation (46.11) or Equation (46.12).

F(Irem,λ) � [Irem(λ) � I0(λ)]/1000 (46.12)

Quinine is a fluorescent compound which emits light
which was absorbed below 380 nm. In Figure 46.8 the den-
sitogram of a beverage sample, applied undiluted on a sil-
ica gel HPTLC-plate, is plotted. The mobile phase (the
same as shown in Figure 46.4) cannot separate quinine
completely from sugars. The absorption densitogram
(lower plot in Figure 46.8, evaluated using Equation
(46.10) shows an irregular baseline and the quinine signal
cannot be used for quantitative determination. If the same
data set is evaluated using Equation (46.12) (upper plot in
Figure 46.8), the quinine peak can be easily integrated [11].

The AOAC Official Method No. 969.27 [23] describes
the separation of the non-nutritive sweeteners calcium
cyclamate, sodium saccharin, and dulcine in non-alco-
holic beverages on silica-gel plates using n-butanol-alco-
hol-NH3-H2O (40+4+1+9). Saccharin (Rf = 0.5) shows
fluorescence at shortwave UV and can be quantified using
the fluorescence mode of a diode-array scanner. In the
AOAC method, color reagents for cyclamat and dulcine
are recommended. These substances are detectable by
direct remission measurements.

TLC scanners for in situ remission measurements are
modern computer-controlled, high-sensitivity instruments
that measure absorption and fluorescence. Modern diode-
array TLC scanners are able to measure simultaneously at
different wavelengths. They allow quick peak identification
and peak purity investigation, using the registered spectra.
Furthermore, the simultaneous registration at different
wavelengths opens the way for chemo metric evaluations,

like peak purity monitoring, to improve accuracy and relia-
bility in HPTLC analysis. Diode-array scanners make fluo-
rescent measurements possible without use of edge-filters
or other facilities. Even a separate run for fluorescent meas-
urements is not necessary, because the required information
can be extracted from the remission data [11, 17–20].

VI. SUGAR ANALYSIS AND SEPARATION
OF DYES AND FOOD LIPIDS

Planar chromatography offers a wide range of different
reagents for specific staining of analytes. The recom-
mended handling of mostly hazard reagents eliminated
many TLC methods from official method collections. To
avoid plate dipping with mostly hazard reagents, specific
plate coatings can be used for staining purposes. In the
past, sugars had to be transformed into colored products
by use of 4-aminobenzoic acid in glacial acetic or similar
reagents [24]. The AOAC official method for glucose in
honey or fructose starch sirup in honey recommends sugar
detection by spraying with aniline/diphenylamine reagent
after separation with n-butanol-acetic acid-water (2+1+1)
on silica gel [25, 26]. In modern HPTLC amino phases are
used for sugar separation [27, 28]. The separation is pos-
sible by using CH3CN-H2O solvent systems. After separa-
tion the amino plates are placed at 150°C for 15 minutes.
All carbonyl-group containing substances will react with
the NH2-group to form colored, strong fluorescent prod-
ucts. Sample pre-treatments usaully are not necessary. In
Figure 46.9 the separation of the artificial sweeter
Sucralose® after amino plate derivation is shown. The
detection limit is 10 ng/spot of Sucralose® [29], which is
a typical value for what is termed thermochemical activa-
tion in sugar analysis.

Dye separation is one of the basic TLC applications
because no scanner and staining reagent are necessary.
Companies like CAMAG sell dye mixtures to check the
layer quality of TLC and HPTLC plates. In [30] a rapid
clean-up procedure for FD&C color additives in foods by
use of reverse phase C18 cartidges is given. The color
additives are separated on silica gel G TLC plates with 
n-butanol-methyl ethyl ketone-NH4OH-H2O (5+3+1+1).
Similar systems are used to quantify colours from non-
alcoholic and alcoholic beverages [31] and from raw
sausages [32]. Detection of natural pigments from red
pepper, paprika, and tomato is performed by using differ-
ent hexane-aceton solvents or by using a mixture of
CH2Cl2-ethyl ether (9+1) on silica gel [33].

Beside dyes, food lipids are a classic field of TLC
analysis. A review of planar chromatography separations
of food lipids is given in [34]. An AOAC official method
describes the separation of some fatty acids in oils and
fats. Erucic acid, cetolic acid, and trans-isomers of
docosenoic acid are converted to methyl ester and sepa-
rated by use of silver impregnated silica gel TLC plates.
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The development of the plates is performed at �22°C
with toluene-n-hexane (9+1) as mobile phase [35]. For
spot visualization the plate is dipped in sulfuric acid-
ethanol-hexane (1+35+64) for 2 seconds and then heated
to 110°C for 45 min. This treatment turns lipids into fluo-
rescent compounds [36]. Animal fat in vegetable fats and
oil is identified by analyzing cholesterol with ether-petrol-
ether (1+1) on silical gel. In the AOAC official method,
cholesterol is scraped off at Rf : 0.2–0.3 and quantified 
by use of GC [37]. Charring with 50% sulfuric acid can be
used to visualize cholesterol as well as all carbon-
containing substances [38]. In this sense sulfuric acid acts
as a universal detector in planar chromatography. To visu-
alize oils and fats, plates are often sprayed (or dipped) in
2�7�-dichlorofluorescein reagent (0.5 g/L in 50% aqueous
methanol), because the fluorescence in a lipophilic sur-
rounding is mostly enhanced. This can either be used to
visualize fats with fluorescing substances, or to enhance
fluorescent intensity by dipping in non-polar reagents like
Triton-X or parafine.

VII. DRUGS IN FOOD AND FEED

TLC or HPTLC methods are widely used in the screening
of drugs in food and feed. The following examples show
that in planar chromatography quantification can be done
without a special column pre-cleaning. Coccidostats like
aklomide or buquinolate are incorporated in the broiler
feed as additives to prevent coccidiosis in poultry. To
check the legal limits of aklomide in feeds [39] the sample
is extracted with methanol and separated on a silica gel G
TLC plate in ether [39]. The plate is sprayed with 1 ml

20% TiCl3 to 25 ml p-(dimethyl-amino)cinnamaldehyde
(DMC) (0.1 g in 100 ml 1.0 N HCl) solution. Aklomide
forms reddish pink spots. Buquinolate can be identified
after extraction from feeds with CHCl3, concentrated and
separated by TLC with CHCl3 as mobile phase.
Busquinolate shows fluorescence under short wavelength
UV light with excitation at 265 nm and emission wave-
length at 375 nm (Rf : 0.4–0.6) [40]. For quantification pur-
poses the busquinolate TLC zone is transferred to a vial,
extracted with 80% alcohol and measured with a spec-
trophotofluorometer [40]. The busquinolate fluorescence
makes the method very specific.

Invermectin is a highly potent antiparasitic drug that
is active at extremely low dosage against a wide variety of
nematodes and arthropod parasites. The drug is widely
used for antiparasitic control in cattle, horses, sheep, and
swine. An HPTLC method using UV detection after reac-
tion with acetic anhydride in pyridine was able to detect 5
µg/Kg in cattle blood or plasma [41]. With an improved
derivative step (fluoroacetic anhydride instead of acetic
anhydride) and a separation on silica gel HPTLC Si60
plates using CHCl3-ethyl acetate (75+25) as the solvent, a
visual fluorescence detection of the drug in liver, muscle,
and fat as low as 5 µg/Kg was achieved [41]. AOAC meth-
ods in particular, often prefer visual detection to keep the
method simple. For qualification the spot color and 
Rf -values are accepted as sufficient. Quantification is
done by comparison of sample and standard spot intensity
or zone transfer to spectrometric devices. By use of a
diode-array scanner, food and feed additives can be easily
identified and quantified using in situ measured UV/vis-
spectra in combination with spectral libraries. Time-con-
suming transfer steps can be avoided. If fluorescence
signals can be used, HPTLC methods are very specific
and show detection limits comparable to HPLC.

There are several official AOAC methods for sulfon-
amide residues in animal tissues. The screening method
for sulfabromomethazine, sulfadimethoxine, sulfamet-
hazine, sulfapyridine, sulfaquinoxaline, and sulfathiazole
recommends a tissue extraction with ethyl acetate after
addition of sulfapyridine as internal standard and a
cleanup step by seperating organic and aqueous solvents.
Spotting zones on silica gel TLC-plates are focused by
developing 1 cm in ethanol followed by 2 developments,
6 cm and 12 cm, in CHCl3-tert-Butanol (8+2).
Compounds are derived by dipping the plate in fluo-
rescamine solution (25 mg fluorescame in 250 ml ace-
tone) and scanned in UV [42]. To identify sulfamethazine
the plate is sprayed with 1% sodium nitrite, dried at
100°C, and sprayed with NEDA (0.4% 1-naphthyl-ethyl-
endimine in methanol) to form pink spots [43]. The
AOAC method for trisulfapyrimidines determination in
drugs recommends separation with CHCl3-methanol-
NH4OH (30+12+1) on silica gel. The substances are
located under shortwave UV [44]. A simple HPTLC
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method to quantify thiamphenicol in bovine plasma has
been published by P. Corti. Different phases like NH2,
CN-, and Si60 plates are used to increase determination
specificity. A detection limit of 180 µg/Kg thiamphenicol
is achieved whereas the HPLC detection limit is calcu-
lated to 70 µg/Kg [45].

The multiclass and multiresidue qualitative detection of
chloramphenicol, nitrofuran, and sulfonamide residues in
animal muscle was published by J.-P. Abjean [46]. The
identification is done with the help of a specific reaction
either with pyridine to identify nitrofurans or with fluo-
rescamine to identify chloramphenicol and sulfonamides.
Furans appear as blue spots on Si60 plates and were visually
quantified. The limit used by the U.S. Food and Drug
Administration for enforcement purposes for nitrofurans in
1989 was 100 µg/Kg. The expected limit of sensitivity with
the method described is 1 µg/Kg [46]. The HPTLC method
allows screening of residues in food with a sample through-
put of about 20 samples per analyst per day without requir-
ing expensive apparatus.

The identification and determination of oxytetracy-
cline, tiamulin, lincomycin, and spectinomycin in veteri-
nary preparations separated by two solvent systems is
described in [47]. After separation on TLC silica gel alu-
minum sheets the absorption spectra of the separated sub-
stances were recorded by densitometry. The spots are
visualized with Ehrlich’s reagent (1 g 4-dimethy-
laminobenzaldehyde in 36% HCl-ethanol, 25+75) or 16%
sulfuric acid and heated at 105°C for 10 min. The stained
spots were scanned again to confirm the identification.
Quantitative analysis achieved quantification limits per
spot of 40 ng for tiamulin, 200 ng for lincomycin, 280 ng
for oxytetracycline, 500 ng for spectinomycin, and 630 ng
for oxytetracycline [47]. All antibiotic determination
methods mentioned use specific post-separation reactions,
which can be easily performed on the plate. Nearly all
compounds can be identified using the Rf -values in com-
bination with appropriate staining reactions. Hundreds of
different staining reactions have been published and all
act as specific TLC detectors [15].

Most specific is the use of enzymes for detection 
purposes. Oxytetracycline and chlortetracycline hydro-
chloride are antibiotics incorporated into feeds, either 
individually or in combination with other drugs, at con-
centrations ranging from 10 mg/Kg to 500 mg/Kg [48]. 
P. K. Markakis developed a simple, reliable, and precise
TLC method for both these tetracyclines in animal feeds in
the presence of other drugs. He used HPTLC Si60 plates and
CHCl3-methanol (10+1) as the developing solvent. After
separation the appropriate HPTLC-zones were scraped out
and the material was incubated for 11 h at 30°C in the pres-
ence of Bacillus subtilis. A detection limit of 0.625 mg/Kg
for chlortetracycline hydrochloride and 1.25 mg/Kg for
oxytetracycline was achieved, using the diameter of
Bacillus subtilis inhibition zones for quantification [48].

The combination of TLC and very specific biology
detection shows the great flexibility of planar chromato-
graphic methods; nevertheless, scraping the TLC plate
and incubation are time-consuming preparation steps that
are difficult to automate. Much more elegant is the paper
by H. E. Hauck [49] where an in situ bioautography of
antibiotics is presented. Methanolic extracts of foods and
feeding stuffs are subjected to HPTLC plates und sepa-
rated using different solvents. After separation the plate is
dipped in a bacteria culture (Bacillus subtilis) and incu-
bated at room temperature for 19 h. The plate is sprayed
with a tetrazonium salt as a reagent to detect active bacte-
ria as purple color. The inhibition zones are recorded with
a video system. Detection limits down to 100 µg/Kg were
obtained [49]. This kind of detection is useful not on spe-
cial compounds but on special attributes, for example,
antibiotic quality. Attribute identification is also used to
identify free radical scavenger capacity (RSC) of food-
stuff [50]. Extracts of samples were separated on silica gel
plates and after separation the plates were stained with a
methanolic solution of 2,2-diphenyl-1-picrylhydrazyl rad-
ical. Dots of separated foodstuff extracts with RSC turn
yellow, with color intensity depending on the RSC com-
pounds present in the extract. This test is sensitive enough
to detect differences of RSC between varieties and brands
of water- or methanol-soluble products [50].

VIII. PESTICIDES

Attribute analysis is particularly useful for pesticides which
inhibit the enzyme cholinesterase. This is the case for all
organophosphates and carbamates [51]. For quantification,
pre-cleaned samples were separated on Si60 HPTLC plates
using tetrahydofurane-hexane (7+25) as a solvent. The
plates were dipped in a solution containing cholinesterase,
1-naphthyl acetate, and Fast Blue salt B. If the enzyme is
not inhibited, it will cleave the acetate to 1-naphthyl phenol.
The substance will react on the plate surface with Fast Blue
salt B to form a violet color. The inhibition spots of
organophosphates and carbamates become visible as white
zones on a violet background. The spots can be quantified
by reflectance spectrometry at 535 nm. Detection limits for
different substances were in the range of 13–800 pg per
spot [51].

The AOAC standard test to detect organochlorine pes-
ticide contaminations like aldrin, DDT, dieldrin, chlor-
dane, strobane, and toxaphen [52] recommends n-hexane
as the solvent and silica gel as the stationary phase. The
stationary phase is either mixed with AgNO3 or dipped in
0.1% aqueous AgNO3 after separation. When the plate is
radiated with shortwave UV in the presence of chlorine
substances, AgCl will be formed, which reacts with light
to elementary silver. Reduced silver forms black spots,
which can be used for a very sensitive chlorine pesticide
screening.
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For determination of carbaryl pesticide residues in
apple and spinach the samples are extracted with CH2Cl2

and separated on Al2O3 TLC plates with aceton-benzene
(1+4) [53]. The plate is sprayed with 1.0 N alcoholic
KOH and then with a solution of diethylene glycol-alco-
hol solution (1+9) with p-nitrobenzene-diazonium fluob-
orate (25 mg/100 mL). The diazonium salt forms blue
spots in the R f -range between 0.52–0.6. For semi-quanti-
tative estimation size and intensity of sample and stan-
dard spots have to be compared. For the determination of
biphenyl pesticide residues in citrus fruits [54] no deriva-
tion step is necessary. Biphenyl is extracted from blended
peel or pulp by steam liquid-liquid extraction. The extract
is separated on a silica gel TLC plate with heptane.
Viewed under UV light, biphenyl appears as a blue spot
on a yellow background.

TLC or HPTLC is in general well suited to separate a
few compounds from a complicated matrix. The resolu-
tion in TLC becomes maximal for Rf -values around 0.3.
If a special phase system separates substances in the opti-
mal Rf -range of 0.1 and 0.8, only compounds with k-val-
ues between 9 and 0.25 will move (4). This is a very
narrow polarity window. All other substances outside this
window will stay at the point of application or will move
with the solvent front. Therefore, only few substances of
similar polarity can be separated in one run. But in sam-
ples like water or food, pesticides of a wide polarity range
can be present. To cover a wide range of polarity a special
gradient mode, the automated multiple development
(AMD) technique, can be exploited using a great variety
of solvents [54, 55]. The principle of AMD is simple. The
TLC plate is developed at first only over a very short dis-
tance using a solvent of great elution strengths to move all
substances. After plate drying another separation step
takes place, but now the solvent strength is slightly
reduced whereas the separation distance is slightly
increased. During the first separation cycle all substances
of the sample will move because the highest elution power
of the solvent is working. When the solvent front reaches
a sample spot the sample will be concentrated in a narrow
band because the molecules in the sample zone start their
upward moving earlier than those in the upper part of the
spot. During every cycle the zones will be concentrated to
a narrow band if the substances are moving. Between the
developments the solvent is completely removed from the
developing chamber and the plate is dried under vacuum.
For the next development the layer is conditioned with the
vapor phase of the next solvent. Cycle for cycle, the sol-
vent strength is reduced and more and more substances
will remain at their plate positions. At the end of the last
cycle only the compound with the largest mobility will
move. Usually the number of cycles is between 10 and 40
for a separation distance of not more than 8 cm. All the
steps in AMD are computer controlled and fully auto-
mated. A development of 40 cycles needs between 2 and

4 h. The AMD technique brings substances of a large
polarity range to move and compresses substances in very
narrow zones. This technique, like all gradient develop-
ments, increases the chromatographic resolution dramati-
cally. It should be mentioned that a commercially
available AMD system is able to separate more than 40
samples in parallel.

The AMD technique is especially suited for pesticide
monitoring because several pesticides can be simultane-
ously determined in the same sample [55–57]. An
overview of AMD methods for the determination of
pyrethrin and pyrethroid pesticide residues in crops,
foods, and environmental matrices is given by Z.-M. Chen
[57]. The combination of AMD and diode-array TLC-
scanner is a powerful tool especially for pesticide moni-
toring because the photodiode array technique
substantiates the analytical result by providing spectral
confirmation for the appropriate substances.

IX. MYCOTOXINS

Mycotoxins are fungal metabolites, which are of great
concern as toxic contaminants in food and feeds. Among a
number of other techniques, planar chromatography is still
very popular in the determination of certain mycotoxins.
Sample preparation is necessary and is mostly an extrac-
tion step to clean up the sample and to concentrate the
mycotoxins is proposed. In general, TLC can cope better
with more crude extracts than HPLC where the clean-up
step is more important to save the column. An important
feature of TLC is its off-line operating principle. For
instance, Leming Lin et al. [58] employed two develop-
ment systems for the determination of zeraleone and pat-
ulin in maize. In the first step the lipids in the sample were
isolated, and the second development is used to separate
the mycotoxins. For mycotoxin visualization on plate two
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different methods are frequently applied: the examination
under UV light if the mycotoxins show naturally fluores-
cence and the spraying or dipping with chemical reagents
that produce colored or fluorescent products. The spot col-
ors and the Rf -values in combination with in situ meas-
ured spectra are used for mycotoxin identification. The
natural fluorescence of aflatoxins, citrinin, and ochratoxin
A makes its identification much more certain. A review
from 1998 sums up more than 10 different mycotoxin
TLC methods compared with other techniques [59]. The
high sample throughput of TLC and HPTLC makes it the
most cost-effective analytical technique for mycotoxins
screening routine. A drawback of TLC in comparison with
HPLC is its untapped potential for automation.

Ochratoxin A is a mycotoxin with nephrotoxic,
carcenogenic, teratogenic, and immunosuppressive prop-
erties. A review of chromatographic methods for determi-
nation of ochratoxin A is given by H. Valenta [60]. The
official AOAC method for ochratoxin determination in
barley [61] recommends silica gel plates and the solvent
mix benzene-methanol-acetic acid (18+1+1) [61]. The
solvent system toluene-ethyl acetate-formic acid (5+4+1)
can be used as well [62]. The blue-green fluorescence of
the ochratoxin A, brought out by long-wave UV light, is
used for detection. For densitometric fluorescence meas-
urements an exication wavelength range from 310–340
nm and an emission range from 440–475 nm should be
used. A detection limit of 25 µg/Kg rice is achieved [63,
64], whereas the quantification limit for HPLC is 0.2 µ/Kg
[61, 63, 64].

A review of the chromatographic determination of pat-
ulin in fruits and fruit juices is given by G. S. Shepard [65].
Patulin has no teratogenic or carcenogenic effects but
shows embryo toxicity accompanied by maternal toxicity.
The official AOAC method of patulin determination in
apple juice [66] is that the juice is extracted with ethyl
acetate and cleaned up on silica gel column. The silica gel
TLC plate is developed with toluene-ethyl acetate-90%-
formic acid (5�4�1) and sprayed with 3-methyl-2-ben-
zothiazolinone hydrazone-HCl solution (0.5 g in 100 ml
H2O) before the plate is heated for 15 min to 130°. Patulin
appears as yellow brown spots at R f 0.5 with a detection
limit of 20 µg/L whereas HPLC methods show a detection
limit of 0.5 µg/L [67] and a quantification limit of 5 µg/Kg
[64]. The quantification limit for patulin in HPTLC is
50 µg/Kg [64].

The AOAC official method for zearalenone in [68] corn
recommends CHCl3-acetone (9+1) as the mobile phase for
separation on a Si60 HPTLC plate with a quantification limit
of 100 µg/Kg and an overall recovery of 97% [64, 67–69].
The appropriate HPLC quantification limit is 35 µg/Kg [64].
The separation of deoxynivalenol (DON) in wheat on silica
gel 60 TLC plates with the mobile phase CHCl3-acetone-
isopropanol (8+1+1) is published in [70]. The developed
plates have to be sprayed with AlCL3 solution and heated 

7 min to 120° to see blue fluorescent spots under long-wave
UV at Rf 0.6. The detection limit is 37.5 mg/Kg for TLC
[71] and 20 µg/Kg for HPLC [72]. Using toluene-ethyl
acetate-formic acid (6+3+1) nephrotoxic citrinin and ochra-
toxin A can be separated and viewed under UV [73].
Citrinin can be separated from patulin and aflatoxin B1, B2,
G1, and G2 in one run, using oxalic acid impregnated silica
gel TLC plates. A limit of detection of 35 µg/Kg for citrin is
achievable [74].

Fumonisins B1, B2, and B3 were isolated in 1988 from
corn and have been associated with cases of leucoen-
cephalomalacea in equines, pulmonary oedema in swine,
and hepatic cancer in rats [75]. A great majority of reports
on fumonisin determinations use fluorescent derivatives
for sensitive detection [76]. Using an immunoaffinity col-
umn for extract purification and an RP-18 HPTLC plate
with 4% aqueous KCL-methanol (2+3) as the mobile
phase, a fluorescamine derivation detection limit of 2 ng
per spot is achievable [74]. This is an overall detection
limit of 100 µg/Kg. The appropriate detection limit for
HPLC is 10 to 500 µg/Kg [75].

Aflatoxins are considered to play an important role in
the high incidence of human hepatocellular carcinoma in
certain areas of the world [77]. There are official AOAC
methods for aflatoxins in peanut products, corn, milk and
cheese, liver, green coffee, and cotton seed. Mostly these
methods refer to the TLC separation method for peanuts
and peanut products using silica gel TLC plates and the
solvent mixture acetone-CHCl3 (9+1) [78]. Due to the nat-
ural fluorescence of all aflatoxins the overall detection
limit for TLC methods is 5 µg/Kg [79] or better [80]. The
HPLC overall detection limit for all four aflatoxins is pub-
lished as better than 1 µg/Kg [59]. Quantification limits
for aflatoxin B1 are specified with 5 µg/Kg in corn [64] in
comparison to 3 µg/Kg (in corn also) for HPLC [66]. Dell
et al. [81] reports that for the aflatoxin determination in
peanut butter the TLC method was more precise than
HPLC. Tosch et al. compared TLC and HPLC methods
and showed that TLC appeared to be equivalent to HPLC
[82] with respect to precision, accuracy, sensitivity, recov-
ery, and linearity of response.

One of the major advantages of TLC analysis is the
simplicity of the separation step, which makes the method
very cost effective. If densitometric quantifications are rec-
ommended, costs will arise. An interesting method to keep
the analytical costs in densitometry low has been published
by E. Anklam et al. [83, 84]. A simplified densitometer for
the detection of aflotoxins was developed using a low-cost
UV-light emitting diode (UV-LED) with a peak emission
wavelength of 370 nm [83]. The resulting signal was fur-
ther amplified by means of a commonly used operational
amplifier integrated circuit and directly converted into a
digital signal with a simple analogue-digital converter. The
signal was recorded at the signal port (RS232) of a portable
PC and processed with a widely used spreadsheet program.
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The same working group developed a modified com-
puter scanner by substitution of the scanner light tube
with a black light tube and additional inclusion of a UV-
filter. The modified scanner in combination with a per-
sonal computer can be used to determine aflatoxins at low
nanogram levels, which, when used in combination with
an appropriate TLC method, enables monitoring of the
compounds in food and feed at the levels stipulated in
European legislation [84]. Both systems are available for
less than 2000 Euro and both methods can be expanded in
combination with the appropriate TLC system to all
mycotoxins that show long-wave UV fluorescence.

TLC is a well-established, easy-to-perform, fast, rou-
tine, cost-effective, and suitable method for analysis of a
wide range of mycotoxins [59]. TLC will continue to play
an important role in mycotoxin analysis because of the
worldwide requirement for fungal metabolite control.
Mycotoxins occurring in a matrix are usually very low
quantity levels and the analysis method must be very sen-
sitive. In general, all mycotoxin TLC methods show
detection limits or quantification limits 10-fold higher
than HPLC values. Nevertheless the FDA regulatory level
for aflatoxin in human food and for feed for immature
livestock is 20 µg/Kg. The appropriate value for deoxyni-
valenol is 1000 µg/Kg. HPTLC is able to check these lev-
els in feed and food as well as HPLC. The advantage of
HPTLC methods has been described by B. Renger [85].
An assay and purity testing of phospholipids HPTLC is
only 38% of the HPLC costs, a value that can surely be
adapted to TLC food analysis.

X. FUTURE OF PLANAR
CHROMATOGRAPHY

What is the future of TLC and HPTLC? First of all, TLC
methods that are able to check official regulatory levels
without using technical equipment will of course remain
in use. This simple and inexpensive way of doing analysis
is too effective to discontinue. It must also be kept in mind
that not all countries have or will have the resources to
check official regulatory levels using expensive methods
like HPLC. A low-cost flat-bed scanner in combination
with a personal computer for documentation and quantifi-
cation purposes will be used. HPTLC methods are strong
in screening and will play an increasing role in the field of
pesticides and drug monitoring in feed and food. The
combination of AMD and diode-array scanner technol-
ogy, using spectral libraries for sample identification and
checking of regulatory levels, will increase in importance.
The quantification ability of HPLC will be used for the
determination of critical analyts like sugars, the quantifi-
cation of which can be easily performed by NH2 layers.
The simple pre-cleanings of caffeine, quinine, and
sucralose® in beverages or vanillin in chocolate will
probably be used for quantification purposes to keep the

overall standard deviation low. All in all, TLC and HPLC
methods will find niches where the chromatography is
more cost-effective than other methods or the perform-
ance is so outstanding that no other assays will show com-
parable results.

LITERATURE

1. C. F. Poole and S. K. Poole, “Instrumental Thin-Layer
Chromatography,” Anal. Chem. 66 (1994), 27A–37A.

2. C. F. Poole, “Planar chromatography at the turn of the
century,” J. Chromatogr. A 856 (1999), 399–427.

3. Sz. Nyiredi (editor), Planar Chromatography. A
Retrospective View for the Third Millennium, Springer,
Budapest, 2001.

4. J. Sherma and B. Fried (editors), Handbook of Thin-Layer-
Chromatography, Second Edition, Chromatographic
Science Series Volume 71, Marcel Dekker, New York,
1996.

5. N. Grinberg (editor), Modern Thin-Layer Chromato-
graphy, Chromatographic Science Series Volume 52,
Marcel Dekker, New York, 1990.

6. J. Sherma, “Thin-layer chromatography in food and
agricultural analysis,” J. Chromatogr. A 880 (2000),
129–147.

7. H. Jork, “Thin-layer chromatography — liquid-column
chromatography: partners or competitors?” Fresenius
Anal. Chem. 318 (1984), 177–178.

8. A. Zlatkis and R. E. Kaiser (editors), HPTLC- High
Performance Thin-Layer Chromatography, Elsevier,
Amsterdam, 1977, 15–38.

9. C. F. Poole and S. K. Poole, “Modern thin-layer chro-
matography,” Anal. Chem. 15 (1989), A1257–1269.

10. F. Geis, Fundamentals of Thin Layer Chromatography,
Huetig-Verlag, New York, 1987.

11. B. Spangenberg, P. Post and S. Ebel, “Fiber optical
scanning in TLC by use of a diode-array detector — lin-
earization models for absorption and fluorescence eval-
uation,” J. Planar Chromatogr. 15 (2002), 88–93.

12. C. B. Barrett, M. S. Dallas and F. B. Padley, “The quan-
titative analysis of triglyceride mixtures by thin layer
chromatography on silica impregnated with silver
nitrate,” J. Amer. Oil Chem. Soc. 40 (1963), 580–584.
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I. GENERAL

According to the IUPAC definition (1) chromatography
is a physical method of separation in which the compo-
nents to be separated are distributed between two phases,
one of which is stationary (the stationary phase) 
while the other (the mobile phase) moves in a definite
direction.

The mobile phase is a fluid which percolates through or
along the stationary bed. Chromatography is a differential
migration technique where the flux of solutes to separate is
perpendicular to the deplacement of the mobile phase (2).

Three types of fluid are in current use: liquid, gas, or
supercritical. Chromatography is named principally by
the nature of the fluid. We can distinguish liquid, gas, or
supercritical fluid chromatography.

The stationary phase may be a solid or a liquid. The
combination of mobile and stationary phases unambigu-
ously names the chromatographic mode.

Mobile phase Gas Liquid Supercritical
Stationary Liquid Liquid Liquid
Phase Solid Solid Solid

Gas-liquid chromatography (GC) and liquid-solid
chromatography are by far the most popular types. A spe-
cial type of stationary phase consists of bonding chemical
moieties onto a solid surface by covalent bonds. It is a
bonded phase. Liquid chromatography with alkyl (or any
other) bonded phases is considered liquid-solid. Use of
liquid-liquid chromatography is rapidly declining and
reports on the technique in recent years are scarce.

According to the nature of the stationary phase a chro-
matographic mode is often named by the chemical species
which governs the retention mechanism.

We can thus distinguish in liquid chromatography (LC):

Adsorption chromatography, often referred to as 
normal phase mode (NP)

Reversed phase chromatography (on alkyl bonded
silica) (RP)

Ion chromatography (IC)
Affinity chromatography
Size exclusion chromatography (SEC)
Chiral chromatography
Micellar liquid chromatography

High performance liquid chromatography (HPLC) is
a well-established method in modern analysis. The
method is simple, robust, and applicable to the majority of
components to be analyzed. Low efficiency and small
peak capacity are of HPLC when complex mixtures have
to be separated. In contrast to GC the diffusion coeficient
of the analytes is small and that is the biggest obstacle to
efficient separations.

II. BASIC CHROMATOGRAPHIC
INSTRUMENTATION

The heart of the separation is the column. Solutes are
injected onto the column where they partition between the
mobile and the stationary phase. When a solute is flowing
off the column it is eluted.

Typically a chromatograph is depicted as follows:
Solutes to separate are placed in an injector, they are

driven to the separation column; when they elute, they are
monitored by a detector.

There are two ways to perform chromatography: analytical
mode and preparative mode. We shall only consider the
analytical mode in which solutes are infinitely diluted.
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Molecules of solute which do not interact with sta-
tionary phase are not retained. Molecules of solute that
can partition between both phases are retained. Detection
and recording of separated solutes yield a chromatogram
(Figure 47.1). On the chart solutes appear as peaks, the
shape of which is nearly gaussian.

III. DEFINITIONS

The column volume is Vcol; the volume of the stationary
phase inside the column is Vs; the volume of the mobile
phase is VM, which can be divided in extraparticular vol-
ume Ve and intraparticular volume Vi according to the
type of the packing; and the porosity is ε � VM / Vcol.

tM is the mobile phase hold-up time; this is not the same
as the retention time of the unretained solute, written as t0.
In fact, t0 and tM are not equal (especially in packed
columns) and the nature of the unretained (or inert) 
solute should be mentioned in any reported experimental
conditions. tRi is the retention time of the solute i.

The volume of the mobile phase required to elute an
unretained solute is called V0.

t0 �

where F is the mobile phase flow rate. F � uo ε S where uo

is the linear velocity of the liquid; ε is the porosity; and S is
the cross section of the column. t0 � L/uo. Similarly, VRi is
the retention volume of solute i.

The mobile phase must flow through the column. In
packed columns Darcy’s law (3) is written 

u0 � B0dp
2 ∆P /η L

B0 is the permeability of the column packed with particles
of average size dp; ∆P is the pressure difference between
inlet and outlet of the column; η is the viscosity of the
mobile phase; and L is the column length.

The retention factor is

ki � � �

where d0, dR are retention distances measured on the
recording chart.

The retention factor is also equal to the ratio of
amounts of a sample component in the stationary and
mobile phases, respectively, at equilibrium.

k �

k� K(Vs/VM) where K is the partition coefficient and
Vs/VM is the phase ratio.

The adjusted retention time is t�Ri � tRi � t0 and k �
t�Ri/t0. Similarly,

V�Ri � VRi � V0

d�Ri � dRi � d0

Number of solute molecules in stationary phase
�����

number of solute molecules in mobile phase

(dRi � d0)
��

d0

(VRi � V0)
��

V0

(tRi � t0)
�

t0

V0
�
F
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In analytical mode, peaks are presumed to be gaussian
and retention parameters are taken at maximum peak
heights.

When peaks are not truly gaussian, it is necessary to
use statistical moments. The zero moment

M0 � �a

b

h(t) . dt

where h(t) is the peak height at time t yields the peak area.
The first moment M1 � (1/M0) �

a

b
t . h(t) . dt expresses

the true retention time as it corresponds to the elution time
of the center of gravity of the peak.

M2 � peak variance

M3 � peak skew

When two consecutive (i, j) gaussian peaks are close, the 

resolution is Rs � 2 (trj � tri)/(ωi � ωj)

ω is the peak width in time units (see Figure 47.2).
When peaks are gaussian ω � 4σ (σ is the standard

deviation).
When two peaks are well resolved then Rs � 1.25

(see Figure 47.2).
Resolution can be written Rs � (�N�/4�)(∆u/u�) where

∆u is the difference in velocity between two solutes i and
j, u� is the average velocity, and N is the efficiency.

Assymetry is determined by the A/B ratio (Figure
47.3).

Selectivity a is defined as α � kj/ki. In this way
α � 1; when α � 1 no separation occurs.

When solutes are late-eluting it is convenient to use
gradient elution. The gradient retention factor is 

k* � tGF/∆%BVMS

where tG is the gradient time in min, F is the flow-rate in
ml/min, ∆%B is the gradient range (e.g., ∆%B � 0.80 for

a 20–100% gradient), VM is the column volume in ml, and
S is a constant for a given compound (see below).

Sharp peaks are indicative of the efficiency of the
chromatographic process since the variance is small.
Efficiency is also called plate number.

N � � �
2

� � �
2

� � �
2

When peaks are gaussian N � 16(tR/ω)2:

N � 5.54� �
2

δ is the peak width at mid-height. When peak tailing
occurs, it is convenient to use the Dorsey-Foley equation
(4) from an exponentially modified gaussian equation.

The area of a gaussian peak is a function of its stan-
dard deviation and peak height according to the equation

A � �2�π�σ�h�p�, hp is the peak height

From N � � �
2

and rearranging 

N �

The plate height H is the column length divided by the
plate number N � L/H 

Number of effective plates Neff � 16� �
2

The above equations can be combined. If k� �
and assuming peaks are close enough,

Rs �
�N�
�
4

k�
�
1 � k�

α � 1
�α�1

(ki � kj)
�

2

t�R
�ω

2π(hptr)
2

�
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tR
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A slightly different equation is written as

N � 16 Rs� �
2

� �
2

The equation permits us to determine the number of plates
required to achieve the separation between two solutes of
retention factors ki and kj, respectively, with a given Rs.

There are three factors in this equation which together
determine the chromatographic resolution. The overall
resolution is affected (assuming that the column length L
is constant) by the selectivity term (α/α�1), the retention
term factor (k/1�k), and the plate height H. Larger k val-
ues may lead to an increase in resolution at the expense of
longer run times and wider bands. It is best to set k values
between 1 and 6. The resolution power is the number of
plates necessary to separate two solutes of relative reten-
tion α with a resolution Rs.

α � [1 � 4Rs/ �N�.1��k/k]�1

The height equivalent to a theoretical plate (HETP) is
dependent on the flow rate of the mobile phase. A slightly
different equation from the well-known Van Deemter
Equation (5) is valid in LC, the Knox Equation (6).

h � Aν1/3 � B/ν � Cν

where h is the reduced plate height h � H/dp; ν is the
reduced velocity, ν � u0dp/Dm where Dm is the diffusion
coefficient of the solute in the mobile phase; and dp is the
average particle diameter.

The peak capacity is the number of peaks which can
be observed on a chromatogram with baseline resolution 

(sometimes with unit resolution) assuming the constant N.

np � 1 � log

In this equation tRz is the retention time of the last eluted
solute. tr1 is the retention time of the first eluted solute.

Capacity of a column is the maximum amount of
sample that can be injected into a column before signifi-
cant peak distortion occurs.

Peak distortion is measured by either peak skew or by
asymmetry factor.

IV. INSTRUMENTATION

Despite the trend towards miniaturization, most instru-
ments are “conventional.” A scheme of a LC instrument is
displayed in Figure 47.4.

It consists of:

Solvent reservoirs
A solvent delivery system
An injection device
The column
A detector
A data acquisition system.

A. SOLVENT RESERVOIRS

Solvent reservoirs are usually made of glass. They should
be equipped with degassing device. Degassing with
helium is usually performed but it may form slugs of
helium in the tubing.

tRz
�
tr1

�N�
�
4

1 � k�
�

k�

α
�
α � 1

High Performance Liquid Chromatography 47-5

100

90

80

70

60

50

40

30

20

10

0
600 650 700

B A

Time (s)

P
ea

k 
he

ig
ht

 (
%

)

750 800 850

FIGURE 47.3 Asymmetry factor by determination of A/B ratio at 10% height.



Solvents are mixed in a mixing chamber. To account
for the desired composition solenoid valves are actuated.
Solvents should be HPLC grade. Careful attention should
be paid to water and preparation of buffers.

B. SOLVENT DELIVERY SYSTEM

Reciprocating pumps are almost exclusively utilized with
conventional columns. They exhibit large column back pres-
sure compensation abilities, flow rates in the 0.1–10.0 ml
range with high precision. Precise control of flow rate is of
primary importance to ensure reproducibility of retention
times. In some cases titanium or ceramic head pumps ensure
biocompatibility. With open tubular columns, split flow
techniques are probably best. Flow splitting devices are
based on the microflow processor concept.

At present, most commercially available pumping
units for conventional HPLC are the single or multihead
reciprocating piston type. There is a trend towards very
high pressures (up to 1200 bar) but that is achieved by
modifying a commercially available pump.

Requirements for solvent delivery systems are as fol-
lows:

Flow rate stability
Flow rate accuracy (usually ± 0.3%)
Flow rate reproducibility
Large flow rate range (from 0.1 to 10 ml/min in
HPLC)

Compatibility with any liquid
Standing with high pressures

In capillary LC, syringe-style, positive-displacement,
continuous delivery design delivers solvent at the low-
microliter flow rates that are optimal for micro-LC-MS
but eluent compressibility and mixing of microflows are
serious drawbacks.

1. Gradient Formation

Increasing the solvent strength permits us to achieve elu-
tion of highly retained solutes. Moreover, optimization
procedures such as Drylab G make use of two gradients.

Two methods can generate binary solvent gradients:
low pressure mixing or high pressure mixing. Some man-
ufacturers display both. In the low mixing method, two
solvent reservoirs and one single pump are used. In high
pressure mixing mode two pumps separately deliver the
required volumes of solvents.

The most critical points are the electronic control
units and the mixing chamber.

Linear or curved shape gradients are possible but linear
gradients are used by the vast majority of chromatographers.
There is obviously a time delay between the solvent compo-
sition programmed and the actual composition at the col-
umn inlet due to the dwell volumes. Gradient delay and
rounding are observed. Blank runs are carried out with the
injector directly connected to a UV detector. Mobile phase
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A is UV transparent and mobile phase B contains a slight
proportion of UV absorbing solvent (1% acetone in
methanol, for example). The gradient is performed and the
delay time is determined. This is of primary importance to
obtain reliable retention times.

Gradient delay volume is the volume between the start
of the gradient and the top of the column.

Gradient delay time is the time elapsed between the start
of the gradient and the time it reaches the top of the column.

C. COLUMN

Most commercially available columns are 4.6 mm inside
diameter P (i.d.). They are made of stainless steel and the
inner wall of the tubing is electropolished. Stainless steel
tubing is easily machined and compression fittings can be
affixed readily to ensure high pressure seals. Among the
alternatives are polytetrafluoroethylene (PTFE)-lined
stainless steel, polyetheretherketone (PEEK), hasteloy,
and titanium. Metal-free systems are desirable for ion
chromatography and the analysis of trace metals by ion
exchange. Variable lengths are available (10-cm-long
columns are most popular). Columns or cartridges can be
serially connected to increase the plate number. Columns
are packed with 3 µm or 5 µm particles either spherical or
irregular shaped. Particles are either porous or non-
porous. Silicagel is still the mainstay base material for
most HPLC packings. Silicagel is rigid, provides excel-
lent efficiency, is reasonably priced, and can be function-
alized by virtue of the reactive silanols (SiOH). Most
commercial silica-based analytical HPLC materials are
made of ultra-pure monodisperse silica. In a porous parti-
cle solutes transfer from the moving mobile phase outside
the particle into the stagnant mobile phase within the
pores to interact with the stationary phase. The slow rate
of mass transfer into and out of the porous particles is a
major source of band broadening. The non-porous pack-
ings are less and less in use due to the limited sample
capacity; on the one hand the thin layer allows faster mass
transfer; on the other hand, the back pressures are high.
Superficially porous packings (e.g., Poroshell from
Agilent) are recommended for large biomolecules.
Polymeric materials are used by approximately 15–20%
of liquid chromatographers. Similar to silicagel, poly-
meric packings are also available with a variety of particle
diameters. Polystyrene-divinylbenzene (PS-DVB) is the
most popular with polymethacrylates. The PS-DVB poly-
mers have a wide pH range, high cross-linking, withstand
average pressure, and have no silanols to interact with the
basic compounds. Conversely, the efficiency provided
cannot compare with silica-based material since the rate
of mass transfer is slower.

Copolymers of organofunctional silanes and tetrae-
thoxysilane are a new means to synthesize of HPLC
packings.

Zirconia provides some interesting features since it can
be produced in monodisperse porous spherical particles,
withstand a pH of 14, and has no silanols. However, it
exhibits hard Lewis acid sites and consequently has a strong
affinity towards Lewis bases (hydroxyls, phosphate). To
overcome this drawback the analyst must use a competing
anion or, even better, a polymer-coated, zirconia-based sta-
tionary phase.

Manufacturers provide a test chromatogram and
ensure reproducibility from batch to batch.

An increase in column performances can be achieved
by increasing the column permeability. The use of mono-
lithic columns is a convenient way to overcome the draw-
back of the back pressure generated by small particles
(see Darcy’s equation above). Moreover, in the search for
new stationary phase configurations with enhanced mass-
transfer properties, the concept of monolithic stationary
phases was established in which the separation medium
consists of a continuous rod that has no interstitial volume
but only internal porosity consisting of micro- and
nanopores. Four approaches have been utilized to prepare
continuous beds: polymerization of an organic monomer
with additives, formation of a silica-based network using
a sol-gel process, fusing the porous particulate packing
material in a capillary by a sintering process, and organic
hybrid materials. Polymer-based monolithic chromato-
graphic supports are usually prepared by the in situ poly-
merization of suitable monomers and porogens within a
tube that acts as a mold. Polymer monoliths are
Polystyrene-divinyl benzene, polyacrylamide, or poly-
methacrylate (7–9). Silica-based monoliths were pio-
neered by Nakanishi and coworkers (10–12). Silica-based
monolithic columns were released in 2000 by Merck.
They consist of a single rod of silica-based material
embedded in a PEEK tubing (13, 14). The new sorbent
material consists of monolithic cylindrically shaped rods
of highly porous metal-free silica. The defined homoge-
neous bimodal pore structure, produced during the manu-
facturing process, means that the columns possess a
unique combination of a large internal surface area, over
which quick chemical adsorption can take place, together
with a significantly higher total porosity. 

The pressure drop is dramatically decreased and longer
columns can be used. These monolithic columns possess
about 15% higher porosity as compared to particulate ones.
Monolithic columns are 10 cm long and can be connected in
series.

To reduce solvent consumption, there is a trend
towards microcolumns, minicolumns, or true capillary
columns.

Columns which exhibit internal diameter in the range
0.5–1.0 mm are called microcolumns (they were formerly
called microbore). Good efficient microcolumns can be
produced at the present time because the packing proce-
dure has been optimized.
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Capillary LC columns are of 10–500 µm internal
diameter. It seems that 50 µm i.d. packed with 8 µm par-
ticles exhibit the best performances.

From theoretical papers published in the 1980s, open
tubular columns in LC can only match performances of
packed columns if the diameter of the column is of the
same order of magnitude of the particle diameter in conven-
tional columns. This conclusion has led to nanoscale LC
with 5–11 µm i.d. open tubular columns which are used in
research laboratories but not yet available for routine use.

The current trend of lab on a chip will result in new
packing materials. Packing a stationary phase in
microchannels looks impossible but microfabrication by
ablation is promising (15).

Guard columns (1 cm long) must be connected to the
analytical column to increase the lifetime, especially when
dealing with complex samples. Guard columns, which fit
between the injector and the analytical column, collect
debris and stongly retained components. Two types of
guard columns are available: those that are separate with
their own holders and those that are integrated with the
analytical column. A recent improvement is the use of
guard discs that can be replaced periodically.

D. INJECTION

For manual and automated injection, the majority of the
injection systems consist of injection valves. Sample loops
are usually 10 µL for injection with a conventional column.
In LC the analyst can increase the volume of injection with-
out disturbing the separation efficiency. Conversely, the
analyst must prevent any mass overloading. If so, partition
of the solute is not performed in the linear portion of the
isotherm with the consequence of peak tailing.
Autosamplers are time-saving devices; design and associ-
ated problems were thoroughly discussed by Dolan (16,17).

E. DETECTORS

Some requirements of a LC detector are that it be of such a
design that the separated components are not remixed while
passing through the detector cell; have a low drift and noise
level; have a fast response time; have a wide dynamic range;
be relatively insensitive to changes in mobile phase flow
rates and temperature; and be easy to operate and reliable.

There are three different types of detector noise:
short-term noise, long-term noise, and drift.

1. Photometric Detectors

They rely on Beer’s law. The Beer Lambert law is
expressed as 
where 

A � ε . l . c
ε � molar absorptivity of the solute 
l � path length through the sample
c � concentration of solute

A � absorbance

a. UV-VIS
These detectors measure changes in absorbance of light in
the 190–350 nm region or 350–700 nm region.

Basic instrumentation includes a mercury lamp with
strong emission lines at 254, 313, and 365 nm, cadmium at
229 and 326 nm, and zinc at 308 nm. Deuterium and xenon
lamps exhibit a continuum in the 190–360 nm region
which requires the use of a monochromator. A filter or
grating is used to select a specific wavelength for meas-
urement. Cut-off filters pass all wavelengths of light above
or below a given wavelength. Band-pass filters pass light
in a narrow range (e.g., 5 nm). In the single beam mode,
the energy from the source lamp passes through the sam-
ple flow cell to a photocell via some wavelength selection
device. The double beam system is preferred.

The flow cell is typically 8 µL with a 10-mm path length.
The photodiode array (see below) is currently the best

sensor.
According to Beer’s law, the higher the path length,

the higher the transmitted light. For that purpose most
cells are Z shaped.

With capillaries such as LC capillaries or CE capillar-
ies there is only limited path length. A free portion of cap-
illary is brought into the light path of a UV absorbance
detector. When the aperture of the source is adjusted to the
inside diameter of the capillary the effective light path is

leff � 1/2πr

where r is the radius of the capillary.
To improve the transmitted light a ball is placed after

the capillary to focus the beams.
The limit of detection is highly dependent on the

molar absortivity of the solutes ε (see Beer’s law). UV-
VIS detectors must be checked for wavelength accuracy,
absorption accuracy, scattered light, and spectral resolu-
tion. Derivative spectra are obtained by differentiating the
absorbance (A) spectra of the sample with respect to
wavelength.

First, second, or higher-order derivatives may be gen-
erated. All the derivatives emphasize the features of the
original spectra by enhancing small changes in slope.

Derivative spectra are generated optically, electroni-
cally, or mathematically. The usual optical method utilizes
the wavelength modulation technique where wavelength
of incident radiation is rapidly modulated over a narrow
wavelength range. Electrically, derivatives are performed
by analog resistance capacitance devices. Mathematical
methods are obviously the best performing. The Savitsky
Golay algorithm generates derivatives with a variable
degree of smoothing.

Derivatives are used to 

Enhance spectral differences
Enhance resolution 
Selective substraction.

A photodiode array (PDA) is shown in Figure 47.5.
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The detection of structurally similar impurities eluting
simultaneously with the analytes of interest is a problem.
The analyst must detect the existence of peaks of interest,
determine the extent of their purity, and confirm their
identity.

Photodiode operation relies on the photovoltaic effect.
In the typical photodiode there are two components of
semiconductor called P and N. P is a very pure silicon
with low levels of three valent impurities such as boron or
gallium. Each impurity atom can accept an electron from
the valence bonds, giving rise to a hole that can take part
in the electrical conduction process and an immobile neg-
atively charged impurity ion. Since the hole is positively
charged such a material is a P (positive) silicon crystal. If
the impurity added is a pentavalent atom (As) the atoms
behave as donors of electrons that can move through the
entire silicon crystal. It is thus a N (negative) type. A pho-
ton of wavelength less than 1.1 nm is able to break a cova-
lent bond between the silicon atoms. The free electron
formed is free to move with the missing electron in the
broken valence bond which induces electrical conduction
by repeated replacement. The PDA detector passes the
total light through the flow cell and disperses it with a dif-
fraction grating. The dispersed light is measured by an
array of photosensitive diodes. The array of photodiodes
is scanned by the microprocessor (16 times a second is
usual). The reading for each diode is summed and aver-
aged. A PDA detector can simultaneously measure the
absorbance of all wavelength versus time. The amount of
data storage is a key feature in PDA. A run can easily take
several megabytes of data storage. The dynamic range is
usually 0.5 mAU–2.0 AU. Each pixel spans 1.25 nm.

Noise is around � or � 1.5*10�5 absorbance units (AU)
with a 2 sec time constant.

Peak purity is based on the proprietary spectral con-
trast algorithm which converts spectral data into vectors
that are used to compare spectra mathematically. This
comparison is expressed as a purity angle. The purity
angle is derived from the combined spectral contrast
angles between the peak apex spectrum and all other
spectra within that peak. To determine peak purity, the
purity angle is compared to the purity threshold. For a
pure peak the purity angle will be less than the purity
threshold.

Spectral deconvolution techniques are used when two
peaks co-elute.

Identification of peaks is performed by comparison
with spectra contained in a library of standards.

b. Fluorescence detection
The quantum yield φ is a fundamental molecular property
that describes the ratio of a number of photons emitted to
the number of photons absorbed.

φ �

kf is the rate constant for fluorescence emission. Σkd is the
sum of the rate constants for all the nonradiative processes
which can depopulate S1.

The signal intensity If is given by Beer’s law:

If � Io(1 � e εlC)φk

kf
�
kf � Σkd
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When sample absorbance is small this expression is
reduced to

If � I0
. 2 . 3 . ε . l . C . φk

k is the instrumental efficiency for collecting the fluores-
cence emission. Io is the intensity of the incident radiation.

Fluorescence emission provides more selectivity and
increased sensitivity compared to UV absorption. Attomole
detection is possible. Xenon lamps are far superior to Hg
lamps or D2 lamps as light sources. Selection of excitation
or emission wavelength is done by a monochromator.

Laser-induced fluorescence is in current use. Various
lasers are utilized (He-Cd diode, Argon ion). The diode laser
seems the best choice. Due to the highly collimating nature
of lasers most scattering sources are eliminated. Increased
detection is carried out with pre- or post-column derivatiza-
tion. A three-dimensional spectrofluorometer incorporating
a charge-coupled-device has been described (18) that made
possible the collection of fluorescence excitation-emission
intensity data of polycyclic aromatic hydrocarbons in a flow
stream in 0.05 s with ng/milliter limits of detection. 

Chiroptical detection provides additional qualitative
and quantitative information for photometric detection
since only chiral compounds are monitored. A detector
provides both the differential absorbance of the circular
dichroism and the absorbance of the UV mode simultane-
ously as a function of time (19).

c. Chemiluminescence method
Oxidative combustion of nitrogen-containing compounds
produce nitric oxide. Nitric acid when in contact with
ozone produces a metastable nitrogen dioxide molecule

NO � O3 NO2* � O2

which relaxes to a stable state by emitting at a wavelength
of 700–900 nm

NO*2 NO2 � hν

Chemiluminescence is used for specific detection of 
nitrogen.

d. Derivatization
Many solutes do not exhibit UV absorption or fluores-
cence; they can be converted into UV absorbing or fluo-
rescent derivatives by pre- or post-column derivatization.
When precolumn derivatization is carried out the chro-
matographic system is obviously different fom the one
selected for the non-derivatized solutes. A large volume of
literature deals with post-column reactions. They can be
carried out in coils, in packed bed reactors, or by photol-
ysis. The main requirement is not the completion of the
reaction but the reproducibility. Reaction vessels should
not produce excessive band broadening. Table 47.1 dis-
plays some derivatizing reagents for the fluorescence
labeling of functional groups.

2. Electrochemical Detection

a. Conductivity
The detection method is based on the application of an
alternative voltage E to the cell electrodes. The cell cur-
rent is directly proportional to the conductance G of the
solution between the electrodes by Ohm’s law.

G � �

The measured conductivity is the sum of individual
contribution to the total conductivity of all the ions in
solution. Kohlrausch’s law states that

k �

Ci is the concentration of each ion i, and λ0
i is the limiting

equivalent conductivity which is the contribution of an ion
to the total conductivity divided by its concentration
extrapolated to infinite dilution.

Kohlrausch’s law is only valid in dilute solutions
(chromatography or electrophoresis). The magnitude of
the signal is greatest for small high mobility ions with a
multiple charge such as sulphate. The conductivity detec-
tor was the breakthrough in ion chromatography (IC).

Early IC systems detected ions eluted by strong elu-
ents from high capacity ion exchange columns by meas-
uring changes in conductivity. To achieve reasonable
sensitivity, it was necessary to suppress the conductivity
of eluent prior to detection in order to enhance the over-
all conductance of the analyte and lower the background
conductance of the eluent. This was achieved by a “sup-
pressor” column in which counter ions were exchanged
with H� or OH�. Due to excessive band-broadening col-
umn suppressors are no longer in use. Membrane based
devices are utilized. The membrane suppressor incorpo-
rates two semi-permeable ion exchange membranes
sandwiched between sets of screens. The eluent passes
through a central chamber. Regenerant flows in a
counter-current direction over the outer surfaces of the
membranes providing constant regeneration. Electrolysis
of water produces hydrogen or hydroxide ions required
for regeneration. There is no contamination with carbon-
ate (Figure 47.6).

In conductivity detectors the change in conductivity
∆k depends on the concentration of the injected ion (A)
and its equivalent ionic conductivity λA compared with
that of the eluent ion λE.

∆k � (A) . (λA � λE)

Conductivity detectors usually operate at 10 kHz; scale
ranges are 0.01 to 5000 µS in 12 steps.

Σiλ0
iCi

�
1000

i
�
E

1
�
k
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b. Amperometric
Electrochemical detection is a concentration-sensitive
technique. In amperometric mode compounds undergo
oxidation or reduction reaction through the loss or gain,
respectively, of electrons at the working electrode surface.
The working electrode is kept at the constant potential
against a reference electrode. The electrical current from
the electrons passed to or from the electrode is recorded

and is proportional to the concentration of the analyte
present.

A thin layer cell is displayed in Figure 47.7.
A thin gasket with a slot cut in the middle is sand-

wiched between two blocks: one contains the working elec-
trode, the other contains the counter electrode. The slot in
the gasket forms the thin layer channel. The reference elec-
trode is placed downstream from the working electrode.
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TABLE 47.1
Derivatizing Reagents for the Fluorescence Labeling of Functional Groups

Reagent Abbreviation Functional Group

Aminoethyl-4-dimethylaminonaphthalene DANE Carboxyl
4-(Aminosulfonyl)-7-fluoro-2,1,3-benzoxadiazole ABD-F Thiol
Ammonium-7-fluorobenzo-2-oxa-1,3,diazole-4-sulfonate SBD-F Thiol
Anthracene isocyanate AIC (Amine), hydroxyl
9-Anthryldiazomethane ADAM Carboxyl (and other acidic groups)
Bimane, monobromo- mBBr Thiol
Bimane, dibromo- bBBr Thiol
Bimane, monobromotrimethylammonio- qBBr Thiol
4-Bromo-methyl-7-acetoxycoumarin Br-Mac See Br-Mmc
4-Bromo-methyl-7-methoxycoumarin Br-Mmc Carboxyl,imide, phenol, thiol
N-Chloro-5-dimethylaminonaphthalene-1-sulfonamide NCDA Amine (prim., sec.), thiol
9-(Chlormethyl)anthracene 9-CIMA See Br-Mmc
7-Chloro-4-nitrobenzo-2-oxa-1,3-diazole NBD-Cl Amino (prim., sec.), phenol
2-p-Chlorosulfophenyl-3-phenylindone DIS-Cl Amino acids, amino sugars
9,10-Diaminophenanthrene 9,10-DAP Carboxyl
2,6-Diaminopyridine-Cu2+ 2,6-DAP-Cu Amines (prim. aromatic)
4-Diazomethyl-7-methoxycoumarin DMC See ADAM
5-Di-n-butylaminonaphthalene-1-sulfonyl chloride Bns-Cl See Dns-Cl
Dicyclohexylcarbodiimide DCC Carboxyl
N,N�-Dicyclohexyl-O-(7-methoxycoumarin-4-yl)methylisourea DCCl Carboxyl
N,N�-Diisopropyl-O-(7-methoxycoumarin-4-yl)methylisourea DlCl Carboxyl
4-Dimethylaminoazobenzene-4�-sulfonylchloride Dbs-Cl See Dns-Cl
N-(7-Dimethylaminoazobenzene-4�-methyl-3-coumarinylmaleimide DACM Thiol
5-Dimethylaminonaphthalene-1-sulfonyl-aziridine Dns-aziridine Thiol
5-Dimethylaminonaphthalene-1-sulfonylchloride Dns-Cl Amino (prim., sec., tert.), (hydroxyl),

imidazole, phenol, thiol
5-Dimethylaminonaphthalene-1-sulfonyl-hydrazine Dns-hydrazine Carbonyl
4-Dimethylamino-1-napthoylinitrile DMA-NN Hydroxyl
9,10-Dimethoxyanthracene-2-sulfonate DAS Amine (sec., tert.)
2,2�-Dithiobis (1-aminonaphthalene) DTAN Aromatic aldehydes
1-Ethoxy-4-(dichloro-s-triazinyl)naphthalene EDTN Amine, hydroxyl (prim.)
9-Fluorenyl-methylchloroformate FMOCCl Amine (prim., sec.)
7-Fluoro-4-nitrobenzo-2-oxa-1,3-diazole NBD-F Amine (prim., sec.), phenol, thiol
4�-Hydrazino-2-stilbazole –– α-Oxo acids
4-Hydroxymethyl-7-methoxycoumarine Hy-Mmc Carboxyl
4-(6-Methylbenzothiazol-2-yl)-phenyl-isocyanate Mbp Amine (prim., sec.), hydroxyl
N-Methyl-1-naphthalenemethylamine –– Isocyanates (aliphatic, aromatic)
1,2-Naphthoylenebenzimidazole-6-sulfonyl chloride NBl-SO2Cl See Dns-Cl
2-Naphthylchloroformate NCF Amine (tert.)
Naphthyl isocyanate NlC (Amine), hydroxyl
Ninhydrin –– Amine (prim.)
4-Phenylspiro(furan-2(3H), 1�-phthalan)-3,3�-dione (fluorescamine) Flur Amine (prim., sec.), hydroxyl, (thiol)
o-Phthaldialdehyde (o-phthalaldehyde) OPA Amine (prim., sec.), thiol
N-(1-Pyrene)maleimide PM Thiol

(Reproduced from Journal of Planar Chromatogarphy. With permission.)



The thin layer design produces high mobile phase linear
velocity which in turn produces high signal magnitude.

The intensity of the current is

i � f . n . F . u1/2 . C . D2/3 . A

n � the number of electrons
F � the Faraday constant
u � the linear velocity of the mobile phase
C � the analyte concentration
D � the diffusion coefficient of the solute
A � the electrode surface
f � the geometrical constant of the cell

The quality of the sample clean-up procedure often
determines the detection limits. The instability of the ref-
erence electrode is the source of voltage noise.

A parallel dual electrode may be used for a number of
reasons.

i. With one electrode at a positive and one elec-
trode at a negative potential, oxidizable and
reducible compounds can be detected in one
single chromatographic run.

ii. When two solutes with different redox potentials
co-elute from the column, the potential of one
electrode can be selected such that only the most
easily oxidized (or reduced) compound is
detected while on the other electrode both 
compounds are converted. The concentration of
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the second compound is evaluated by subtraction
of the signal.

Series dual electrodes are set up in that one electrode
is in oxidative and the other is in reductive mode. The
downstream electrode measures the products of the
upstream electrode. The second electrode only responds
to compounds which are converted reversibly. The redox
product is more selectively detected.

Voltammetric analysis is performed by scanning the
potential or by applying triangular potential wave form to
the electrode. Co-eluting peaks are distinguished if their
voltagrams are significantly different.

3. Refractive Index Detector (RI)

This is one of very few universal detectors available. An
RI detector monitors both the eluent and the analyte. The
output reflects the difference in refractive index between
a sample flow cell and a reference flow cell. The meas-
ured RI response is determined by the volume fraction of
the analyte in the flow cell (x) and the volume fraction of
the eluent in the other flow cell (1 � x).

η � η2 � v1 (η1 � η2)

where

v1 � volume fraction of the analyte
η1 � refractive index of pure analyte
η2 � refractive index of pure solvent (contained

in a reference cell)
η � refractive index of solution in sample cell.

RI signal � KRI
. dn/dc . C

where KRI is an instrument constant, dn/dc is the refractive
index increment, and C, the concentration.

There are four types of RI detectors.

– The deflection type is by far the most popular; it
relies on Snell’s law which governs the angles of
incidence and refraction at an interface:

η1 sin θ1 � η2 sin θ2

where θ1 is the angle of the beam with respect to the nor-
mal of the interface in the medium with RI of η1.

– The eflection type according to Fresnel’s law of
reflection; measurement of ∆n is a measure of
change in reflectivity

– The interference type (utilized in capillary LC)
– The Christiansen effect type

The refractive index is very sensitive to temperature
and pressure. For that reason the reference and the meas-
urement cell are close since the difference in temperature

between them is critical. Specifications of a RI detector
are: refractive index range, linearity range, cell volume,
maximum pressure in cell, and temperature control.

. 10�4 � 0.67 for water
� 6.84 for dichloromethane

. 105 � 1.53 for water
� 6.84 for dichloromethane

He/Ne laser-based RI detection has been developed for
nanoscale LC.

4. Light Scattering Detector

The principle of operation is a three-step process. The
effluent of the LC column is vaporized in a nebulizer by
means of a gas. The droplets pass through a drift tube at a
temperature of 40–50°C, and the only particles left are 
the analyte and the solvent impurities. A laser (typically 
1 mV He/Ne) irradiates the particles, and the scattered light
is collected by a glass rod and transmitted to a photomulti-
plier tube (Figure 47.8). The light measured is proportional
to the amount of sample in the light scattering chamber.

Parameters affecting the response are particle size,
degree of nebulization (most critical), and nature of the
solvent. When an LSD detector is used to detect thermally
labile compounds the temperature used to evaporate the
mobile phase is critical. If the temperature is too high, the
compounds of interest can be thermally decomposed and
reduce the sensitivity of the assay. The temperature range
of the nebulizer is 40°–220°. The design of the evapora-
tion tube is critical. The amount of scattered light depends
strongly on the molar absorptivity of the solute. The light-
scattering detector is universal detector but not a mass
detector. Its response is nonlinear and the calibration
curve is log-log. It can easily be used with a gradient. The
benefits are low temperature evaporation of the mobile
phase, and gradients can be used since the mobile phase is
removed. The detector is suited for lipids and sugars. The
signal of a light-scattering detector is proportional to the
molecular weight of polymers.

V. HYPHENATION

Combining a chromatographic separation system on-line
with a spectroscopic detector in order to obtain structural
information on the analytes present in a sample has become
the most important approach for the identification or confir-
mation of identity of target and unknown chemical species.
In most instances, such hyphenation can be accomplished
by using commercially available instruments. For most
trace-level analytical problems the LC-MS combination is
the accepted approach. However, more information is
retrieved from concatenation of LC-MS with FTIR or NMR.

dη
�
dp

dη
�
dt
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The LC-UV-NMR-MS (hypernation) is the best example
(Figure 47.9).

A. LC-MS

The mass spectrometer is becoming the detector of choice
for many LC methods. In this case it is important in RPLC
to select buffers that are MS-compatible such as 0.1% tri-
fluoroacetic acid (pH � 1.9) and ammonium formate for
applications at higher pH values.

Interfaces have been developed to solve the problem
of handling high LC flow rates (1 mL/min) and the high
vacuum required by mass spectrometers.

The mass spectrometer is a mass flow sensitive detec-
tor. The enrichment factor is the ratio of the analyte 
concentration in the MS flow and that in the LC flow. The
transfer yield is 

Y � Qm/Ql

Qm is the amount of solute transferred in MS and Ql is the
amount of solute from LC column.

LC is not nearly as compatible with MS as in GC.
Hyphenating LC and MS requires overcoming some

difficulties.

– Conventional packed columns are operated at
1 mL/min; to overcome this drawback microbore
columns are more and more frequently utilized.

– LC separations make use of non-volatile mobile 
phases and very often buffer solutions.

– Ionization of non-volatile or thermally labile
solutes is difficult. However, difficulties have
been overcome and LC-MS has become a robust
and routinely applicable tool in environmental
laboratories.

Electrospray (ESI), atmospheric pressure chemical
ionization (APCI), and atmospheric-pressure photoioniza-
tion (APPI) are today the ionization techniques enabling
robust interfacing of LC to (tandem) MS. Nowadays LC-
MS-MS instruments are marketed within the chromato-
graphic community as a laboratory workhouse requiring
only basic knowledge about mass spectrometry from the
analyst. A wide variety of atmospheric pressure ionization
(API) source designs are available from the instrument
manufacturers.

1. Ionization

a. Electrospray ionization(ESI)
A typical LC-MS with ESI interface is displayed in Figure
47.10. In ESI the ionization occurs in the liquid phase (in
the spray) where ions might already be present or are cre-
ated by application of a high electrical potential (3–5kV)
to the sprayer tip. Evaporation of the liquid is assisted by
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pneumatic pressure and by heat. Orthogonal spray orien-
tation keeps the capillary and ion optics cleaner. The stan-
dard ESI sources cover the range from 0.1 to 2 mLmin�1

and are therefore compatible with the average flow rate 
(1 mL/min) from 4.6 mm i.d. columns. ESI is a soft tech-
nique well suited to thermally labile molecules. The draw-
back is the occurrence of matrix effects. ESI is
concentration dependent. A great deal of effort is focused
on miniaturization of the system. 

Two mechanisms have been proposed for the forma-
tion of ions by electrosray. The first is ion evaporation,
which results in analyte ion desorption from a droplet due
to high-field strength generated by charged droplets
(20,21) The other relies on Rayleigh fissions to form very
small charged droplets followed by solvent evaporation to
result in a gas phase analyte ion (22). One characteristic
of ESI instrumentation is the large pressure differential
which is necessary for the combination of ionization at
atmospheric pressure with the low pressures required for
mass analysis and ion detection. The pressure differential
is usually achieved either with a sampling cone/skimmer
or capillary/skimmer arrangements. As the gas expands
through the sampling cone into the lower pressure region,
it forms a supersonic jet. The position of the skimmer in
the source relative to the cone or capillary is extremely

important for ensuring minimal ion losses in this region.
Potentials applied between the skimmer and the cone/cap-
illary serve both to focus the ion beam through the 
skimmer orifice and to accelerate ions through the inter-
mediate pressure region.

Most manufactured electrospray interfaces attempt to
negate the effects of the charged residues by using off-axis
nebulizers, have an arrangement of off-axis skimmers or
skimmer capillary sampling orifices, or use a shield in
front of the sampling orifice. The disadvantage of ESI is its
low tolerance to buffer salts. Nano ESI is more and more
in use in protein analysis.

b. Sonic spray ionization (SSI)
In this technique (Figure 47.11), a sample solution is
sprayed from a sample introduction capillary by a high
speed nitrogen gas flow that is coaxial to the capillary, and
ions of the chemical in the solution as well as charged
droplets are produced at room temperature and atmos-
pheric pressure. An electric field is applied to the solution
in the capillary to increase the charge density of produced
droplets, so that multiply charged ions are produced. The
most important feature of SSI is that it does not require a
heated nebulizer or the application of a high voltage to the
sprayer. The range of solution flow rates in SSI is under
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0.2 mL/min; SSI is useful for semi-micro LC-MS but not
well suited for conventional flow rates of 1mL/min.

c. Atmospheric pressure chemical ionization
(APCI)

Atmospheric pressure chemical ionization (APCI) is a
three-step process: the liquid flow from the LC is sprayed
and rapidly evaporated by a coaxial nitrogen stream and
heating the nebulizer to high temperature (350°–500°).

Additional ionization is achieved by means of a corona
discharge (3–6 keV) producing primary ions (N2

� and O2
�

in positive mode). Interface consists of a concentric 
pneumatic nebulizer and a heated large-diameter, quartz
tube. The primary ions react immediately with the solvent
molecules of the mobile phase with the formation of
reagent ions (e.g., H3O

�, CH3OH2
� in positive mode).

The reagent ions react (e.g., proton transfer) with solute
molecules yielding [M�H]� in positive ion mode or
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[M�H]� in negative ion mode. Processes are separated in
APCI which allows the use of some unfavorable solvents.
Ionization occurs in the gas phase whereas it occurs in the
liquid phase in ESI. APCI is mass dependent and less
prone to matrix effects. APCI can withstand high flow
rates but miniaturization is more difficult than with ESI.

d. Atmospheric-pressure photoionization (APPI)
Photoionization is induced by means of a xenon lamp 
(10 eV). A dopant species, with the ionization potential of
<10 eV, such as toluene, is utilized. Covaporized dopant
molecules are ionized by UV radiation. Photoions thus pro-
duced initiate ion molecule reactions with the solute mole-
cules, yielding [M�H]� and M� by proton transfer or
charge transfer. The solvents in the mobile phase must have
a ionization potential >10 eV to prevent ionization from the
xenon lamp with a resulting increase in background signal.

e. Maldi
Matrix-assisted laser desorption ionization (MALDI) 
is well suited for macromolecules such as peptides, proteins,
oligosaccharides, and oligonucleotides. In a Maldi experi-
ment a proper organic matrix (e.g., glycerol) is required for
mixing with the analyte in a ratio typically 500/1. The mix-
ture is dried and inserted in a MS. A laser beam will desorb
and ionize the matrix species, thus ionizing the analyte.
Most Maldi-MS systems are based on time of flight (TOF)
mass analyzers. Ions produced by the laser beam are
extracted from the source and expelled to the flight tube.

B. MASS ANALYZERS

The resolving power of a mass spectrometer is a measure
of its ability to distinguish between two neighboring
masses. Resolution is ∆amu/amu (atomic mass unit).
Spectrometers easily perform resolutions of 50,000 (i.e.,
distinguish ∆amu � 0.01 when M � 500). Resolution is
often written in ppm, ∆amu *106 /M.

The quadrupole mass filter consists of four parallel
hyperbolic rods in a square array (Figure 47.12). The
inside radius (field radius) is equal to the smallest radius
curvature of the hyperbola. Diagonally opposite rods are
electrically connected to radio frequency/direct current
voltages. For a given radio frequency/current voltage
ratio, only ions of a dedicated m/z value are transmitted
to the filter and reach the detector. Ions with a different
m/z ratio are deflected away from the principal axis and
strike the rods. To scan the mass spectrum, the frequency
of the radio frequency voltage and the ratio of the ac/dc
voltages are held constant while the magnitudes of ac and
dc voltages are varied. The transmitted ions of m/z are
then linearly dependent on the voltage applied to the
quadrupole producing m/z scale which is linear with
time. A triple quadrupole instrument uses two quadrupole
MS analyzers for the actual MS experiments and a third

quadrupole in RF mode which transmits all incoming
ions from MS1 to MS2. 

For quadrupole mass spectrometers, selected ion
monitoring (SIM) yields significantly enhanced detection
limits compared with scanning MS operation because of
the greater dwell time for signal acquisition at each
selected m/z values.

Ionization steps and ion separation are space separated
in a quadrupole system whereas they are time spaced in ion
traps. An ion trap (Figure 47.13) is a linear quadrupole
bent to a close loop. Typically, three electrodes are a com-
mon design of an ion trap: a ring electrode and two end cap
electrodes. The outer rods form a ring and the inner rod is
reduced to a mathematical point in the center of the trap.
End electrodes exhibit a hole in their center to allow for
introduction of ions and ejection of these ions towards the
detecting device. A radio frequency is applied to the ring
electrode and consequently, a quadrupole field is produced
which traps ions. Each ion is submitted to an oscillating
motion, the amplitude of which depends on the RF and the
m/z ratio. Ions of different masses are stored together in
the trap and released one at a time by scanning the applied
voltages. They can be ejected through the end caps and
detected by applying a RF voltage with a frequency corre-
sponding to the characteristic frequency of the ion moving
through the ion trap or by scanning the amplitude of the
applied RF voltage. With a reduced pressure of gas
(He)(10�3 torr) the motion of ions in the trap is dampened
and the ions move closely around the center of the trap. Ion
traps are a powerful tool in elucidating fragmentation
mechanisms since it allows stepwise and controlled frag-
mentation in multistage MS. Ion traps are small benchtop
instruments.

Linear two-dimensional ion traps are now commer-
cially available (23). 

1. Time of Flight

A scheme is displayed below:

A small number of ions is extracted from the source in
a few µseconds, accelerated with few kV, and directed to a
tube. The process can be repeated 100,000 times per second.
Kinetic energy is similar for every ion and ions with higher
velocities (light ions) will reach the end of the tube before
heavy ions. Instruments have two tubes with a mirror in the
middle and resolution may reach 5000. A schematic dia-
gram of an instrument is displayed in Figure 47.14.
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In a tube L the time of flight t is connected to the
velocity v 

t � L/v

Ions get a kinetic energy Ek � 1/2 mv2 �2V where
V is the voltage, then t � L[m/2Vz]1/2. The time of flight
is proportional to the square root of the ion mass which
allows discrimination according to the m/z ratio.

As an example, if 300V are used to accelerate the ions
in the flight tube, an ion with m/z � 1000 needs about 200
µs to reach the detector.

The hybrid quadrupole time of flight mass spectrometer
(Q-TOF) was introduced as a mass spectrometer capable of
tandem MS with particular emphasis on its applicability for
protein and peptide analysis. Key components of the instru-
ment are the quadrupole, hexapole collision cell, and the
reflectron-TOF analyzer. In normal mode, the quadrupole
region and hexapole collision cell, are operated in a non-
mass discriminative wide-band pass mode allowing all ions

to pass unperturbated in the pusher of the TOF analyzer.
Like all TOF analyzers, the m/z measurement is based on
the amount of time required for an ion to travel the distance
from the source of entry (pusher on a Q-TOF) to the multi-
channel plate (MCP) detector. The signal detected by the
MCP is integrated over an unspecified period of time and
each integrated spectrum is written to disk.

The electronics of the detector must record the complete
mass spectrum within the flight time of the ions 
(1–100 µs range) with peak widths in the ns range. This is
possible since high scan rate (up to 20,000 scans/s) allows
for the detection of narrow chromatographic peaks. There is
virtually no limit on mass range and no ion loss. The use of
time-dependent accelerating fields can improve the resolu-
tion of TOF instruments. The technique involves the intro-
duction of an appropriate time-delay between the ion
formation and ion acceleration. During this time, ions dis-
perse with their individual kinetic energies. Since the accel-
erating potential varies linearly with the position of the ions
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in the source region, ions with the same m/z ratio but differ-
ent positions are accelerated through different acceleration
voltages. In this way, correction for the initial ion velocity
distribution is achieved.

TOF-MS has to a large extent replaced high resolution
double-focusing magnetic sector instruments for LC-MS
applications. With the fast acquisition capacity of the TOF
instrument (�10 spectra/sec), the effluents from four
HPLC columns are continuously electrosprayed. 

C. ICP-MS

Inductively coupled plasma mass spectrometry is highly
selective in ultra-trace-level metal detection technique.
Interfacing HPLC to ICP-MS can be achieved with rela-
tive ease by means of a length of PEEK tubing connecting
the HPLC column to the nebulizer of the ICP-MS. Perfor-
mances are strongly dependent on the type of nebulizer
utilized as the sample introduction device. HPLC-isotope
dilution-ICPMS offers considerable potential for specia-
tion studies.

D. NMR

On-line coupling of HPLC with nuclear magnetic resonance
spectroscopy (NMR) has proved useful for a wide range of
applications. The shortcoming of suppression of eluent 

signals can be circumvented by use of a capillary separation
technique. Capillary concentration techniques are important
to take advantage of the miniaturized rf coils. In this mode
detection cells with internal volumes in the nanoliter scale
and miniaturized probe heads have been developed by Albert
and colleagues in Tübingen (24). The system can be used in
either HPLC, CE, or CEC and consists of a capillary inserted
into a 2.5 or 2.0 mm NMR microprobe equipped with a
Helmholtz coil. In experiments a capillary tube of 315 µm
can create a detection volume of 900 nL. The flow rate of the
capillary HPLC-NMR can be adjusted to 3 µL/min with the
help of a T piece inserted between the HPLC pump and the
capillary device. The polyimide coating was removed over
the length of the NMR coil directly after the outlet frit of the
capillary packing. In another design the packed capillary LC
column is placed directly below the cryomagnet. With the
help of a transfer capillary (400*50 µm) the eluate is trans-
ferred to the detection capillary with an internal diameter of
180 µm. The NMR detection volume is thus 200 nL. For
example, assignment of vitamin E structures is possible.

VI. PERFORMANCES

The HETP equation with packed columns has been
devised by Knox (6) and is written in reduced variables:

h � A ν1/3 � B/ν� Cν
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where A stands for the anisotropy of flow rate, B is the
molecular diffusion, and C is the mass transfer term. With
good columns A � 1, B � 2, and C is around 0.01. h is the
reduced plate height (h/dp with packed columns, h/dc in
open tubular columns), and ν is the reduced velocity
ν�udp/Dm. Small particles yield HETP curves with negli-
gible C term. In this mode, HETP does not vary too much
when flow rates are increasing beyond the minimum but
back pressures dramatically increase. It must be pointed
out that the Van Deemter equation H � A � B/u � Cu
applies with monolithic columns.

The pressure used to pack a column can have a dramatic
effect on the performance characteristics of the column.

Recorded peak width is the sum of column and extra-
column contributions to band spreading. The instrument
contribution comes from the injector, connecting tubings,
column frits, detector, and data-handling. Since residence
times of the solute in all these parts are independent, vari-
ances are additive and thus:

σ2 � σ2
injector � σ2

column � σ2
detector � σ2

connecting tubes

� σ2
column � σ2

extra column

There are two methods to obtain the extra column band
broadening of the chromatographic system: a linear
extrapolation method using σ2

peak as a function of reten-
tion time; and a zero length column method where the col-
umn is removed from the system and replaced by a
capillary. 

In the linear extrapolation Nth � (tr/σcolumn)
2; hence

σ2
column � tr

2/Nth.
A plot of σ2

peak versus tr
2 will be linear with a slope

determined by Nth and an intercept value on the vertical 
σ2

peak axis representing σ2
extra column.

Column performance is expressed as the number of
theoretical plates per unit of time, N/t or per meter N/m or
by separation impedance, E � ∆Pto/N

2η where ∆P is the
pressure drop, to the retention time of the inert solute, N
the plate count, and η the mobile phase velocity. N is
around 100,000 plates/m. A new monolith column can
produce 38,000 plates/25 cm.

Recently, temperature has attracted attention from
LC chromatographers since the eluent viscosity is
reduced. The contribution of temperature to the retention
is mainly given by the enthalpy term of the Van’t Hoff
equation

Lnk ��∆H/RT � ∆S/R � logβ

where ∆H is the enthalpy change associated with the
transfer of the solutes between phases, ∆S is the corre-
sponding entropy change, R is the molar gas constant, T
is the absolute temperature, and β is the phase ratio of the
column. Plots of Lnk versus 1/T are usually called Van’t

Hoff plots and the slope of the curve yields ∆H. Most
studies are related to reverse phase systems. When dealing
with small solutes that experience hydrophobic interac-
tions, lower selectivity is observed with elevated temper-
atures. Solutes with basic groups or ionizable compounds
experience increased selectivity at high mobile phase pHs.
In the Knox equation the A term is not affected by tem-
perature, the C term is reduced, but the B term increases.
The stability of silica-based C18 stationary phases is
questionable over 80°C but PS-DVB are resistant up to
220°C. It must be pointed out that the dielectric constant
of water is reduced at elevated temperatures giving it
some characteristics of an organic solvent. A discussion
on temperature effects can be found in (25).

Zhu et al. (26, 27) studied the combined effects of sol-
vent gradients and temperature.

VII. OPTIMIZATION

When dealing with complex samples column switching is
the method of choice to focus on solutes of interest. The
method is rather simple; it uses two columns packed with
different supports but the compatibility of eluent with the
two phases is not straightforward.

The best chromatogram is the one which provides the
complete resolution (Rs � 1.25) of all solutes in a mini-
mum time. The large number of chromatographic param-
eters and the relationships between them rules out the
possibility of empirical optimization by trial and error.
Many methods have been developed to optimize parame-
ters of interest. These methods were reviewed by Siouffi
(28). The analyst either selects a response function (most
often the resolution Rs) or tries to predict retention. There
are roughly two types of approaches: the chemometrics
approach and methods based on models. Because most
useful variables in RPLC reside in the mobile phase, they
are generally referred to as mobile phase optimization.

Full or fractional factorial designs are useful for
screening the effects of a large number of parameters. One
does not need to know the retention mechanism. Data
from a Central Composite Design can be evaluated and
plotted as a response surface which provides a graphical
representation of the data over the range of the key param-
eters to study. It allows us to check the influence of a
parameter but it is not predictive. Experimental retention
data can be used to train an artificial neural network to
enable it to predict the effects of changes in experimental
variables. 

Softwares and method development in LC separations
are readily and widely available. Such products rely on
the input of two or more pilot runs to calibrate a retention
model. The Drylab computer simulation approach is
widespread (29–31). The retention data of two initial gra-
dient runs are used to adjust the steepness and the range
of the gradient. In Chromsword from Galushko (32), a
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molecule must be translated into volume fragments and
bond dipoles

Lnk � a(ΣVi)2/3 � b(ΣGe . sjH2O)

where Vi are the increments of the partial molar volumes
of fragments in water, Ge . sjH2O are the increments of
energy of interaction of bond dipoles with water, and a, b,
and c are the parameters of the RP system and the column
(polarity, column ratio, etc.).

Baczek et al. (33) performed a comparison of the two
softwares. The Prisma optimization model was developed
by Nyiredy (34) for the purpose of TLC optimization and
was extended to HPLC. It is a three-dimensional geomet-
rical design which correlates the solvent strength with the
selectivity of the mobile phase. A software package called
Virtual Column enables simulation and optimization of
ion chromatography separations (35).

The linear Solvation Energy Relationship advocated
by Abraham (36) and extensively studied by Carr and
Poole (37,38) relies on the following equation

Lnk � LnK0 � rR2 � vVx � sπ2
H � aΣα2

H � bΣβ2
H

where R2 is an excess molar refraction of the analyte, Vx

is its molar volume (in cm3 . mol�1/100) according to the
MacGowan algorithm, π2

H is the solute dipolarity/polariz-
ability descriptor, Σα2

H is the analytes ability to donate
hydrogen bonds, Σβ2

H is the measure of hydrogen bond
accepting capability. Lnk0, r, s, a, and b are fitting coeffi-
cients which reflect the difference in specific bulk prop-
erty between the mobile and stationary phases. The
solvation parameter model is a useful tool for evidencing
the contribution of defined intermolecular interactions to
retention of neutral molecules (or polar but not ionized
molecules) in chromatographic systems. The retention
process is the sum of the differential interactions of a
solute with the mobile phase and the stationary phase.

In general, the solute size and the basicity are the most
important solute descriptors governing retention.

VIII. DIFFERENT MODES OF LC

A. ADSORPTION OR NPLC (NORMAL PHASE

LIQUID CHROMATOGRAPHY)

In this mode the stationary phase is polar. Since only sil-
icagel and alumina were utilized at the beginning of liq-
uid chromatography and hydrophobic alkyl bonded
phases were developed later, this mode is called normal
phase.

Stationary phases: Bare silicagel and alumina are
declining but bare silica is still widely used in thin layer
chromatography. Polar bonded phases are now widely used.

Synthesis of bonded silica is performed either by sur-
face modification or bulk modification.

Diol phase Si�O�Si�(CH2)3�O�CH2�CH
(OH)� CH2OH

is very similar to bare silica but less retentive.

Si�O�Si�(CH2)3NH2

– Amino phase
acts by the lone pair of electrons on the nitrogen atom.

– Cyano phase Si�O�Si�(CH2)3CN
is less polar and has been advocated in some optimization
procedures as the unique phase since it may be used with
any solvent.

Other polar phases are available but less often advo-
cated.

Mobile phases: Theoretically any solvent is convenient.
Extensive work has been carried out on adsorption the-

ory and retention mechanism since the pioneering work of
Snyder (39). In this chromatographic mode physical
adsorption of solute occurs. That means weak interactions
with the stationary phase. Adsorption of the solutes occurs
via donor acceptor mechanism (hydrogen bonding, charge
transfer, etc.). According to Snyder’s displacement model
a solute S takes place of n molecules of previously
adsorbed mobile phase solvent molecules M.

nMS � Sm⇔K
Ss � nMm

The subscripts s and m refer to stationary phase and
mobile phase, respectively.

K �

From this starting equilibrium the Snyder-Soczewinski
equation (40) yields the retention equation

Ln k �Ln � α (ε0 � S0 As) � Σ secondary effects

VaW is the volume of solvent forming a monolayer cov-
erage on the absorbent surface.

VaW
�
Vm

(Mm)n

�
(Ms)

n

(S)s
�
(S)m
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When a solute is strongly adsorbed, eluent must
exhibit a strong affinity towards the stationary phase to dis-
place the solute. ε0 represents the dimensionless energy of
solvent adsorption. Ranking ε0 gives a scale of adsorption
strength. It is obvious that n alkanes exhibit weak affinity
towards polar stationary phases. Conversely, silicagel and
alumina are hygroscopic and exhibit strong affinity
towards water. Ranking ε0 constitutes the eluotropic
strength scale (Table 47.2).

Fine retention tuning is somewhat difficult with a single
solvent. Mixtures of solvents most often constitute the elu-
ent. Binary mixtures are a blend of apolar diluent (A) and
polar modifier (B). Direct calculation of the eluting strength
is possible through a formula derived by Snyder (39). The
plot of ε0 versus % of B is displayed in Figure 47.15. These
plots are readily available in most manufacturers’ softwares.
Three (or more) solvent mixtures as eluent are difficult to
handle and reproduce. With a binary mixture retention is
given by

Ln k � Ct � n Ln (XB)

where XB is the molar fraction of modifier B and Ct is a
constant.

Continuous increase of XB is gradient elution (see 
below).

Normal phase chromatography is well adapted to sep-
aration of polar or moderately polar compounds. NPLC is
well suited for the separation of structural isomers. 

B. REVERSED PHASE LC (RPLC)

In this mode the stationary phase is hydrophobic (apolar)
and to maximize the difference between the nature of both
stationary and mobile phases, the former is hydrophobic,
the latter is highly polar. Retention in RPLC is described
in terms of free energy change

∆G° �RT Log K � Log ϕ

Log K ��∆H°/RT � ∆S°/R � log ϕ

where T is the absolute temperature, R is the gas constant,
ϕ is the phase ratio, and ∆H° and ∆S°are enthalpy and
entropy, respectively, associated with the transfer of a
solute from an aqueous mobile phase to a non-polar sta-
tionary phase.
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TABLE 47.2
Eluotropic Series for Different Adsorbents

Solvent Strength Parameter

Solvent Alumina Silica Carbon Aminopropyl Cyanopropyl Diol

Pentane 0.00 0.00
Hexane 0.01 0.01 0.13–0.17
Carbon tetrachloride 0.17 0.11 0.069
1-Chlorobutane 0.26 0.20 0.09–0.14
Benzene 0.32 0.25 0.20–0.22
Methyl-tert. butyl ether 0.48 0.11–0.124 0.049–0.085 0.071
Chloroform 0.36 0.26 0.12–0.20 0.13–0.14 0.106 0.097
Dichloromethane 0.40 0.30 0.14–0.17 0.13 0.120 0.096
Acetone 0.58 0.53 0.14
Tetrahydrofurane 0.51 0.53 0.09–0.14 0.11
Dioxane 0.61 0.51 0.14–0.17
Ethyl acetate 0.60 0.48 0.04–0.09 0.113
Acetonitrile 0.55 0.52 0.01–0.04
Pyridine 0.70
Methanol 0.95 0.70 0.00 0.24

Buffering Ranges

Buffer pKa Range

Phosphate 201 1.1–3.1
7.2 6.2–8.2

Acetate 4.8 3.8–5.8
Citrate 3.1 2.1–4.1

4.7 3.7–5.7
5.4 4.4–6.4



Stationary phases: More than 600 reversed phase columns
are commercially available and every year new phases are
released (see the annual review in LC-GC magazine). Most
are silica bonded of the C8 or C18 type. 

In spite of many shortcomings silica backbone is still the
material of choice and is considered as unsurpassed by
other inorganic oxides such as zirconia or polymers, e.g.,
polystyrene/divinyl benzene. Hydrophilic solutes are more
retained on porous graphite packings than on C18 bonded
silica. Small, monodisperse, spherical particles are
available in a variety of particle diameters (1.5–10.0 µm)
and pore sizes (60–4000 Å). Differences exist between type
of silica, type of ligand, end capping, bonding density,
residual silanols, etc. Selection of the proper packing
among the available types from manufacturers is not
simple. The overall retention behavior of packed columns
depends on the physico-chemical properties of the silica
(specific surface area, packing density), the chemical
surface properties (type and concentration of surface
silanols, surface concentration of metal oxides), the
bonding procedure (whether mono, di, or tri alkoxy or

chlorosilanes have been used), the surface concentration of
bonded groups achieved, and end capping or not. In many
cases the manu-facturer’s description is insufficient to
characterize the stationary phases. 29Si and 13C NMR
provide information on ligand attachment to substrate
surface.

From the carbon content, %C and the specific surface
area Sp the surface concentration (Sco) of the bonded
phase is 

Sco � %C/(100nC*12Sp)(1�%C/100*Ml-1/nC*12)

Where nC is the number of carbon atoms (typically 8 or
18), Ml is the molecular mass of the ligand. Bonding den-
sity is expressed as µmoles/m2. Silicagel has a maximum
silanol density of 8.0 µmoles/m2 but only part of them can
react. With stationary phases with alkyl group surface con-
centrations below 3.8 µmoles/m2, silanophilic interactions
contribute to retention producing asymmetric peak shapes
of basic solutes. At surface coverages of 4.24 µmoles/m2, ca
85% of the silanol groups are blocked. To ensure that the
minimum silanols are remaining manufacturers perform a
further reaction with a small size silane (e.g., Trimethyl
chloro silane). This is called end capping. Another proce-
dure is to shield silanols with t-butyl groups, for example.

RP phases should be tested for

Efficiency expressed by N/m (plates per meter)
Hydrophobic properties
Steric selectivity
Silanophilic properties
Metal content

The majority of column characterization procedures
can be divided into empirical methods, thermodynamically
based methods, and model-based methods. A good chro-
matographic method for the characterization of a RP pack-
ing should attempt to measure several parameters. Many
tests have been descibed in the literature. In Engelhardt’s
test (41), toluene, ethylbenzene, phenol, benzoic acid, ani-
line, NN-dimethylaniline, and p-ethylaniline are injected in
methanol/water (49/51) eluent; the retention of toluene and
ethylbenzene are measures of the hydrophobicity of a pack-
ing while the retention and the tailing factor of the bases are
measures of the silanophilic interaction. Hydrophobic pro-
perties depend on the level of the surface coverage.

Hydrophobicity, which is usually considered as the
ratio of the retention factors of successive homologues
(e.g., pentylbenzene/butylbenzene), is a good guide to the
carbon content of the column. The measured hydropho-
bicity is dependent on the mobile phase composition and
temperature of the column (42).

All tests give good agreement on the hydrophobic
retention, which is proportional to the carbon content per
unit column volume, whereas hydrophobic selectivity, i.e.,
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separation potential of two analytes differing for one
methylene group, hardly shows differences between the
various column types. Manufacturers who provide carbon
content should also provide the specific surface area. In
Tanaka’s test (43) the analyst is able to measure the
hydrophobic retentivity of the packing, the steric selectiv-
ity, the hydrogen bonding, and the ion exchange properties
of the packing. Shape selectivity of RPLC phases refers to
the ability of a packing to discriminate between conforma-
tional differences between molecules; however, it must be
kept in mind that the majority of the evaluation methods
for HPLC columns have been developed specifically for
narrow pore phases using small molecular probes. Silanol
activity is checked from the peak shape of benzylamine
and phenol. Kele and Guiochon (44) extensively published
on the reproducibility and performances of RP phases.
Claessens (45) published a review of RP phases’ charac-
terization. McCalley (46) evaluated the performance of RP
columns for the analysis of basic compounds.

Stationary phases especially developed for the analysis
of basic compounds are phases in which the ionic interac-
tion between basic analytes and silanols are minimized. In
this mode various approaches of stationary phase manufac-
turing have been described: high purity silica, end capping
procedures, polymer encapsulation, shielding of silanols,
bidentate, or surface-modified silica. Polar-embedded
phases provide good peak shapes of basic analytes and good
compatibility towards highly aqueous mobile phases. To
overcome the contamination by metal traces, silica is pre-
pared by a sol-gel method which does not guarantee metal-
free silica. It has been observed that basic analytes exhibit
variable retention on RP packings; there may be partial or
total exclusion effects giving rise to detrimental loss of res-
olution. At pH 7, which is often used to increase the reten-
tion of hydrophilic bases, poor peak shapes are obtained on
many phases. The properties of RP columns also substan-
tially depend on the actual eluent pH; addition of organic
modifier to an aqueous buffer causes a shift which can be as
high as one pH unit in the actual pH of the eluent. According
to Neue (47), the pH needs to be controlled to better than
0.01 units, the mobile phase composition to better than 0.1%
and the temperature to better than 0.1% if one wants to get
reliable data on the batch to batch reproducibility of a pack-
ing. Classification and ranking of RP phases can be per-
formed through principal component analysis (48). 

Silica bonded phases are not stable over the whole pH
range; low pH (�2) or high pH (�9) may damage the
siloxane bond, and phosphate buffers lead to fast degrada-
tion. To overcome this drawback polymeric phases of the
polystyrene divinylbenzene (PS-DVB) type have been
developed. With a high degree of cross linking they are
mechanically stable and can withstand high pressures.
Porous glassy carbons (PGC) are pH stable as well but the
number of published separations with this support is small
compared to silica bonded supports.

On these hydrophobic supports, hydrophilic solutes
are not retained and by consequence water is the weakest
eluent. The eluotropic strength is thus exactly the reverse
of the one observed in NPLC.

Mobile phases are typically water � organic modifier
mixtures. Methanol, acetonitrile, and tetrahydrofuran
(THF) are the usual organic modifiers.

The mechanism of retention has been a matter of dis-
pute. The volume of “definitive” papers on the topic is
impressive. Partition mechanism is generally accepted but
some deviations from this mechanism may be observed. A
low organic modifier content causes the collapse of the
bonded chains that are brought together by the intermole-
cular C18 dispersive interactions while they tend to
exclude water. A high organic modifier content induces
the rupture of the C18 intermolecular interactions via chain
solvation by the modifier and the formation of a brush-
like structure.

Two features are important in RPLC. In an homolo-
gous series (n-alkanols, saturated fatty acids, etc.) linear
plots of Ln k versus carbon number of the solutes are
observed. Increasing the volume percentage of organic
modifier in the mobile phases decreases retention accord-
ing to

Ln k � a � bφ � cφ2

where φ is the volume percentage of the modifier in a
binary mixture water-organic modifier.

Curvature of the quadratic plot of Ln k versus φ is
highly dependent on the nature of the solute (Figure
47.16). In a more or less limited range of the volume %,
the above equation can be written as

Ln k � Ln kw � Sφ

where Ln kw is the retention with pure water as mobile
phase. Values of kw are obtained by extrapolation to φ � 0.

S is the slope of the regression and is characteristic of
the solute.

Discrepancy can occur when methanol, acetonitrile,
or tetrahydrofurane (THF) is used as a modifier. kw has
often been considered the hydrophobicity of the solute. It
comes from the correlation plot of Ln kw versus Log P
octanol-water. Like correlation plots, some discrepancies
can occur, depending on the number of solutes in the plot
and correlation coefficient values.

Slope (S) of the Ln kw versus φ plot is typical of the
solute considered. When considering, for example, two
solutes, two situations can occur: either the two solutes
have the same S, and in this case, selectivity remains con-
stant whatever the φ value, or the two solutes exhibit S1 and
S2 values which means that slope are different and conse-
quently there exists a φ value where no separation occurs.
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Beyond this value the order of retention is reversed. Peak
crossover occurs when scanning the φ values range.

Selection of organic modifier is often achieved
through trial and error. Experienced chromatographers are
well aware of solute-solvent interactions. Snyder (49) has
provided a useful selectivity triangle of solvent where
dipole-dipole, proton donor, and proton acceptor interac-
tions are the three apices (Figure 47.17). Solvents are
gathered in eight groups. Solvents in a single group
exhibit similar interactions. When considering the trian-
gle, it is obvious that acetonitrile and methanol, for exam-
ple, will interact differently. When solutes are eluted
according to the sole hydrophobicity (for example, an
homologous n alkanol series) use of either methanol or
acetonitrile does not change the order of retention.
Conversely, when very different chemical species are sep-
arated use of methanol or acetonitrile will yield different
retention and selectivities and reversal of retention order
is possible. In the same way chloroform and
dichloromethane (two modifiers very often advocated in
NPLC) may yield different retentions. A discussion on
solvent classification has been published by Siouffi (50).

Gradient elution is performed when solutes are
strongly retained. To decrease the tr of these late eluting
peaks modifier (stronger eluent) is incrased. From the
above linear equation a linear increase in φ will result in a
linear decrease in Ln k. This is called LSS (linear solvent
strength).

The general approach is based on the solution of the
basic differential equation dV�k . dVo where dV is the
differential increase in the volume of mobile phase that
has passed through the column, dVo is a differential
fraction of the column hold up Vo, and k is the retention
factor that is assumed constant during the migration of the
solute band by an infinitely small distance corresponding
to dVo. In binary gradients a “weaker” eluent (or diluent)
A is associated with a “strong” eluent B. In linear
gradient ϕ� a � bt where a is the initial concentration ϕ
of the solvent B in the mobile phase at the start of the gra-
dient, and b is the steepness (slope) of the gradient per
time or per volume unit of the eluate. Snyder (51) and
Jandera (52) extensively published on gradient and
derived equations which can be used for optimization of
separation.
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Gradient runs can be used to predict either isocratic or
gradient separations. First, software was developed for RP
separations. The model has been extended to other types.
The selection of initial instrument parameters and separation
mode are left to the user. Binary systems were first pro-
posed. Extension to ternary mobile phase in RPLC permits
a fine selectivity tuning.

RP phases allow a wide range of separation. They are
well suited for polar organic solutes soluble in water. A

rule of thumb is that retention order is similar to solubil-
ity in water or water modifier mixture. Apolar solutes
such as polycyclic aromatic hydrocarbons are well sepa-
rated on C18 phases according to their hydrophobicity. 

In micellar liquid chromatography the mobile phase
consists of surfactants at concentrations above their critical
micelle concentration (CMC) in an aqueous solvent with an
alkyl bonded phase. Micelles act as a mobile phase modi-
fier. Retention behavior is controlled by solute partitioning
from the bulk solvent into micelles and into the stationary
phase as well as on direct transfer from the micelles in the
mobile phase into the stationary phase. Reference (53)
gives a broad overview of the method.

C. IONIZABLE SOLUTES

Separation of ionic or ionogenic solutes can be performed
with three fundamental methods: ion pair formation, ion
exchange, and ion exclusion.

a). Assume a weak acid AH. The dissociation equilibrium is

AH ⇔ A� � H� with the dissociation constant kA

At low pH in a buffered solution only AH exists. Separation
with a RP system is thus possible provided that the acid is
not too strong. Alkyl sulfonic acids, for example, may
exhibit very low pKA. Separation of acids in RP occurs
according to the degree of hydrophobicity. Knowledge of
the analyte pKa can greatly assist in achieving a desired
mobile phase pH. A requirement is that the buffer should be
soluble in the amount of the organic modifier. This is par-
ticularly relevant in the case of gradient methods especially
with methanol and phosphate buffer. For UV detection, the
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Classificaiton of solvent selectivity according to 
snyder
Group Designation Solvents

I Aliphatic ethers, mehtyl t-butyl ether,
tetramethylguanidine,
hexamethyl phosphoric acid amide 
(trialkylamines)

II Aliphatic alcohols, methanol
III Pyridine derivatives, tetrahydrofuran,

amides (except formamide),
glycol ethers, sulfoxides 

IV Glycols, benzyl alcohol, acetic acid,
formamide

V Ethylene chloride
VI a) Tricresyl phosphate, aliphatic ketones 

and esters, dioxane, polyesters
b) Sulfones, nitriles, acetonitrile,

propylene carbonate 
VII Aromatic hydrocarbons, toluene,

halosubstituted aromatic hydrocarbons,
nitro compounds, methylene chloride,
aromatic ethers

VIII Fluoroalcohols, m-cresol, water,
(chloroform)



buffer must be sufficiently transparent at the wavelength
selected. LC-MS confers its own set of considerations
regarding buffer concentration, buffer volatility, and ioniza-
tion suppression. Ammonium acetate is better suited for
LC-MS. Table 47.3 displays some characteristics of com-
mon buffers. Conversely, if pH solution is raised, A� and
H� are the only existing species. A� can be chro-
matographed on an anion exchanger. Another method is ion
pairing or ion interaction.

b). Ion pairing
In this technique a reversed phase column (most often
RP8) is utilized with a mobile phase consisting of an aque-
ous organic mixture to which an ion pairing agent is added.

An ion pairing agent may form with analyte an ion pair
with increased lipophilicity and consequently is retained on
the RP stationary phase. Since the ion pairing agent is con-
tinuously fed onto the column it is most often advocated
that the ion pairing agent induces a dynamic modification
of the surface of the RP stationary phase. The lipophilic
part of the ion pairing agent coats the surface, leaving the
ionic part to interact with counter ions.

Retention can occur via

i. Retention of the ion pair formed between the
cations (or the anions) of the analyte and
the anion (or the cation) of the ion pairing
agent. The ion pair itself is adsorbed onto the
stationary phase.

ii. The analyte is retained through an ion pair
complex formed with an amphiphilic ion previ-
ously absorbed onto the surface of the
hydrophobic material.

iii. The analyte is retained through ion exchange
reactions with the adsorbed pair reagent.

Retention increases as concentration of the ion pairing
agent increases but decreases beyond a certain concentra-
tion; pH is a key parameter.

Ion pair reagents are most often either nitrogen (�) or
sulfonate (�) species, e.g., cetyl trimethyl ammonium bro-
mide, diamino dodecane, tributyl ammonium chloride,
cetyl pyridinium chloride; sodium dodecyl sulfate, Chap:3-
[(3 cholamidoproyl) dimethyl ammonio]-1propane sul-
fonate, Tris: tris-(hydroxymethyl) aminomethane.

c). Ion chromatography (IC)
IC is the modern version of the well-known ion exchange
chromatography. IC is able to separate any ion when the
appropriate column is utilized: bromide, chloride, fluoride,
nitrite, phosphate, sulphate, etc. It is able to speciate oxida-
tion states of several metals such as Fe(II) and Fe(III). The
challenge to IC comes from capillary electrophoresis.

Instrumentation required for IC simply comprises a
metal-free HPLC system and conductivity detection. Since
conductivity is a common property of ions this method is
universal and quite sensitive.

In IC both mobile and stationary phases are ionic.

a. Ion exchange
Principle of operation: ion exchangers are insoluble solid
materials which contain exchangeable cations or anions.
These ions can be exchanged for a stoechiometrically
equivalent amount of other ions present in an electrolyte
solution.

Exchange reactions are written as (for example, in
cation exchange)

RH� � Na� ⇔ RNa� � H�

R is the matrix of ion exchanger.
The thermodynamic equilibrium constant is

KH�
Na� �

Assume E� is a monovalent element cation, and Mn� is a
sample metal ion

R–nE�� Mn� ⇔ R–Mn�� nE�

KE/M �

At low loading of sample ions, the term (E��R) is equal
to the exchanger capacity Q.

KD �

is proportional to k, the retention factor

and

k � KE/M
.

More generally,

Ln kA � . Ln KA/E � . Ln � Ln Ln(Em
y)

Ln k � Constant� Log (Em
y)

kA is the retention factor for a solute Ax

KA/E is the ion exchange coefficient for solute A
and eluent E
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TABLE 47.3
Buffering Ranges

Buffer pKa Range

Phosphate 2.1 1.1–3.1
7.2 6.2–8.2

Acetate 4.8 3.8–5.8
Citrate 3.1 2.1–4.1

4.7 3.7–5.7
5.4 4.4–6.4



Q is the ion exchange capacity of the stationary
phase

W is the weight of the stationary phase used in
the column 

VM is the volume of mobile phase
x is the charge of the solute anion
Em

y is the concentration of the element ion in the
mobile phase.

In IC low capacity ion exchange columns are utilized.
Eluents are in the range 1–10 mmol.
Stationary Phases. In ion exchange we can distinguish

SCX: strong cation exchangers (functional group
SO3

�); in the H� form they represent “solid” acids.
WCX: weak cation exchangers (functional group
COO�)
SAX: strong anion exchangers or strong base
(functional group alkanol quaternary amine)
WAX: weak anion exchanger (functional group
amino)

Amphoteric ion exchangers contain anionic and
cationic exchange sites.

Chelating ion exchange groups are: iminodiacetate, 8-
hydroxyquinolinol, β diketone, triphenyl methane dyes,
carbamates, EDTA, PAR [(4–2 pyridyl-azo)resorcinol].
New packings are compiled in the annual review which
appears in LC/GC magazine.

Base materials

i. The majority of stationary phases are agglomer-
ated or pellicular materials consisting of a mono-
layer of charged latex particles which are
electrostatically attached to a functionalized
internal core particle. Polystyrene Divinylben-
zene (PS-DVB) with different degrees of cross
linking is the substrate. Particle diameters are
typically in the range of 5–25 µm while adsorbed
latex particles are 0.1 µm. This material exhibits
very good pH stability and excellent mass trans-
fer properties. For example, analysis of oligosac-
charides from honey is performed at pH 11–12. 

ii. Microporous methacrylate-based materials are
mainly used for anion exchange because of
their resistance to high pH eluents.

iii. Silica-based materials are produced by grafting
organic moieties according to the procedure
utilized in producing reversed phase silica:
aminopropyl bonded silica or functionalized
silicas such as sulphonate are available. An
advantage of silica-based materials is the low
probability of secondary interactions between
the solute ions and the silica substrate. Use of

Silica-based materials is rapidly declining due
to their poor hydrolytic stability.

iv. Electrostatic agglomerated films on ultra-wide-
pore substrates (1000–3000 A) have been
widely used. Wide pores accomodate a coating
of ion exchange colloid on the interior or exte-
rior surfaces. Another means of producing base
material is the polymer coating of silica mate-
rial. A layer of polybutadiene-maleic acid
(PBDMA) is deposited on silica and then cross
linked by peroxide-initiated radical chain 
reaction. 

Mobile phases
Any ion in solution can be used that can compete with

the analyte for the fixed ions on the stationary phase. In
anion analysis hydroxyde eluents have distinct advantages
over the carbonate eluents. These advantages include a
wider linear working range for analyte conductivity,
increased sensitivity, and the capacity to effectively elute
highly retained ionic analytes using gradient capabilities.
Conversely, carbonate is a divalent anion that possesses
strong pushing properties in comparison to hydroxide elu-
ents. In the EG 40TM eluent generator from Dionex, deion-
ized water is pumped through the KOH generation
chamber and a DC current is applied between the anode
and the cathode of the cartridge (Figure 47.18). Under the
applied field, the electrolysis of water occurs while hydro-
nium ions generated at the anode displace K� ions in the
electrolyte reservoir. The displaced K� ions migrate
across the ion exchange connector into the KOH genera-
tion chamber and combine with OH� ions generated at
the cathode to produce a KOH solution.

Factors influencing retention and selectivity are:
hydration enthalpy, hydration entropy, polarizability,
charge, and size and structure of both eluent and solute
ions. Concentration of eluent ion (or ionic strength) and
pH also play important roles.

A secondary equilibrium occurs according to the nature
of the sorbent matrix. Hydrophobic interaction markedly
influences retention (a typical example is the well-known
aminoacid sequence on cation exchanger which does not
follow the pKa sequence). With inorganic ions the perchlo-
rate (ClO4

�) effect is also well established. Non-ionic elu-
ent modifiers are often used to change the ion exchange
affinity of hydrophobic ions.
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Gradient elution starts with an eluent of low ionic
strength for the resolution of the most weakly retained
species. The dependence of the analyte retention on the
eluent concentration is a straight line with slope given by
the ratio of charges of analyte and eluent. Column switch-
ing permits the separation of both inorganic and organic
anions in one run. Simultaneous analysis of ions is possi-
ble; column switching is configured for anion analysis in
column A and cation analysis in column B.

Separation selectivity depends on the degree of elec-
trostatic forces. With a SCX phase the binding force
decreases with decreasing diameter.

H�	Li�	Na�	NH4�	K�	Ag�	Be2�	Mg2�

	Ca2�	Sr2�	Ba2�

With SAX material a selectivity series with respect to
binding force also exists:

F�	OH�	CH3COO�	Cl�NO2
�	CN�	NO3

�	SO4
2�

b. Ion exclusion
Ion exclusion relies upon Donnan equilibrium. The main
parameter in this mode is the electrostatic interaction of
the solute with the charged functional groups on the sur-
face of the stationary phase.

The stationary phase can be considered as a charged
membrane separating the flowing mobile phase from the
static, occluded mobile phase trapped in the pores of the
exchanger. Ionic solutes are rejected because of their inabil-
ity to penetrate inside the pores and so are eluted at the void
volume of the column. Conversely, non-ionic substances
may partition between the occluded liquid phase and the
flowing mobile phase. The degree of partition determines
the extent of the retention. Sample anions are excluded

from the resin phase by the fixed charges of the sulfonate
groups of the cation exchange resin.

Separations by ion exclusion are usually performed
on a cation exchange column with a PS-DVB resin. The
solute retention volume is

VR � Vo � KD
. Vi

where
Vo is the interstitial volume of eluent (eluent out-

side the resin beads)
Vi is the occluded volume within the resin beads
KD is the distribution constant of the solute

When a very large solute or ion cannot enter the station-
ary phase KD is 0; when the solute is free to enter KD � 1.

The range of retention volumes is rather small and
consequently, ion exclusion columns are rather long.

Acids are found to elute in decreasing order of their
acid dissociation constants; the stronger acids elute first.

D. CHIRAL STATIONARY PHASES

The food and beverage industry is becoming increasingly
concerned with the analysis of enantiomers which can
affect flavor, fragrance, age, and even the adulteration of
products. Most efforts have been directed towards resolu-
tion of amino acids either native or derivatized.

In chiral chromatography, an enantioselective molecule
(selector) is either immobilized on a surface support as a sta-
tionary phase or present as an additive to the mobile phase.

When a chiral selector is used as the stationary phase,
the primary retention mechanism is complexation with the
surface immobilized chiral selector. For 1:1 solute-selector
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complexation, the equilibrium constant (Kcomp) is related
to the retention factor k by

Kcomp � �

where [solute-selector], [solute], and [selector] represent the
equilibrium concentrations of solute selector, free solute,
free selector and respectively, and ϕ is the phase ratio.

Enantioselective ligand exchange chromatography
was suggested by Davankov et al. (54) in the late 1960s
for the resolution of racemic compounds into stereoiso-
mers of amino acids, amino alcohols, and diamines. Such
molecules exhibit a pair of heteroatoms which can form
labile chelate type coordination complexes with Cu(II),
Zn (II), or Ni(II). A chiral bidentate ligand such as
hydroxyproline was attached to a support. Copper (II) was
added to the mobile phase and coordinated with both the
chiral selector on the stationary phase and the free amino
acids in solution, to form a transient diastereomeric com-
plex. This approach is limited to specific chiral molecules
which can coordinate with the copper (II).

A discussion of the mixed-ligand ternary complexes
between the chiral selector and the enantiomers to be sep-
arated can be found in Ref. 55.

The only commercially successful chiral stationary
phase for thin layer chromatography is based on the lig-
and exchange approach (56).

The use of cyclodextrins as chiral selectors has grown
rapidly in recent years. Cyclodextrins are cyclic oligosac-
charides composed of D-glucose units connected through
the 1 and 4 positions by α linkages (Figure 47.19). Those
containing 6, 7, and 8 glucose units (i.e., α cyclodextrin, β
cyclodextrin, γ cyclodextrin) are most common and avail-
able commercially. Cyclodextrins are usually described and
depicted as toroidal molecules (conical cylindrical); they
exhibit a relatively hydrophobic cavity in the middle and a
relatively hydrophilic surface on the outside. They can form
host-guest complexes with a variety of molecules. Since the
internal cavity of the cyclodextrin tends to be more
hydrophobic than either its exterior most non-polar or
weakly polar molecules can penetrate and reside in the cav-
ity. Cyclodextrins can be used as a mobile phase additive but
the selectivity of covalently bonded cyclodextrins on a sup-
port is larger. There are many commercially available
“cyclodextrin” stationary phases. Various moieties are uti-
lized to functionalize the cyclodextrins and a huge amount
of literature is available on the topic. Commercially avail-
able cyclodextrin derivatives are: acetylated, hydroxypropy-
lether, naphtylethyl carbamate, or 3,5 diphenyl carbamate.
The various moieties used to functionalize cyclodextrins can
alter the enantioselectivity. It is possible to suppress the
inclusion complexation by using a non-hydrogen bonding,
polar organic solvent such as acetonitrile as the main com-
ponent of the mobile phase. The acetonitrile occupies the
cyclodextrin cavity and enhances hydrogen bonding

between the hydroxyl groups on the cyclodextrin and any
hydrogen bonding groups on the chiral analyte.

Macrocyclic glycopeptide antibiotics are multimodal as
they can be used in the reverse phase mode, normal phase
mode, or polar organic mode. The most successful are
avoparcin, teicoplanin, ristocetin A, or vancomycin. They
exhibit an aglycon “basket” made of fused macrocyclic
rings and pendant carbohyhydrate moieties (Figure 47.20).
Vancomycin and teicoplanin are the the most interesting.
Teicoplanin, for example, (Mw1877) exhibits 2
 stere-
ogenic centers; it has a hydrophobic acyl side chain attached
to a 2-amino-2-deoxy-β-D-glycopyranosyl moiety. Teico-
planin has been used successfully in a number of applica-
tions (57); it can be used with no buffer in the mobile phase
which greatly facilitates the LC/MS. 

Protein LC columns have the least capacity of any
chiral stationary phases. α1-acid glycoprotein, (AGP),
ovomucoid, human serum albumin (HSA), or bovine
serum albumin (BSA) are used in the reversed phase
mode with aqueous buffers or hydro-organic solvents.
HSA-based columns usually present the problem of a sig-
nificant variation of the chromatographic performances,
depending not only on the immobilization procedure but
also on the origin of the anchored protein. Recombinant
HSA can overcome the problem. AGP is one of the most
used protein phases to separate enantiomeric amines.
Reversal of elution order is not unusual in RPLC when
working with protein-based enantioselective columns.

Historically, cellulose or starch components were the
first to be used as chromatographic chiral selectors.

k
��ϕ[selector]

[solute-selector]
��[solute] [selector]
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FIGURE 47.19 Schematic of the various cyclodextrins.
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Cellulose and amylose are the most accessible naturally
occurring optically active polymers. These polysaccharides
themselves show chiral recognition, but do not afford prac-
tical chiral stationary phases. Their derivatization brings
about practically useful CSPs. Cellulose esters or phenyl-
carbamates, amylose phenylcarbamates are not covalently
attached to the support, but rather are coated on wide pore
silica that has first been silanized. Polysaccharide-derived
CSPs supported on silica are classically prepared by reac-
tion of the polysaccharide with a benzoyl chloride or a
phenyl isocyanate in homogeneous conditions; these deriv-
atives are coated from a solution onto a macroporous
γ-aminopropylsilica matrix by evaporation of the solvent.
They have good capacity in the normal phase mode. Among
the various kinds of cellulose esters, cellulose tribenzoate
and its derivatives show high chiral recognition abilities
when adsorbed onto macroporous silica. The optical resolv-
ing ability of the benzoate or carbamate derivatives are
dependent on the substituents on the phenyl group (58).

Francotte (59) has demonstrated that many polymeric
chains are involved in the chiral recognition mechanism.
The supramolecular effect depends on the dissolution sol-
vent which predetermines the geometry of chiral centers. A
compilation of enantiomer separation by such phases can be
found in Reference 60.

Pirkle and coworkers (61) first employed the concept of
reciprocity of chiral recognition in designing effective chiral
selectors. The reciprocity of chiral recognition states that if
a chiral stationary phase (CSP) derived from an optically
pure compound A can discriminate each isomer of com-
pound B, then a CSP derived from an optically pure B may
discriminate each enantiomer of compound A. Many CSP
were synthesized. Some contain either a π acid or π base
moiety (or even both). However, simultaneous interactions
must be present, too (hydrogen bonding, dipolar interac-
tions).

Molecular imprinted polymers (MIPs) can selectively
recognize the template molecule used in the imprinting
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process. In molecular imprinting, monomers, such as
methacrylic acid and styrene, are first assembled around
the template molecule. This arrangement of monomers is
fixed on polymerization. After polymerization, the poly-
mer is dried, ground, and sieved, the linker bond is chem-
ically cleaved, and the templates are freed from the
polymer matrix, leaving cavities that are complementary
to the template in shape and spatial configuration. For a
review, see Reference 62. 

Chirbase provides comprehensive structural, experi-
mental, and bibliographic information on successful or
unsuccessful chiral separations which have been obtained
on CSPs. Data mining and pattern recognition with a deci-
sion tree leads to a more rational choice of the CSP or of
the mobile phase to a given CSP (63).

E. SIZE EXCLUSION

In this mode, the stationary phase is a porous solid sup-
port, the mobile phase is the most eluting one e.g. porous
silica and water. All molecules are eluted in the void vol-
ume. Large molecules cannot enter the pores and travel in
the external volume only, they are excluded; small mole-
cules can penetrate into the pores and they travel through
both external and internal volumes; by consequence their
velocity is lower than the one of large molecules. The rel-
evant retention parameter is the radius of gyration of the
molecule which can be obtained by light scattering detec-
tion at several angles. Since there is no partition, the
entropy is of paramount importance and the column tem-
perature should be thoroughly controlled. The column set
is calibrated using a series of polymer standards to deter-
mine a relationship between logM and the retention time
of the standards. Calibration is typically performed using
well-characterized standards (polystyrene, dextrans). 

For any polymer, Hv � M[η] where Hv is the hydro-
dynamic volume, M is the molecular weight (Mw), and
[η] is intrinsic viscosity. The intrinsic viscosity is the
value of the reduced specific viscosity at infinite dilution
[η] � lim c→0 ηsp/c. The Mark Houwink equation relates
intrinsic viscosity and molecular weight for a given poly-
mer/solvent combination.

[η] �K Mα where K and α are the Mark Houwink
constants.

A triple detection (differential refractometry, vis-
cosimetry, and light scattering detector) is often used
which yields an accurate response and allows the deter-
mination of branching distribution of polyolefins, for
example.

The number-average Mn, the weight-average Mw,
molecular mass values, and polydispersity are defined by 

Mn � ΣniMi/ni

Mw � ΣniM
2/niMi

Polydispersity � Mw/Mn where ni represents the number
of oligomer molecules having a mass of Mi, Mn is the
number-average molecular mass, and Mw is the weight-
average molecular mass.

IX. SAMPLE PREPARATION

A sample preparation step is often necessary to isolate the
components of interest from a sample matrix. Sample
preparation is often the major source of error in analytical
procedures as practitioners are often required by law to
use traditional methods.

Ideal sample preparation technique should be simple,
solvent free, efficient, and inexpensive. EPA method
3600C gives general guidance on the selection of clean-up
methods that are appropriate for various target analytes.

A sample pretreatment will:

i. Improve accuracy
ii. Improve detectability

iii. Improve selectivity by removal of interfering
matrix

A result is reproducible if the sample to be analyzed
is fully representative of the material to be tested. That
means that the samples taken can be equated with the
entire batch.

We can distinguish off-line and on-line procedures.

A. LYOPHILIZATION

Relatively large samples containing water-soluble ana-
lytes are frozen in a dry ice-acetone bath or in liquid nitro-
gen. Subsequently, the frozen samples are placed in the
freeze dryer where water is removed by vacuum sublima-
tion. After freeze drying, the residues can be dissolved in
a suitable organic solvent.

B. ULTRAFILTRATION

Ultrafiltration involves the use of specialized membranes
that allow rapid and gentle concentration or removal of
molecules based on their molecular weight. Ultrafiltration
membranes consist of a very thin and dense layer on top of
a macroporous support that has progressively larger open
spaces on the downstream side of the membrane.
Substances that pass through the membrane will also pass
easily through the macroporous support. Concentration can
be accomplished because molecules smaller than the
molecular weight cut-off of the membrane flow through.
Molecules larger than the membrane cut-off will be
retained on the sample side of the membrane.
Performances are affected by pressure. As the pressure
increases so does the flow rate but there is a resistance from
the concentrated layer on the surface of the membrane.
This phenomenon is called concentration polarization.
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Membranes are usually made out of cellulose or poly-
sulfone.

Porosity of membrane determines the size of mole-
cules concentrated. In the supported liquid membrane
device analytes are extracted in a flow system from an
aqueous sample through a hydrophobic membrane liquid
into a second aqueous solution. The impregnated mem-
brane is clamped between two circular PTFE blocks. Two
types of transport mechanisms across the membrane are in
use: pH gradient or ion pairing formation.

C. DIALYSIS

Dialysis is a method used to separate molecules through a
semi-permeable membrane separating two chambers. The
concentration gradient of the components across the
membrane drives the separation. Dialysis is used for
removal of excess low-molecular-weight solutes. Analytes
small enough to diffuse through the pores of the mem-
brane are collected.

Microdialysis probes are implanted into the area of
interest and slowly perfused with a solution usually
matching the fluid outside. The probe is equipped with a
membrane through which substances pass due to the con-
centration gradient. It can be coupled on line to liquid
chromatography (HPLC), capillary electrophoresis (CE),
or mass spectrometry.

The flux through a dialysis membrane is described by
Fick’s law:

I ��D . A/τ*dc/dx

where
I is the flux (mol/s)
D is the solute diffusion coefficient (m2/s)
A is the membrane area (m2) τ: is the

tortuosity of the membrane
dc/dx is the concentration gradient across

the membrane mol/m4

D is obtained from the Stocke Einstein equation,

D � k . T / 6π η r

k is the Boltzmann’s constant
T is the absolute temperature (oK)
η is the viscosity of the medium
r is  the radius of the molecule 

The smaller the molecule, the larger the diffusion
coefficient and the higher the flux. The relative recovery
or the dialysis factor is the ratio of the dialysate (analyte
in the outgoing liquid) to the concentration outside the
membrane.

There are three modes of conducting a microdialysis
experiment:

Perfusion and stirring are continuous over the
monitoring period

Perfusion is carried out only during sampling but
the stirring is maintained
Perfusion and stirring are carried out during sam-
pling only

D. LIQUID/LIQUID EXTRACTION (LLE)

This sample pretreatment is mainly devoted to organic
compounds which can be removed from an aqueous solu-
tion by extracting them into a water-immiscible solvent.
Chelation or ion pairing between large and poorly
hydrated ions and chelating agent may form neutral com-
pounds which can be extracted by organic solvents.

When two immiscible solvents are placed in contact,
any substance soluble in both of them will distribute or
partition between the two phases in a definite proportion.
According to the Nernst partition isotherm, the following
relationship for a solute partitioning between two phases
a and b is

� Kd Kd is the partition coefficient

(A)a ⇔ (A)b very often (A)aq ⇔ (A)org

It assumes that no significant solute-solute interactions or
strong specific solute-solvent interaction occurs. The Kd

value is constant when the distributing substance does not
chemically react in either phase and temperature is kept con-
stant.

The fraction extracted R is related to Kd by

� KdV/1 � KdV

Co and Cw represent the solute concentration in organic
(o) and water (w) phases, respectively. Vo and Vw are vol-
umes of organic and aqueous phases V� Vo / Vw.

It is possible to increase the extent of extraction with
a given Kd by increasing the phase volume ratio. When
performing micro LLE the analyst works with an extreme
ratio of extracting solvent/extracted liquid (for example,
1/800). Another way is to carry out a second and a third
extraction. After n extractions the final concentration of
the compound in the aqueous phase is

Cwn � Cw� �
An extraction process is more efficient if it is performed
with several small portions of solvents.

Solubility increases as the values of solubility param-
eter δ of the solute and the solvent are close.

Ln Kd � [(δs � δi)
2 � (δj � δs)

2]
V�s
�
RT

Vwn

��
VW � KdV0

CoVo
��
CoVo � CwVw

(A)a
�
(A)b
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V�s is the molar volume of the distributing solute, δs is its
solubility parameter, and δi and δj are the solubility
parameters of the pair of immiscible solvents.

It must be kept in mind that some species may exist
under different forms in aqueous media. An acid, for
example, must be written in this form:

HA ⇔ A� � H�

Kd � �

Pow is the partition coefficient of a solute between octanol
and water. It is a common measure of hydrophobicity. The
usual measurement for Log Pow is the shake flask method
where a compound is shaken in an octanol-water mixture.
After equilibrium the concentration is measured in one or
both phases. Reversed phase HPLC has also been exten-
sively used. Correlation plots of Log Pow against retention
time or capacity factors are drawn.

High values of Log Pow give guidelines for extraction.
The single drop extraction is a micro LLE method in

which a single drop of organic solvent is contained at the
end of a PTFE rod. The procedure is as follows: 2 micro-
liters of organic solvent are drawn into a microsyringe; the
needle of the microsyringe is passed through the sample
via valve and immersed in the aqueous sample; the
syringe plunger is depressed to expose the solvent to
the sample; the drop is drawn back into the syringe; and
the needle is removed from the sample vial. Usually the
needle is inserted into the hot injector of a GC instrument
(64).

Microporous membrane liquid-liquid extraction
(MMLLE) is a continuous liquid-liquid extraction pro-
ceeding via a hydrophobic membrane. The microporous
membrane is sandwiched between two immiscible liquid
phases: one aqueous and the other an organic solvent. The

membrane is wetted with a suitable organic solvent that
fills the pores of the membrane. The mass transfer process
takes place between the two phases via the pores of the
membrane (65).

E. SOLID-PHASE EXTRACTION (SPE)

This is the most widely used method. Analytes (mainly
organics) are trapped by a suitable sorbent by passing
through a plastic cartridge containing an appropriate sup-
port. A selective organic solvent is used to wash out the
target analytes. SPE is rapid and relies upon chromato-
graphic retention and Log Pow. It can be easily auto-
mated. Off-line procedures are inexpensive. On-line
devices are readily available from many companies. 

1. Off-Line Methods

A typical SPE cartridge is displayed in Figure 47.21.
Sorbents are very similar to the liquid chromatogra-

phy stationary phase. The analyst can take advantage of:

i. Non-polar interactions (hydrophobic): typically
octadecyl modified silica, polystyrene, -divinyl
benzene copolymers, or carbon-based sorbent.

ii. Polar interactions through hydrogen bond, for
example. In this mode sorbents are: bare silica,
polar-bonded silica, or polyamide.

iii. Ion exchange: benzene sulphonic acid (cation
exchange) quaternary amine (anion exchange).

iv. Immuno sorbents: the lack of selective sorbents
to trap organic analytes in water is certainly the
most significant weakness of the SPE technique. 

The most popular format is the cartridge filled with 40–60
µm dp packing materials. The most second popular format
is the disk which allows higher flow rates without chan-
neling effects. One format devoted to high throughput

(HA)0
��
(HA)aq � (A�)aq

(HA)0
�
(HA)w
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applications is the 96 well plate format (Figure 47.21)
designed to fit automated plate handling systems.

The SPE technique procedure is as follows: condi-
tioning, sample application, washing, and elution.

The adsorbent must be wetted. With bare silica no prob-
lem generally occurs but problems may occur with
hydrophobic sorbents. In this case adsorbent must be treated
with a suitable solvent. Methanol is preferred for most
applications; however, other solvents which are miscible
with water such as isopropanol, tetrahydrofuran, or acetoni-
trile are convenient as well. Conditioning is achieved with
about 2–3 column volumes of solvent. Then 1–2 column
volumes of the sample solvent are poured through the col-
umn. After this step the phase must not run dry. After
adsorption of the sample molecules the phase may run dry
through either a water jet pump or flushing with inert gas.

Elution is then performed with a strong solvent to
elute with the lowest possible volume.

Capacity is the quantity of sample molecules retained
per unit quantity of adsorbent. Capacity depends on solute
size. It lies in the range of 4 to 60 mg/g of packing.

Breakthrough of solutes occurs when they are no
longer retained by the sorbent. Overloading beyond the
sorbent capacity may also lead to breakthrough of ana-
lytes. The breakthrough volume can be measured from the
breakthrough curve obtained by monitoring the signal of
the effluent from the extraction column (Figure 47.22).

Vb is usually defined at 1% of the initial absorbance
and corresponds to the sample volume that can be handled
without breakthrough.

Vr is the retention volume of the analyte.
Vm is defined at 99% of the initial absorbance.
The method is time consuming. Another method is pro-

posed: a small volume spiked with a trace concentration
(µg/L) level of all the analytes is percolated through the car-
tridge and peak areas are recorded. The first volume is
selected so that breakthrough does not occur for any solute.
The sample volume is then increased and the concentration
decreased in order to have a constant amount of analytes in
the percolated samples. In this mode peak areas remain 

constant. The breakthrough volume of an analyte is calcu-
lated when the peak area begins to decrease and the corre-
sponding recovery can be also calculated by dividing the
peak area obtained for the sample volume by the constant
peak area obtained for sample volumes before break-
through.

Prediction of breakthrough volume is important for
selecting a convenient sorbent and consequently the
amount of sorbent (66).

i. Hydrophobic sorbents: n alkyl silicas are by far
the most utilized. A large number of applications
on such sorbents has been published. The draw-
backs (as with every bonded silica) are the poor
stability in very acidic or basic media, the 
relatively low capacity for polar solutes, and the
low recovery of basic analytes.

From liquid chromatography we know that in
reversed phase mode 

Ln k � Ln kw � S φ
or Ln k � Ln kw � bφ � aφ2

where φ is the organic modifier volume percent
in the binary mobile phase (water/modifier).

Ln kw can be estimated by a graphical
extrapolation to zero modifier content. Ln kw

represents the hypothetical capacity factor of
the solute with pure water as eluent. Since Ln
kw is very often correlated with Log P octanol/
water, it is often taken as a hydrophobicity con-
stant. Values of Ln kw may be as high as 3–4
which means that large sample volumes with
trace amount of solutes can be handled.

Styrene Divinyl Benzene copolymers (PS-
DVB), either porous or rigid, are stable over the
whole pH range. Calculated Ln kw values on
these sorbents are higher than those on C18.
Consequently, moderately polar compounds
which are not retained by C18 silica are more
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readily concentrated on these sorbents. Carbon-
based sorbents are gaining acceptance since the
availability of porous graphitic carbon. Data
obtained with this support demonstrate that it
exhibits high retention for apolar compounds but
some differences with PS-DVB and C18 bonded
silica are observed. Hydrophilic-lipophilic poly-
mers do not require equilibration prior to extrac-
tion of the analytes.

Selection of eluting solvent is performed
through knowledge of eluting strength ε0 of the
solvent in the chromatographic mode.

ii. Use of polar adsorbents is less advocated.
Behavior of solutes is well understood since a lot
of chromatographic data can be retrieved from
TLC (thin layer chromatography) experiments.
Flash chromatography is often a new version of
silica-based cartridges. Flash chromatography is
utilized for laboratory-scale separation. The
apparatus is a sintered funnel partially filled with
the sorbent (mostly bare silica or reverse phase
silica). The mixture of compounds to be purified
is adsorbed on the top of the sorbent and the fun-
nel is connected to a flask under vacuum. The
vacuum is maintained while the solvent is added
to the surface of the column. The solvent is
sucked through and collected in the flask. 

iii. By pH adjusting many solutes can be ionized
(e.g., carboxylic acids) and trapped on ion
exchangers. Owing to pH stability resins are
widely used. The drawback comes from high
amounts of inorganic ions which easily over-
load the capacity of the sorbent. SPE products
of the mixed mode type are gaining acceptance.
Most of them are a mixture of hydrophobic and
ion exchange materials.

iv. Classical SPE sorbents suffer from a lack of
selectivity. Many compounds present in the sam-
ple and belonging to the same range of polarity
as the target analytes are co-extracted, thus mak-
ing difficult the determination of analytes of
interest. A biological approach consists of devel-
oping antibodies against a target molecule.
These antibodies are immobilized onto a solid
phase to produce an immunosorbent. The most
common approach involves covalent bonding of
the antibodies onto activated silica or sepharose.
Another method is the sol-gel one, which con-
sists of encapsulating antibodies in the pores of
a hydrophilic glass matrix. As usual, there are
two procedures: off-line and on-line. Main
requirements are cross reactivity (affinity
towards compounds with a structure similar to
the antigen), capacity (defined as the total num-
ber of immobilized active antibodies), and
extraction recovery. It is now possible to produce

antibodies against some target compounds
including some small molecules such as 
pesticides. For example an immunosorbent
made with polyclonal anti-isoproturon antibod-
ies covalently bound to a silica sorbent is able to
concentrate several phenylureas. Due to the high
selectivity, phenylureas can be detected at 0.1
µg/L level in waste waters (67).

2. On-Line Methods

On-line coupling SPE to either LC or GC is easily per-
formed. In the simplest way a precolumn is placed in the
sample loop position of a six port switching valve. After
conditioning, sample application, and cleaning via a low-
cost pump the precolumn is coupled to an analytical col-
umn by switching the valve into the inject position. The
solutes of interest are directly eluted from the precolumn
to the analytical column by an appropriate mobile phase.

The sequence can be fully automated, for example, in
the Prospekt system (69).

F. SOLID-PHASE MICRO EXTRACTION (SPME)

This process uses a 1 cm length of focused silica fiber,
coated on the outer surface with a stationary phase and
bonded to a stainless steel plunger holder that looks like a
modified microliter syringe (68). The fused silica fiber
can be drawn into a hollow needle by using the plunger. In
the first process, the coated fiber is exposed to the sample
and the target analytes are extracted from the sample
matrix into the coating. The fiber is then transferred to an
instrument for desorption (Figure 47.23). Miniaturized
SPE devices were recently designed by Millipore. These
Zip TipsTM are used with Maldi –TOF.

G. CLEAN-UP

Extracts obtained from either LLE or SPE contain analytes
and other compounds which may interfere in the chromato-
graphic separation. A clean-up is required. The most widely
used is fractionation by LC. Extract is loaded onto a chro-
matographic column packed with an appropriate sorbent
(silica, alumina, florisil, bonded silica), and step elution
with solvents is carried out. Each fraction is collected and
submitted to chromatography. Derivatization prior to frac-
tionation is sometimes performed. 

Coupling two sorbents in SPE procedure, for example,
hydrophobic sorbent and ion exchange in series, is efficient.

A chart on sample preparation is available upon
request from LC-GC International.

X. VALIDATION

Evaluation and validation of analytical methods and
laboratory procedures are of paramount importance since
the quality of produced chemical information must be
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acknowledged by the customer as the end user of this infor-
mation. A recognition of quality demands is achieved
through accreditation or certification based on international
quality standards as issued for example by ISO or OECD.
The ideal validated method for food control was defined by
the FAO, Food and Nutrition Paper 68, Validation of
Analytical Methods for Food Control, Report of
FAO/IAEA Expert Consultation FAO/UN Rome, 1998.
The ideal validated method is one that has progressed fully
through a collaborative study in accordance with interna-
tionally harmonized protocols for the design, conduct, and
interpretation of method performance studies. This usually
requires a study design involving a miniumum of five test
materials, the participation of eight laboratories reporting
valid data, and most often includes blind replicates or split
levels to assess within laboratory repeatability parameters.

Validation begins at the vendor’s site, in the structural
validation stage. During this stage, the analytical instru-
ment and software are developed, designed, and produced
according to Good Laboratory Practice (GLP) and/or the
International Organization for Standardization (ISO) guide-
lines. The FDA has published draft guideline 21 CFR Part
11, which focuses on software validation of computer sys-
tems (Draft Guidance for Industry: 21 CFR Part 11

Electronic Records; Electronic Signatures, Validation, U.S.
Food and Drug administration, August 2001.

21 CFR Part11 has specific requirements that involve
back-up and recovery of chromatographic data.

Calibration is a set of operations that establish, under
specified conditions, the relationship between values of
quantities indicated by a measuring instrument or measur-
ing system, or values represented by a material measure or
a reference material and corresponding values realized by
standards. Calibration constitutes the link between mate-
rials and analyzed samples that is necessary for traceabil-
ity of analytical results.

A. DETECTION

Dynamic range is that range of concentrations of the test
substance over which a change in concentration produces
a change in detector signal.

The lower limit of the dynamic range is defined as
the concentration producing a detector output signal
equal to a specified multiple of the detector short-term
noise level.

The upper limit of the dynamic range is the concen-
tration at the point where the slope of the curve obtained
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by plotting detector response as a function of concentra-
tion becomes zero.

Linear range is that range of concentrations over
which the sensitivity (S) is constant to within a defined
tolerance (Figure 47.24).

Limit of detection (LOD) is defined as the lowest con-
centration of an analyte in a sample, below which the ana-
lytical method cannot reliably detect a response.

A widely used detection limit technique is the 3 σ
approach which is mandated for EPA testing. The standard
deviation in concentration units is calculated by computing
the standard deviation of blank replicates (�7) and dividing
by the slope of the calibration curve. The number is multi-
plied by the appropriate value of the Student’s t for the cho-
sen α and for n�1 degrees of freedom. The method used to
determine LOD should be documented and defined.

Limit of quantification (LOQ) is the smallest quantity
of compound to be determined in given experimental con-
ditions with defined reliability and accuracy. A signal to
noise ratio of ten is adequate.

Limit of detection � (3Sx/y)/b

Limit of quantification � (10Sx/y)/b

where b � slope of best fit regression line and Sx/y �
estimate of residual standard deviation.

Both LOD and LOQ are affected by chromatographic
conditions. Peak height is proportional to the solute con-
centration in the sample and to the injected volume. If one
wants to improve the plate count of the column he or she
may lose sensitivity.

Detector’s noise is short-term noise in the maximum
amplitude of response for all random variations of the
detector signal of a frequency greater than 1 cycle per
minute. Long-term noise is similar to short-term noise
except that the frequency range is between 6 and 60 cycles

per hour. Drift is the measure of the amplitude of the devi-
ation of detector response within 1 hour.

B. REPEATABILITY (ISO 3534)

Qualitative means the closeness of agreement between the
results obtained by the same method on identical test
material under the same conditions (same operator), same
laboratory, same apparatus, and short interval of time
(same day).

Quantitative is the value below which the absolute dif-
ference between two single test results obtained under the
above conditions may be accepted to lie with a specified
probability (usually 95%).

It is generally assessed by a minimum of nine determi-
nations over the prescribed range for the procedure, e.g., at
three concentrations, three replicates each, or by a minimum
of six determinations at 100% of the test concentration.

C. REPRODUCIBILITY (ISO 3531)

Reproducibility expresses the precision between laborato-
ries.

Qualitative means the closeness of agreement between
individual results obtained with the same method on iden-
tical test material but under different conditions (different
operators, different apparatus, different times, interday).

Quantitative is the value below which the absolute dif-
ference between two single test results on individual
material obtained by operators in different laboratories
using the standardized test method may be expected to lie
within a specific probability (usually 95%).

D. SELECTIVITY

Selectivity is a measure of the extent to which the method
is able to determine a particular compound in the matrices
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without interference from matrix components. Specificity
is often used instead of selectivity.

E. LINEARITY

Linearity of analytical procedure it is the ability of the
method to elicit test results that are directly proportional
to analyte concentration (or mass) within a given range.

The analyst must determine:

– linear slope
– y intercept
– correlation coefficient
– relative standard deviation
– normalized intercept/slope.

F. ACCURACY

Accuracy measures the difference between the true value
and the mean value obtained from repeated analysis.
Accuracy can be assessed by analyzing a sample of
known concentration (reference material) and comparing
the measured value to the true value. One can compare
test results from the new method with results from an
existing method. Another procedure is to spike the analyte
in blank matrices or to perform standard additions.
Analysis of variance (ANOVA) estimates the within run
precision and the between run precision.

G. PRECISION

Precision is the measure of the degree of repeatability of
an analytical method under normal operation and is nor-
mally expressed as the percent relative standard deviation
(RSD) for a statistically significant number of samples.

H. RELIABILITY

Reliability means the probability that the results lie in the
interval defined by two selected limits. It gives a rigorous
method for evaluating the correctness of a method of
analysis in relation to two limits for error.

I. RUGGEDNESS

Ruggedness is the capacity of an analytical method to pro-
duce accurate data in spite of small changes in experimen-
tal conditions (for example, small flow-rate variations in
HPLC). The robustness of the method is evaluated by vary-
ing method parameters such as percent of organic modi-
fier, pH of the buffer, column temperature, flow rate, etc.

J. EXTRACTION RECOVERY

Percentage recovery of the extraction is determined by
comparing the detector response of an extracted sample
with that of a directly injected standard.

K. INTERNAL STANDARD

Mostly used in chromatography and capillary electrophore-
sis, the internal standard monitors the behavior of sample
solutes to be analyzed and quantitatively determined.

Internal standard must fulfill some requirements:

– It must exhibit retention behavior similar to the
solutes.

– It must exhibit chemical functionalities and
structure similar to the solute.

– If a derivatization step is involved in the method,
the same reaction must be applied to the internal
standard.

– If a sample pretreatment is required, it is better to
submit the internal standard to the sample pre-
treatment and check recovery.

Analysis procedure
A standard solution contains the sample and the inter-

nal standard at concentrations CT and CE, respectively.

mT � CT*VT � KT
. AT

mE � CE*VE � KE
. AE

VT, VE are the injected volume of the sample and the inter-
nal standard. KT is the response coefficient of the sample
and AT the peak area. KE is the response coefficient and
AE the peak area of the internal standard. Usually VT � VE

The concentration ratio is kept constant whatever the
injection volume. A sample solution contains the sub-
stance to quality at concentration CX. Internal standard is
added at the same CE concentration as in the previous
standard solution. We thus can write:

mX � CX
. Vinj � KX

. AX

mE � CE
. Vinj � KE

. A�E

A�E ≠ AE since two injections are performed. Vinj is con-
stant.

� �

�

then

� �

� . �

CX � CT
. . if CE is kept constant

AX
�
A�E

AE
�
AT

KX
�
KE

AX
�
AT

CT
�
CE

CX
�
CE

KX
�
KE

CT
. AE

�
CE

. AT

CX
�
CE

KT
�
KE

KX
�
KE

AX
�
A�E

KX
�
KE

CX
�
CE
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It is necessary to check the detector response. Standard
solutions are prepared.

C1T � CE A1T � A�E

C2T � CE A2T � A
E

C3T � CE A3T � A
�E

Sample solution CX � CE AE � AE

XI. CONCLUSIONS

The large volume of available literature on HPLC is highly
indicative of the wide use of the technique. Columns are
being constantly improved and are highly reproducible.
Progress in instrumentation is based on the hyphenation
with mass spectrometry which can be considered as the
detector. Looking for a separation, one is 99% sure that it
has been carried out previously. The drawback is that the
published separation generally does not fit the analyst’s
purpose since it has been performed on standards or another
matrix, but it is of great help. Analysts should not forget
that selectivity is cheaper to achieve than efficiency.

The reader can find more information on chromatog-
raphy in Refs. 70 to 73; on mass spectrometry in Refs. 74
to 77; and on sample preparation in Refs. 78 and 79.

ABBREVIATIONS AND ACRONYMS

% Percent (parts per hundred)
A Absorbance (A � log [1/T])
AAS Atomic absorption spectrometry
ACN Acetonitrile
amu Atomic mass unit
APCI Atmospheric pressure chemical ionization
API Atmospheric pressure ionization
AU Absorbance units
AUFS Absorbance units full scale
CCD Charge-coupled device
CE Capillary electrophoresis
CEC Capillary electrochromatography
CL Chemiluminescence
CLND Chemiluminescent nitrogen detection
CMC Critical micelle concentration
CSP Chiral stationary phase
DAD Diode-array detection
ESI Electrospray ionization
FTIR Fourier transform infrared
GC Gas chromatography
GLP Good laboratory practice
HETP Height equivalent to a theoretical plate
HPLC High performance liquid chromatography
IC Ion chromatography

ICP Inductively coupled plasma
IEC Ion-exchange chromatography
IR Infrared
IS Internal standard
ISO International Organization for

Standardization
LDR Linear dynamic range
LIF Laser-induced fluorescence
LIFD Laser-induced fluorescence detection
LLE Liquid liquid extraction
LSC Liquid-solid chromatography
LSD Light scattering detector
LSS Linear solvent strength
MALDI Matrix assisted laser desorption ionization
MCP Multi channel plate
MIP Molecular imprinted polymer
MMLLE Micro membrane liquid liquid extraction
MS Mass spectrometer or

mass spectroscopy
MW Molecular weight (also mol wt, M)
NMR Nuclear magnetic resonance
NP Normal phase
NPC Normal phase chromatography
PDA-UV Photodiode-array UV
PS-DVB Polystyrene-divinylbenzene
Q-TOF Quadrupole time of flight
RI Refractive index
RP Reversed phase
RP-HPLC Reversed-phase high performance liquid

chromatography
SAX Strong anion exchanger
SCX trong cation exchanger
SIM Selected ion monitoring
SPE Solid-phase extraction
SPME Solid-phase microextraction
SSI Sonic spray ionization
TLC Thin layer chromatography
TOF Time of flight
UV Ultraviolet
UV-VIS Ultraviolet-visible
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Mass spectrometry (MS) is a powerful modern analytical
technique which provides detailed structural information
for molecules. This capability, and the fact that it easily
interfaces with commonly used chromatographic
techniques, makes it a very useful tool for food analysis.
MS can be used to characterize food composition or to
monitor adulteration of foods by residues or other
extraneous substances. A recent review by Careri et al.
[1] is an excellent reference that demonstrates the wide
scope of MS in the analysis of food, including the analy-
sis of natural and xenobiotic substances as well as metals
in food products. An earlier review by Careri 
et al. [2] described the use of LC/MS for residue analysis
in food.

This chapter is not meant to be an exhaustive list of all
references pertaining to the use of MS for food analysis,
but rather is intended to further illustrate the many differ-
ent applications in which MS has been used to character-
ize food. First, the types of modern instruments and
experiments that may be used to perform MS on food
samples are briefly described. An overview of how MS
has been used to determine the natural components of
food is followed by a description of the use of MS to
determine residue level contaminants such as pesticides,
animal drugs, mycotoxins, and packaging materials in
foods. Further illustration of how MS has been used to
study foods for a variety of purposes is given using exam-
ples of specific commodities (bovine milk and berries).
Finally, some of the emerging trends in the analysis of
food by MS are discussed. 

I. MASS SPECTROMETRY (MS):
INSTRUMENTS AND TECHNIQUES

The MS experiment consists of forming ions, separating
those ions based on differences in their mass/charge (m/z)
ratio, and detecting (counting) the number of ions at each
m/z value. Although MS has changed dramatically in the
past few decades, this basic process applies to modern
techniques as well as those performed with more tradi-
tional MS instruments. A complete review of the funda-
mentals of MS theory is beyond the scope of this chapter,
but many such resources are available [3, 4]. 

MS is an important modern analytical technique for
the analysis of food because of the type of detailed infor-
mation that is obtained. Traditionally, using an electron
impact (EI) ion source, the analyte is introduced in the gas
phase into an evacuated chamber and is bombarded with
an electron beam of 70 eV. As a result of this interaction,
the compound loses an electron and becomes a positively
charged radical cation. In addition, the amount of energy
used is generally enough to break bonds in the molecule
and provide ionized fragments. The resulting fingerprint
of ions at different m/z values with varying intensities can
be used to determine a probable identity of the original
analyte. This process of interpreting mass spectra to
deduce molecular structure from EI experiments has been
well studied and described [5]. 

In addition to collision with a high energy electron
beam, there are many other methods of ionizing com-
pounds so that they can be analyzed by MS. For example,

* The opinions expressed are those of the author and do not necessarily reflect the official views of the U.S. FDA.



positive ion chemical ionization (CI) transfers a proton
from an ionized reagent gas, such as methane or isobu-
tane, to an analyte with higher proton affinity to form a
protonated (ionized) compound. Alternatively, a highly
electronegative compound can capture thermalized
(slower) electrons to form a negative ion when a reagent
gas is present in the ion source. Desorption from high
energy sources such as a lasers, fast atoms, high fields,
etc. can also be used to form and eject ions from solids or
liquids into the lower pressure region of an MS instru-
ment. Matrix assisted laser desorption ionization
(MALDI) has become a very popular method for intro-
ducing large biomolecules such as proteins into a mass
spectrometer and has helped revolutionize the study of
these compounds in many biological applications. 

The introduction of two interfaces, electrospray ion-
ization and atmospheric pressure chemical ionization, has
allowed LC/MS to become widely used and commercially
available. In electrospray ionization (ESI) the effluent
from an LC is sprayed, usually pneumatically assisted
with nitrogen gas, into a high electric field (3–5 kV) at
atmospheric pressure. This process creates a stream of
charged droplets that become smaller as they are acceler-
ated into the field. Charged particles in the solution are
ejected as the droplets evaporate or are released when the
droplets explode as the surface forces become too high.
The ionized molecules can then be sampled and acceler-
ated through small orifices into a high vacuum region of
the instrument where they can be separated and detected.
One advantage of ESI is that multiply charged ions can be
formed (e.g., on proteins with multiple sites available for
protonation). This allows compounds with very high
molecular weight to be analyzed with MS instruments uti-
lizing traditional mass range (m/z 1000–2000) ion separa-
tors. With atmospheric pressure chemical ionization
(APCI), the LC effluent is again sprayed into an atmos-
pheric pressure chamber with nitrogen gas. However, in
this case the LC mobile phase (water, methanol, etc.) is
vaporized and ionized by a corona discharge. The ionized
mobile phase can then act as a chemical ionization reagent
gas and perform proton transfer reactions with the analyte
to generate charged molecules. The bulk of the mobile
phase must then be thermally vaporized before entering
the lower pressure region of the MS instrument. 

In contrast to electron ionization, the alternative ion-
ization methods of CI, ESI, and APCI are relatively soft
(low energy) ionization techniques. Therefore, not as
many fragment ions are formed by the breaking of chem-
ical bonds during these processes. As a result, the mass
spectrum obtained may only consist of one peak, the pro-
tonated (or deprotonated) molecular ion. While these data
give valuable information regarding the molecular weight
of an analyte, structural ions are not available. For this
reason, tandem MS or “MS/MS” is often used in conjunc-
tion with these ionization techniques to yield additional 

structural details. In the MS/MS experiment, one ion is
isolated from all other ions, and a secondary energy
source (such as bombardment with energized argon or
helium gas) is introduced to break that ion into fragment
ions. A second stage of ion separation is then performed
to yield another mass spectrum consisting of only ions
created from the collision induced dissociation of the ini-
tial parent ion. This secondary spectrum is referred to as a
product ion spectrum and contains more information
regarding fragments of the original molecule. For exam-
ple, one common MS/MS instrument used is the triple
quadrupole. After an ion is formed and introduced into the
MS, it can be isolated from others using a quadrupole ion
filter. A second quadrupole, which uses only RF fre-
quency, acts as a collision cell, where the ion is impacted
with argon. The third quadrupole can then be used to sep-
arate ions formed in the collision cell. This instrument can
be used in other modes, but this is a common method to
obtain structural information for a specific analyte. An ion
trap separation device can also be used to obtain informa-
tion-rich product ion spectra from molecular ions created
from soft ionization techniques. 

Mass spectrometers can be programmed to optimize
for selectivity, specificity and sensitivity for any given
compound. For example, when looking for a specific ana-
lyte in a complex mixture, an MS method can be pro-
grammed to scan for only one ion or set of ions (selected
ion monitoring, or SIM). With an MS/MS instrument,
specific ion transitions or parent-product ion pairs can be
acquired (selective or multiple reaction monitoring, SRM
or MRM). These techniques can greatly improve detec-
tion and confirmation limits for residues in food. Another
valuable MS experiment that has been used in food analy-
sis, for component characterization as well as residue
analysis, is the measurement of the exact mass of mole-
cules of interest using high resolution instruments. Time-
of-flight analyzers have been used to obtain exact mass
information for large biomolecules; these are often cou-
pled to a MALDI MS source. 

The commodities included for consideration under the
category of food analysis represent a wide variety of com-
plex matrices of plant and animal origin. In order to ana-
lyze a specific compound in a food product by MS,
extensive sample preparation and analyte isolation is often
required. Examples of some of the approaches used to
accomplish this are liquid-liquid extraction, solid-phase
extraction, and immunoaffinity techniques. The goal of
these procedures is to remove as many matrix components
as possible, while concentrating the analyte of interest.
Often there is a trade-off between maximum recovery of
the residue and the time and effort required to perform the
analysis. This becomes more of an issue as requirements
for high sample throughput increases. 

Regardless of the sample preparation and extraction
procedures used, a chromatographic separation step is
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usually applied prior to MS analysis when analyzing com-
ponents or residues in food. If the compounds of interest
are sufficiently volatile and thermally stable, GC/MS is the
preferred technique. Electron ionization is the most com-
mon MS technique used with GC because it gives struc-
turally rich spectra. Chemical ionization with either
positive or negative ion detection, is also possible with
GC/MS. The most common LC/MS methods involve the
use of a reverse-phase LC system interfaced to an electro-
spray or APCI MS source. Tandem MS can then be used to
obtain additional structural ions. Often many compounds
of interest in food analysis can be ionized using either ESI
or APCI, and the best interface for each analyte may have
to be determined empirically. Helpful resources detailing
many more of the practical aspects for implementation of
successful LC/MS analyses are also available [4]. 

II. MS ANALYSIS FOR DETERMINATION
OF FOOD COMPOSITION 

MS has been used to characterize the natural composition of
food products. Specifically, this can be used to describe the
profile of major components in a food product, to differen-
tiate between similar products, or to measure small amounts
of naturally occurring substances which are believed to be
either beneficial or deleterious. The type of MS analysis
used for the characterization of food components depends
on the nature of the analytes. Many of the articles cited
below are reviews and should serve as a guide to the reader
looking for a specific type of analysis or food product. 

Several reviews cover MS analysis of major compo-
nents in foods including proteins and peptides [6, 7]. The
analysis of peptides and proteins requires the use of tech-
nique that is designed for large non-volatile molecules
such as electrospray ionization or MALDI. MS can be
used in protein studies to characterize conformational
changes or post-translational modifications such as glyco-
sylation or phosphorylation. The information obtained by
MS can then be used to help determine how these factors
affect food qualities such as flavor, texture and nutritional
value. The effect of processing (pasteurization, hydroly-
sis, etc.) on the structure and function of food proteins can
also be examined using MS techniques. Analyses of the
proteins associated with milk (casein, whey components
lactalbumin and lactoglobulin), cereal (globulins, albu-
mins, glutenins, prolamins), and eggs (ovalbumin, conal-
bumin, lyzosyme) have been performed using MS. One
study characterized the different gluten proteins that are
unique to various grains (wheat, rye, barley and oats) in
cereal mixtures using MALDI time-of-flight (TOF) MS
[8]. A few studies of meat proteins have been performed
using MS. In one report, LC/MS using electrospray was
used to study the polypeptides from whole and ground
meat and how that profile changed during storage of the
meat products [9]. 

The analysis of fatty foods (lipids, oils, fatty acids,
etc.) can be accomplished using either GC/MS or LC/MS
methods. In one study, GC/MS was used to determine the
types and amounts of free fatty acids produced in the
ripening of ewe milk cheese [10]. In this study, solid
phase microextraction (SPME) was used to extract the
fatty acids from the food matrix and the amount of
butanoic, hexanoic, octanoic and decanoic acids were
measured at part-per-million levels using GC/MS.
Alternatively, a direct infusion electrospray MS method
was developed to study different nut and vegetable oils
and to determine if additional (adulterant) oils were added
to olive oil [11]. Razzazi-Fazeli et al. [12] published a
determination of cholesterol oxides in processed foods
such as butter, lard, and egg powder using LC/MS with
APCI and selected ion monitoring. 

Characterizing the carbohydrate composition in food
is also important. These compounds are difficult to ana-
lyze using traditional methods as they are nonvolatile,
thermally unstable, and generally do not have a strong UV
chromophore. In one food application, the saccharide pro-
files of caramel from different sources were evaluated
using GC/MS after forming trimethylsilyl derivatives.
Specific compounds were identified as possible indicators
of the authenticity of the caramel product [13]. The car-
bohydrates found in human milk have been studied after
derivatization with 2-aminoacridone using MALDI-TOF
and electrospray MS, in addition to spectrofluorimetry
[14]. The changes that occur to carbohydrates after pro-
cessing can also by studied by MS methods. For instance,
the starch components in treated potato starch were ana-
lyzed using anion exchange chromatography coupled to
electrospray MS after enzymatic hydrolysis of the starch
polymer [15]. In addition to studying carbohydrate pro-
files, MS is often used to characterize compounds such as
peptides or flavonoids that may also include one or more
sugar molecules. 

Minor components of food products can also be char-
acterized by MS analysis. Flavor and fragrance compo-
nents tend to be inherently volatile and thermally stable
organic compounds such as ketones, aldehydes, alcohols,
and terpenes. GC/MS is the preferred MS analysis tech-
nique for these compounds. Isolation from the food prod-
uct is often accomplished by head-space sampling
techniques such as purge and trap or solid phase micro
extraction methods [16, 17]. Examples of how these MS
techniques are used in flavor analysis for specific food
commodities, bovine milk and berries, are illustrated later
in this chapter. 

Recently there has been a great deal of interest in
minor components of foods that may have high nutritional
or nutraceutical value. Vitamins such as tocopherols and
folates can be measured in food using MS techniques. For
example, a method to determine alpha-tocopherol in
infant foods (milk and cereal) was developed using
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LC/MS (single quadrupole) with an APCI interface [18].
Deuterium- labeled tocopherol was used as an internal
standard and detection limits of 2.5 ng/mL were achieved.
A LC/fluorescence method for folic acid and 5-methyl-
tetrahydrofolic acid in a variety of foods was validated
using a complementary electrospray LC/MS method [19]. 

Flavanoids, including anthocyanins, may have benefi-
cial antioxidant properties. The identification and quan-
tification of these compounds in different foods is an
important aspect of the research to determine the effects
these chemicals may have on human health. There are
many recent examples of how MS is being used in this
emerging area of food analysis including the characteriza-
tion of anthocyanins in food using LC/MS and capillary
electrophoresis [20]. The oxidative phenolic compounds
in artichokes have been characterized using electrospray
LC/MS [21]. Flavonoid glycosides, such as kaempferol
glucoside and others, were studied in almonds [22] using
MALDI-TOF MS and in tomatoes using electrospray
LC/MS/MS [23]. The distribution of anthocyanins,
flavonols, and carbohydrates in different layers of red
onion was also studied using electrospray LC/MS [24]. 

Some minor components in food products are thought
to be deleterious and the characterization of these is also
important. For example, the health effects of acrylamide
residues that can be formed in various fried and baked
foods have recently been questioned and can be monitored
by LC/MS/MS [25]. Another area of interest is the pres-
ence of known cancer causing agents such as polycyclic
aromatic hydrocarbons (PAHs) and heterocyclic aromatic
amines that may occur in food treated in certain ways, such
as frying or smoking. These compounds can also be mon-
itored using MS analysis [26]. In one study, polyaromatic
hydrocarbons in liquid smoke flavorings were analyzed by
GC/MS, and a higher proportion of lower molecular
weight PAHs were found; benzo(a)pyrene was present in a
few samples, but at fairly low concentrations [27]. The
determination of heterocyclic amines in lyophilized meat
extracts was performed using LC/MS with an APCI source
and ion trap MS/MS detection. Low part-per-billion levels
could be detected [28]. Volatile nitrosamines in dry
sausages were also monitored using an APCI LC/MS/MS
method [29]. 

III. MS ANALYSIS IN THE DETECTION OF
CONTAMINANTS AND RESIDUES 
IN FOOD

MS in also used to detect, measure, and identify foreign
compounds such as pesticide or drug residues and envi-
ronmental contaminants in food products. Several types of
experiments can be performed when using MS to analyze
food commodities for residues including screening, deter-
minative or confirmatory analyses. Historically MS, often

in conjunction with GC or LC, has been used for confir-
matory analysis to positively identify a residue of con-
cern. Mass spectrometry is the ideal tool to confirm the
identity of a residue due to its inherent sensitivity and
selectivity. There are established guidelines that define
how closely the mass spectrum of an unknown or suspect
residue must match that of a standard in order to be con-
sidered confirmed [30, 31]. MS methods can also be used
to quantitate the amount of residue present. Traditionally,
this has been more widespread with GC/MS, but is
becoming more standard practice with LC/MS as well
[32]. Care must be taken to use appropriate internal stan-
dards. If available, isotopically labeled analogues are the
preferred internal standard because their response and
fragmentation will most closely match that the analyte of
interest. Because of its universal nature, MS can also be a
powerful tool for screening for multiresidues or even mul-
ticlass residues in food analysis, and this application is
becoming more common as MS is used more routinely. 

Antibiotics are the most common type of drugs given
to food animals. These are given both therapeutically and
subtherapeutically to prevent disease and increase feed
efficiency. The possibility of drug residues remaining in
the edible product and the potential human health prob-
lems associated with exposure to these residues is a con-
cern with widespread drug use in food animals. Mass
spectrometry is commonly used to analyze antibiotic
residues in foods [33, 34]. MS was traditionally used as a
confirmatory analysis method to identify illegal residues
in food. Many of the drugs of concern are polar non-
volatile compounds, so while it used to be more common
to analyze derivatized residues by GC/MS, many recent
reports utilize LC/MS methods. There are many examples
of this including beta-lactam and sulfonamides residues in
milk [35, 36], tetracycline residues in various foods [37],
and fluoroquinolones and phenicols in aquacultured prod-
ucts [38], as well as many others. In addition to antibi-
otics, other animal drugs such as hormones can be
monitored by MS. An example is a method that uses
GC/MS not only to confirm, but also to quantitate ana-
bolic steroids in bovine muscle tissue [39]. An upcoming
trend is to use the universal response of the mass spec-
trometer, along with the capability of LC/MS/MS to pro-
vide diagnostic information, to screen for many types of
residues with a generic extraction procedure [38, 40]. 

There is a long record of using MS for the determina-
tion and identification of pesticide residues in food prod-
ucts, especially in produce commodities. Historically
pesticide residues could be monitored by GC/MS analysis
only after extensive sample preparation using large sample
sizes and liquid-liquid extraction procedures. Because
many pesticides are volatile and thermally stable GC/MS is
still the technique of choice for many of these compounds.
The use of time-dependent selected ion monitoring GC/MS
programs allows for the screening, determination and 

48-4 Handbook of Food Science, Technology, and Engineering, Volume 1



confirmation of a large number of pesticides from a single
analysis. This technique has been used to determine pesti-
cides containing nitrogen, sulfur, or oxygen in a variety of
foods [41]. Alternatively, the analysis of pesticides using
GC/MS/MS with an ion trap detector to obtain product ion
spectra can yield a very selective and sensitive method for
a large number of compounds [42]. A new trend in the
analysis of pesticides by GC/MS is the use of more rapid
extraction methods. One report describes the use of auto-
mated solid phase extraction to isolate organochlorine and
pyrethroid residues from a variety of fruits for analysis by
GC with electron capture and confirmation by GC/MS [43].
In another example solid phase micro extraction (SPME)
coupled directly to GC/MS has been used for the analysis
of chlorpropham in potatoes and amitraz in honey at ppb
levels [44]. Another innovation in this area is to use low-
pressure fast GC coupled to MS for pesticide analysis [45].
In this approach a shorter, wider bore GC column with a
thicker film was operated at fast flow rates and low pressure
allowing for faster analysis, increased injection sample size
and reduced thermal degradation. 

Some classes of pesticides are not as amenable to
GC/MS due to limitations of volatility or thermal stability,
and LC/MS may be the technique of choice for these ana-
lytes [46]. For example, the determination of aldicarb and
its metabolites in various food extracts has been reported
using LC-APCI [47]. Carbamates are another class of pes-
ticides that can be best analyzed by LC/MS. One report
describes the isolation of thirteen carbamates from
orange, grape, onion and tomatoes by matrix solid-phase
dispersion with analysis by LC/MS [48]. These authors
determined that both electrospray and APCI were suitable
for the analysis of these compounds with similar sensitiv-
ity (ppb) and structural information obtained. 

Dioxins are a class of compounds that create a partic-
ular analytical challenge. Formed as breakdown products
from industrial chemicals, these compounds are extremely
toxic and have a very long residence time in the environ-
ment. Because of this, the potential of very low, yet possi-
bly still toxic, amounts of dioxins entering the food supply
is a real concern. Analytical methods must therefore be
able to detect part-per-trillion (and sub-ppt) amounts of
these compounds in a wide variety of environmental and
food matrices. Another challenge is that dioxins exist in
many similar forms, or congeners. These compounds may
have closely related molecular structure but different toxi-
cological properties. Historically, extensive extraction
methods (Soxlet, multi-stage column chromatography,
etc.) using relatively large sample sizes were coupled with
GC/MS detection [49]. The MS instruments used may
need to have high enough resolution to distinguish
between compounds with the same nominal molecular
weight. Magnetic sector or high-resolution ion trap instru-
ments typically have been employed for this purpose.
Recently some of the newer MS techniques have been

applied to dioxin analysis including the use of time-of-
flight instruments and isotopic dilution quantitation [50]. 

The formation of mycotoxins is a prevalent problem
in foods such as grains and peanuts. The use of MS, espe-
cially LC/MS, has allowed for much more efficient mon-
itoring of these toxins. For example, the analysis of
aflatoxin can be performed with great sensitivity and
selectivity by LC/MS. One recent reference describes the
use of MS to identify individual peanuts with high levels
of aflatoxin in a processing stream by dipping the nuts
into an extraction fluid and analyzing the fluid by MS/MS
[51]. Other methods describe the optimized LC/MS APCI
conditions for the determination of A-trichothecene
mycotoxins in grains such as oats, maize, barley and
wheat [52]. Mycotoxins can also occur in fruits and their
juice products. LCMS and GC/MS have been used for the
analysis of the mycotoxins alternariol and patulin in
apples and other fruit [53, 54]. 

Several acute human illnesses can result from the con-
sumption of shellfish containing marine toxins including
diarrhetic shellfish poisoning, amnesic shellfish poisoning
and azaspiracid poisoning. Diarrhetic shellfish poisoning
is caused by compounds such as okadaic acid, dinoph-
ysistoxin, pectenotoxin, yessotoxin, dinophysistoxins,
among others. MS has played an important role in the
analysis of these compounds, as well as the initial charac-
terization of newly discovered compounds [55, 56].
Domoic acid is a toxin which causes amnesic symptoms.
Determination and confirmation of this compound can
also be achieved using LC/MS methodology [57]. A series
of related toxins, the azaspiracids, can also results in
human illness after consumption of affected shellfish.
These compounds have been characterized by electro-
spray LC/MS using an ion trap instrument and a method
to quantitate the azaspiracids in mussel tissues has been
developed [58, 59]. 

A recent concern involving packaged food products
is that potentially harmful substances from the packag-
ing material may migrate into the food and be consumed.
MS can be used to characterize possible contaminants
from processing or packaging materials or the degrada-
tion of those substances. For example the amount of
styrene or styrene oxide or other volatile organic com-
pounds from polystyrene containers and the factors
affecting the rate of migration into the food commodity
using GC/MS have been reported [60]. Plasticizers in
food have also been determined by GC/MS with ion trap
detection [61]. Bisphenols, which are breakdown prod-
ucts from canned food coating material, have been meas-
ured in a wide range of different canned foods including
soup, fruit, infant formula, and meat products using
GC/MS methods [62]. 

The potential threat for adulteration of food by delib-
erate tampering, either at the manufacturing facility, the
retail outlet, or by individual consumers, has always been
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a concern and has become more so in recent years. MS
can be a very valuable tool for determining what foreign
compound may have been added to a product, as well as
the possible source of the contamination. Due to the sen-
sitive nature of this work and possible legal and regulatory
implication, there are not many references on this subject
in the published literature. A few references include the
determination of a rodenticide in consumer products [63]
and the identification of cocaine in fruit (and syringes
found at the same location) in a supermarket tampering
case [64]. 

IV. SPECIFIC APPLICATIONS OF MS IN
FOOD ANALYSIS

The use of MS to analyze two common food commodi-
ties, bovine milk and berries, is examined in more detail.
The major components of bovine milk have been charac-
terized by MS methods. The triacylglycerols in milk have
been characterized by LC/MS using APCI as well as by
GC/MS [65] after initial prefractionation using both TLC
and gel permeation chromatography. LC/MS alone could
not resolve the complicated mixture of triacylglycerols,
and interpretation was difficult because many compounds
shared common fragment ions. Fractions of the mixture
were separated using either TLC or gel permeation and
subsequent analysis of these portions was used to identify
individual triacylglyceraols. GC/MS was also performed
on the majority of the fractions and yielded complemen-
tary data to assist in the identification of individual com-
ponents. Using these techniques, 120 triacylglycerols
were identified. The whey proteins derived from milk
have also been better described using LC/MS with an
electrospray interface and time-of-flight MS detection
[66]. This study found that the principle proteins in whey
(lactalbumin and lactaglobulins ) can be extensively mod-
ified by glycosylation and oxidation upon processing. 

The more volatile compounds in foods or beverages
often determine their flavor. The use of SPME coupled to
GC/MS has become the method of choice to sample the
volatile compounds present in milk [67, 68]. For a more
rapid analysis, the GC column can be omitted and the com-
pounds can be analyzed directly by electron impact MS. In
this case, a short fused silica transfer line can take the place
of an analytical GC column. The MS then acts as an “elec-
tronic nose” and pattern recognition techniques are required
to distinguish significant differences in milk samples [69]. 

Phytoestrogens, which include isoflavones, lignans,
and coumestans, are a class of compounds that are often a
minor naturally occurring component of milk. These com-
pounds can potentially act as endrocrine disruptors and
are passed into bovine milk from injestion of compounds
present in animal feed. A method was developed to ana-
lyze phytoestrogens in milk using LC/MS/MS [70]. An
electrospray interface (using both positive and negative

ionization) was used along with a triple quadrupole MS
operated in the selected reaction monitoring mode.
Identification limits for these compounds using this
method was determined to be less than 1 µg/L. Analysis of
milk samples confirmed the presence of the hydroxylated
isolflavones genistein and daidzein and also higher
amounts of the metabolite equol. 

Potential residual compounds that could be present in
milk include industrial compounds, mycotoxins, pesticides
and animal drugs. Examples of industrial chemicals that
have been analyzed in milk using MS include polycyclic
aromatic hydrocarbons [71] and polychlorinated biphenyls
[72]. Cyclopiazonic acid is a mycotoxin produced by
Aspergillus and Penicillium genuses in milk. This com-
pound has been analyzed using negative ion electrospray
LC/MS with ion trap detection [73]. The authors were able
to quantitate over three orders of magnitude with a detec-
tion limit of 5 ng/mL. Twenty milk samples were analyzed
for cyclopiazonic acid by this method, and three of those
samples were found to be contaminated at detectable levels. 

Multiresidue methods for pesticide residues in milk
have been developed. A method for detection, quantita-
tion, and confirmation of over 100 pesticides using GC
with ion trap MS/MS was developed and applied to sev-
eral different types of foods including milk [42]. The
advantage of using the ion trap as a detector, in this
method or any other application, is the ability to achieve
additional selectivity and sensitivity. This is demonstrated
in this method by the ability to obtain very clean traces for
individual compounds using specific individual acquisi-
tion parameters in very complex food matrices. Another
method developed more specifically for milk uses GC/MS
(single quadrupole detection) as well as GC with flame
photometric detection to quantitate several classes of pes-
ticides including organophosphorous compounds,
organochlorine compounds, methylcarbamates, as well as
others [74]. Residues were confirmed using high-resolu-
tion GC/MS and GC/MS-MS with a hybrid magnetic sec-
tor/quadrupole instrument. 

Residues of animal drugs can be a potential problem
in bovine milk because dairy cows may be treated for ill-
ness such as mastisis or respiratory disease. Some drugs
are approved for treatment of affected dairy cattle, but
they may result in violative residues if appropriate drugs,
dosages, and withdrawal times are not used. Antibiotics
are the most common drug residues found in milk, and
MS has been used extensively to monitor for these
residues. MS methods for residues in milk include sulfon-
amides [36, 75], tetracyclines [76], penicillins and related
compounds [35, 77], aminoglycosides [78], and many
others [33]. Other types of animal drugs that can be ana-
lyzed for in milk by MS methods include anthelmintics
such as bendazoles [79].

Berries are another type of food product that have
been extensively analyzed and characterized using MS
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methods. One primary focus of analytical methods using
berries as a matrix is understanding which chemical com-
pounds give the fruit the best flavor and odor characteris-
tics. A thorough study of the volatile components that
define the aroma and flavor characteristics of strawberries
has been reported [80]. This method employed SPME
headspace analysis combined with thermal desorption
GC/MS to identify and quantitate 23 different com-
pounds. Statistical techniques were then utilized to clas-
sify and compare the different varieties of berries. GC/MS
with headspace sampling was also used in a study [81]
that compared the aroma components, primarily aliphatic
esters, of strawberries grown in different conditions. 

Another aspect of berry chemistry that has received a
great deal of attention is the presence of anthocyanins, pro-
cyanidins, and flavanols in these fruits. These compounds
are thought to have potential beneficial value due to their
antioxidant properties. The flavonal components quercetin,
myricetin and kaempferol were studied in 25 berries includ-
ing cranberries, currants, whortleberries, blueberries and
strawberries [82]. A LC/UV method was used to quantitate
the amounts of those compounds in the various berries and
electrospray LC/MS along with diode array data were used
to identify the various compounds. In another study, an MS
method using MALDI-TOF was compared to a traditional
LC method to measure the amount of anthocyanin in blue-
berries [83]. While both techniques gave comparable profile
results, the MS method was faster and also provided confir-
matory information, although the LC method provided bet-
ter information on isomeric compounds. 

The chemical residues in berries that are of most con-
cern are pesticide residues. One report describes the
analysis of organochlorine and chlorobenzene pesticide
residues in strawberries using GC/MS [84]. The residues
were extracted from the fruit using the novel techniques
accelerated solvent extraction, SPME, or stir bar sorptive
extraction. Detection limits of 1–10 µg/kg were reported.
This method was used to monitor contamination of straw-
berries in an industrial region. Another paper also reports
on the use of SPME in conjunction with GC/MS (using
selected ion monitoring) for a wide variety of pesticides
and fungicides in strawberries [85]. In an alternative
approach, capillary electrophoresis using an electrospray
interface and selected ion monitoring was used to measure
the fungicides procymidone and thiabendazole in straw-
berries as well as other fruits [86]. A survey of consumer
samples using this method found that these residues are
present in real samples more than 50% of the time. 

V. EMERGING TRENDS IN THE MS
ANALYSIS OF FOODS

MS should remain an important analytical tool in the
characterization of food, and the application of new tech-
nologies will continue to expand. The flexibility of the

new MS/MS instruments will allow multi-component
methods to be developed with performance (in terms of
sensitivity and selectivity) that was previously only possi-
ble for single compounds. Just as the advent of practical
and commercially available LC/MS/MS instruments has
had a great effect on food analysis, the introduction of
time-of-flight and other high resolution instruments will
also have a great impact. The use of exact mass measure-
ments to identify and confirm food components or
residues should increase. 

Innovations from other areas of analytical chemistry
and biology can be borrowed and adapted for food analy-
sis. For example, the advances made in the area of drug
discovery in terms of rapid throughput of compounds
(multiplexing, robotics, etc.) should lead to the ability to
screen a large number of food samples using some of the
same technological advances. The use of MS, as well as
other means of structural elucidation, to study a wide vari-
ety of proteins has exploded in recent years, giving rise to
the whole field of proteomics. Researchers in this area are
applying their knowledge to a wide variety of biological
systems and disease mechanisms. The same analytical
techniques should be able to be applied to food matrices
as well, leading to better ways to distinguish species or
varieties of commodities. Identification of bacterial food
pathogens using MS is already an area of increasing
development [87]. 

In the future, MS will likely become a valuable tool in
determining not only what components are present in any
given food, but also what role a particular compound may
play in the food’s esthetic quality, nutritional value, and
perhaps even in its ability to mitigate or prevent disease. 
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I. INTRODUCTION

There is considerable demand in the food industry for
analytical methods to quantitatively measure various com-
ponents in raw materials and finished food products, and
to monitor physicochemical changes during and after food
processing. This chapter describes a number of classical
and newly developed methods for food analysis not cov-
ered in other chapters. These techniques have wide appli-
cation in the food industry due to their simplicity and
potential applications to a wide variety of food materials.

II. POTENTIOMETRY

Potentiometry is one of the two main categories of elec-
troanalytical techniques, being classified as voltammetry
at zero current. The basic principle of potentiometry
involves the use of an electrolytic cell composed of two
electrodes dipped into a test solution. A voltage (electro-
motive force, EMF) develops, which is related to the ionic
concentration of the solution. This EMF is measured
under conditions such that an infinitesimal current (10�12

amperes or less) is drawn during measurement. Hence, the
classification voltammetry at zero current is used in
potentiometry. When an appreciable current is drawn,
changes in solution concentration surrounding the elec-
trodes will be produced, and the measured potential cor-
responds to a system different from the original. In
addition, irreversible changes may occur in either of the
two electrodes.

A. ELECTRODE POTENTIAL

When an electrode is placed in a solution, it tends to send
ions into the solution (electrolytic solution pressure),
reacting with the electrode (activity). These two factors,
the electrode pressure and the activity of the solution ions,
combine to produce an electrode potential. At a given
external pressure and temperature, the potential is a con-
stant characteristic of the metal in solution.

The pH meter is a good example of a potentiometer.
pH is defined as the logarithm of the reciprocal of hydro-
gen ion concentration. It may also be defined as the 
negative logarithm of the molar concentration of hydro-
gen ions. The four major parts of the pH meter system 

are: (1) reference electrode, (2) indicator electrode (pH
sensitive), (3) voltmeter or amplifier that is capable of
measuring small EMF differences in a circuit of very high
resistance, and (4) the sample being analyzed.

Hydrogen ion concentration (activity) is determined
by the voltage developed between the two electrodes. 
The Nernst equation relates the electrode response to the
activity:

E � E° � 2.3 logA

Where E � actual electrode potential; E° � a constant, the
sum of several potentials in the system; R � universal gas
constant, 8.313 joules/degree/g mole; F � Faraday con-
stant, 96,490 coulombs per g equivalent; T � absolute
temperature (Kelvin); N = charge of the ion; and A �
activity of the ion being measured.

At 25°C, the relationship of 2.3RT/F can be calculated
as:

� 0.0591 volts

Thus, the voltage produced by the electrode system fol-
lows a linear function of the pH, with the electrode poten-
tial being �60 millivolts for each change of one pH unit.
At neutrality (pH 7), the electrode potential is zero milli-
volt. The above relationship of millivolt versus pH exists
only at 25°C.

B. REFERENCE ELECTRODES

1. Standard Hydrogen Electrode

The universally adopted primary standard reference elec-
trode is the standard hydrogen electrode (SHE). It consists
of a platinum wire or foil coated with platinum black,
immersed in a hypothetical solution of unit hydrogen ion
activity and in equilibrium with hydrogen gas at unit par-
tial pressure. The potential of this standard electrode by
convention is defined as zero millivolt at all temperatures.
The standard hydrogen electrode is the international stan-
dard, but is seldom used for routine work because more
convenient electrodes and reliable calibration buffers are
available.

23 � 8 316 � 298
��

96,490

RT
�
NF
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2. Saturated Calomel Electrode

The saturated calomel electrode is the most common ref-
erence electrode. It is based on the following reversible
reaction:

Hg2Cl2 � 2e� � 2Hg � 2Cl�

Thus, the potential is dependent upon the chloride ion
concentration, which is easily regulated by the use of sat-
urated KCl solution in the electrode. A calomel reference
electrode has three principal parts: (1) a platinum wire
covered with a solution of calomel (Hg 2Cl2), (2) a filling
solution (saturated KCl), and (3) a permeable junction
through which the filling solution slowly migrates into the
sample being measured. Junctions are made of ceramic
material or fibrous material. A sleeve junction may also be
used. Because these junctions tend to clog up, causing a
slow, unstable response and inaccurate results, one elec-
trode manufacturer has introduced a free-flowing junction
wherein electrolyte flowing from a cartridge is introduced
at each measurement. The calomel electrode is unstable
above 80°C or in strongly basic samples (pH >9), and
should be replaced by a silver-silver chloride electrode.

3. Silver-Silver Chloride Electrode

The silver-silver chloride electrode is very reproducible
and is based on the reversible reaction:

AgCl (s) � e� � Ag(s) � Cl�

The internal element is a silver-coated platinum wire with
the surface silver being converted to silver chloride by
hydrolysis in hydrochloric acid. The filling solution is a
mixture of 4 M KCl saturated with AgCl used to prevent
the AgCl surface of the internal element from dissolving.
The permeable junction is usually of the porous ceramic
type. Due to the relative insolubility of AgCl, this electrode
tends to clog more readily than the calomel reference elec-
trode. However, it is possible to obtain a double-junction
electrode in which a separate inner body holds the
Ag/AgCl internal element, electrolyte, and ceramic junc-
tion. An outer body containing a second electrolyte and
junction isolates the inner body from the sample.

C. INDICATOR ELECTRODES

The indicator electrode most commonly used in measur-
ing pH is referred to as the glass electrode. Prior to its
development, the hydrogen electrode and the quinhydrone
electrode were used. The history of the glass electrode
goes back to 1875, when it was suggested by Lord Kelvin
that glass was an electrical conductor. The glass electrode
potential was discovered 30 years later when it was
observed that a thin glass membrane placed between two

aqueous solutions exhibited a potential sensitive to
changes in acidity. Subsequently, the reaction was shown
to be dependent upon hydrogen ion concentration. These
observations were of great importance in the development
of the pH meter.

The glass electrode has three principal parts: (1) a sil-
ver-silver chloride electrode with a mercury connection
needed as a lead to the potentiometer, (2) a buffer solution
consisting of 0.01N HCl, 0.09N KCl, and acetate buffer
used to maintain a constant pH, and (3) a small pH–sensi-
tive glass membrane whose potential varies with the pH of
the test solution. Conventional glass electrodes are suitable
for measuring pH in the range of 1–9. These electrodes are
sensitive to higher pH, especially in the presence of
sodium ions. Thus, modern glass electrodes developed are
usable over the entire pH range of 0–14, and feature a very
low sodium ion error, typically <0.01 pH unit at 25°C.  

D. ION-SELECTIVE ELECTRODES

The glass electrode is generally considered useful only in
measuring pH, but if the composition of the glass mem-
brane is changed, this type of electrode can be quite sen-
sitive for detecting other cations. In recent years, much
attention has been given to this potential. Many electrodes
have been developed for the direct measurement of vari-
ous cations and anions, such as bromide, calcium, chlo-
ride, fluoride, potassium, sodium, and sulfide. There are
even electrodes available for measuring dissolved gases,
such as ammonia and carbon dioxide. While some of
these methods are limited in their application due to inter-
ference from other ions, the problem can be overcome by
pH adjustment, reduction of the interfering ions, and
removal of these ions by complexing or precipitation.

Varying the composition of the glass in a glass electrode
is one means of changing the sensitivity of the glass mem-
brane to different ions. For example, an electrode membrane
containing 71% SiO2, 11% Na2O, and 18% Al2O3 is sensi-
tive to potassium.

1. Precipitate Impregnated Membrane Electrodes

According to Rechnitz (1), the success of glass mem-
branes as cation-selective electrodes rests largely on the
fact that the hydrated glass lattice contains anionic ‘sites’
that are attractive to cations of appropriate charge-to-size
ratio. It is quite easy to construct ion-exchange mem-
branes that permit exchange of either cations or anions;
the difficulty is that these membranes show insufficient
selectivity among anions and cations of a given charge to
be satisfactorily used as practical electrodes. The problem
is to find an anion-exchange material that displays appre-
ciable selectivity among anions of the same charge, and
also possesses suitable properties to permit its processing
into a membrane electrode. In this case silicone rubber has
been found to be the most effective material.
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An inert, semi-flexible matrix (silicone rubber) is
used to hold an active precipitate phase (AgI for an iodide
electrode) in place. Such membranes are called heteroge-
neous or precipitate impregnated membranes. Fisher and
Babcock (2) used radioactive tracer materials to show that
the electrode potential is determined by the electrical
charge on the surface of the inorganic precipitate parti-
cles, and that the current is carried by the transport of the
counter ions through the membrane. The main advantage
of membrane type electrodes over the older metal-metal
halide electrodes is their insensitivity to redox interfer-
ences and surface poisoning. Electrodes sensitive to chlo-
ride, bromide, iodide, sulfide, sulfate, phosphate, and
hydroxide ions have been developed.

2. Solid-State Electrodes

The active membrane portion of a solid-state electrode con-
sists of a single inorganic crystal doped with a rare earth.
For example, the Orion fluoride electrode is crystalline lan-
thanum fluoride that has been doped with europium to
lower its electrical resistance and to facilitate ionic charge
transport. This electrode has approximately tenfold higher
selectivity for fluoride than hydroxide, and at least 1000-
fold higher selectivity for fluoride over chloride, bromide,
iodide, hydrogen carbonate, nitrate, sulfate, and monohy-
drogen phosphate. The fluoride electrode does not require
pre-conditioning or soaking prior to use. Solid-state elec-
trodes are available for detecting the anions Cl�, Br�, I�,
and S2�, and the cations Cd2+, Co2+, Pb 2+, and As3+.

3. Liquid-Liquid Membrane Electrodes

The range of selective ion-exchange materials could be
greatly extended if such materials could be used in elec-
trodes in their liquid state. Liquid ion-exchange materials
that possess high selectivity for specific ions may be tai-
lored by appropriate chemical adjustment of the
exchanger on the molecular level. The main problems hin-
dering the development of successful liquid-liquid elec-
trodes are mechanical. It is necessary, for example, that
the liquid ion-exchanger be in electrolytic contact with the
sample solution, yet actual mixing of the liquid phases
must be minimal. Electrodes of this type are available for
Ca2�, Mg2�, Cu2�, Cl�, ClO3

�, and NO3
�.

E. ENZYME ELECTRODES

Enzyme electrodes are used to determine certain uncharged
molecules. This type of electrode contains an enzyme that
can convert the molecule to be measured into an ion that
can be detected with a conventional electrode. For example,
urea can be determined by coating the end of an ammonium
ion electrode with uricase imbedded in a gel. As urea in a
sample penetrates the gel, it reacts with the enzyme, which
converts part of the urea to ammonia. The ammonia, in the

presence of water, becomes ammonium ion which is then
detected by an ammonium ion electrode.

An enzyme electrode can be prepared by placing a
piece of nylon stocking over the end of an electrode. A
thin film of polyacrylamide gel containing the specific
enzyme is polymerized onto this network. The gel is then
covered with a film of clear plastic such as Saran wrap.
Both the stocking and plastic membrane can be held in
place with a rubber band placed around the neck of the
electrode.

F. APPLICATIONS

The measurement of pH has many uses in the food indus-
try. The safety of many foods is pH-dependent, and the
desired flavor of a food is often determined by the [H+]
concentration. Thus, pH measurements are routinely con-
ducted in both the laboratory and the processing plant.

The chloride and fluoride contents in several types of
cheese have been determined by potentiometric titration
with silver using ion-selective electrodes (3). The chloride
and calcium contents of milk fats were measured by
potentiometric titration to detect adulteration (4). A
portable meter was developed by Dracheva (5) to deter-
mine nitrate in fruits and vegetables.

D-Fructose dehydrogenase was immobilized on an
electrode and used for the selective determination of fruc-
tose (6). Glucose oxidase was immobilized on an elec-
trode surface and found to be sufficiently fast and reliable
to determine sucrose in flow injection systems (7). Sugar
beet pulp precipitated with acetone was examined and
found to be a suitable biocatalytic layer for a tyrosine tis-
sue-based membrane electrode (8).

III. RADIOACTIVITY AND COUNTING
TECHNIQUES

A. RADIOACTIVITY AND HIGH-ENERGY PARTICLES

Radioactivity is a general term applied to the emission of
high energy particles (e.g., alpha and beta particles) and
electromagnetic radiation emanating from the unstable and
excited nuclei of atoms. The main advantage of radioana-
lytical methods is their high sensitivity, allowing determi-
nations to the nanogram (10�9g), pictogram (10�12), and
sometimes fantogram (10�15) range. These methods have
high specificity and can be used to determine most inor-
ganic elements including trace elements, and organic com-
pounds such as amino acids, fatty acids, vitamins, and
hormones.

Alpha particles are helium nuclei moving at high
speeds (on the average, 1 � 107 cm/min) emitted from
unstable nuclei having large atomic numbers. All alpha
particles from a given isotope have the same energy,
nearly identical penetration ranges which are very short,
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and produce about 25,000 ion pairs/cm while they last.
Beta particles are distinguishable from simple electrons
only by the fact that they originate in the nucleus and are
usually moving at high speed. A beta spectrum is contin-
uous, having energies varying from a few thousand elec-
tron-volts to several million electron-volts. An average
beta particle produces about 60 ion pairs/cm.

Following nuclear transformation, the formed nucleus
is often found in an excited state. When the excited
nucleus falls back to its ground state, electromagnetic
radiations called gamma rays are emitted. Many equations
have been developed to describe the various parts of the
radioactive process, but the most widely used is the half-
life equation:

t1/2 � 0.693/λ

where λ is the radioactive decay constant (sec�1). If A is
the count rate and A0 is the number of counts at zero time
then the above equation becomes:

A � A0 exp (�0.693 t /t½)

B. COUNTING DEVICES

Although the radiations mentioned previously have high
energies in bulk, individually the energies are not suffi-
cient, by a factor of about one million, to permit direct
observation and measurement. Detection and measure-
ments are therefore done indirectly by utilizing the effects
of interactions produced by these radiations as they tra-
verse matters.

1. Geiger–Muller Counter

The Geiger–Muller (GM) counter or tube is very sensitive
to alpha and beta particles (98% efficient) compared to
gamma rays (2% efficient). The GM counter is relatively
inexpensive and simple to operate, but it does not dis-
criminate between the types of radiation and it has a finite
lifetime. It is being steadily replaced by proportional and
scintillation counters.

When a ray of radiation comes through the mica win-
dow of a GM tube and strikes an argon atom, the argon
atom is ionized to produce a positive argon ion and an elec-
tron. The positive ion moves toward the cathode at a speed
about 1000 times slower than the movement of the electron
toward the anode. The electron, attracted by the high poten-
tial of the anode, is rapidly accelerated. It has sufficient
energy that when it collides with an argon atom another ion
and electron can be produced. The two electrons accelerat-
ing toward the anode produce 4, then 8, and 16, etc. elec-
trons. The net result is called the Townsend avalanche.
Thousands of electrons can reach the anode and a small
current is produced and the pulse signal is measured.

In addition, some of the electrons striking the anode
may have high enough energy to knock electrons from the
anode. These electrons will immediately be re-attracted to
the anode and they in turn can knock other electrons
loose. This is known as photon spread. The total time it
takes for this signal to build up is known as the rise time
(tr) and is usually 2–5 µsec in duration.

While electrons are moving toward the anode, the
positive ions move slowly toward the cathode as a positive
space charge. If they strike the cathode with their full
energy, more photoelectrons will be generated, more than
the tube can handle. The net result is that the counter will
burn out. Something is needed to dissipate this energy and
from photon spread. Molecules, with their many energy
levels, are used for this purpose, and ethanol and chlorine
are the favorites. The ionized argon atoms will transfer
their energy to these molecules which may form ions or
free radicals or simply absorb the energy. The energy is so
spread out that the cathode has little affinity for these par-
ticles, and no photoelectrons are thus produced. Since
there is a limit to the amount of quenching gas that can be
added to this type of counter, the counter will only work
as long as quenching gas is present.

What happens if a second ray of radiation enters the
counter before the first ray has completed its reaction? If
the second ray ionizes an argon atom at a point between
the cathode and the positive space charge, then the elec-
tron produced will not “see” the anode but will combine
with the argon ion instead. The net result is that the ray of
radiation was not counted.

2. Proportional Counters

Geiger–Muller tubes are limited to about 15,000 counts
per minute (cpm) because of their long dead time. If the
voltage applied to the anode of a GM tube is reduced to a
value at which the anode can collect electrons but not pro-
duces photon spread, the output pulse is proportional to
the energy of the initial ionization, since the number of
secondary electrons now depends only on the number of
primary ion pairs produced initially. A device operated in
this manner is called proportional counter.

The dead times of proportional counters are very
short, of the order of 1 µsec, and they can therefore count
up to 200,000 cpm. The pulse signal is much weaker than
that with a GM tube and better amplification system is
needed. It is not possible to make a proportional counter
out of a GM tube by simply lowering the anode voltage.

Proportional counters can operate at atmospheric
pressure, so the quenching gas can be added continuously.
Hence, a proportional counter can count indefinitely.
Proportional counters are very good for detecting alpha
and beta particles, and because of their ionization effi-
ciency, these counters can easily distinguish the two types
of particles.
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3. Scintillation Counters

The basic principle behind the operation of the scintilla-
tion counter is that an energetic particle incident upon a
luminescent material (a phosphor) excites the material,
and the photons created in the process of de-excitation are
collected at the photocathode of the photomultiplier tube
causing the ejection of electrons. The electrons ejected are
then led to impinge upon other electrodes, each approxi-
mately 100V higher in potential than the previous one.
During acceleration from dynode to dynode, more elec-
trons are ejected and a large amplification is obtained.

It would be expected that the greater the energy of the
incident particle, the greater the number of electrons is pro-
duced. Thus the scintillation counter could be used to meas-
ure the energy of the particle. In a scintillation counter,
advantage is not taken of the proportional properties of the
scintillation process. However, a scintillation spectrometer
uses these proportional characteristics to good advantage.

The liquid scintillation counter is particularly conven-
ient for the counting of beta emitters with very low energy,
such as tritium, carbon-14, and sulfur-35. The pulses of
light emitted by the scintillating solution (caused by the
particles in the radioactive decay process) are observed
with a photomultiplier tube and counted. It is common
practice to cool the photomultipliers to lower their noise,
caused in part by thermal emission from the photocathode.

4. Semiconductor Detectors

Germanium, a semi-conducting material, can be made
sensitive to gamma radiation by placing small amounts of
an impurity, such as lithium, into the germanium crystal
structure. When a gamma ray interacts in the crystal, an
electrical charge is produced. The charge is collected and
amplified to produce a voltage pulse whose height is pro-
portional to the amount of energy deposited in the crystal
by the gamma ray.

A single crystal of semiconductor material, such as
silicon or germanium, will not make a suitable counter
because of the direct current in the crystal. Random vari-
ations of this current may produce pulses similar to the
radiation-induced pulses. To reduce this current, a p-n
(positive-negative) junction in reverse bias is used.

C. APPLICATIONS

Radioactivity techniques are widely applied in the food
industry due to their high sensitivity. A wide variety of
food components can be detected and quantified. Positron
lifetime spectroscopy has been used to study the structural
changes of water in the presence of dissolved sugar mole-
cules such as sucrose, D-glucose, and D-fructose (9).
Proton-induced X-ray and radioisotope-induced X-ray 
fluorescence methods were used to determine trace ele-
ments in beef, mutton, and chicken (10). Radioactivity

tracing of anthocyanins has been carried out in food and
beverages (e.g., red wine) where products are difficult to
isolate and analyze (11). Variations in cell wall polysac-
charides of ready-to-use grated carrots after treatment with
ionizing gamma radiation and CaCl2 were demonstrated
(12). Calcium did not modify the polysaccharide composi-
tion or the effects of the ionizing radiation. The gamma
radiolysis of phenylalanine in aqueous solution has been
studied as a model for the formation of o-tyrosine in irra-
diated food containing phenylalanine (13). Several meth-
ods have been developed to detect irradiated foods,
including the thermoluminescence technique which
appears to originate from mineral contamination in food
materials which have a natural thermoluminescence (14).

IV. ENZYMATIC METHODS

Enzymes are protein molecules that catalyze various
metabolic reactions in living organisms (15). Enzymes are
capable of very high specificity and reactivity under phys-
iological conditions. Enzymatic analysis is the measure-
ment of compounds with the aid of added enzymes or the
measurement of endogenous enzyme activity to give an
indication of the state of a biological system including
foods. The fact that enzyme catalysis can take place under
relatively mild conditions allows for the measurement of
unstable compounds not amenable to some other tech-
niques. In addition, the specificity of enzyme reactions
can allow for measurement of components in complex
mixtures without the need of complicated and expensive
chromatographic separation.

A. ENZYME KINETICS

Enzymes are biological catalysts which increase the rate
(velocity) of a thermodynamic reaction. An enzyme does
not modify the equilibrium constant of the reaction and is
not consumed in the reaction. To measure the rate of an
enzyme-catalyzed reaction, the enzyme is mixed with the
substrate under specified conditions (pH, temperature,
ionic strength, etc.) and the reaction is monitored by
measuring the disappearance of the substrate. An enzyme-
catalyzed reaction is represented as:

S � E � ES → P � E

where S = substrate, E = enzyme, ES = enzyme-substrate
complex and P = product. The formation of the enzyme-
substrate complex is very rapid (in millisecond scale) and
is not normally seen in the laboratory. The time course of
an enzyme-catalyzed reaction is illustrated in Figure 49.1
(15). The brief time in which the enzyme-substrate com-
plex is formed is called the pre-steady state period. The
slope of the linear portion of the curve following the pre-
steady state period gives the initial velocity (V0).
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The rate of the enzyme-catalyzed reactions depends on
the concentration of both the enzyme and the substrate. With
a fixed enzyme concentration, increasing substrate concen-
tration will result in increased velocity. As the substrate con-
centration increases further, increase in velocity slows, and
at very high substrate concentration, the maximum velocity
(Vmax) of the reaction is reached and no further velocity
increase is noted. The substrate concentration at which one-
half Vmax is observed is defined as the Michaelis constant or
Km which is an important characteristic of an enzyme. It is
an indication of the relative binding affinity of the enzyme
for a particular substrate. The lower the Km, the greater is the
affinity of the enzyme for the substrate.

The Michaelis-Menten equation is derived from a
simplified enzyme-catalyzed reaction as:

E � S � ES → E � P

where k1, k�1, k2 are reaction rate constants.

B. MEASUREMENT OF ENZYME ACTIVITY

A wide variety of methods is available to follow enzyme
reactions, including spectrophotometry, fluorimetry,
manometric methods, titration, and isotope and viscosity
measurements. The review by Whitaker (16) provides a
comprehensive guide to enzyme methods applicable to
foods.

C. APPLICATIONS

There are several applications of enzyme analyses in food
science and technology. In several instances, enzyme
activity is a useful measure for adequate processing of a
food product. For example, peroxidase activity is used as
a measure of adequacy of blanching of vegetable prod-
ucts. Enzyme activity assays are also used by the food

technologists to assess potency of enzyme preparations
used as processing aids.

Enzymatic analysis is currently being used more often
in the determinations of various substrates and enzymes in
food products, such as beverages, milk (lactose), fats
(cholesterol), and meats (pyrophosphates, creatine, creati-
nine, gluconate). A few examples of enzymatic analysis of
food components are shown.

1. Sulfite

Sulfite is a food additive that can be measured by several
techniques, including titration, gas chromatography, and
colorimetric analysis. Sulfite can also be specifically oxi-
dized to sulfate by the commercially available enzyme
sulfite oxidase (SO). The H2O2 product can be measured
by several methods, including the use of the enzyme
NADH-peroxidase. The reactions are shown as follow:

SO3
� � O2 � H2O

SO→ SO4
� � H2O2

H2O2 � NADH � H�→ 2H2O � NAD�

The amount of sulfite in the system is equal to the NADH
oxidized, which is determined by the decrease in absorbance
at 340 nm. Ascorbic acid can interfere with the assay but can
be removed by using ascorbic acid oxidase (17).

2. Glucose

Glucose in food can be measured by a colorimetric method
using glucose oxidase and peroxidase (18). Glucose is
preferentially oxidized by glucose oxidase to produce glu-
conolactone and hydrogen peroxide. In the presence of
peroxidase, hydrogen peroxide and o-dianisidine react to
produce a yellow colored dye that absorbs at 420 nm:

β-D-glucose � O2 −−→ δ-gluconolactone � H2O2

H2O2 � o-dianisidine peroxidase→ H2O � oxidized dye (colored)

3. Starch/Dextrin

Starch and dextrin contents in food can be determined by
enzymatic hydrolysis using amyloglucosidase, an enzyme
that cleaves α-1,4 and α-1,6 bonds of starch, glycogen
and dextrins, liberating glucose. The glucose formed can
be subsequently determined enzymatically.

V. SEROLOGY, IMMUNOCHEMISTRY AND
IMMUNOELECTROPHORESIS

Immunology is both a fundamental medical science and a
technology. As a technology it has engendered the devel-
opment of a whole ensemble of techniques based on the
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antigen-antibody (Ag-Ab) reaction, categorized under the
term immunochemistry. These techniques have been
highly developed in other domains of biology to seek,
identify, quantify, and even purify various molecules or
associations of molecules (such as microorganisms) using
antibodies.

A. ANTIGENS AND ANTIBODIES

An antigen is any substance that, when introduced into a
living organism, is susceptible to inducing the production
of antibodies that are able to recognize it. Antigens can be
molecules (proteins, polysaccharides, etc.) or associations
of molecules (viruses, bacteria, etc.). All antigenic mole-
cules are constituted of an assortment of determinants or
antigenic sites called epitopes, each possessing a molecu-
lar component that is recognized by an antibody. A given
antigen can have several identical or different epitopes,
with the latter introducing a set of different antibodies.
Thus, microorganisms that possess a variety of antigens
contain a large number of epitopes.

Antibodies are substances produced by an animal in
response to the introduction of a foreign substance (anti-
gen). They react specifically with the antigens that induced
their formation. These antibodies (or immunoglobulins)
are produced by the B lymphocytes and are present in the
blood. There are five classes of immunoglobulins, IgG,
IgM, IgA, IgD, and IgE. Immunoglobulins are composed
of a pair of long polypeptide heavy chains and a pair of
short polypeptide light chains. Both inter- and intra-chain
disulfide bonds are present. The heavy chains of different
immunoglobulin classes differ chemically, while the light
chains are of two types, kappa (K) and lambda (λ). All
immunoglobulin classes contain either type of light chain.
Each immunoglobulin molecule, therefore, consists of a
pair of heavy chains specific for its class and a pair of
either kappa or lambda light chains (Figure 49.2) (15).

All immunoglobulin molecules have a constant car-
boxyl-terminal end and a variable amino-terminal end.
The amino-terminal end is the “antibody active site” or
the “antigen combining site” with an amino acid sequence
that varies to correspond with the configuration of chal-
lenging antigens. The specificity of antibodies formed in
response to an antigen varies. Although antibodies gener-
ally react only with the antigen used, cross reactions due
to structural similarities between antigens may occur. For
example, antibodies to horse serum protein also react with
donkey serum protein, and ovalbumin from duck eggs
also reacts with antibodies to hen egg albumin. Serum
albumins of different mammalian species are antigeni-
cally similar, though not identical. The more closely
related any two species are, the greater the serological
likeness of their corresponding proteins. 

The structure of antibodies resembles a “Y” consti-
tuted of four polypeptide chains (Figure 49.2) (15). Each

branch of the “V” shaped section (or Fab fragment) carries
an active site that is complementary to an epitope. Thus,
each antibody molecule can bind to two antigenic mole-
cules with identical epitopes. The tail of the “Y” (or the Fc

fragment) does not directly participate in binding with the
antigen, but can fix to specific cells and activates the com-
plement. Each lymphocyte descendant produces only one
type of antibody that recognizes only one type of epitope.

1. Polyclonal Antibodies

After injecting an animal with antigen, antibodies appear
fairly rapidly in its blood, and their concentration increases
to a maximum and then decreases, constituting the primary
response. When the same antigen is then re-injected
(booster injection), antibody production is accelerated to
higher levels and diminishes more slowly than the first
time, constituting the secondary response. This production
can be maintained at a relatively high level by re-injecting
the antigen at regular intervals. Rabbit is often chosen, but
other animals (mice, goats, sheep, etc.) can also be used.
Immunization protocols are varied, and the injection can
be intravenously (when working with bacteria), intramus-
cularly, or subcutaneously with the antigen preferably in
suspensions (or emulsions) rather than in solution. The
quantity of antigen injected (a few µg to a few mg) depends
on the nature of the antigen, the animal, and its size.

2. Monoclonal Antibodies

Even if the antigen used to inoculate the animal is pure,
the immunoserum collected is composed of a mixture of
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antibodies directed against different epitopes. A more
recent development involves obtaining a cellular clone
that produces only one antibody with a well-defined
specificity, known as monoclonal antibody. Kohler and
Milstein in 1975 first developed the techniques for the
production of monoclonal antibody.

B. IMMUNODIFFUSION

Several methods based on specific precipitation of antigen
and antibody in agarose gels have been developed (19),
and are called immunodiffusion. Single diffusion is a
technique in which only one of the two reactants (gener-
ally the antigens) migrates in the agarose gel, and double
diffusion techniques involve both components migrating
simultaneously toward each other. The precipitate forms
at a location where the concentrations of the two reactants
reach equivalence, leaving a limited precipitation zone for
each antigen.

1. Tube Precipitin Test

Qudin (20) devised a method by which complex antigen-
antibody systems could be analyzed by allowing them to
react in a capillary tube filled with agar. The antibody
solution is mixed with warm agar, which is then allowed
to harden in the tube. When an antigen solution is added,
the antigen reacts with the antibody, forming a precipita-
tion zone. The number of such zones is less than or equal
to the number of independent precipitation systems (i.e.,
antigen-antibody reactions) present in the mixture.

2. Single Radial Diffusion

Mancini (21) developed this method, in which agarose
containing the antibody is poured onto a transparent plate.
The antigen solutions are deposited in circular wells cut in
the gel. The antigens diffuse around the well and form a
precipitation ring or halo, and the square root of the inner
diameter is proportional to their concentrations. The quan-
tity of antigen contained in the unknown sample is deter-
mined by comparing with a range of reference values. The
sensitivity threshold is about 3 µg/ml.

3. Double-Diffusion

The double-diffusion method was developed by
Ouchterlony (22). It permits both antigen and antibody to
diffuse into an agar-filled glass dish that initially contains
neither reagents. A few drops each of antigen and anti-
body solutions are placed separately in small wells in the
agar. Antigen and antibody diffuse toward each other at a
rate related to their concentrations and their diffusion
coefficients. A precipitate line is formed where an antigen
interacts with its antibody. Because of differences in dif-
fusion rates, the lines are distinctly separated. The clean

separation of lines on these Ouchterlony plates makes it
possible to distinguish more reactions than with Qudin
tubes. Consequently the plates are more useful in studying
complex systems. The line of precipitation formed by an
individual reaction can be identified if either the antigen
or the antibody is available in relatively pure form.

C. IMMUNOENZYMOLOGY

The technique of immunoenzymology was first applied to
histochemistry and only assumed its present form as
ELISA (Enzyme Linked Immunosorbent Assay) in 1971
simultaneously in France, Sweden, and Holland. The
most commonly used enzyme markers are catalase, glu-
cose oxidase, β-galactosidase, alkaline phosphatase, and
peroxidase. The enzymatic reaction that allows detection
is in the last step of the procedure. The technique involves
the addition of a substrate which produces a colored prod-
uct that can be read visually, or by a simple adapted col-
orimeter when micro-titration plates are used. The diverse
substrates that can be used depend on the enzymes. The
most common substrates for peroxidase are orthophenyl-
diamine (OPD) and 2,2�-di (ethyl 3-benzothiazoline-sul-
fonic-6) acid (BTSA) coupled to H2O2. With certain
enzymes, substrates that produce fluorescent or lumines-
cent products can also be used to increase sensitivity, but
special measuring devices are required.

ELISA is a heterogeneous assay requiring washing
between each step to remove unbound reagents. Widely
used enzyme labels include alkaline phosphatase, glucose
oxidase, and horseradish peroxidase. These enzymes cat-
alyze reactions that cause substrates to degrade, forming
colored products that can be read visually or spectropho-
tometrically. Depending on the format, either antibody or
antigen is adsorbed onto a solid phase, which can be poly-
styrene tubes, polystyrene microtiter wells, or membranes
(nitrocellulose and nylon) (23).

D. IMMUNOELECTROPHORESIS

To improve the resolution and interpretation of the dou-
ble-diffusion method, immunoelectrophoresis was devel-
oped by Grabar (24).

1. Classical Immunoelectrophoresis

Classical immunoelectrophoresis (25) is performed in two
steps. First, there is a classical electrophoresis of the anti-
gen mixture deposited in wells, in which the antigens are
separated into small spots as a function of their charge.
Customarily, two runs are done in parallel on the same
gel, one with the sample mixture, and the other with a
standard for comparison (Figure 49.3) (26). Then there is
a double diffusion, in which antibodies placed in a central
groove between the antigen spots migrate toward the anti-
gens. This produces one or more precipitation lines
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depending on whether each electrophoretically separated
antigen spot is pure, or is constituted of several antigens
that have the same charge. This method is sensitive, repro-
ducible and qualitative in nature (26).

2. Rocket Immunoelectrophoresis

Rocket immunoelectrophoresis is a quantitative technique
directly derived from radial immunodiffusion by applying
an electric current to the gel (27). The antibodies are dis-
tributed evenly throughout the gel, and the sample (anti-
gen) is placed in a small well at one end. As the antigen
moves toward the positive electrode, it diffuses outward
and reacts with the antibody, forming a precipitate.
During migration, the antigen meets more antibodies, but
since the antigen is now less concentrated, it will diffuse
slower and the line of precipitate is less far away from the
center of migration. Eventually, all antigens will have
moved forward and reacted, and the resulting shape looks
like a rocket (Figure 49.4) (26). The length or the area of
the rocket is measured and correlated with standards for
quantification.

3. Crossed Immunoelectrophoresis

Crossed immunoelectrophoresis is a two-dimensional
separation technique (28, 29). The antigen mixture placed
in the well is subjected to simple electrophoresis. The gel
band is cut out and placed on a plate, and agarose gel con-
taining antibodies is poured. A second electrophoresis is
run perpendicularly to the first. The antigen migrates in
the second gel, and produces one or several lines or peaks.
This technique is more sensitive than simple immuno-
electrophoresis.

E. APPLICATIONS

The application of immunochemical methods in food
analysis has been reviewed by Hitchcock (30). Sinnell and
Mentz (31) described the use of electroimmunodiffusion
methods for quantitative determination of non-meat pro-
teins added to meat products. Kurth and Shaw (32)
reviewed the identification of the species of origin of meat
by immunochemical methods. Griffith et al. (33) recom-
mended the use of a commercial ELISA system to meas-
ure levels of soya protein in meat. The presence of the
major food allergen ovomucoid in human milk was studied

using ELISA (34). ELISA-based methodologies were
applied to detect and quantify allergenic proteins in
peanut, soy, egg, milk, tree nuts, and crustacea (35).

VI. NUCLEIC ACID-BASED METHODS

Nucleic acids are high-molecular-weight macromolecules
that form the genetic material of all living organisms. Two
types of nucleic acids are generally encountered, deoxyri-
bonucleic acid (DNA) and ribonucleic acid (RNA). DNA
serves as the repository for genetic information for both
prokaryotes and eukaryotes. RNA serves a functional role
in the conversion of genetic information into cellular pro-
teins, and in the case of some viruses RNA serves as the
genetic material as well.

Nucleic acids can be considered polymers of
deoxyribo- or ribonucleotides. Each nucleotide unit is
composed of a nitrogenous heterocyclic base, a sugar
residue, and a phosphate group. The heterocyclic bases
are either six-membered pyrimidine rings or nine-mem-
bered purine rings. Two types of purines and two types of
pyrimidines are found in nucleic acids. Both DNA and
RNA contain the purines adenine and guanine. DNA con-
tains the pyrimidines cytosine and thymine, whereas RNA
contains the pyrimidines cytosine and uracil. The hetero-
cyclic bases are linked to the sugar via an N-glycosyl
bond. The resulting compound is called a nucleoside. The
nucleoside units in nucleic acids are joined through the 3�-
hydroxyl group of one sugar and the 5�-hydroxyl group of
the next sugar via a phosphodiester bond. This 3�-5� inter-
nucleotide bond is found in both DNA and RNA. The
double-helix model of DNA structure was first deduced in
1953 by James Watson and Francis Crick.
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A. BASIC METHODOLOGY

One of the landmark events in molecular biology was the
development in 1975 by Edwin Southern of a DNA:DNA
hybridization technique (36). This technique can detect
rare DNA sequences in complex populations of DNA frag-
ments generated by restriction enzymes. Nucleic acid
strands having complementary base sequences can form
double-stranded helices. The process of duplex formation
is generally referred to as nucleic acid hybridization.
Hybridization can occur between single strands of DNA
and RNA or between complementary strands of DNA and
RNA. Hybridization also includes the formation of com-
plexes between single-stranded nucleic acids and comple-
mentary oligonucleotides. These reactions can be carried
out in solution or with the nucleic acid immobilized on
solid matrices such as nitrocellulose, nylon, or gels.
Hybridization in solution is used to study the sequence
complexity of cellular or viral DNA. Radioactively labeled
nucleic acid probes (37) or probes capable of being tagged
with fluorescent antibodies are used to search for and iden-
tify nucleic acid sequences (38). In this case the immobi-
lized nucleic acid on nitrocellulose is bathed in a solution
containing the probe.

1. Southern Analysis

Southern analysis is among the most powerful methods
for DNA analysis. The first step in Southern analysis is
the electrophoresis of DNA. DNA fragments digested
with restriction enzymes are fractionated on agarose gels
(0.7% to 1%) no more than 6 mm thick to allow for effi-
cient transfer of the separated DNA to the filter mem-
brane. The total amount of DNA loaded per lane of gel is
dependent upon the relative abundance of the target
sequence that is probed during hybridization.

Prior to transfer, the DNA is usually fragmented into
smaller pieces and then denatured. This process can be
divided into depurination, denaturation, and neutralization
steps. The DNA is then transferred to the membrane using
one of several methods: capillary, vacuum-assisted, pres-
sure-assisted, or electrophoretic transfer. The DNA is then
hrybridized with a probe.

2. Northern Analysis

Northern analysis involves a three-stage process: gel elec-
trophoresis, gel blotting and hybridization to a labeled
probe. Gel electrophoresis separates molecules of RNA
on the basis of their size and conformation. Molecular size
is the main determinant of migration speed, with smaller
molecules moving through the matrix faster than larger
molecules. Compact molecules also migrate faster than
extended molecules of the same size. However, since
RNA aggregation may occur, it is necessary to use dena-
turing gels to determine the actual size of RNA in the

absence of conformational factors, aggregation, and nicks
in the RNA. The choice of denaturing conditions depends
on the nature of the gel and electrophoretic conditions.
Formaldehyde is perhaps the most commonly used denat-
urant. A fact worthy of consideration during experimental
design is that nonlinear RNA migrates more slowly than
would be expected from its size since it cannot pass
through the pores as easily as linear RNA.

The blotting of gels onto membranes can be achieved by
capillary action or by electrophoresis. Nucleic acid trans-
ferred to a membrane is fixed into position by baking or UV
crosslinking to the membrane. Subsequent hybridization of
DNA probes to the bound RNA is carried out under strin-
gent conditions to ensure that only complementary
sequences hybridize.

B. POLYMERASE CHAIN REACTION

The polymerase chain reaction (PCR) was discovered in
1983 by Kary Mullis. PCR is an in vitro method for the
enzymatic synthesis of specific DNA sequences, using
two oligonucleotide primers that hybridize to opposite
strands and flank the region of interest in the target DNA.
The standard PCR has three steps defined by temperature:
denaturation, annealing and primer extension. The first
step, denaturation, occurs when the reaction mixture is
heated to 92–96°C. At this temperature the template DNA
is single-stranded and the enzyme Taq (thermostable
DNA polymerase isolated from Thermus aquaticus) has
no measurable synthetic activity and is not denatured by
the near-boiling temperature. Successful amplification is
dependent upon complete denaturation of the template
DNA during this step.

The middle step of the PCR cycle results in the
annealing of the oligonucleotide primers to the template
DNA. The temperature for this step varies from 45°C to
65°C depending upon the homology of the primers for the
target sequence as well as the base composition of the
oligonucleotide. The primers hybridize to their target
sequences at an annealing rate several orders of magni-
tude faster than the target DNA duplex can reform. The
ideal temperature for annealing oligonucleotides to the
target template is 2–5°C below the melting temperature
(Tm) for the primers. If the two primers used for a reaction
have different Tm, this 2–5°C rule applies for the one with
the lower Tm.

The final step is the primer-dependent DNA synthesis
by the Taq polymerase. This portion of the cycle is carried
out at 72°C. The thermal activation of Taq is complemented
by the use of Tris buffers since Taq has a broad pH opti-
mum, with maximum activity at pH 7.3. The pH of the Tris
buffer drops from 8.3 at room temperature to 7.3 at 72°C.
The increase in temperature leads to maximum enzyme
activity. The published rate of DNA synthesis by this highly
processive enzyme 72°C is 60 nucleotides per second (39).
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A repetitive series of cycles involving template denat-
uration, primer annealing, and extension of the annealed
primers by DNA polymerase results in the exponential
accumulation of a specific fragment whose termini are
defined by the 5� ends of the primers. Because the primer
extension products synthesized in one cycle can serve as a
template in the next, the number of target DNA copies
approximately doubles at every cycle. The simplest detec-
tion method of amplified product is the standard agarose
ethidium bromide stained gel electrophoresis.

C. APPLICATIONS

Due to recent advances in these nucleic acid-based tech-
niques, numerous food applications have been developed.
DNA probes offer an exciting new approach to the highly
specific detection of cells in any given environment such
as microorganisms in foods. The concept of hybridization
and DNA probes, as well as potential applications, have
been reviewed (40, 41). The rapid development of
biotechnology enables the launching of products and
ingredients derived from genetically modified organisms
(GMOs) into the food market. Information availability
and transparency are essential for the acceptance of these
new products by the consumers. A key factor in this issue
is the availability of methods to distinguish between GM
foods and their traditional counterparts. PCR has been
found to be the method of choice for the detection of
GMOs in food. PCR methods for the detection of GMOs
were developed that can be used for screening purposes
and for specific detection of glyphosate–tolerant soybean
and insect-resistant maize in foods (42).
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Part D
Food Microbiology





I. INTRODUCTION: MICROORGANISMS
IN FOODS

Microbiology is the study of living organisms that are so
small that they can only be observed with the aid of a
powerful microscope. In food microbiology, the organ-
isms of concern are usually classified as bacteria, fungi
(yeasts and molds), viruses, and parasitic protozoa.
Bacteria are single-celled microorganisms found in nearly
all environments. Bacterial cells are often classified by
their outward appearance, including their size, shape, and
arrangement.

Some bacteria have the ability to form spores. Spores
can typically withstand adverse environmental conditions

better than the vegetative form of the bacteria. For example,
spores can be highly resistant to boiling water or chemical
sanitizers. Bacterial spores are not a means of reproduction.
Fungi include organisms as small as a single cell or as large
as a mushroom. True fungi produce large masses of fila-
mentous hyphae that form a mycelium. Yeasts, along with
bacteria, reproduce by fission. Other fungi typically repro-
duce by spores carried on fruiting structures. Viruses are
extremely small parasites. They require living cells of
plants, animals, or bacteria for growth. The virus is mainly
a packet of genetic material which must be reproduced by
the host cells. Protozoa are single-celled organisms that can
cause disease in humans and animals. Their cell structure is
more complex than that of bacteria.
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The presence of microorganisms in foods may have
adverse or beneficial effects. Some microorganisms may
hasten the spoilage of foods, thereby reducing sensory
quality and shelf-life. Other organisms may be patho-
genic, or could cause human illness. Some species of bac-
teria, yeast, and molds can be used to ferment foods or to
produce desirable changes in quality, especially in taste
and texture. These organisms can be intentionally used to
process a wide variety of plant or animal foods.

II. HISTORY OF FOOD MICROBIOLOGY

Microorganisms have always been closely related to food
and food systems. Authorities believe that approximately
8,000 to 10,000 years ago, humans began to have problems
associated with food poisoning and food spoilage. The
importance of one’s ability to produce and preserve food
was recognized early. Both livestock and salt had monetary
value and could be compared to today’s currency. Wealth
and social status in many cases was based upon the amount
of success one had at producing in times of plenty and pre-
serving what could not be consumed immediately for
times of hardship. Many early religious laws prohibiting
the consumption of “impure” or “unclean” foods were
based on hygiene, and were similarly seen in countries not
conforming to the same religious beliefs.

The first individual to describe microorganisms was
Kircher in 1658 who reported “worms” that were unde-
tectable to the naked eye on several decomposing items.
Shortly thereafter the theory of spontaneous generation,
later known as abiogenisis, became widely accepted. In
1683, Leeuwenhoek’s superior knowledge of lens design
allowed him to be the first to observe and record yeast cells
using a primitive microscope. Spallanzani sought to dis-
prove spontaneous generation in 1765 when his beef broth
did not spoil after being boiled in a sealed container for an
hour. Critics, however, disagreed, believing his process was
void of oxygen, a vital ingredient to spontaneous genera-
tion. In 1785, the French government offered a prize to any-
one who could develop a practical method to preserve food.
In 1809, Nicholas Appert was successful by preserving
meats that had been boiled in water in corked glass bottles.
At the time, he was unaware of the microbiological logic
behind this process. Louis Pasteur, however, was the first to
understand the role of microorganisms in food. He was
most noted for his heat pasteurization process to destroy
deleterious organisms in beer and wine. Pasteur’s process
was later commercialized in 1867. He also proved that
microorganisms caused souring milk. Some other examples
of important dates in food microbiology history include:

1825 - U.S. patent issued for food preservation in tin
cans.

1840 - Fresh fruit and fish were first canned.
1857 - Milk identified as a vector for typhoid fever.

1874 - Use of ice for transport of meat at sea was
widespread.

1880 - Milk pasteurization began in Germany.
1888 - Salmonella enteriditis isolated from meat in a

food poisoning outbreak.
1895 - First bacteriological study of canning.
1906 - U.S. Congress passed the Federal Food and

Drug Act.
1928 - Controlled atmosphere was commercially

used for storage of apples.
1929 - Frozen foods introduced into retail markets.
1967 - United States was the first to design a com-

mercial irradiation facility.
1976 - In California infant botulism was identified.
1981 - First outbreak of foodborne listeriosis

occurred in the U.S.
1986 - The first diagnosis of Bovine Spongiform

Encephalopathy (BSE).

III. SOURCES OF CONTAMINATION:
ANIMAL, PLANT, PROCESSING, FOOD
HANDLERS

Foods or their ingredients may harbor a wide variety of
microorganisms. Some of these microorganisms may be a
part of the natural microbiota of raw foods of plant and
animal origin, while others may be introduced during
production, processing, and preparation for consumption.
Microbial contamination refers to the presence or added
presence of pathogenic or spoilage microorganisms that
were not originally present in or on the food. Microbial
cross-contamination refers to the situation where microor-
ganisms are transferred from one surface or food to
another food or food contact surface.

Raw and processed foods can be contaminated with
many types of bacteria, yeast, or molds prior to consump-
tion. Contamination may occur during all steps of food
processing. These steps may include: harvest, slaughter,
transportation, processing, packaging, storage, and prepa-
ration for consumption. Prior to crop harvest or food ani-
mal slaughter, raw agricultural commodities may become
contaminated with pathogenic and spoilage organisms
from soil, irrigation water, animal feces, insects, manure,
and wild or domestic animals. During transport and pro-
cessing, foods can be contaminated by harvesting and
transport equipment. Furthermore, contamination by sort-
ing, packing, cutting, packaging, or other further process-
ing equipment may occur. Also, process water, air or dust,
and worker contact may further contaminate food prod-
ucts. Processed or packaged foods can become contami-
nated by food handlers, including foodservice and retail
employees and consumers. Cross-contamination of raw
and ready-to-eat foods can occur due to improper sanita-
tion of food contact surfaces or equipment or when 



raw and ready-to-eat foods are poorly separated during
preparation.

Prevention of contamination or cross-contamination
by unwanted microorganisms is a critical element for
ensuring the safety and quality of raw and processed
foods. At the farm level, biosecurity programs can
enhance prevention of microbial contamination. At the
processing level food manufacturers can practice regular
cleaning and sanitizing of equipment and facilities.
Cleaning requires removing visible soil or food residue
from equipment, utensils, floors, and walls. Subsequent
sanitizing must reduce the number of microorganisms to a
very low or safe level. Also, good employee hygiene prac-
tices such as handwashing, protective clothing, and pro-
hibiting food and drink consumption in work areas can
limit opportunities for microbial contamination of foods
and ingredients. During food preparation, workers or 
consumers should frequently wash their hands and work
surfaces. Hands or utensils should not touch raw food
prior to ready-to-eat food without washing. Food contact
surfaces and utensils must be regularly cleaned and 
sanitized.

IV. MICROBIAL GROWTH

Microorganisms can grow and reproduce at different rates
over time. When bacteria are in a rapid growth phase they
may be able to double their population in just 20–30 min-
utes. Prior to achieving a rapid or exponential growth rate,
organisms may need time to adjust to their environment.
During food processing, microbes may need time to adjust
to changing conditions of acidity, temperature, oxygen
level, nutrient levels, or available moisture. The population
of bacteria may only marginally increase during the time
that the organisms are adjusting to a new environment.
After this lag phase of growth, the bacteria may enter into
a rapid growth phase that greatly increases their numbers.
Eventually the growth rate will slow as a key nutrient
becomes exhausted or environmental conditions act to
limit growth. When the population or the growth rate is
plotted against time, a sigmoid or s-shaped curve often
expresses how the growth changes over time. In these plots,
a lag phase is followed by a (exponential) growth phase, a
stationary phase, and a die-off phase (Figure 50.1).

Microorganism growth rates are influenced by many
environmental factors. Similar to other living organisms,
they need water and nutrients to grow. Temperature is also
a very important factor affecting microbial growth. The
time that microorganisms need to grow and reproduce can
vary greatly depending on the environmental temperature.
Other important factors affecting growth include pH,
atmospheric gas concentrations, and available water for
growth.

Water is necessary for growth, but microbes cannot
grow in pure water. While all foods contain some water,

some of this water is not available to the bacteria. Often the
water in foods is bound with some of the molecules of the
food such as the proteins, fats, and carbohydrates. The
bound water may not be accessible to microorganisms to
use for growth. Water activity, or aw, is a measure of the
water available to microorganisms in foods. Water activity is
measured on a scale of zero to one (pure water). For growth,
most bacteria require a aw of at least 0.90. Yeasts and molds
can tolerate a lower water activity, perhaps as low as 0.7. A
water activity of less than 0.85 in food will suppress the
growth of organisms of public health significance.

Microorganisms can generally grow over a wide
range of temperatures, but their growth rate at different
temperatures can vary greatly. Organisms grow fastest at
an optimal temperature. The optimum growth temperature
for most organisms is near room temperature or body tem-
perature (25–35°C). However, microorganisms may still
be able to grow over a temperature range of 10–45°C.
Foodborne microorganisms can survive temperatures of
0°C, but typically will not grow at this temperature.

Acidity can be measured with the pH scale where 0 is
strongly acidic, 7 is neutral, and 14 is strongly basic. Many
bacteria multiply more rapidly when the pH of their sur-
roundings is near neutral, but may be able to grow when
the pH ranges from 4 to 9. Yeasts and molds are more tol-
erant of low pH (high acidity) than bacteria. Many foods
have a pH value between 4 and 7 which favors the growth
of most pathogenic and spoilage microorganisms. As
microorganisms reproduce, their metabolic by-products
may alter the pH of their surroundings.

Just as microbial temperature and pH requirements
can vary, microbial oxygen requirements can also differ
greatly. Bacteria that require oxygen for growth are com-
monly called aerobes. Anaerobic bacteria do not grow in
the presence of oxygen, but can grow in vacuum-packed
foods. Some organisms can grow with or without oxygen
and are referred to as facultative anaerobes. Finally, some
organisms grow favorably under a low oxygen atmos-
phere. These microaerophiles grow optimally when the
oxygen concentration in the atmosphere is 5–10%
whereas the concentration in air is 18–20%.
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V. MICROBIAL INACTIVATION, SURVIVAL,
AND DEATH

Often a correlation exists between the rate and amount of
treatment applied during the preserving process and the rate
of microbial inactivation, survival, and death. In using heat
processing to preserve foods, the temperature denatures
proteins, which destroys enzyme activity and enzyme-
controlled metabolism in microorganisms. The rate of
microbial inactivation follows the first order reaction, by
which when the product is heated to a temperature that is
high enough to destroy contaminates, the same percentage
die in a given time interval regardless of the numbers pres-
ent initially. This is known as the logarithmic order of death
and is described by a death rate curve (Figure 50.2).
Microbial inactivation, survival, and death rate of the
microorganism can be extrapolated from this curve.

The decimal reduction time, also known as the 
D-value, is defined as the time in minutes to achieve a 
1�log10 reduction in a specific microorganism at a spe-
cific temperature in a specific growth medium. D-values
are variables for different microbial species and a higher
D-value indicates greater heat resistance. Since microbial
destruction occurs logarithmically, it is theoretically
impossible to destroy all cells. The heating process there-
fore aims to reduce the number of surviving microorgan-
isms by a pre-determined amount, depending on the type
of microorganisms that is expected to contaminate the raw
product. Usually, foods are processed to ensure at least a
12D reduction for Clostridium botulinum in low acid
foods. This organism is targeted due to its importance in
the food industry as well as its spore-forming abilities.

If the destruction of microorganisms is determined by
temperature, cells die more rapidly at higher tempera-
tures. The z-value characterizes the change in temperature
required to achieve a 1�log10 change in the D-value. This

gives an indication of the temperature dependency of the
heat resistance of an organism. Most heat-resistant spores
have a z-value of 10°C.

The thermal death time (F-value) is used as a basis of
comparing heat sterilization techniques. The F-value is
defined as the equivalency in minutes at a given tempera-
ture, of all things considered, with respect to its capacity
to destroy spores or vegetative cells of a particular organ-
ism. It can also be considered as the time needed to reduce
the microbial numbers by a multiple of the D-value. When
plotted, it is a bell-shaped curve, which is affected by
product type, container size, container shape, and method
of load of the unit for heat process. F � D (log n1 � log
n2), where n1 � initial number of microorganisms and
n2 � final number of microorganisms.

VI. DETECTION OF MICROORGANISMS

Food microbiologists examine foods for the presence,
types, and numbers of microorganisms and/or their prod-
ucts. Sampling techniques as well as the enumeration of
the affected food product or surface are crucial in obtain-
ing an accurate analysis. In spite of its importance, the
enumeration methods used commonly permit only the
estimation of microorganisms in a food product or their
surrounding environment. Although some analytical
methods are more sensitive and more rapid than others,
every method has certain inherent limitations associated
with its use.

A. SAMPLING FROM FOODS OR THE

ENVIRONMENT

Many methods exist for sampling the environment of the
food plant as well as the foods and air for the presence and
relative numbers of microorganisms. Some commonly
used methods are described below.

1. Gravimetric and volumetric sampling: Defined
portions of food or water samples can be col-
lected and analyzed by numerous microbiolog-
ical methods. For liquids a volumetric sample
of 10–100 mL is typically analyzed. For solids,
a gravimetric or weighed sample of approxi-
mately 10–50 grams is analyzed. Solid foods
may need to be diluted with one of several
aqueous solutions during an analysis. In these
cases, microbial concentrations can be reported
as “per volume of diluent.”

2. Swab sampling: Swabbing is the oldest and
most prevalently used method for the microbi-
ologic surface examination not only in the food
and dairy industries but also in hospitals and
restaurants. With this method, surface areas can
be sampled corresponding to the size of the 
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surface with the use of a sterile template. A
moistened swab is used to thoroughly rub the
exposed surface. After exposure, the swab is
returned to its holder containing a suitable dilu-
ent which can contain selective media and neu-
tralizers for sanitation chemicals, if necessary.
After proper dislodging from the swab, the
organisms are then examined by enumeration
or qualitative analysis. The swab method is 
best suited for flexible, uneven, and heavily
contaminated surfaces. The ease of removal 
of the microorganism is dependent on the tex-
ture of the surface and the nature and type of
flora.

3. Contact plate: The replicate organism direct
agar contact (RODAC) method consists of a
raised agar surface on the petri plate. When the
plate is inverted, the agar surface makes direct
contact with the surface. Once exposed, the
plate is then covered, incubated, and enumer-
ated for viable colonies. With this method,
foods surfaces as well as environmental sur-
faces can be examined. In testing a surface that
may have been cleaned with certain com-
pounds, it may be necessary to add a neutralizer
in the medium. This method, however, is not
effective for enumerating heavily contaminated
surfaces.

4. Air sampling: Numerous methods exist for the
sampling of air in food plants for the presence
and relative numbers of the microorganism. The
most commonly used methods are impingement
in liquids, impaction on solid surfaces, and sedi-
mentation. Impingers are advantageous in that 
a specific quantity of air can be sampled.
Filtration, centrifugation, electrostatic precipita-
tion, and thermal precipitation may be used in air
sampling. The simplest of air sampling tech-
niques is to open pre-poured petri dishes for spe-
cific periods of time in the area to be assessed.
The results obtained are influenced by size of
particles and speed and direction of air flow.

B. ISOLATION AND IDENTIFICATION

Isolation and identification of microorganisms can be as
simple as performing isolation streaks for a colony and
gram stains to much more sophisticated procedures using
immunologic assays, chemical assays, and physical
assays. Many microbiological analytical methods require
that samples be immersed into an enrichment media to
encourage growth of the target organism and to discour-
age growth of other naturally occurring organisms.
Subsequent transfers to other microbiological media are
used to purify food extract and isolate specific bacterial

species. Additional confirmatory tests can be used to iden-
tify microbial species and biotypes. Selection and use of
any microbiological methods should depend on resources
available, analysis time, cost, sensitivity, specificity, tech-
nical expertise required, etc. In this chapter, it is not pos-
sible to go into detail about all of the procedures that may
be used to identify microorganisms in foods. Some of
these methods are briefly described below.

1. Nucleic acid (DNA) probes: DNA probes have
been prepared for a number of foodborne
microorganisms such as salmonellae, listeriae,
staphylococcal enterotoxins, Clostridium per-
fringens enterotoxin, Entamoeba histolytica,
and enterotoxigenic E. coli. A DNA probe,
which is usually labeled with a radioisotope,
consists of the DNA sequence of an organism
of interest that can be used to detect homolo-
gous DNA or RNA sequences. The probe DNA
must hybridize with that of the strain to be
sought. Ideally, the DNA sequence that con-
tains the genes that code for a specific contam-
inant is used.

2. PCR: An increasingly popular and highly reli-
able method for identification is DNA amplifi-
cation – polymerase chain reaction (PCR)
method. This method is a powerful, rapid sys-
tem for detecting the presence of foodborne
pathogens. This technique, performed in a very
clean work environment, employs thermostable
DNA polymerase and 5� and 3� specified
oligonucleotide primers. It enables amplifica-
tion of a single molecule of DNA to 107 mole-
cules after a series of amplification cycles,
typically from 20 to 50. The amplified DNA is
then detected by use of either agarose gels or
Southern hybridization employing a radiola-
beled probe. Most PCR reagents now come in
kit form.

3. Immunoassays: These methods are based on
the interaction of antibodies, and consist of a
wide range of rapid detection methods that are
relatively simple to detect and identify contam-
inants associated with food products. Many 
are readily available in kits. Examples of
immunoassays used in the food industry
include the use of fluorescent antibodies,
immunoaffinity columns, enrichment serology,
enzyme-linked immunosorbent assay (ELISA),
radioimmunoassay, and hemaggultination. The
technique of radioimmunoassay (RIA) consists
of adding a radioactive label to an antigen,
allowing the antigen to react with its specific
antibody, and measuring the amount of antigen
that combined with the antibody by the use of a
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counter to measure radioactivity. Using this
method, detection and identification of bacter-
ial cells can be achieved. RIA is used for
identifying and enumerating staphylococcal
enterotoxins, V. cholerae that produce cholera
toxin, aflatoxins, and other mycotoxins.
Multibacterial species can be detected in one
operation when mixtures of homologous anti-
bodies are used. The RIA method can also be
used to identify biological hazards such as
endotoxins and paralytic shellfish toxins in
foods examined.

The ELISA method is similar to that of the RIA but
rather than employing a radioactive isotope, it uses an
enzyme coupled to antigen. A typical ELISA is performed
with a solid phase (e.g., beads, test wells, or dipstick)
coated with antigen and incubated with antiserum.
Following incubation and washing, an enzyme-labeled
preparation of anti-immunoglobulin is added. After gentle
washing, the amount of enzyme remaining in the tube or
microtiter well is measured colorimetrically. The color
change reveals the presence or absence of the contaminant
as well as estimation on enumeration. There are many
variations of ELISA.

C. ENUMERATION

Many procedures exist for estimating a microbial popula-
tion. Ideally, the method used should be accurate, rapid,
inexpensive, and standardized. Methods should be
selected based on the use of the information that is
obtained. Examples of systems used in estimating the
number of microorganisms in foods are listed in Table
50.1. The basic methods used in quantitative analysis
include standard plate counts (SPC) for viable cells, the
most probable number (MPN) method as a statistical
determination of viable cells, dye-reduction techniques to
estimate numbers of viable cells that possess reducing
capacities, and direct microscopic count (DMC) for both
viable and non-viable cells.

1. Plate Counts for Viable Cells

The most widely used and basic technique used for enu-
meration of microorganisms is the standard plate count
(SPC). It is relatively simple and consists of plating
appropriate dilutions by transferring an aliquot for either
pour plating (pouring molten agar onto plate) or spread
plating (evenly transferring the aliquot onto a hardened
agar surface). The plates are incubated at an appropriate
temperature/time and the colonies are enumerated. Use of
spiral plates and use of selective media in the agar further
enhance this procedure. SPC is considered one of the most
precise methods for determining microorganisms such as
bacteria and yeast that will grow in an agar medium.

2. Total Cell Counts

Some methods do not differentiate between viable and
non-viable cells, giving total cell counts. These methods
are appropriate for use when evaluating the microbial con-
tent of a food and/or evaluating the number of body cells
in milk such as the detection for mastitis in cows. The
value of total cell counts is limited to samples with high
cell loads. Total cell counts are useful in determining the
quality of pasteurization and recontamination of foods,
and are a rapid method to estimate the bacterial load.
Examples of total cell counts are direct microscopic count
(DMC), spectrophotometric assay, and electronic particle
count. In DMC, a suspension of the sample is stained and
observed using a counting chamber or spread over a pre-
scribed area on a glass slide and the number of cells cal-
culated per area. Using this method, cell morphology can
be seen and it lends itself to fluorescent probes for
improved efficiency. However, since it is a microscopic
analysis, it is fatiguing to the analyst, and food particles
are not always distinguishable from the bacteria.

A rapid method to estimate total cell count is the spec-
trophotometric analysis. A suspended sample is analyzed
by a spectrophotometer, where a light of a specified wave-
length is passed through the sample. The amount of
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TABLE 50.1
Systems Used in Enumeration of Microorganisms in
Foods

Direct microscopic count (DMC) Electrical
Breed clump count Conductance
Electronic particle count Impedance
Howard mold counts Capacitance

Voltage drop 
Pour plate Spectrophotometric (optical density)
Spread plate Adenosine triphosphate (ATP)

Spiral plate Reductase tests 
Drop plate Easicult-TTC
Plate loop Immuno-affinity columns

Roll tube Respiration rates
Oval tube Limulus amoebocyte lysate (LAL)
Burri strip/slant Chemical indicators 
Restriction fragment length (decomposition products) 

polymorphism (RFLP)
Little plate pH
Tube dilution Agar droplets
Most probable number Millipore sampler
Membrane filter Bactoscan

Hydrophobic grid (HGMF) Microcalorimetry
Direct epifluorescent filter Flow cytometry

technique (DEFT) Gas chromatography
Microcolony-DEFT Radioimmunoassay (RIA)

Agar droplets Thermostable nuclease
Microtiter-Spot plate Fluorescent antibody
Dry rehydratable film Enzyme-linked immunosorbent 

Petri film assay (ELISA)



absorbance and percentage of transmittance of the light
can then be correlated to an estimated cell count. However,
using this method, no selectivity is made to the microor-
ganism or debris in the sample such as food particles.
Clumping of cells may also lead to a miscued estimation.
Due to the various size of contaminates, adjustments 
may have to be made to the readings as well as the wave-
length used.

Many more methods exist for the enumeration of
viable organisms in foods. Most of the basic systems for
enumeration of viable organisms are based on the plate
count or the tube dilution method. Selective media or
environmental conditions are often used if a specific con-
taminant is targeted. More advanced assays for rapid
analysis are based on the metabolic activity of the con-
taminant on given substrates, measurements of growth
response, or the immunologic responses to the micro-
organism.

Use of nitrocellulose or hydrophobic grid membranes
to filter the sample solution through pores that retain bac-
teria or mycobacterium (usually 0.45 µm) but allow for
the suspension to flow through is especially suited for
assays when the microbial count of the sample is expected
to be relatively low. Following the collection of the con-
taminant upon filtering a given volume, the membrane is
placed on a hardened growth media and incubated at an
appropriate temperature. To improve microbial yield and
decrease background particles on the filter such as food
and sediments, use of prefilters, surfactants and enzymes,
and stains are incorporated into the assay. Analysis of the
samples can be made after 2–4 hours with a microscope
or 24–48 hours similarly to plate counts after incubation.

3. Most Probable Number (MPN) Methods

To estimate a low concentration of organisms in a sample,
the most probable number (MPN) method can be used.
Several tubes are prepared from consecutive ten-fold sam-
ple dilutions and recorded as either positive or negative
for growth. In some instances, MPN is easier and simpler
to perform than the plate count. It is particularly useful for
samples with only a few organisms and can be used to
detect organisms in samples larger than 1 g. The relation-
ship between positive and negative tubes has been deter-
mined mathematically and tables have been developed for
convenient estimations of cell concentrations.

The adenosine triphosphate (ATP) bioluminescence
measurement system is relatively simple and rapid, with its
results being reliable and acceptable for food and water
analysis. The method for determining ATP is based on the
reaction of luciferin and luciferase, which when reacted
with ATP in the presence of magnesium ions causes a light
emission. By using a photometer to measure the light emis-
sion when bacterial ATP reacts with the luciferin-luciferase
system, quantitative analysis is made of the microbial load.

Limitation to the analysis is that, since the luciferin-
luciferase system accounts for all ATP in the sample, non-
bacteria ATP must be removed prior to analysis.

D. INDICATOR ORGANISMS

The first use of indicator organisms probably occurred in
1892, when Schardinger tested water for E. coli in search
of Salmonella typhi. He theorized that, while it is difficult
to detect S. typhi in a water supply, the presence of E. coli
would indicate that there might have been contamination
from sewage and that Salmonella or other coliforms might
be present. Certain criteria are used to determine the value
of an indicator organism in instances where specific
pathogens such as fecal coliforms are targeted. Exclusive
association with contamination and specificity with the
pathogen should be seen. The usual source of the indica-
tor and the significance of it should be known. The indi-
cator should not be present as a natural contaminant of the
material being analyzed. Moreover, detection, differentia-
tion from background microorganisms, and enumeration
of the indicator should be rapid and accurate. It is also
beneficial if a standardized test for detection and enumer-
ation exists. In using indicator organisms to determine
product quality or shelf life, it is ideal that the indicator
organism used possess qualities such as: presence and
detection in all foods to assess quality growth and num-
bers have a direct correlation with product quality (in
spoilage, the indicator organisms can be a natural con-
taminant of the material being analyzed) detection; and
enumeration should be relatively easy, quick, and distin-
guishable from background microorganisms; growth of
indicator microorganisms are not affected adversely by
other components of the food flora.

VII. FOOD SAFETY

Ensuring safe food is an important public health priority
for our nation. An estimated 76 million illnesses, 323,914
hospitalizations, and 5,194 deaths are attributable to food-
borne illness in the United States each year. The estimated
cost of foodborne illness is $10–$83 billion annually. For
some consumers, foodborne illness results only in mild,
temporary discomfort or lost time from work or other
daily activity. For others, especially pre-school age chil-
dren, older adults, and those with impaired immune sys-
tems, foodborne illness may have serious long-term
consequences or may even be life threatening. The risk of
foodborne illness is of increasing concern due to changes
in the global market, aging of our population, increasing
numbers of immunocompromised and immunosuppressed
individuals, and changes in food production practices.

Numerous biological agents other than bacteria are
known to cause foodborne illness. Many of these organ-
isms or substances, such as the toxins produced by some
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fungi, were identified and confirmed as a causative agent
of foodborne illness several decades ago. Others, espe-
cially prions and some of the parasitic protozoa, have only
been studied during the past 20 years. The etiology of
foodborne disease outbreaks is changing and can be a sub-
ject of great debate. The majority of illnesses or deaths
due to food consumption are grossly underreported world-
wide. The ability to link particular food sources, and food
production, processing and preparation practices to food-
borne illness is a challenge for epidemiologists. In the
U.S., fewer than 1 in 1,000 estimated cases of foodborne
illness are confirmed. Bacteria are the causative agents in
approximately half of the confirmed cases of foodborne
illness in the U.S. The remainder are attributed primarily
to viruses or to other chemical agents or parasites. In the
future, we should expect the proportion of confirmed
cases and outbreaks of foodborne illness to increase as
improved diagnostic tools are developed and surveillance
for foodborne diseases improves.

Over the past two decades, microbiological food safety
has received greater attention from regulatory authorities,
researchers, public health officials, and consumers. We are
continually learning more about the sources of microbial
foodborne safety problems and how to prevent them. For
several reasons, we may discover new food safety prob-
lems that may shift our current priorities for control of
microbial foodborne illnesses. For example, we may be
able to more easily detect and quantify microbial disease
agents due to advances in laboratory methodologies. Also,
we may discover new or emerging pathogenic organisms.
Many microbial species have been shown to become more
or less virulent over time. And, increased global food trade
and international travel can lead to rapid transmission of
foodborne pathogens around the world.

VIII. SPOILAGE BY MICROORGANISMS

Many species of microorganisms are known to cause
spoilage of some foods. Spoiled foods are generally con-
sidered unacceptable to eat because of a poor odor, flavor,
texture or appearance. Microbiological food spoilage
occurs when the growth of bacteria, yeast, or mold leads
to the production of microbial metabolic byproducts
which make the food product unacceptable to eat.

The shelf life of a food refers to its useful storage life.
At the end of shelf life, foods may be perceived as signif-
icantly different or unacceptably different from fresh
quality. In foods, the shelf life of a perishable item is
greatly affected by the initial microbial load present.
Generally, if a food contains a large population of
spoilage organisms, it will have a shorter shelf life than
the same food containing fewer numbers of the same
spoilage organisms. Excessive growth of spoilage
microorganisms in a food can lead to changes in its com-
position or structure which may ultimately render the food

unacceptable to consumers. For example, many microor-
ganisms produce enzymes that can cause fats or proteins
to breakdown into aromatic compounds that can diminish
sensory qualities and consumer acceptance. The break-
down of food components may also change the texture or
water holding capacity of the food, especially near the
surface. High temperature storage of these products can
accelerate the rate that these enzymes promote changes in
food quality.

Microbiological food spoilage can occur when bacte-
ria, yeast, or mold grows to a sufficient level leading to the
production of metabolic by-products that ultimately make
the food unacceptable for consumption. Generally, many
foods are considered spoiled or at the end of their typical
shelf life when their total bacterial concentration is
approximately 107 per g or per mL. Also, foods may be at
the end of their shelf life if the yeast concentration is 105

per g or per mL, or if visible mold is present. Since bac-
teria, yeast, and molds are typically present in some foods
and proliferate under different environmental conditions,
spoilage of particular foods is usually caused by specific
species of bacteria, yeast, or mold.

Generally, spoilage of foods can be delayed by appro-
priate processing, packaging, and storage of these prod-
ucts. Food processors can also delay microbiological
spoilage by using quality raw materials with low micro-
bial loads. Also, strict adherence to industry current Good
Manufacturing Practices or processing under sanitary
conditions will also prevent the introduction or growth of
spoilage microorganisms in processed foods. The pro-
cessing and packaging techniques used to inactivate or
inhibit pathogenic microorganisms may also inhibit
spoilage-causing microorganisms.

Microorganisms that may cause spoilage can replicate
to unacceptably high concentrations in foods that are
stored at higher temperatures and for longer times than
recommended. After processing, most foods have opti-
mum or prescribed storage conditions including time,
temperature, and humidity. Processors, retailers, and con-
sumers should follow proper storage recommendations
for raw and processed foods to ensure optimal product
quality.

IX. FOOD PRESERVATION

From the first stage of processing, the quality of food can
deteriorate over time. The shorter the amount of time it takes
a product or ingredient to be transformed or transported to
its final destination, the consumer, the more advantageous.
For this reason many foods are kept “alive” and “healthy” as
long as possible. Once a food is no longer “alive” the qual-
ity decreases at varying rates dependant on the product and
its environment. Degradation begins on many physical and
chemical levels. This may be caused by microbiological,
enzymatic, chemical, or physical means. Environmental
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conditions that may increase or decrease the quality of a
product include temperature, humidity, handling, packag-
ing, transport, and, of course, time. Product water activity
(Table 50.2), pH, amino acid content, fatty acid content,
vitamin content, and naturally occurring enzymes may also
affect the quality of a product. Atmospheric modification,
acidification, temperature reduction, thermal processing,
reduction of water activity (Table 50.2), fermentation, and
the addition of antimicrobials can combat naturally occur-
ring microbiological processes.

The two major categories of food preservation are
chemical methods and physical methods. Chemical meth-
ods are chemical preservatives, which include antimicro-
bials, antioxidants, and anti-browning agents. Physical
methods of preservation include low temperature preser-
vation, high temperature preservation, radiation, modified
atmosphere packaging, and drying.

A. ANTIMICROBIALS AND PRESERVATIVES

Many antimicrobials are bacteriostatic or fungistatic and
can only be added to certain levels within strict accordance

with established regulations. Therefore, preservation of the
quality of the food will not last indefinitely. Oftentimes use
is in conjunction with other methods of preservation in
order to provide a “multiple hurdle” defense against
microorganisms. Occasionally, preservatives are added to
foods for one purpose, but they may also indirectly act as
antimicrobials. For many antimicrobials the exact mecha-
nism or component that the chemical affects on the
microorganism’s cellular level is unknown. In general, par-
ticular cellular components such as the cell wall, cell
membrane, metabolic processes, and genetic material are
targeted for disruption, causing cell death or inhibition. No
antimicrobial is the “silver bullet” for all microorganisms.
Some may affect several types of microorganism but with
only a limited effect; therefore, several different antimi-
crobials may be applied to help control the multiple micro-
biological concerns of a single product. A list of several
common antimicrobials is provided in Table 50.3.

B. LOW TEMPERATURE PRESERVATION

The ability of low temperatures to preserve foods is based
on the principal that all biological systems are controlled
by enzymatic reactions including those that control
microorganisms and cause quality degradation. The rate
of these reactions is directly related to temperature. With
a rise or fall in temperature the enzymatic rate of reaction
increases or decreases, respectively. In biological systems,
for each rise in temperature of 10°C there is approxi-
mately a two-fold increase in the enzymatic rate of reac-
tion. Keep in mind that the temperature range and increase
must be within appropriate parameters for that particular
enzymatic function. Most microorganisms are signifi-
cantly slowed at temperatures ranging from 0–7°C and
many will not replicate with the exception of psy-
chrotrophic organisms that will cause spoilage at these
temperatures. Below 0°C all microbiological activity
ceases; however, some enzymatic activity may still occur.
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TABLE 50.2
Water Activity of Microorganisms and Select Foods

Food Minimal aw

Fresh fruits, vegetables, meat, and fish 0.98
Cooked meat 0.98–0.95
Cured meat products, cheeses 0.95–0.91
Sausages, syrups 0.91–0.87
Most bacteria can grow 0.91
Most yeasts can grow 0.88
Flours, rice, beans, peas 0.87–0.80
Most molds can grow 0.80
Jams 0.80–0.75
Halophilic bacteria can grow 0.75
Xerotolerant molds can grow 0.71
Dried fruits 0.65–0.60
Spices, milk powder 0.60–0.20

TABLE 50.3
Chemical Food Preservatives

Preservatives Maximum Tolerance Organisms Affected Foods

Propionic acids 0.32% Molds Bread, cakes, cheeses
Sorbic acid 0.2% Molds Hard cheeses, syrups, salad dressings
Benzoic acid 0.1% Yeasts and molds Margarine, pickle, relishes, soft drinks,

salad dressings
Parabens 0.1% Yeasts and molds Bakery products, soft drinks, pickles
Sulfites 200–300 ppm Insects, microorganisms Molasses, dried fruits, wines
Ethylene/propylene oxides 700 ppm Yeasts, molds Fumigant for spices, nuts
Sodium diacetate 0.32% Molds Bread
Nisin 1% Lactis, clostridia Pasteurized cheese
Dehydroacetic acid 65 ppm Insects Pesticide on strawberries, squash
Sodium nitrite 120 ppm Clostridia Meat-curing preparations



C. HIGH TEMPERATURE PRESERVATION

Two common types of high temperature preservation are
pasteurization and sterilization. These processes are suc-
cessful due to the general destruction of microorganisms
at elevated temperatures. Pasteurization employs a tech-
nique of heating a substance, usually a liquid, to tempera-
tures high enough to destroy most bacteria, including
pathogens, without major chemical alteration of the prod-
uct. The organisms that survive fit into either thermoduric
or thermophilic categories. Thermoduric organisms,
including the genus Lactobacillus, can withstand rela-
tively high temperatures but are non-spore forming.
Thermophiles, including the genera Bacillus and
Clostridium, are sporeformers that require high tempera-
tures for regular metabolic activity. The complete elimi-
nation of all microorganisms is referred to as sterilization.
No viable organisms can be detected after this process.

D. RADIATION PRESERVATION

Radiation can be defined as the emission of radiant energy
in the form of particles or waves. The food industry uses
four major forms of radiation, including ultraviolet light,
gamma radiation, electron beam radiation, and microwave
radiation. The first three types depend on disruption at a
molecular level causing lethal mutations in the micro-
organism’s genetic code to destroy microorganisms.
Ultraviolet light is most destructive at a range between
240 nm and 280 nm. Gram-negative bacteria are most
affected by this kind of radiation. Gamma radiation is
radiation emitted from Cobalt or Cesium sources.
Electron beam radiation has a lower penetration power
and requires a higher dose. Electron beam and gamma
radiation are referred to as cold sterilization, achieving no
increase in heat to produce to the required bactericidal
effect. These methods can, however, cause undesirable
color changes in the product at higher dosages.
Microwaves use the friction of oscillating molecules to
produce heat and thereby destroy microorganisms.
Depending upon the radiation source, dose, product, pres-
ence or absence of oxygen, condition of food, target
organism, microbial load, packaging, and surface cleanli-
ness the effect of radiation varies widely.

In using radiation to preserve foods, the reactive ions
produced by irradiating foods injure or destroy micro-
organisms by altering the cell membrane structure and
affecting metabolic enzyme activity. More importantly, the
DNA and RNA molecules in cell nuclei, which are essen-
tial for growth and replication, are affected. Analogous to
heat processing, the rate of destruction of individual cells
depends on the rate at which ions are produced and inter-
react with DNA, whereas the reduction in cell numbers
depends on the total dose of radiation received. The rate of
reduction is expressed as the D-value, in which the units

are expressed in kiloGrays (kGy). A Gray (Gy) is the
absorbed dose where 1Gy is the absorption of 1 J of energy
per kilogram of food. Like thermal processing, irradiation
is a first-order reaction, in which theoretically, a logarith-
mic reduction in microbial numbers with increasing dose
is expected.

E. DRYING PRESERVATION

Microorganisms and enzymes require water in order to be
active. Low-moisture foods, including freeze-dried foods,
and intermediate-moisture foods are the two categories of
shelf stable dried food preservation. To be defined as a
low-moisture food, the product cannot contain more than
25% moisture and has to achieve aw less than 0.60. If the
product contains between 15–50% moisture and a aw of
between 0.60 and 0.85 it is defined as an intermediate
moisture food. During drying a wet hot heat causes more
damage to microbial cells than dry heat. Freeze drying
employs a vacuum sublimation of the ice content. The
lowered aw and moisture levels produced through these
processes are capable of inhibiting any spoilage or patho-
genic organisms.

F. MODIFIED ATMOSPHERE PACKAGING

Modified atmosphere packaging (MAP) is any package
that contains a gas composition deviant from atmospheric
air. Typically this is achieved by varying the amounts of
oxygen, carbon dioxide, and nitrogen, in effect to increase
the amount of CO2. Carbon dioxide has been known to
extend the shelf life of food products for over 100 years.
The reduction or removal of atmospheric air does not pro-
vide an environment conducive for growth of typical
spoilage organisms. Occasionally, as in the case with vac-
uum packaging, a product may begin with little atmos-
pheric oxygen, which is consumed and converted to CO2

by normal aerobic microflora. The concentration of CO2

may reach as high as 30%. Most of the time a known con-
centration of CO2 is added to a high barrier plastic film in
order to achieve a preservation effect. Many different
variations of this general principle are used to achieve the
proper effect for different products. Another way to
manipulate the atmosphere of a package is to employ the
use of different types of plastics for packaging.
Depending upon the molecular composition of the plastic
and how it is formed the rate at which molecules of oxy-
gen, carbon dioxide, and water vapor pass through it vary.
These are referred to as the oxygen transmission rate
(OTR), carbon dioxide transmission rate (CO2TR), and
the water vapor transmission rate (WVTR). The units for
these measurements are cc/m2/24 h at 70°F. Transmission
rates are also proportional to the thickness of the film.
Some plastics may possess a low OTR but a high WVTR;
therefore, many manufacturers use several combinations
of plastics added in layers to achieve the desired film. No
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plastic has a zero transmission rate; therefore, a food
package, no matter how well constructed, may start with
one type of atmosphere which will change over time.

Unfortunately, there are some problems associated
with MAP. Pathogenic organisms compete for nutrients
with spoilage organisms. Usually, the consumer would
reject a food before pathogenic organisms are in high
enough concentrations to cause harm. In the MAP envi-
ronment the normal spoilage organisms are not there to
compete with pathogens. What develops is a food product
that smells and looks edible but is in fact riddled with path-
ogenic organisms. Due to the fear of Clostridium botu-
linum the FDA has recently increased the minimum
recommended OTR to 10,000 cc/m2/24 h at 70°F. An
increase in CO2 also causes some physiological changes
such as the exudative loss of water. The binding of CO2 to
moisture in the product forms carbonic acid ultimately
changing the pH. This can lead to off-flavors and con-
sumer rejection.

G. OTHER PROCESSES FOR FOOD PRESERVATION

Other methods of preservation are increasingly used by
researchers and are commercially available to a limited
extent. Destruction of microorganisms through the use of
high-power ultrasound has been attempted but thus far has
not been made economically feasible. High-intensity
pulsed light using high-intensity xenon arc lamps on quick
short bursts utilizing a UV affect is currently being studied.
Finally, high hydrostatic pressure (300 to 1,000 MPa) is
used with products that are liquid or mostly consisting of
liquid. The underlying mechanism hinges on the destruc-
tion of non-covalent bonds, which in turn disrupt the target
organism’s cellular function causing deactivation.

X. FERMENTATION

Fermentation is probably the oldest form of food preser-
vation and can be defined as the breakdown of carbohy-
drates under anaerobic conditions. Fermented foods do
not always fall under this strict definition and many
times are produced from the breakdown of carbohydrates
and carbohydrate-like components under aerobic and
anaerobic conditions. Most fermentations, however, sel-
dom break down only carbohydrates. These foods are
products of microbial and enzymatic actions affecting
many food constituents including fats, carbohydrates,
proteins, and many others, each of which contributes to
the final product.

Most forms of spoilage are undesirable. Conversely,
fermentative spoilage produces favorable benefits of
increased shelf life and added flavor. This beneficial
spoilage is encouraged by the promotional growth of
selected microorganisms for their unique end products
and metabolic processes. Most forms of food preservation

try to reduce or inhibit growth of microorganisms.
Essentially, fermentation is a controlled spoilage using
many variables such as atmosphere, temperature, salt con-
tent, and starter cultures.

Fermented foods can also be microbiologically safe as
well as more nutritious. Many organisms used for fer-
mentation produce acid as a by-product of their metabolic
processes. As these organisms increase in number, the
amount of acid produced increases, ultimately accumulat-
ing in the food and lowering the total pH of the product.
Many pathogenic bacteria such as Clostridium botulinum
cannot proliferate in low acid environments; therefore, the
product remains microbiologically safe for extended peri-
ods of time. These same organisms can synthesize growth
factors and vitamins, release nutrients from indigestible
materials, and enzymatically break down indigestible sug-
ars such as hemicellulose into usable sugar derivatives.

A list of several common fermented products, their
substrates, and the microorganisms involved can be found
in Table 50.4. One classic fermented product is beer. In
this fermentation carbohydrates are broken down by the
yeast Saccharomyces cerevisae, producing alcohol and
carbon dioxide as by-products. Dairy fermentations are
also very common whereby cheeses, yogurt, buttermilk,
and sour cream are produced. For most common cheeses
such as blue, cheddar, cottage, and gouda as well as but-
termilk and sour cream Lactococcus lactis subsp. cre-
moris/lactis are the primary acid producers with a wide
variety of secondary microflora.

Vegetable fermentation is also a major industry for
food production. Cabbage (sauerkraut), cucumbers (pick-
les), olives (green olives), and soybeans (soy sauce) are
but a few examples of vegetable fermentation. The three
major types of vegetable fermentation include lactic acid,
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TABLE 50.4
Fermented Food Products

Fermentation 
Product Substrate Microorganism

Cocoa beans Cacao fruit Candida krusei, Geotrichum spp.
Coffee beans Coffee cherries Erwinia dissolvens,

Saccharomyces spp.
Miso Soybeans Aspergillus oryzae
Olives Green olives Leuconostoc mesenteroides,

Lactobacillus plantarum
Pickles Cucumbers Lactobacillus plantarum
Sauerkraut Cabbage Leuconostoc mesenteroides
Soy sauce Soybeans Rhizopus oligosporus
Beer and ale Cereal wort Saccharomyces cerevisae
Bourbon whiskey Corn, rye Saccharomyces cerevisae
Cider Apples Saccharomyces spp.
Sake Rice Saccharomyces sake
Vinegar Cider, wines Acetobacter spp.
Wines Grapes Saccharomyces spp.



acetic acid, and alcoholic fermentation. Lactic acid may
be produced in fermented vegetables by species including
Leuconostoc mesenteroides, Lactobacillus plantarum,
Lactobacillus bavaricus, and Lactobacillus casei. Other
bacterial species, including Acetobacter hansenii and
Gluconobacter oxydans, may produce acetic acid or vine-
gar during fermentation. Fermentations that result in alco-
holic products may be produced by microbial species
including Saccharomyces cerevisae, Kluveromyces marx-
ianus, and Aspergillus oryzae. Meat, fish, and poultry can
also be fermented to produce desirable products. For
example, meats can be fermented to produce products
such as pepperoni and sausage. Although the origins of
fermentation may be ancient, the processes are still used
today to provide a rich variety of safe and shelf stable
foods.

XI. OTHER USES OF MICROORGANISMS
IN FOOD PRODUCTION AND
PROCESSING

Many bacteria are beneficial and essential to human
health. At any time numbers of bacteria on and in a human
body outnumber human body cells. Areas that contain
consistently large numbers of microflora are the nose,
throat, and gastrointestinal tract. When certain amounts of
these beneficial bacteria, typically in the live state, are
consumed or applied certain health benefits may be expe-
rienced. Generally, these microbial cocktails may contain
one or many different strains in addition to viable cells,
dead cells, and/or certain cellular components, and are
loosely defined as probiotics. Prebiotics are indigestible
components that influence certain numbers of targeted
bacteria in the colon stimulating their activity and/or
growth to benefit the host. Synbiotics are prebiotic and
probiotic components combined.

Some dairy products contain probiotic bacteria, most
commonly from the genera Bifidobacterium and
Lactobacillus. When these harmless types of bacteria
establish themselves in the gastrointestinal tract they
occupy available space, thereby aiding in the inhibition of
colonization of pathogenic bacteria. This concept has been
expanded to an on-farm strategy called competitive exclu-
sion. Young animals are given cocktails of nonpathogenic

bacteria at a young age to colonize the gut in an attempt to
prevent the infection of certain pathogenic strains. It has
been successfully achieved in poultry with a combination
of 29 species of bacteria and proven effective in cattle with
one Proteus mirabilis strain and 17 strains of E. coli. In
addition to reduced numbers of pathogenically infected
animals, these treatments allow for faster growth and
weight gain. If further developed, probiotic use may ulti-
mately reduce the need for extensive antibiotic treatments
for farm animals and aid in the reduction of the appearance
of antibiotic-resistant strains of bacteria.

All the benefits from probiotic treatments are not cur-
rently known; however, successful treatments do increase
the immune response and disrupt metabolic pathways for
detrimental flora in the gastrointestinal tract. It is difficult
to draw conclusions because key aspects of the studies
(i.e., type and amount of cultures used, initial participant
health, age, and resident flora) all vary greatly. As we
learn more about the intricate relationship between non-
pathogenic, pathogenic bacteria, and host response, this
new technology will provide a healthier food system.
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I. INTRODUCTION

Descriptions of the potentially negative influence of
microorganisms on food quality often focus on describing
potential disease-causing organisms. Typically, many
reviews or books on food microbiology contain many sec-
tions or chapters describing different pathogenic agents,
and often spoilage of all foods is dealt with in a briefer
manner. Although microbial spoilage of foods may some-
how not be as spectacular as the intriguing behaviour of
pathogenic agents, the problem must not be underesti-
mated. Thus, microbial growth and metabolism, which is
the major cause of post-harvest spoilage of foods, causes an
estimated loss of 10–50% of all raw agricultural commodi-
ties produced globally (1). In some cases (fruits, vegetables,
nuts), spoilage processes may also be initiated pre-harvest. 

In the context of the present chapter, spoilage will
describe changes in a product which render it unacccept-
able for the consumer from a sensory perspective. Spoilage
is product specific; for instance, formation of ammonia is a
sign of spoilage in fresh, chill-stored fish but may be a
desired quality in Camembert cheese.

Reactions or events other than microbial growth may
lead to spoilage (sensory rejection). This includes phe-
nomena such as lipid oxidation or discolouration, which
will not be dealt with in this chapter. 

II. CONCEPTS IN MICROBIAL FOOD
SPOILAGE

Foods constitute a range of different ecosystems. Some foods
are “alive” (fruits, vegetables, grains, nuts) and contain



defense systems which microorganisms need to overcome
when growing. Other “dead” foods (meat, fish) are typi-
cally preserved by manipulating the physical and chemical
environment by cooling, acidifying, salting, etc. (2).
Microbial spoilage is almost always a consequence of
growth of the spoiling organism to high numbers. Hence, a
primary assessment of the microorganisms potentially
involved in spoilage of a particular product can be done by
matching the growth characteristics of different micro-
organisms with the preserving characteristics of the prod-
uct. Although this will not identify the exact cause of
spoilage, it will narrow the spectrum of potential culprits.

Microbial spoilage is detectable in many forms: as gas
formation causing bombage, as slime formation due to
production of extracellular polymers or the degradation of
food matrixes, as visible colonial growth, or as off-flavours
and off-odours arising from the microbial metabolism of
food components. Mostly, growth of microorganisms to
high numbers (�105 yeast cfu/g or �107–108 bacteria
cfu/g) is required for spoilage to be noticable. In a few
products, enzymes produced by microorganisms may
remain active after inactivation of the microorganisms and
cause spoilage during storage.

The microbiota on raw foods is very varied but a few
species typically become dominant during storage. These
are the ones capable of tolerating the specific preservation
conditions used. The microbiota on freshly processed
foods is also heterogenous and is a function of the
microorganisms found on raw materials, on ingredients,
and in the processing environment. Logically, the food
processing steps, such as heat treatment or acidification,
also have a major influence.

The concepts in microbial food spoilage have been out-
lined (3): the microbiota present when the product is
spoiled is called the spoilage association or the spoilage
microbiota. To determine the importance of the different
microorganisms in the spoilage process, pure cultures are
isolated from spoiled foods and tested for their ability to
produce the sensory (and chemical) changes associated
with the naturally spoiling product. Microorganisms with
these abilities are said to posess a spoilage potential.
However, it is crucial for the understanding of the spoilage
process that quantitative considerations are included.
Hence, for each organism with a spoilage potential, it must
be evaluated if it is capable of growing in the “spoiling”
product and if it reaches cell numbers in the spoiling prod-
uct that are sufficient for the sensory and chemical changes
to take place. Organisms that both qualitatively and quanti-
tatively are linked to the spoiling product are said to have a
spoilage activity. Verifying that these organisms are indeed
the causative agents of spoilage requires trials with food
systems. Thus, the identification of specific spoilage organ-
ism(s) of a product will require a combination of sensory,
chemical, and microbiological analyses (4). The term
spoilage domain is used to describe the range of conditions

under which a specific spoilage organism is capable of
influencing the spoilage process.

Using such approaches the specific spoilage microor-
ganisms of several food products have been determined
(Table 51.1). Gram-negative psychrotrophic bacteria such
as pseudomonads are important spoilage agents of most
fresh foods. As preservation “pressure” increases, e.g., by
adding salt and acid, lactic acid bacteria and other fermen-
tative organisms take over. Filamentous fungi and yeast are
the spoilage agents of many products with low water activ-
ity or products such as citrus fruits where the fungi toler-
ate the specific defense components of the food (5).
Although the same organisms may be the spoiling agent of
different food products, the reactions leading to spoilage
can be very different. Thus, pseudomonads are the main
spoilage agents of fresh, chilled, aerobically packed meat
where they degrade amino acids producing spoilage off-
odours (4). In vegetables, where Pseudomonas spp. are
also identified as one of the main spoilage organisms, they
typically degrade the polymer (pectin) by pectinolytic aci-
tivity, leaving a soft rotting liquified product (6).

Different organisms may, as single species, be the cause
of spoilage. Hence, both Enterobacteriaceae (mostly
Erwinia species) and Pseudomonas spp. may cause soft rot
of vegetables. In some products, it may be difficult identify-
ing one organism as the specific agent of spoilage and here
mixtures of organisms may be responsible for spoilage.
Examples of such metabiotic relationships include the com-
bination of Enterobacteriaceae and lactic acid bacteria,
which in vacuum-packed meat or cold-smoked salmon only
produce spoilage metabolites similar to the spoiling prod-
ucts when both groups are present (7–10).

III. EXAMPLES OF SPECIFIC SPOILAGE
ORGANISMS

Although many different types of microorganisms grow in
different food products, several groups or species often
are involved in the spoilage process. The sections below
provide examples of the involvement of different microor-
ganisms in food spoilage. 

A. PSEUDOMONADS, SHEWANELLA,
PHOTOBACTERIUM, PSEUDOALTEROMONAS

The psychrotrophic, Gram-negative, non-fermentative
bacteria belonging to Pseudomonas spp. or identified as
Shewanella spp. are very often identified as specific
spoilage organisms. Pseudomonas spp. are the spoilage
agents of vegetables where they degrade pectin (6), of aer-
obically packed meat where they degrade amino acids to
volatile compounds such as sulfides (4), and of aerobically
stored iced freshwater fish (11) and iced crustaceans 
where they produce esters and sulphydryl com-
pounds (12). Also, extracellular hydrolytic enzymes of
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pseudomonads may be the cause of milk spoilage where
lipolytic and proteolytic activity contributes to off-flavour
formation and clotting (13). Pseudomonas spp. are also the
main cause of rotting in eggs (14) where they cause pink
rot (P. fluorescens) or fluorescent green rot (P. putida) (15).
Pseudomonas spp. are strict respiratory organisms and are
most important in products where oxygen is available.

Psychrotolerant Shewanella species are often involved
in spoilage of marine products. Their ability to reduce the
odourless trimethyl amine oxide (TMAO) to trimethy-
lamine (TMA), which has a fishy smell, and to produce
hydrogen sulphide involves them in spoilage of iced marine
fish and shellfish. Psychrotrophic Shewanella spp. are sen-
sitive to low pH and are not normally associated with
spoilage of meat. However, they have been identified as a
cause of off-odour in high-pH meat (16) and in chicken
(17). The H2S formation by Shewanella spp. in high-pH
meat may also cause greening of the meat. Although strictly
respiratory, Shewanella spp. are capable of utilizing several
compounds as electron acceptors in an anaerobic respira-
tion and they are therefore also associated with spoilage of
vacuum-packed foods. The type strain of Shewanella putre-
faciens was originally isolated from tainted butter (18). 

In CO2-packed marine fish, respiratory bacteria are
inhibited and a marine, psychrotolerant bacterium
Photobacterium phosphoreum is selected (19). The organ-
ism belongs to the Vibrionaceae family and produces
large amounts of TMA (19).

Recently, another marine bacterium, Pseudoal-
teromonas, was identified as part of the spoilage micro-
biota of iced squid (20). These bacteria are capable of
degrading urea, which occurs in high concentrations in
squid, and they may be contributing to spoilage through
ammonia formation.

B. ENTEROBACTERIACEAE

In classical food microbiology, members of the
Enterobacteriaceae family are enteric mesophilic organ-
isms and their presence in food products is an indication of
hygienic failure. However, the family also covers psy-
chrotrophic environmental strains that may occur in the
environment of food raw materials and that may grow on
chill-stored products. Erwinia species are common
spoilage organisms of vegetables where, due to pecti-
nolytic and proteolytic activity, they cause extensive soft
rot spoilage (21, 22). Organisms like Serratia,
Enterobacter, Rahnella, and Hafnia are often isolated in
high numbers from fresh proteinaceous products such as
milk, meat, or fish. Enterobacteraiceae may spoil liquid
milk products during prolonged storage (23, 24) due to for-
mation of off-odours or proteases causing “sweet cur-
dling.” Their interactive behaviour with lactic acid bacteria
has been suggested to play a role in the spoilage process of
vacuum-packed meat (7–9) and cold-smoked salmon (10). 

C. LACTIC ACID BACTERIA AND BROCHOTHRIX

Lactic acid bacteria (LAB) covers a conglomerate of
many bacteria. LAB grow well under vacuum-packing
and have a relatively high tolerance towards salt and acid.
Hence, they must be considered when evaluating spoilage
of packed and/or preserved products. Yeasts, as will be
discussed below, tolerate many of the same preservation
parameters and are often selected in the same products
where LAB dominate. Many of the LAB have no effect on
food quality and, for instance, some Carnobacterium spp.
may grow to numbers of 108–109 cfu/g with no adverse
effects on quality (25). Some may even have a preserving
effect on the product. However, some species are potent
spoilage organisms producing sour off-odours (26, 27),
gas (28, 29), or exopolysaccharides (30, 31). Some
species (e.g., L. saké or L. curvatus) are able to produce
hydrogen sulphide (32, 33), causing sulphorous off-
odours. The green discolouration which may sometimes
be seen on meats can be caused by LAB due to hydrogen
peroxide oxidation of meat pigment (33). Greening may
also be explained by the formation of sulfmyoglobin
caused by Gram-negative H2S-producing bacteria, typi-
cally Shewanella (34). LAB have also been identified as
spoilage organisms of beer and soft drinks. Some species
of LAB, such as Lactobacillus curvatus and Lactobacillus
saké, are potent producers of hydrogen sulphide whereas
other species produce acid and/or CO2 in large amounts,
causing souring or bombage of the product. Some
homofermentative Lactobacillus may also form so-called
ropy slime due to exopolymer production (9). 

If allowed to grow to high numbers, Leuconostoc
species are often associated with spoilage. They may pro-
duce off-odours and off-flavours as well as bombage.
However, their most prominent characteristic is their abil-
ity to produce slime (exo-polysaccharides), which can be
a spoilage sign of cured meat products (9, 35). 

Brochothrix thermosphacta is a Gram-positive, cata-
lase-negative bacterium which is capable of growing in
chilled, packed products. In vacuum-packed, high-pH
meat, B. thermosphacta is able to grow (36) and its metab-
olism (carbohydrate fermentation and lipolytic ability)
gives rise to compounds like acetoin and diacetyl, both of
which are off-odourous. Acetoin requires glucose as sub-
strate whereas other carbohydrates may be metabolized to,
e.g., diacetyl (37). B. thermosphacta is also typical of
spoilage of cured, packed meat products where it grows to
high numbers producing off-odours and then dies off as
Lactobacillus species become dominant (38). Although B.
thermosphacta can often be isolated from aerobic packed
meat, pseudomonads will eventually dominate and spoil
the product (39). In contrast, B. thermosphacta is often iso-
lated from meats packed in CO2-containing atmosphere
(40) but does require a limited amount of oxygen to pro-
duce spoilage off-odours (41). 
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D. SPOREFORMERS

Gram-negative, spore-forming organisms, Clostridium
and Bacillus, have been identified as the specific spoilage
organisms of several food commodities. Clostridia are
typically involved in spoilage of packed (anaerobic) prod-
ucts due to their intolerance to oxygen, whereas Bacillus
spp. tolerate oxygen and can grow also in non-packed
products. Psychrotrophic clostridia have been involved in
spoilage of chilled, vacuum-packed raw or cooked meats.
Spoilage of vacuum-packed meat may sometimes present
itself as a “blown pack” and Clostridium species have
been identified as the causative agent (42, 43). Several
clostridia produce both CO2, hydrogen, or butyric acid,
which can explain the blowing (43) but CO2 and hydrogen
are probably the main causes (44). It appears that several
different psychrotrophic clostridia may cause spoilage,
including Cl. gasigenes, Cl. estertheticum (45), and Cl.
frigidicarnis (46). Similarly, outgrowth of Cl. butyricum
can cause so-called late-blowing of cheese (especially
hard cheeses) due to fermentation of lactate (47). Sugar-
salted, barrel-stored herring may spoil due to growth of
clostridial species (48).

Bacillus species spoil different food products which
typically have been heat treated as part of processing;
hence, spores survive and grow. “Rope” formation in
bread is caused by growth of Bacillus (49) and “sweet cur-
dling,” e.g., clotting, of milk can be caused by Bacillus
where exoproteases degrade the casein micelles of the
milk (50). “Ropiness” is caused by the enzymatic degra-
dation of the bread crumbs and the parallel production of
exopolysaccharides by the bacilli (51, 52). Bacillus
stearothermophilus is a thermophilic organism which may
cause a so-called flat-sour spoilage of evaporated milk
(53) or some canned products (54).

A unique kind of spoilage has been found in heat-
treated fruit juices, where an acid-requiring, spore-forming
organism, Alicyclobacillus acidoterrestris, has been identi-
fied as the cause of a disinfectant taint (2,6 dibromophenol
and 2,6 dichlorophenol) (55, 56). The kinetics of spoilage
are not completely understood as it appears that very low
levels of spores are sufficient to cause spoilage (55).

E. YEASTS

Yeasts are involved in spoilage of a wide array of food prod-
ucts where they are detected due to visible colonial growth,
the formation of gas, or production of off-odour (57). A
range of pickled products (mayonnaises, ketchups, salad
dressings) are preserved with low pH and, often, addition of
preservatives. This eliminates most microorganisms but lac-
tic acid bacteria and yeasts may grow. Yeast cells are typi-
cally much larger than bacterial cells and hence a lower cell
number is required to cause spoilage. Several of the
Zygosaccharomyces yeasts in particular, and some isolates

of Saccharomyces cerevisiae are spoilage agents in foods
high in sugar, low in pH, and/or containing food preserva-
tives. Also, alcohol-containing products are prone to yeast
spoilage. The most important are Z. rouxii, Z. bailii, and 
Z. bisporus (58). Foods with low aw (e.g., high in sugar) are
often spoiled by Z. rouxii or Z. mellis which has been iden-
tified in spoiled bakery products (59) and sugars and syrups.

Zygosaccharomyces bailii and, to some extent also 
Z. bisporus, have been involved in spoilage of mayon-
naises, ketchups, and salad dressings. Z. bailii grows at
low pH in acetic acid and salt (60) and may adapt to food
preservatives such as sorbate and benzoate. Z. bailii is also
associated with wine spoilage. At lower temperatures Z.
lentus is also a spoilage agent in preserved products (61).

Saccharomyces cerevisiae are commonly isolated as
wild yeasts in breweries and are potential spoilage organ-
isms (62, 63). Fermented foods may spoil due to yeast
metabolism of lactate and acetate or the production of
CO2 and ethanol. Several Saccharomyces species have
been isolated from spoiled fermented products (64).

Various species of yeast (Candida, Yarrowia) have
been detected at levels up to 105 cfu/g in chilled spoiling
poultry; however, a role in spoilage has not been elucidated
(65, 66).

F. FILAMENTOUS FUNGI

Filamentous fungi (moulds) may grow in many different
types of food products and it is estimated that 5–10% of
foods are lost post-harvest due to growth of filamentous
fungi (2). They may affect sensory quality of the products
in several ways: through visible filamentous growth,
through production of exo-enzymes which degrade the
product, or through production of small off-odourous
compounds, such as geosmin (5). They may be involved
in spoilage of a very broad range of food commodities but
are commonly involved in spoilage of low water activity
products (grains, nuts, dried fish, cheeses, fermented
meats, bread and bakery products) and in spoilage of
fruits and vegetables. Although the production of myco-
toxins by filamentous fungi is a food safety issue, compa-
nies encountering food spoilage often wish to determine
whether mycotoxin production may also have occurred.
This often requires specialist advice (5, 67).

Foods spoiled by filamentous fungi are divided into two
categories: living products such as fresh fruits and vegeta-
bles, cereals and nuts before harvest, and stored, processed,
or preserved products (i.e., dried cereals, nuts, meat and fish,
bread, bakery products, cheese, juice and beverages) (2).

Living plant foods rely on natural defense mecha-
nisms to prevent microbial growth. Fruits have skins
which require penetration, while cereals and nuts may
produce phytoalexins or other natural antifungal material.
Fresh animal foods are more liable to spoilage by bacteria
than fungi. Stored processed and dried products must rely
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on classical food preservation techniques such as drying
of cereals, nuts, meat, and fish, or heat processing and/or
the use of preservatives for juices and beverages. The 
genera Aspergillus, Penicillium, Fusarium, Alternaria,
Botrytis, Rhizopus, and Eurotium are common causes of
food spoilage. Although many species within each genera
may have a spoilage potential, only 2–12 species seem to
be important in spoilage (5) and for many types of living
food, only 1–2 species are of major importance. For
instance, some fungi (e.g., Rhizopus) have specific
enzymes allowing skin penetration whereas others (e.g.,
Pencillium) have mechanisms for overcoming the specific
antifungal defenses (2). Although many fungi may poten-
tially spoil citrus fruits, the primary spoilage fungi are
Pen. italicum and Pen. digitatum (2, 5). 

An overview of the spoilage mycobiota of different
foods is presented in Table 51.2.

G. OTHERS

Several of the groups/species of spoilage organisms
described above are involved in spoilage of several foods
or products. However, in some products it appears that
one single species appears and is involved in spoilage of
only one specific product. This may of course just be a
matter of understanding the ecology and metabolism of a
particular organism to predict if it will have spoilage
activity in other products. One such example is the
spoilage of flavoured bottled water by species of the aer-
obic Gram-negative bacteria, Gluconobacter, which pro-
duces sour off-odours (68, 69). This organism is closely
related to the acetic acid bacteria and proliferates at very

low pH values (e.g., pH 3.5) (69), hence being adapted to
these particular products.

IV. SPOILAGE PATTERNS OF FOODS

A summary of examples of typical spoilage substrates and
metabolites is presented in Table 51.3. 

A. VEGETABLES

Vegetables have a high water content (80–90%) and their
texture is built by pectins or other carbohydrate polymers
such as starch. They typically contain low amounts of pro-
tein and simple carbohydrates and many are rich in pig-
ments. pH is around 6 (5.5–7). In some countries, vegetables
are distributed at chill temperatures. Increasingly, vegetables
are sold processed into ready-to-eat salads (70). Spoilage of
vegetables is primarily caused by microorganisms capable
of degrading the polymers of the product. The main spoiling
organisms are Pseudomonas spp., Enterobacteriaceae
(mostly Erwinia), and filamentous fungi. The bacterial
spoilage is evident when high numbers (�108 cfu/g) are
reached. Typically, these organisms are pectinolytic and
hence cause softening of the tissue, known as soft-rot. Also,
during degradation off-flavours and off-odours are formed.
In some bacteria, spoilage is enhanced by proteolytic capa-
bility (22), probably because proteolysis causes an increase
in pH and some pectate lyases have a higher activity at high
pH (8–9) (71). 

The expression of hydrolytic enzymes (proteases,
pectinases, cellulases) in the plant-pathogenic Erwinia
carotovora subsp. carotovora is regulated in a quorum
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TABLE 51.2
Associated Spoilage Mycobiota of Different Foods (Modified from References 2, 5)

Genera Involved in Spoilage

Product Penicillium Alternaria Fusarium Cladosporium Aspergillus Eurotium Botrytis Rhizopus

Citrus fruits � �

Pome fruits � �

Stone fruits � �

Onions � �

Leafy green vegetables � � �

Potato tubers �

Yam tubers �

Grain, in field � �

Grain, stored � � �

Maize �

Peanuts �

Rye bread � �

Cheese � �

Processed meat products � �

Salted, dried fish �

Jams � �



sensing dependant way. The bacterium produces small
hormone-like signal molecules (acylated homoserine lac-
tones, AHLs) that allow the bacterial population to sense
its own density (72). Expression of hydrolytic enzymes is
up-regulated at high densities. Interestingly, the produc-
tion of pectin-degrading enzymes in an onion spoiling
Burkholderia (73) and the production of protease and cel-
lulase in a bean sprout spoiling Serratia (22) are regulated
also by AHLs. Hence, AHL-negative mutants have a
lower spoilage activity.

In vegetables high in simple carbohydrates, such as
sugar beets which contain high concentrations of sucrose,
levan (slime) formation may cause both spoilage and tech-
nical problems during further processing (74).

The spoilage of potatoes is caused by different organ-
isms including Pseudomonas, Streptomyces, and a range of
filamentous fungi (75). Spoilage may present itself as soft-
rot, dry-rot, wilt, and blight. It may be initiated pre-harvest
but the causative organisms can also attack during storage.

B. FRESH PROTEINACEOUS FOODS (MILK, MEAT, FISH)

Liquid milk consists of water, protein (casein), carbohy-
drate (lactose), salts, and lipids in varying proportions.
Water activity is high, the pH is between 6 and 7 and preser-
vation parameters include pasteurisation and chill storage.
Pasteurised liquid milk products undergo different types of
spoilage. Typically, spoilage results from action of Bacillus,
Pseudomonas, or Enterobacteriaceae (76, 77) and is evi-
dent when high numbers (� 107 cfu/ml) are reached (13).
Sometimes, degradative enzymes which survive pasteurisa-
tion cause spoilage during storage with no bacterial growth
(78). Spoilage by Pseudomonas and Enterobacteriaceae is
the result of post-pasteurisation contamination (79, 80)
whereas spores of Bacillus may survive pasteurisation and
grow during storage. Several types of psychrotrophic
Bacillus have been involved in spoilage of chill-stored, liq-
uid milk (81, 82). At normal chill storage temperatures,
Pseudomonas spp. will typically become the dominant
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TABLE 51.3
Examples of Typical Spoilage Substrates and Metabolites Found in Microbiologically Spoiled Foods (160)

Sensory Impression Spoilage Product Spoilage Substrate Food Product Specific Spoilage Organism Reference

Slime EPS (dextran) Sucrose Kimchi Leuconostoc 31
Turkey breast Leuconostoc 35

Sugars Wine Pediococcus damnosus 29
Sugars Bread Bacillus 49

Slime Hydrolysed polymer Pectin Vegetables Erwinia, Pseudomonas 70
Fishy off-odour Trimethylamine (TMA) Trimethylamine oxide Fish Shewanella putrefaciens 161

(TMAO) P. phosphoresum 19
Aeromonas spp. 96

Ammonia, putrid NH3 Amino acids Proteinaceous foods Many microorganisms
Biogenic amines Amino acids Meat Enterobacteriaceae and LAB 7

Fish1 Enterobacteriaceae, LAB 10
Fish1 P. phosphoreum 10

Sulhidy off-odour H2S Cysteine Fish, meat S. putrefaciens 98, 162
Enterobacteriaceae 4
Lb. saké, Lb. curvatus

Greening H2S Cysteine Meat Lb. plantarum 33
Sulphydryl off-odours (CH3)2S2 Methionine Fish, meat Pseudomonas spp. 163

Enterobacteriaceae 164
Acid off-odour Acetic acid Glucose, ribose, other CHO Meat LAB 165

L,D-lactic acid
“Sweet curdling” Proteinaceus Phospholipid Milk Bacillus cereus 166

fat particles
Fruity off-odour Esters Fish Ps. fragi 167

Milk Ps. fragi 84
Ps. putida and Y. intermedia 85

Cheesey off-odour Acetoin, diacetyl, Glucose Meat B. thermosphacta 4
3-methylbutanoyl Enterobacteriaceae

Homofermentative LAB
Medicine off-odour 2-methoxy-phenol, Sugars Juice Alicyclobacillus 55

sediment acidoterrestris
Musty odour Trichloroanisol 2,4,6 Trichlorophenol Wine Penicillium brevicompactum 5

Aspergillus flavus

1 Biogenic amines may not be the cause of spoilage but can serve as a spoilage index (10).



spoilage organism (83). Spoilage is characterized by bitter,
sour, or fruity off-flavours (76) and/or by clotting (“sweet
curdling”). The bitter off-flavours can be caused by prote-
olytic action of pseudomonads (78) and protelytic degrada-
tion of the casein-micelles leads to clotting of milk. Rancid
off-flavours may be caused by lipoytic activity of, for
instance, Pseudomonas spp. (13), whereas fruity off-
flavours arise from esters producted by Pseudomonas spp.
or Enterobacteriaceae (84, 85).

Water is the main constituent of red meat and poultry.
It contains protein, lipid, and several non-protein nitrogen-
containing compounds such as amino acids and creatine.
Carbohydrates are present as glycogen, glucose, and lac-
tate. In non-stressed animals, pH will decrease signifi-
cantly (to approx. 5.5) in red meat post mortem due to
glycogen metabolism. Glycogen depots are depleted in
stressed animals pre mortem and pH after slaughter
reaches 6.0–6.5. These differences can have a profound
impact on the spoilage microbiology of vacuum-packed
meats since the hydrogen sulphide-producing bacteria
Shewanella putrefaciens may grow in packed, high-pH
meat and cause rapid spoilage (4). The Shewanella
spoilage is characterised by sulphidy off-odours and H2S
may cause greening of the meat due to conversion of myo-
globin to sulfmyoglobin (33, 34). S. putrefaciens will not
grow at pH 5.0–5.5 and hence packed, normal pH meat has
a much longer shelf life. Greening of cured meat is caused
by lactic acid bacteria (86) where H2O2 converts myoglo-
bin to a green iron (III) complex (87).

“Meat” covers muscle tissue from a range of different
animals: beef, veal, lamb, poultry (fatty, lean). Whole
meat is typically more stable than ground meat. In aerobic
atmosphere, whole meat has a shelf life of approximately
1 week at 5°C whereas ground meat will spoil in 1–2 days
depending on the initial bacterial count. The bacterial
counts of ground meats are, in general, higher than on
non-comminuted meats. Typically, gound meat contains
trimmings and has a much greater surface-to-volume ratio
allowing a more rapid spoilage (88). Packaging extends
shelf life and the atmosphere of packaging will have a
marked influence on the extension. Vacuum-packing can
extend storage life of beef (held at 0°C) from 2–4 weeks
to more than 15 (41). Packing in 100% CO2 may extend
shelf life at 4–5°C to 8–12 weeks (4). Many packaging
atmospheres do contain oxygen as this allows retainment
of the red oxygenated myoglobin colour.

The microflora on fresh meat is a mixture of many
different species originating from hides, environment, and
the gastro-intestinal tract. During aerobic storage, psy-
chrotrophic pseudomonads become dominant (4). After 
1–2 weeks, counts of 108–109 are reached and spoilage is
detectable as slime and off-odours. Vacuum-packing or
CO2-packing (in O2-impermeable films) eliminate
pseudomonads and the microflora becomes dominated 
by lactic acid bacteria belonging to Lactobacillus,

Leuconostoc, and Carnobacterium (35, 89). Enterobacte-
riaceae and Brochothrix thermosphacta are often present
in quite high proportions reaching 103–107 cfu/g (4, 9).
Depending on the level of oxygen addition to the modified
atmosphere packaging, shelf life (at 5°C) may be increased
to 3–12 weeks.

Metabolism of glucose and amino acids supports bac-
terial growth. Off-odours in aerobically packed meat are
not detected as long as glucose is metabolised; however,
off-odours and spoilage of aerobically packed meat
become evident when glucose is depleted and amino acids
are metabolised (90). During glucose metabolism, the
sweet, fruity off-odours of incipient spoilage are caused
by ethyl esters produced by Ps. fragi. Degradation of
amino acids is the cause of production of sulphur-
containing compounds giving the putrid off-flavours in
the advanced stages of spoilage. 

Packed meats are typically characterised by sour off-
odours being produced by the dominant lactic acid bacte-
ria. The so-called cheesey off-odour often detected in
vacuum-packed meat products is caused by acetoin and
di-acetyl which are produced by Br. thermosphacta in
packed (high pH) meats (4, 9). 

Fresh fish is rich in water, protein and, for some
species, lipids. Fish muscle also contains free amino acids,
nucleotides and, in some species, trimethylamine oxide
(TMAO) (11). TMAO, which is an odourless compound, is
typically accumulated in marine fish species, especially
the gadoid species, but may also be detected in fish from
fresh waters (91). Some bacteria can use the oxygen in
TMAO in anaerobic respiration and this reduction results
in the formation of trimethylamine (TMA) which has the
characteristic “fishy” flavour. As opposed to meat from
mammalian animals, fish do not accumulate glycogen and
pH therefore does not decrease post mortem. As in high-
pH meat, this allows psychrotolerant Shewanella to grow
during storage. Fish are cold-blooded animals and the
microorganisms on newly caught fish from temperate
waters are adapted to low temperatures. This combination
of several factors explains why fish is a very perishable
product and should be stored at low temperatures, prefer-
ably in melting ice (0°C). The shelf life of iced fish varies
from 2 weeks (cod-like fish) to 4 weeks (fish from tropical
waters). Some fatty fish species such as herring and mack-
erel have short shelf lives if left unpacked due to lipid oxi-
dation and development of rancid off-flavours.

During storage of fish in ice, psychrotrophic
pseudomonads, shewanellae, and Neisseria species become
dominant (92–95). Pseudomonas spp. spoil freshwater fish
when counts reach 108–109 cfu/g (96). Spoilage is typically
characterised by sweet, sulphydryl, rotten off-odours. In
contrast, the sensory impression of spoilage of marine fish is
characterised as putrid, rotten, fishy due to formation of
TMA and H2S by psychrotrophic Shewanella species (97,
98). The off-odourous compounds are typically formed by
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bacterial metabolism of low-molecular-weight compounds
(99). Spoilage proceeds very rapidly (12–48 hours) if fish is
left at ambient temperature and mesophilic Vibrio and
Aeromonas species are causing the spoilage. Packing of fish
from marine waters causes selection of the CO2-resistant,
psychrotolerant Photobacterium phosphoreum which is the
dominat spoilage organism of CO2 packed fish (19, 100).
Fish from fresh waters and fish from tropical waters
probably do not harbour this organism and organisms such
as lactic acid bacteria become dominant in these products.

C. CURED OR PROCESSED PROTEINACEOUS FOODS

A wide range of “cured” milk products are produced
world-wide. This covers yogurts, soft unripened cheeses,
and an enormous range of hard or ripened soft cheeses.
Some of these products are acidified by fermenting
microorganisms (mostly lactic acid bacteria); in others the
curdling is caused by addition of protelytic enzymes (ren-
net) which degrade the casein-micelles and allow a curd to
be formed. Pasteurization, acidification, and, often, chill-
ing, are effective preservation hurdles; however, spoilage
of the acidified products can be caused by yeasts and fila-
mentous fungi. In particular flavoured yogurts, where
sugar/fruit is added, are good substrates for yeast spoilage
organisms (101, 102) and spoiling filamentous fungi (103). 

The most important spoilage organisms of hard, semi-
hard, and soft cheeses are the filamentous fungi; especially
Pencicillium species (5, 104, 105). In some cheeses, the
development of fungi is part of the processing; however,
growth of other filamentous fungi is a sign of spoilage.
Fresh, unripened cheeses such as cottage cheese, may also
spoil because of bacterial growth and especially
Pseudomonas spp. and psychrotrophic Enterobacteriaceae
produce visible colonies on the surface and cause develop-
ment of off-odours (106). Bacterial gas formation may be
the cause of spoilage of cheeses. So-called “early blowing”
can be caused by a range of bacteria producing CO2 from
lactose (107). “Late blowing” is specifically caused by
growth and production of butyric acid by clostridia during
storage and ripening of hard cheeses (47). 

Meat is processed/cured to produce an enormous range
of products including bacon, sausages, cooked and sliced
product. Raw cured products (ham, fermented sausages)
are preserved to an extent where bacteria do not grow well
and hence spoilage is typically caused by yeasts or fila-
mentous fungi. Bacterial spoilage by Enterobacteraiceae or
clostridia may occur during processing before the salt con-
centration is high enough (108, 109). Cooked, perishable
products include frankfurters and luncheon meat products.
Pseudomonas are the main spoilage agent of such product-
stored aerobically, whereas vacuum or modified atmos-
phere packaging selects for the same types of organisms as
described under fresh meats. The spoilage organisms typi-
cally include lactic acid bacteria, Br. thermosphacta and

Enterobacteriaceae (9, 90, 110). Spoilage may be
detectable as slime formation (111) as sour off-odours (26),
or as the cheesey off-odours produced by Br.
thermosphacta.

As meat products, fish are preserved using salting,
acidifying, and heat treatments. Lightly preserved prod-
ucts, e.g., cold-smoked fish, typically spoil due to growth
and metabolism of lactic acid bacteria and Gram-negative
bacteria, either Enterobacteriaceae or P. phosphoreum
(112–114). Br. thermosphacta also may be detected in
levels between 103 and 107 cfu/g (115) and in pure culture
it does produce rotten off-odours (116). Growth and
spoilage by Gram-negative bacteria are inhibited in semi-
preserved products which are salted, lightly acidified, and
kept at chill temperatures. Spoilage is caused by growth of
lactic acid bacteria or yeasts and may involve souring or
gas formation (28). Packed and heated products which are
distributed at chill temperatures may spoil due to growth
of Gram-positive, spore-forming organisms (117).
Heavily salted fish products may spoil due to growth of
strictly halophilic bacteria which cause discolouration
(red colour) due to their own pigmentation (118) and rot-
ten off-odours due to protelytic degradation. In heavily
salted fish which is re-hydrated, bacterial growth resumes
and Psychrobacter spp. producing musty odours have
been identified as spoilage organisms (119). Shelf life of
dried fish species may be limitied by fungal growth (2).

D. FRUITS

Fruits contain high amounts of easily digestible sugars and
the water content of fruits is high. However, bacteria do not
grow well because the pH is low (in the range of 2–5) and
most bacteria are inhibited under these conditions, so
spoilage is caused by filamentous fungi (120). Spoilage
manifests itself in many ways as spots, scabs, soft rot, or
dry rot. Cucumber, capsicum, and tomatoes are fruits with
a pH closer to neutral and spoilage is also often caused by
growth of Gram-negative, pectin-degrading bacteria,
(Pseudomonas spp. or Erwinia spp.) (21, 120). 

E. DRESSINGS, KETCHUP, AND HIGH FAT

PRODUCTS

Foods dealt with in this section are typically highly pre-
served using mayonnaise-based dressings and/or low levels
of water activity and/or high levels of preservatives. Typical
examples are coleslaw, ketchup, and various dressings. Most
Gram-negative bacteria and many Gram-positive bacteria
are effectively inhibited by the preserving parameters, and
typical spoilage organisms are lactic acid bacteria and
yeasts (121, 122). Their spoilage is detected as sour off-
odours or swelling of the product (123). Off-odour or
slime formation may also characterise the spoilage (124).
Many of these types of product contain acetic acid and
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only organisms resistant to this acid are involved in
spoilage. Several types of Lactobacillus have been isolated
from spoiled products (124, 125). 

Products such as margarine and butter which are low
in water activity and high in fat/lipid content are typically
stable products but may spoil due to growth of yeasts or
filamentous fungi. Thus, Penicillium species have com-
monly been isolated from spoiled margarine (104).
Filamentous fungi (e.g., Chrysosporium species) have
been the cause of chocolate spoilage (126).

F. BEVERAGES

Fruit juices and most soft drinks are high in sugar and typi-
cally have a low pH. Hence, yeasts, fungi, and acid-tolerant
bacteria can grow in the products and some will ultimately
cause spoilage. Saccharomyces and Zygosaccharomyces
strains are common spoilage organisms (127). Also, some
lactic acid bacteria have been identified as spoilers of soft
drinks (128) and the acid-tolerant, spore-forming
Alicyclobacillus acidoterrestris has been detected as the
cause of medicinal off-odour in pasteurised fruit juices (55). 

Wines are typically preserved by the dominance of the
fermenting organism and the subsequent production of
alcohol. Lactic acid bacteria and yeasts are the major
causes of spoilage (57, 63) although strictly anaerobic
Gram-negative bacteria have also been the cause of off-
odour (129, 130). Beer spoilage organisms may be wild
yeasts present in the brewery (63) and can be transferred
to the product where they grow and spoil the product (57).
Alcohol and hop components are inhibitory to most bac-
teria. However, several beer-spoiling microorganisms
have the ability to grow in hop which will inhibit most
microorganisms (129, 131). Sluggish or stuck wine fer-
mentations have sometimes been linked to growth of lac-
tic acid bacteria which may inhibit growth of the desired
fermenting organisms (132). Growth of spoilage microor-
ganisms may cause a range of off-odours or may be visi-
ble as slime formation (30).

G. BAKERY GOODS

Filamentous fungi are the most prominent spoilage organ-
isms of bakery products (2, 5, 133). The combination of
their ability to grow at low water activities and the easy
spreading of spores in the dry baking environment gives
them a selective advantage. Another typical spoilage
problem is the so-called ropiness caused by Bacillus
species, especially B. subtilis (49, 134).

V. CHEMICAL ANALYSIS OF SPOILAGE

As defined at the beginning of this chapter, “spoilage” is
any change in sensory properties that renders a product
unacceptable for the consumer. Sensory methods can be
developed to a very high degree of standardization using

trained panels (135, 136). Using multivariate statistics,
sensory analysis may be combined with chemical analysis
to determine which compounds are causing specific
odours and flavours. Specific electronic chemical gas sen-
sors (so-called “electronic noses”) may be used to profile
the odours (137) and so-called “electronic tongues” to
detect flavours (138).

Gas chromatographic separation followed by mass
spectrometry is often used for profiling odours of spoiled
foods. Examples include GC-MS studies of bacterial
spoilage of prawns (12), cold-smoked salmon (116, 139),
and chilled chicken (140). GC-MS analysis also has been
used to determine mycological quality of barley grains
(141).

Recently attempts have been made to combine non-
destructive chemical methods with statistical analyses of
complex patterns derived to correlate with spoilage and/or
shelf life. An example of such studies include use of
sophisticated techniques to determine well-known indica-
tors of spoilage, such as the use of ion mobility spectrom-
etry to determine biogenic amines (142). Sometimes such
compounds are indeed only indicative (143) and may not
necessarily be the ones responsible for the off-odours and
off-flavours. The volatile compounds developing during
spoilage of packed, chilled meat were analysed using a so-
called electronic nose sensitive to several volatiles (144).
Subsequently, multivariate analyses were used to correlate
the magnitude of the “nose signals” with sensory impres-
sions. Whilst this allowed an expression correlated to the
quantitative degree of spoilage, no information on indi-
vidual spoilage components was obtained. A somewhat
similar approach was described by Ellis et al. (145) that
used Fourier transformed infrared spectroscopy data to
evaluate spoilage of meat. Different spectra were found in
fresh and spoiling meat and peaks indicative of spoilage
were identified.

VI. PRESERVATION STRATEGIES

Food preservation in ancient times relied on experience
with treatments that ensured lack of spoilage. Examples
are heavily dried or salted products and a range of fer-
mented products. Development of more modern food
preservation allowed the use of processes eliminating
microorganisms, for example pasteurisation or autoclav-
ing, or processes preventing growth completely, for exam-
ple by freezing. The trend towards so-called milder
preservation techniques typically combines a variety of
parameters that allow growth to be controlled but not
completely abolished. Examples include packaging, chill-
storage, mild salting, etc. 

Currently a range of new preservation procedures is
under investigation. This includes physical treatments
such as high hydrostatic pressure which is a promising
non-thermal treatment allowing inactivation similar to
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heat treatments (146). The high hydrostatic pressure
affects the bacterial membrane (147). Other inactivation
processes include high-voltage electrical discharges and
high-magnetic-field pulses (148). 

The use of live bacterial cultures (149) or the antimi-
crobial peptides (bacteriocins) produced by lactic acid
bacteria (150) has been intensively studied, in particular
with the purpose of inhibiting pathogenic bacteria. Also,
natural antimicrobial enzyme systems (151) or naturally
occurring antimicrobials (152–154) are being tested as
food preservatives.

Several biopreservation techniques have been
assessed for their inhibition of spoilage microorganisms.
For instance, Pepe et al. (52) demonstrated that lactic acid
bacteria could inhibit rope-producing Bacillus in bread.
The delay/control of ropiness was seen both when lactic
acid bacteria were added to bread inoculated with Bacillus
and, more importantly, when lactic acid bacteria were
used as a starter during dough preparation. Also, a bacte-
riocin-producing lactic acid bacterium (Leconostoc spp.)
allowed control of spoilage of vacuum-packed beef by a
sulfide-producing lactic acid bacteria (155).

VII. MODELLING GROWTH OF SPOILAGE
MICROORGANISMS AND
PREDICTION OF SHELF LIFE

Modern “predictive microbiology” was in some ways
born with mathematical descriptions of spoilage as a func-
tion of, for instance, temperature (156) but has increas-
ingly focused on determining, modelling, and predicting
the growth or survival of food-borne pathogenic organ-
isms as a function of changing environmental factors.

Modelling of growth of spoilage bacteria as a function
of environmental and preservative parameters allows (i)
determination of the range of products in which the par-
ticular organism may be imporant (e.g., will have the abil-
ity to grow) and (ii) prediction of remaining shelf life of a
particular product in which the number of spoilage organ-
isms can be determined in the fresh product. Results as
obtained in (i) may reduce the number of challenge trials
required to determine shelf life of new products with
altered preservation profiles.

For instance, the growth of the soft-drink spoilage
organism Gluconobacter oxydans under different pH,
acidity, sugar, and benzoate concentrations was deter-
mined and modelled (157) allowing the effect of change
in each parameter on growth to be quantified. Membre
and Kubaczka (158) not only modelled the growth of a
vegetable juice spoilage bacterium but also described how
the actual spoilage process (kinetics of pectin compound
degradation) evolved. Parts of the “seafood spoilage
predictor” may exemplify (ii) from above. This software
includes models for growth of specific spoilage organisms

and allows relative rates of spoilage to be predicted based
on temperature profiles (159). 

VIII. CONCLUDING REMARKS AND
PERSPECTIVES

Our understanding of microbial food spoilage is, for a
range of products, very detailed. The organisms, their
spoilage metabolites, and the conditions under which
spoilage is important are known for several product types.
This is particularly true for products where one specific
organism is important, for instance the spoilage of packed
marine fish (from temperate waters) by P. phosphoreum.
In contrast, our understanding of more complex spoilage
processes where several organisms are involved is less
developed. Although we have identified the spoilage
microbiota and may have some indication of which organ-
isms contribute to the spoilage, we need to further our
understanding of these products. In particular, products
where “mild” combinations of preservation parameters
are used allow the growth of several organisms. These
products are often delicatessen products and understand-
ing their spoilage would allow science-based quality
indices to be developed and would allow prediction and
labelling with appropriate shelf lives. 

The evolution of such understanding will be facilitated
and must run in parallel with development of methods for
specific enumeration of spoilage microorganisms. Very
sensitive methods are needed, especially for shelf life pre-
dictions based on numbers of specific spoilage organisms.
Finally, the understanding of food spoilage and the
spoilage process should enable design of more targeted
food preservation methods where only the unwanted
organisms or their unwanted metabolism is inhibited. 
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I. INTRODUCTION

Meat and poultry products are highly perishable foods
since they support growth of microorganisms associated

with spoilage. In addition, by their very nature and origin
they may be implicated in the spread of microbial food-
borne diseases. During the past twenty years, the increas-
ing consumer demand for a wider variety of convenient



products of high quality and safety along with the produc-
ers’ desire for economies of scale in production have led to
dramatic changes in the processing, storage, distribution
and packaging of meat and poultry products. As a conse-
quence, the important areas of meat and poultry microbi-
ology have also changed. Since the vast subject of meat
and poultry microbiology has been discussed extensively
in various books, book chapters and review papers (1–5),
this chapter focuses on recent research interests and mat-
ters of current practice used within the meat and poultry
production and distribution chain. The topics include
sources, type and extent of microbial contamination
including spoilage and pathogenic organisms, microbial
changes during storage, methods for controlling microor-
ganisms in meat and meat products, and management of
processes for the microbiological safety of these foods.

II. MICROBIAL CONTAMINATION OF
MEAT FROM LAND ANIMALS

A. GENERAL

In general, the muscle tissues of healthy animals and birds,
before slaughter, can be considered sterile. Exceptions to
this generalization are the lymph nodes and some organs
that may carry limited microbial contamination. In con-
trast, surfaces of the animal exposed to the environment
such as hide, pelt, feathers, fleece, the mouth and the gas-
trointestinal tract may be heavily contaminated (6–8).
These parts of the animal are the major sources of meat
and poultry carcass contamination. The extent of contami-
nation transfer from the above sources to the carcass is
greatly dependent on the conditions under which animals
are reared, slaughtered and processed (4,6–8). Hygienic
practices, sanitation procedures, product handling and pro-
cessing procedures, and conditions of storage and distribu-
tion are the most important factors that determine the
microbiological quality of the final meat and poultry prod-
ucts. Consequently, variations in facilities, raising methods
and practices of slaughtering and processing operations
may lead to significant differences in the type and extent of
meat contamination (4). Sources of contamination during
processing, and the factors affecting the type and extent of
contamination are discussed in the following sections.

B. SOURCES OF MICROBIAL CONTAMINATION

1. Red Meat

a. Live animal
It is generally agreed that the majority of microorganisms on
red meat carcasses originate from the live animals, which
also serve as sources of environmental and water contami-
nation. These sources introduce contamination in animal
products or other foods through cross-contamination and

through contamination of equipment and utensils.
Contamination from surfaces exposed to the environment is
transferred to the underlying sterile carcass tissue during
animal slaughter and dressing. The hide of the animal is the
most significant contamination source (7,9). During the rais-
ing of cattle, pigs and sheep, large numbers of spoilage and
pathogenic microorganisms, mainly originating from soil,
pastures and feces, can be found on the hides of the animals.
For example, the total microflora of cattle hides may reach
1012 cfu/100 cm2 (10), while an incidence of greater than
10% of Escherichia coli O157:H7 has been reported for cat-
tle hides in the U.S. (11). The part of the hide with the high-
est incidence rate of pathogens is the brisket, followed by
the flank and the rump (12). In a similar study, however, the
part of the hide with the highest incidence of shiga-toxigenic
E. coli O157 was found to be the back, followed by the neck,
flank, ventrum and hock, in decreasing order (13). 

A number of factors associated with the type, preva-
lence and extent of animal hide contamination have been
identified in recent years including climate, season of the
year, geographic location, and raising, transportation and
holding methods (14). Animals raised in feedlots may
carry more bacteria of fecal origin while soil microorgan-
isms are usually more common on animals raised in pas-
tures (4,15). During transport from farm to slaughter,
animals may be exposed to further fecal, and therefore,
pathogen contamination in the transport vehicles. In addi-
tion, animal-to-animal transfer of contamination can
occur during transport, either directly via body contact or
indirectly via contact with contaminated surfaces.
Transportation of cattle from the feedyard to a commer-
cial packing facility was found to result in a 14-fold
increase in Salmonella prevalence on hides, and a 2-fold
increase in fecal Salmonella levels (16).

Although it may be assumed that the cleanliness of
the animals prior to slaughter is a crucial factor that deter-
mines the microbiological quality and safety of carcasses
after processing, studies have shown this not to be the case
(17,18). For example, no association was found between
tag (mud, bedding and feces) on the hides of beef cattle
and bacterial counts of carcasses (17). Furthermore, pre-
harvest management practices (wool length, use of bed-
ding and wet versus dry pens) appeared to have no effect
on the microbiological quality of lamb carcasses (18).
However, evaluation of microbial contamination of the
stock presented for slaughter may be beneficial for
adjustment of the speed of processing lines or the separate
processing of highly contaminated animals (19,20). 

b. Slaughter and dressing
During the slaughtering process bacteria can enter the tis-
sues through the bloodstream from contamination of the
sticking knife. However, bacteria introduced into the
bloodstream do not survive for long in the tissues due to
the defense mechanisms of the animal that continue for at
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least 1 h after death (6). Thus, if high levels of contami-
nation from slaughter instruments are avoided by reason-
able hygienic precautions, carcass contamination from
this source should not be a problem.

Most of the bacterial contamination of the carcass is
acquired during the dressing process. Knife incisions for
the removal of cattle and sheep hides introduces microor-
ganisms from the hide onto the underlying tissue. Further
bacterial transfer may occur from contact of the hide with
exposed carcass tissue or from aerosols, dust, wool and
hair from the hide or fleece (7). Unlike cattle and sheep,
the skin of pigs is usually not removed during the dress-
ing procedure, although certain facilities process skinned
pork carcasses. After slaughter, pigs are scalded to loosen
the attachment of the hair to the skin before dehairing (7).
Although the scalding operation reduces the number of
microorganisms on the skin, recontamination may occur
during dehairing due to the high level of contamination of
dehairing equipment (21). The numbers of such contami-
nants can be reduced by the singeing process used to burn
hair remaining on the carcass. However, as the singeing of
the surface is usually uneven, significant numbers of bac-
teria, including both spoilage and pathogenic types, can
persist on some areas of the carcass or be introduced or
spread during carcass polishing operations (8,22,23).

Other significant sources of contamination during the
dressing process are the mouth and the viscera of the ani-
mals. The mouth harbors large numbers of bacteria includ-
ing pathogens such as pathogenic E. coli and Salmonella
(13,24). If other areas of the carcass are handled by work-
ers after handling the throat and the tongue, then carcasses
may be heavily contaminated with bacteria from the mouth.
During evisceration, contamination can occur if the intes-
tinal tract is pierced or if fecal material is released from the
rectum during removal of abdominal contents. Careful han-
dling of the head and viscera as well as the use of plastic
bags to enclose the head and the end of the cut bung of ani-
mals reduces contamination from these sources.

In addition to the hide, head and viscera, bacteria may
be introduced onto the carcass during the dressing process
from the processing environment such as floors, walls,
contact surfaces, knives and workers’ hands. Thus,
hygienic conditions and sanitation procedures are impor-
tant factors affecting the microbiological quality of the
dressed carcasses.

c. Chilling 
Before fabrication, carcasses need to be chilled to ade-
quately low deep muscle temperatures in order to avoid
microbial proliferation during and following fabrication
(15). Most carcass cooling processes are operated so as to
reduce deep muscle temperatures to 7°C or lower within a
12–24 h period (25). However, due to their size, commer-
cial chilling of beef carcass sides requires 18–36 h for tem-
peratures of �7°C to be reached. Traditionally, carcasses

were chilled by exposure to a flow of cold air only, which,
due to the evaporation of water, resulted in drying of the
carcass surface (26). Experimental studies have shown that
depending on the temperature, humidity and air velocity,
this type of chilling may result in increases, decreases or
no changes in total numbers of aerobic bacteria of car-
casses (6). Drying of the carcass surface, however, results
in loss of carcass weight, which in turn leads to economic
losses (27). Hot carcass weight losses of at least 2% dur-
ing the first 24 h of air chilling have been reported for beef
(28,29), pork (30) and lamb (31). In order to circumvent
this, most packing plants in North America use intermittent
spraying of carcasses with chilled water, especially during
the initial stages of chilling, which facilitates carcass tem-
perature decreases without loss of surface moisture. Spray
chilling results in carcass weights that are slightly less than
those of carcasses entering the chilling process (8). The
practice of spray chilling is uncommon outside North
America, partly due to concerns that the prevention of dry-
ing of the carcass surface would allow growth of patho-
genic bacteria (26). Experimental studies, however, have
shown that as for traditional air chilling of carcasses,
microbial levels on carcasses can increase, decrease or
remain unchanged by adjusting air temperatures and
speeds, as well as the frequency, intensity and duration of
spraying (32–34). The incorporation of chlorine (35,36),
acetic and lactic acids (37,38) in the spray chilling process
have been evaluated as a means of sanitizing beef car-
casses during the chilling process.

d. Fabrication
The chilling process is followed by cutting (fabrication) of
the carcass into primal and sub-primal cuts, and trimmings.
The meat receives extensive handling during these opera-
tions and high levels of cross-contamination may occur by
contact of freshly cut meat surfaces with work surfaces,
hands and equipment. Factors affecting the extent of con-
tamination during fabrication include temperature of the
boning room, the time duration that meat is held there, and
the cleanliness of fabrication equipment. Equipment such
as cutting tables, conveyor belts, saws and knives can carry
high numbers of spoilage and pathogenic bacteria (21,39).
In order to minimize cross-contamination and spreading of
contamination during fabrication, adequate cleaning of the
plant and equipment as well as sanitation practices to pre-
vent microbial contamination and biofilm formation are
required. Proper control of the above conditions may main-
tain bacterial densities on meat after the fabrication process
to as close to initial levels of contamination as possible.

2. Poultry

a. Live bird
Although freshly laid eggs rarely contain microorgan-
isms, eggs and ultimately the developing embryo can be
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contaminated through two possible routes; by vertical
(transovarial) or horizontal transmission of microorgan-
isms. Transovarial transmission occurs when bacteria
infect the hen’s ovaries or oviducts resulting in possible
contamination of the egg during its formation (7,40,41).
Of major concern is the vertical transmission of
Salmonella Enteritidis (42). The more common route of
microbial contamination of eggs, however, is via hori-
zontal transmission. This occurs when the natural
defenses of the egg, which include the cuticle layer, shell,
and outer and inner membranes, are penetrated resulting
in contamination of the internal contents of the egg
(43,44). Microorganisms contaminating the egg after it
has been laid originate from the intestines when the egg
passes through the cloaca, nest materials, litter or incuba-
tor surfaces (42,45,46). 

Newly hatched chicks from uninfected eggs are micro-
biologically sterile but are readily contaminated with
microorganisms present in their environment, for example,
from contaminated eggshells, fecal matter, fluff from
infected newly hatched chicks, and walls and floors of the
incubator (47,48). Healthy chickens carry millions of
microorganisms in their intestines and on their skin (49).
Sources of microorganisms on the rearing farms are con-
taminated feed and water, soil, litter, dust and air. Insects,
rodents, wild birds, reptiles and other small animals may
also act as reservoirs and vectors of microorganisms (41).

During transportation of birds from growing houses to
slaughter facilities, contamination and cross-contamination
with fecal material may occur. Stress conditions during
transport may lead to more frequent excretion of fecal
material and cecal contents (50,51), and thus an increase in
the level of contamination. Since transport crates become
heavily contaminated with fecal material, they need to be
thoroughly cleaned and disinfected before being reused to
prevent cross-contamination of other flocks (52). 

b. Slaughter and processing
Incoming birds are the principal source of most microor-
ganisms found on poultry carcasses. Similar to red meat
animals, healthy birds carry extensive microbial contami-
nation on their feathers, skin and intestinal tract (3,49,53).
In general, transfer of this contamination to the carcasses
occurs during all processing steps including stunning,
bleeding, scalding, defeathering, evisceration, washing
and chilling (50).

As birds are hung and bled, the flapping of wings may
generate dust and aerosols which distribute contamination
onto nearby birds or carcasses. After bleeding, poultry car-
casses are scalded by submerging in a warm waterbath
(scald tank) at temperatures between 50 and 60°C. The
accumulation and survival of microorganisms in the scald
tank is influenced by the temperature of water and the rate
at which fresh water is added (54). The pH of the scalding
water and the presence of organic matter are also important

for bacterial survival since they affect the rate of inactiva-
tion of microorganisms (55). It is obvious that from a
hygienic point of view scalding is a hazardous operation.
Attempts to avoid the use of immersion scalding have led
to the development of alternative methods including spray-
ing systems and division of the scald tank into several
smaller ones (56). Although under experimental conditions
these methods improve the hygiene of the scalding
process, their commercial implementation is, however,
limited because most of them have yet to be fully adapted
to commercial requirements. 

After scalding, the carcasses pass through a series of
mechanical plucking machines which remove the feathers.
The defeathering process may spread contamination
between carcasses or from the defeathering equipment (56).
The level of cross-contamination during defeathering is very
high since one contaminated bird can cross-contaminate
hundreds of others as they pass through the pluckers (50). 

Evisceration of poultry carcasses is carried out in sev-
eral stages including head removal, opening of the body
cavity, removal of intestines and cleaning of the carcass. As
with red meat animals this process is associated with con-
tamination of the carcass with microorganisms originating
from intestines, including pathogens. Contamination during
evisceration may occur by bacterial transfer from carcass to
carcass by knives, eviscerating implements and worker’s
hands. The automated transfer of carcasses to the different
stages of the evisceration process significantly reduces
product handling and potential cross-contamination.
However, contamination may still occur due to improper
cleaning of the machines involved in the process.

Poultry carcasses are washed and chilled immediately
after evisceration. Washing of carcasses removes the
organic matter and some of the contaminating microor-
ganisms. Chilling aims to limit multiplication of spoilage
bacteria and restrict the growth of pathogens. The two
most common chilling methods for poultry carcasses are
water (immersion) and air chilling. Carcasses destined for
the frozen market are normally water chilled, while fresh,
non-frozen carcasses can either be water or air chilled and
marketed as ‘wet’ or ‘dry,’ respectively (56). Water chill-
ing is almost exclusively used in the U.S. poultry industry,
while European processors commonly use air chilling.
Water chilling has a washing effect on the carcasses, but
if not properly maintained and operated, has the potential
for allowing cross-contamination of carcasses with
spoilage bacteria, indicator organisms and pathogens. In-
plant chlorination of the chiller water at levels �25 ppm
reportedly controls or reduces cross-contamination of car-
casses with Gram-negative spoilage bacteria and salmo-
nellae (57). Chlorine levels do not normally exceed 50
ppm, and at this level, microbial loads on carcasses are
only reduced by 1 log unit (58). Factors affecting the effi-
cacy of chlorine include the initial bacterial load of the
water, the water level, organic load, temperature, pH and
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trace minerals in the water (59). In some European coun-
tries, chlorine addition to the chiller water is prohibited
because of the theoretical link to carcinogenesis (60).
Other chemicals used or tested in the poultry processing
industry to reduce microbial contamination of carcasses
during washing and water chilling steps of processing
include chlorine dioxide, trisodium phosphate, acidified
sodium chlorite, organic acids (lactic and acetic acids),
ozone, cetylpyridinium chloride and hydrogen peroxide
(59). These are discussed in more detail in a subsequent
section of the chapter.

Air chilling of poultry carcasses is basically a dry
process, where cold air is circulated, either in a chill
room or air-blast tunnel, to chill the carcasses. In order
to enhance cooling, the chilling process may be com-
bined with evaporative chilling, which involves the inter-
mittent spraying of carcasses with water, so that the
water absorbs heat as it evaporates (61). The latter
process is said to minimize carcass weight loss, which
contrasts with the weight gains resulting from water
chilling (60). In a U.K. study where these three poultry
chilling systems were compared, water chilling resulted
in a reduction of microbial contamination of carcasses,
while air chilling had little effect on microbial numbers
recovered from the skin. Microbial levels of the body
cavity, however, were reduced by approximately 1 log
unit when the dry chilling process was used. Conversely,
evaporative cooling through the use of water sprays that
were not in-plant chlorinated led to a large (1–2 log
units) increase of pseudomonads in the body cavity of
the carcasses (61).

After chilling, carcasses are either packaged whole, or
are cut into portions, placed in bags or on trays, weighed,
and chilled, or more often frozen. The product is thus
exposed to extensive cross-contamination through han-
dling and contact with equipment surfaces such as knives,
conveyor belts, and weighing and packaging equipment.

C. TYPE AND EXTENT OF CONTAMINATION

1. Red Meat

The type and extent of meat carcass and product contam-
ination depends on sanitation, hygienic practices and han-
dling during harvesting and processing, and conditions of
storage and distribution. Red meat carcass contamination
after processing is usually variable and may consist of
101–107 aerobic mesophiles per cm2 (Table 52.1) depend-
ing on plant, carcass and site on the carcass sampled
(62,63). In general, contamination of pork carcasses is
higher than beef (Table 52.1). A nationwide baseline car-
cass contamination study carried out by the Food Safety
and Inspection Service (FSIS) of the United States
Department of Agriculture (USDA) found the mean level
of aerobic plate counts of carcasses after chilling to be
3.69 log cfu/cm2 for market hogs, 3.05 log cfu/cm2 for
cows and bulls and 2.68 log cfu/cm2 for steers and heifers
(64–66). In an additional study incorporating seven U.S.
beef packing plants (four steer and heifer; three cow and
bull), mean aerobic plate counts of carcasses after 24 h of
chilling was 2.55 log cfu/cm2 (67). Baseline carcass con-
tamination data from Australia showed mean total viable
counts of 2.4 log cfu/cm2 for beef carcasses (68) and 3.6
log cfu/cm2 for sheep carcasses (69). 

The microflora of fresh red meat carcasses usually 
consists of Gram-negative rods and micrococci including
Pseudomonas spp., Enterobacteriaceae, Acinetobacter spp.,
Alcaligenes spp., Moraxella spp., Flavobacterium 
spp., Aeromonas spp., Staphylococcus spp., Micrococcus
spp., coryneforms and fecal streptococci (49,70). In addi-
tion, lactic acid producing bacteria, Brochothrix thermo-
sphacta, Bacillus and Clostridium spores, and enteric
viruses may be present in lower numbers (49,70). Yeasts and
molds rarely contribute to the microflora of fresh meat, and,
generally, may be detected only during extended storage and
when the surface of the meat becomes dry, which limits 
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TABLE 52.1
Aerobic Plate Count Distribution on Raw Beef and Pork Carcasses

Steers and Heifers Cows and Bulls Hogs

Range Number Percent Number Percent Number Percent 
(cfu/cm2) of Samples of Total of Samples of Total of Samples of Total

�1 25 1.2 8 0.4 0 0
1–101 41 2.0 13 0.6 0 0
101–102 415 19.9 261 12.4 18 0.9
102–103 990 47.4 856 40.5 501 23.7
103–104 474 22.7 651 30.8 954 45.2
104–105 103 4.9 244 11.6 461 21.8
105–106 32 1.5 68 3.2 130 6.2
106–107 9 0.4 9 0.4 43 2.0
�107 0 0 2 0.1 5 0.2
Total 2,089 100 2,112 100 2,112 100

Source: Refs. 64–66.



bacterial growth and allows yeasts and molds to dominate.
They include Torulopsis, Trichosporon, Candida,
Rhodotorula, Cryptococcus, Penicillium, Aspergillus,
Geotrichum, Mucor, Rhizopus, Monillia, Alternaria,
Thamnidium and Chaeotostylum (6,70–72).

The prevalence and levels of pathogenic bacteria on
red meat carcasses depends on a number of factors includ-
ing the origin of the animal, sanitation procedures and
hygienic practices employed during handling and pro-
cessing of the product, application of decontamination
interventions, and conditions of storage. Based on base-
line data collected by FSIS, 14.6% of steers and heifers
and 27.2% of cows and bulls are contaminated with one to
three different pathogenic bacteria (Table 52.2) (64,65).
The baseline data also showed that the prevalence of
pathogens on pork carcasses was higher since 52.4% of
market hogs were contaminated with one to five different
pathogenic bacteria (Table 52.2) (66). The most important
pathogens associated with red meat included salmonellae,

Staphylococcus aureus, verotoxigenic E. coli, Clostridium
perfringens, Campylobacter jejuni/coli, Listeria monocy-
togenes, Yersinia enterocolitica and Aeromonas
hydrophila (Figure 52.1). Depending on the factors men-
tioned above the concentration of pathogens on meat car-
casses can vary from 1 to �30 most probable number
(MPN)/cm2 (Figures 52.2 and 52.3). Some of these
pathogens are more commonly associated with meat from
one animal species rather than another. For example, Y.
enterocolitica (73) and C. jejuni/coli (66) are more com-
monly associated with pork carcasses. In the U.S., the
reported prevalence of C. jejuni/coli on beef carcasses is
ten times less than on pork carcasses (Figure 52.1). E. coli
O157:H7, on the other hand, is more commonly associ-
ated with beef carcasses since cattle and other ruminants
have been identified as major reservoirs of this pathogen
(11,74,75). The prevalence of pathogens can also differ
within the same species. For example, the prevalence of
Salmonella for cow and bull carcasses is reportedly higher
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TABLE 52.2
Number of Raw Meat Samples Containing One or More Species of Pathogenic Bacteria

Steers and Heifers Cows and Bulls Hogs

Number of Number Percent Number Percent Number Percent 
Pathogensa of Samples of Total of Samples of Total of Samples of Total

0 1,785 85.4 1,538 72.8 1,006 47.6
1 278 13.4 484 22.9 754 35.7
2 23 1.1 82 3.9 265 12.6
3 3 0.1 8 0.4 70 3.3
4 0 0 0 0 15 0.7
5 0 0 0 0 2 0.1

a C. perfringens, S. aureus, L. monocytogenes, C. jejuni/coli, E. coli O157:H7, Salmonella spp.

Source: Refs. 64–66.
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than for steer and heifer carcasses (67,76,77). The season
of the year can also affect the prevalence of pathogens on
carcasses. Studies carried out on cattle in North America
have shown an increased prevalence of E. coli O157 dur-
ing the summer and early fall (11,78).

The extent of contamination and the variety of con-
taminant types increase with product handling and com-
minution (70). Comminuted meats present a higher
contamination than carcass meat due to an increase in the
level of cross-contamination from grinders and utensils,
spreading of contamination, and the greater surface area
of the trimmings. The mean level of total aerobic
mesophiles of ground beef reported in the U.S. during the
years 1993–1994 was 3.90 log cfu/g (Table 52.3) (79)
compared to 2.68 log cfu/cm2 reported for beef carcasses. 

2. Poultry

The microbial contamination associated with poultry car-
casses at the end of processing is a combination of the natu-
ral population found on the carcass skin, the transient
population that is associated with the skin and feathers at the
time of slaughter and the population that is acquired as a
result of processing (41). The microbiological condition
(numbers and types of microorganisms) of poultry carcasses
immediately after processing is thus dependent on factors
such as the level of contamination on the live incoming birds,
the efficiency of the processing methods, the level of cross-
contamination during processing, temperature control, and
sanitary and hygienic practices in the abattoir (80). Typically,
the number of aerobic mesophilic bacteria associated with
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carcasses at the end of processing range from 103 to 105

cfu/cm2 (49). Studies in the U.S. and Canada during the last
decade showed that the total aerobic mesophiles of chicken
and turkey carcasses ranged from 102 to 106 and from 100 to
106, respectively (Table 52.4). The reported mean total aero-
bic mesophile levels on chicken and turkey carcasses were
2.60 log cfu/cm2 and 2.47 log cfu/cm2, respectively, in the
U.S. and 2.32 log cfu/cm2 and 2.20 log cfu/cm2, respectively,
in Canada (81–83). Bacterial populations associated with
carcasses at the end of processing are predominantly Gram-
negative, and include Acinetobacter/Moraxella spp.,
Enterobacteriaceae, Flavobacterium spp. and Pseudomonas
spp. (84–88).

Human pathogens that are associated with poultry car-
casses are Salmonella serotypes, C. jejuni, S. aureus, L.
monocytogenes, C. perfringens, non-O157:H7 Shiga-like
toxin-producing E. coli, Aeromonas spp. and Y. enterocolitica

(Figure 52.4) (41,89–94). Poultry meat represents the single
most important source of foodborne salmonellosis, with the
most common serotypes implicated in outbreaks being S.
Enteritidis and S. Typhimurium (70,95,96). Prevalence lev-
els of Salmonella associated with poultry carcasses at the
end of processing or at the retail market are reportedly as
high as 100% (57,97). The level of Salmonella contamina-
tion on live birds entering the processing plant is reportedly
low, but subsequent cross-contamination during processing
procedures results in an increase in the Salmonella contam-
ination of carcasses. In a FSIS study, a Salmonella incidence
level of 3 to 5% was found on live birds entering a process-
ing plant, which increased to 36% on carcasses at the end of
processing (98). During the period 1998–2002, the preva-
lence of Salmonella in broiler carcass samples from feder-
ally inspected establishments in the U.S. was reduced from
a baseline prevalence of 20.0%, to 10.9% (available at:
http://www.fsis.usda.gov/OPHS/haccp/ salm5year.htm). 

III. MICROBIAL EFFECTS IN MEAT AND
MEAT PRODUCTS

A. SPOILAGE

Only 10% of the microorganisms present initially on a mus-
cle food will grow at refrigeration temperatures, and only a
fraction of those will eventually spoil the product by means
of their biochemical attributes (99,100). A muscle food is
characterized as spoiled when it exhibits an offensive
appearance and/or has an off-odor or off-flavor. Off-odors
are detected first when bacterial numbers exceed 107

cells/cm2, while bacterial slime becomes evident when
numbers reach 108 cells/cm2 (101); bacterial colonies coa-
lesce to form slime when the water activity of the product
is approximately 0.99 (41). The spoilage microflora that
develops during storage is determined by the initial number
and types of microorganisms contaminating the product,
the processing the product may undergo, the storage tem-
perature and gaseous atmosphere, and composition of the
product (102). The types of bacteria that are normally
involved in the spoilage of meat and poultry products are
Pseudomonas spp., psychrotrophic Enterobacteriaceae
(Serratia liquefaciens, Hafnia alvei, Enterobacter agglom-
erans), Brochothrix thermosphacta, lactic acid bacteria
(Lactobacillus, Carnobacterium, Pediococcus, Streptoco-
ccus, Lactococcus and Leuconostoc spp.), Moraxella spp.,
Psychrobacter spp., Acinetobacter spp., Aeromonas spp.
and Shewanella putrefaciens (70,101). Yeast and mold
spoilage of muscle foods can also occur but only under
conditions where bacterial competition is reduced (103),
such as exposure to ionizing radiation, reduced water activ-
ity, the presence of preservatives or antimicrobial treat-
ments (104).

Microbiological spoilage occurs in the aqueous phase
of meat (105). Spoilage microorganisms within this phase
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TABLE 52.3
Estimated Prevalences and Mean Levels of Selected
Bacteria in Raw Ground Beef

Mean Log 
Prevalence in Positive

Microorganism % SE Samples SE

Direct enumeration (cfu/g)
Aerobic plate count 100 NAa 3.90 0.12
Total coliforms 92.0 3.9 1.98 0.10
Escherichia coli (Biotype I) 78.6 5.9 1.73 0.13
C. perfringens 53.3 8.7 1.83 0.10
S. aureus 30.0 8.7 1.49 0.06
MPN enumeration (MPN/g)
L. monocytogenes 11.7 4.1 0.46 0.43
C. jejuni/coli 0.002 0.003 NA NA
E. coli O157:H7 0.0 NA NA NA
Salmonella 7.5 3.1 �1.29 0.89

a Not applicable.

Source: Ref. 79.

TABLE 52.4
Aerobic Plate Count Distribution in Chicken Broiler
and Turkey Carcass Rinse Fluids 

U.S. Canada

Range Percent of Total Percent of Total
(cfu/ml) Chicken Broilers Turkey Chicken Broilers Turkey

�1 0 0.2 0 0.2
1–101 0 2.5 0 3.3
101–102 0.5 29.9 2.7 40.7
102–103 32.3 53.6 53.4 40.5
103–104 58.9 13.3 39.7 11.3
104–105 7.8 0.5 3.7 4.0
105–106 0.5 0.1 0.5 0.0

Source: Refs. 81–83.



catabolize glucose, lactic acid, certain amino acids,
nucleotides, urea and water-soluble proteins (106–108).
Table 52.5 shows the substrates utilized by some of the
predominant spoilage bacteria and the order in which they
are attacked, under aerobic and anaerobic conditions.
Spoilage of meat and meat products packaged in air or
under modified atmosphere is discussed in the following
sections.

1. Spoilage under Aerobic Conditions

Organoleptic changes brought about by aerobic spoilage
microorganisms include green, brown or gray discol-
orations, off-odors and off-flavors, surface slime and taint.
Off-odors and slime production may be detected after 10

or 5 days of storage at 0 or 5°C, respectively (109). Off-
odors have been described as dairy/buttery/fatty/cheesy at
levels of 108 bacteria/g, and as sweet/fruity and putrid at
levels of �109 bacteria/g (110).

Meat and meat products stored under aerobic, chill
conditions generally succumb to spoilage by strictly aero-
bic, Gram-negative bacteria, which exhibit faster growth
rates under these conditions. Pseudomonas spp., and
specifically P. fragi, P. fluorescens and P. lundensis, usu-
ally predominate (normally �50%) on meat stored at chill
temperatures. The pseudomonads preferentially metabo-
lize glucose, resulting in organoleptically innocuous end
products. When, however, the diffusion gradient of glu-
cose from the underlying tissue to the surface of the meat
can no longer meet the demands of the large numbers of
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TABLE 52.5
Substrates Used for Growth by Major Meat Spoilage Microorganismsa

Substrates Used for Growtha

Microorganism Aerobic Anaerobic

Pseudomonas spp. Glucose1, glucose-6-P, D, L-lactic acid2, pyruvate, gluconate, Glucose1, acetic acid1, pyruvate,
gluconate 6-P, amino acids2, creatine, creatinine, citrate, gluconate, amino acids (glutamate)
aspartate, glutamate

Acinetobacter/Moraxella Amino acids1, lactic acid2, glucose1, amino acids1,2 Glucose1, amino acids1,2 

Shewanella putrefaciens Glucose, lactic acid, pyruvate, gluconate, propionate, Formate
ethanol, acetate, amino acids (serine)

Brochothrix thermosphacta Glucose1, amino acids2 (glutamate, L-valine, Glucose1

L-leucine, iso-leucine), ribose, glycerol
Enterobacter spp. Glucose1, glucose-6-P2, amino acids3 Glucose1, glucose-6-P2, amino acids3

(lysine, arginine, threonine), lactic acid4

Lactobacillus spp. Glucose1 Glucose1, lactic acid2, amino acids2

a The number in superscript indicates the order of utilization of this substrate.

Source: Ref. 412.



spoilage bacteria (�108 cfu/g), amino acids (cysteine,
cystine and methionine) and proteins are degraded which
result in the formation of ammonia, amines (cadaverine,
putrescine, spermidine, spermine, histamine and tyra-
mine) and sulfides (hydrogen sulfide, methylsulfide and
dimethylsulfide) (111,112).

Facultative anaerobes belonging to the family of
Enterobacteriaceae can also form part of the aerobic
spoilage microflora. Like the pseudomonads, these bacte-
ria preferentially metabolize glucose, and some utilize glu-
cose-6-phosphate followed by amino acids. The slower
growth rates of the Enterobacteriaceae under chill condi-
tions, however, prevent them from predominating on aero-
bically stored muscle foods (111). The Gram-positive,
facultative anaerobe, B. thermosphacta, also usually forms
a minor component of the spoilage microflora on aerobi-
cally stored meat. Psychrotrophic Enterobacteriaceae and
B. thermosphacta, however, seem to be more prevalent on
lamb and pork, especially on the fat surfaces, and when the
meat is stored at 5°C and not 1°C (101,113). Other bacte-
rial groups implicated in the spoilage of meat under aero-
bic conditions are Acinetobacter spp., Psychrobacter spp.
and Moraxella spp. These strict aerobes tend to form a
higher proportion of the spoilage microflora on meat of
higher ultimate pH (pH �5.8), or when the meat is stored
at ambient temperature (114). Unlike pseudomonads, most
of these strict aerobic bacteria do not metabolize hexoses,
but attack amino acids directly (102). 

Meat of high ultimate pH (pH �6.0) and low glucose
concentration, like dark, firm, dry (DFD) meat, undergoes
spoilage more rapidly than meat of normal pH (pH 5.5 to
5.8). Dark, firm, dry beef stored aerobically at 6°C pro-
duced off-odors after 2 days of storage while beef of nor-
mal pH produced off-odors after 4 days (115).
Pseudomonas spp. degrade amino acids on DFD meat
without delay and thus onset of spoilage is simply
dependent on the time required to accumulate bacterial
metabolites responsible for off-odors; this occurs at bac-
terial levels of �106 cells/cm2 (116).

2. Spoilage under Vacuum

The predominant spoilage organisms of meat stored under
vacuum and refrigeration conditions are lactic acid bacteria,
which are able to metabolize glucose to produce lactic,
isobutanoic, isopentanoic and acetic acids (100,117).
Carnobacterium spp., Lactobacillus spp. and Leuconostoc
spp. are reportedly the dominant lactic acid bacteria isolated
from meat and meat products, where levels of 107/cm2 may
be reached (118,119). Spoilage is normally characterized by
a sour/acid/cheesy odor (101). Growth of B. thermosphacta,
Pseudomonas spp. and Enterobacteriaceae may also occur
at levels of 103–106/cm2, but is dependent on the oxygen
permeability of the packaging film, storage temperature, pH
and initial contamination levels (120,121). Higher numbers

of B. thermosphacta and Gram-negative bacteria are more
commonly found on vacuum packaged pork and lamb than
on vacuum packaged beef (113,122). The shelf life of vac-
uum packaged pork and lamb is also reportedly a few weeks
shorter than that of beef. Blixt and Borch (123) compared
the shelf life of vacuum packed, cold-stored minced pork
and beef and found high correlations between intrinsic fac-
tors of the two types of meat, such as initial pH values, fat
and L-lactate, respectively, and the rate of spoilage. Almost
70% of the variation in the rate of spoilage was explained by
changes in the pH and concentrations of L-lactate and glu-
cose-6-phosphate during storage, and not by whether the
meat was pork or beef. 

Spoilage of vacuum packaged DFD meat occurs
within 3 to 6 weeks of storage at 0°C and is characterized
by an offensive putrid odor (115,124). The spoilage flora
is dominated by S. putrefaciens, Enterobacteriaceae and
species of Lactobacillus. spp. Shewanella putrefaciens
causes a characteristic green discoloration of vacuum
packaged DFD meat which results from the production of
hydrogen sulfide from cysteine or glutathione. The green
pigment (sulfmyoglobin) is formed by the hydrogen sul-
fide reacting with the meat myoglobin (125,126). 

Certain psychrophilic and psychrotrophic species of
Clostridium have been characterized as spoilage organ-
isms of vacuum packed meat (beef, lamb, venison and dog
rolls) that was stored between �1.5 to 2°C and that exhib-
ited extensive gas production and gross pack distension
within 4 to 6 weeks of storage (127–129). Species linked
to ‘blown pack’ spoilage include C. laramie, C. gasigenes,
C. frigidicarnis, C. estertheticum and C. estertheticum-
like strains (128–132). Using restriction fragment length
polymorphism analysis of the 16S rDNA genes and
16S–23S rDNA internal transcribed spacer analysis,
Broda et al. (132) showed that the source of these organ-
isms on chilled vacuum packed venison was most likely
soil particles attached to the hide or present in the feces of
the animals. 

3. Spoilage in Modified Gas Atmospheres

Lactic acid bacteria and/or B. thermosphacta are the pre-
dominant spoilage flora of beef, pork and lamb stored in
modified atmospheres (133–138). Enterobacteriaceae and
Pseudomonas spp. reportedly compete more effectively
under modified atmosphere packaging conditions than in
vacuum packed meat, especially pork that is stored at
approximately 5°C and has undergone prior conditioning
in air (101). A CO2 concentration of 100% can be used to
extend the storage life of meat of normal and high pH to
more than 3 months when stored at 0 to 1°C (101). Pork
stored at 0 and 4°C reached total bacterial populations of
106 to 107 per cm2 and exhibited off-odors in 119 and 40
days, respectively, with Lactobacillus spp. dominating at
both temperatures (139).
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4. Spoilage of Processed Meats

Chilled comminuted products, including ground meats,
burger-type products and raw sausages, in general, have a
short aerobic shelf life of 3 to 5 days at 2 to 4°C, due to high
initial loads of bacteria (140). The spoilage flora of ground
beef stored in air or under modified atmosphere (20%
CO2/80% O2) is composed of Pseudomonas spp., lactic
acid bacteria, B. thermosphacta, Enterobacteriaceae and
yeasts; however, under aerobic conditions Pseudomonas
spp. are dominant, while under modified atmosphere lactic
acid bacteria and B. thermosphacta dominate (141,142).
The dominant spoilage flora of fresh sausages is dependent
on the meat type, storage temperature, gaseous environ-
ment, and the presence of preservatives, but in general, it
resembles that of ground meat (100).

In general, spoilage of cooked, uncured meat products
(whole and restructured joints and poultry, and ready-to-
eat meals) is a result of post-processing contamination
(100). Gram-negative psychrotrophic bacteria are the
main spoilage organisms of aerobically chill-stored sliced
cooked meat, while lactic acid bacteria and B. thermo-
sphacta predominate on vacuum packed and modified
atmosphere packed products (41). Spoilage of meat pies is
a result of molds, including Mucor, Penicillium, Rhizopus
and Aspergillus spp., which usually contaminate the prod-
uct during cooling (49). 

Microbial spoilage of raw, cured meats, like
Wiltshire-style bacon, is characterized by surface slime,
discoloration, off-odors and off-flavors (143). Major
spoilage populations associated with these products are
Micrococcaceae, halophilic Vibrio spp., lactic acid bacte-
ria, coryneforms and yeasts, which are tolerant to salt and
sodium nitrite (113,143). Factors influencing the compo-
sition of the spoilage flora are concentration of additives
(salt, nitrite and nitrate), temperature, pH and water 
activity (100).

Cooking of cured meat products inactivates vegetative
bacteria but recontamination occurs during post-cooking
steps, like slicing, portioning or skinning. Spoilage of
these products (cooked ham, corned beef, emulsion-type
sausages, luncheon meats) stored at cold temperatures and
packed under vacuum or modified atmosphere is predom-
inantly by lactic acid bacteria (99,144–146).
Lactobacillus spp. (Lactobacillus sake and Lactobacillus
curvatus) and Leuconostoc spp. are the main spoilage
organisms of cooked, cured meats (99,146–148). Spoilage
is characterized by a sour odor and flavor, greening, gas
production and slime formation (99,149). The growth
rates and identity of the spoilage lactic flora are found to
differ depending on the product composition (salt content,
nitrite concentration, pH and water activity), processing
method, storage temperature and gaseous atmosphere
(99,150). The growth of lactic acid bacteria was more
delayed in smoked meats (pork loin, bacon, pariza,

mortadella and frankfurters) than in non-smoked, boiled
whole meats (cooked ham and turkey fillets) (146).
Furthermore, characterization of the predominant
spoilage lactic acid bacteria showed that the Lactobacillus
sake/curvatus group predominated on the smoked meats,
whereas Leuconostoc mesenteroides subsp. mesenteroides
predominated on the cooked ham and turkey fillets (146).

Canning or commercial sterilization of uncured and
cured meats results in a shelf stable product due to the
complete elimination of microorganisms. Spoilage rarely
occurs due to underprocessing, loss of package integrity
and leakage of microorganisms into the package post-
processing (4). 

Molds are generally responsible for the spoilage of
unsmoked, air-dried fermented sausages, some of which
may have the ability to produce mycotoxins while grow-
ing on the sausage. Furthermore, molds have been
reported to grow on the surface of frozen meat stored at
temperatures as low as –8 to –10°C (113).

5. Spoilage of Poultry

Poultry spoilage follows the same principles as those
involved in the spoilage of red meat products. The bacterial
groups most frequently implicated as the main causes of
spoilage of refrigerated poultry are Pseudomonas spp., and
to a lesser extent, Acinetobacter spp., Moraxella spp. and 
S. putrefaciens (85,151). The Pseudomonas population
reportedly may increase from �10% before storage to 93%
of the total carcass bacterial population at the time of
spoilage, following storage at 1 to 5°C (84,85,152). The
type of spoilage bacteria as well as their growth rate is
affected by the numbers and types of spoilage microorgan-
isms present on carcasses at the end of processing, the type
of packaging material and the composition of the atmos-
phere surrounding the packaged product, the storage tem-
perature and the muscle type and pH (85). Poultry leg
muscle has a pH of 6.4 to 6.7 while that of breast muscle is
5.7 to 5.9 (153). Spoilage populations of the breast muscle
are thus essentially the same as those found on red meat of
normal ultimate pH, while populations of the leg muscle
mimic those found on DFD meat (126). Poultry leg meat
thus spoils more rapidly than breast meat (41).

B. Foodborne Illness

Current estimations indicate that microbially contaminated
food causes approximately 76 million illnesses, 325,000
hospitalizations and 5,000 deaths in the U.S., per year.
Bacterial agents are responsible for 30% of these illnesses,
while viruses and parasites cause 67% and 3% of the ill-
nesses, respectively. The total percentage of deaths caused
by each of these agents, however, is the highest for food-
borne illnesses caused by bacteria (ca. 72%), followed by
those of parasitic (ca. 21%) and viral (ca. 7%) origin (154).
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The U.S. Centers for Disease Control and Prevention
(CDC) Emerging Infections Program Foodborne Diseases
Active Surveillance Network (FoodNet) collects data on
10 foodborne diseases in nine U.S. site areas, equivalent
to 37.4 million people. According to preliminary data for
2002, 16,580 laboratory-diagnosed cases were identified,
with Salmonella (16.1 cases/100,000 population),
Campylobacter (13.4 cases/100,000 population) and
Shigella (10.3 cases/100,000 population) having the high-
est incidence (155). An equivalent network in Australia
(OzFoodNet), consisting of seven sites and encompassing
68% (12.9 million) of the Australian population, and mon-
itoring eight foodborne diseases, reported a total of
22,999 cases of foodborne infections for the year 2001,
with Campylobacter (125.0 cases/100,000), Salmonella
(34.1 cases/100,000) and Shigella (2.6 cases/100,000)
again having the highest incidence (156). 

During the period of 1993–1997, a total of 2,751 out-
breaks of foodborne disease were reported to the CDC,
causing a reported 86,058 persons to become ill (157).
Bacterial pathogens were responsible for the largest per-
centage of cases (86%); however, 68% of the reported out-
breaks were of unknown etiology (157). Foodservice
establishments (restaurants, cafeterias and delicatessens)
were responsible for the highest percentage (43%) of the
outbreaks, followed by private residences (21%).
Contributing factors to the outbreaks during this period

were improper holding temperatures (34.1%), poor per-
sonal hygiene (17.8%), contaminated equipment (14.5%),
inadequate cooking (10.0%) and food from an unsafe
source (5.6%) (157). Beef, chicken, turkey, other/unknown
meat, pork, ham and sausage accounted for 6.8, 3.1, 2.3,
2.3, 1.4, 1.2 and 0.2%, respectively, of the total number of
outbreaks where the vehicle of transmission was known
(967 outbreaks). The respective percentage of cases where
the vehicle of transmission was known (58,908 cases) for
each of the above meat products was 5.4, 1.9, 1.3, 1.1, 1.1,
0.5 and 0.1%, respectively (157). These products thus
accounted for 17.3% of the total outbreaks and 11.4% of
the total cases of known etiology during the period of
1993–1997. Bacterial pathogens that were involved in the
outbreaks through consumption of meat and meat products
during this 5-year period were Bacillus cereus,
Campylobacter, C. botulinum, C. perfringens, pathogenic
E. coli, Salmonella, Shigella, S. aureus and Y. enterocolit-
ica (Table 52.6) (157).

Other documented or suspected bacterial pathogens of
potential concern in meat and meat products are L. mono-
cytogenes and Aeromonas hydrophila, as well as Arizona
hinshawii, Bacillus anthracis, Brucella spp., Chlamydia
psittaci, Coxiella burnetii, Erysipelothrix rhusopathiae,
Francisella tularensis, Leptospira spp., Mycobacterium
spp., Pseudomonas spp. and Streptococcus spp. (158). As it
is beyond the scope of this chapter to go into extensive
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TABLE 52.6
Number of Reported Foodborne Disease Outbreaks for Meat and Meat Products by Etiology
and Vehicle of Transmission – United States (Includes Guam, Puerto Rico, and the U.S. Virgin
Islands), 1993–1997

Vehicle of Transmission

Other/
Etiology Beef Pork Chicken Turkey Ham Sausage Unknown Meat

Bacterial
Bacillus cereus - 1 1 - - - 1
Campylobacter - 1 - - - - -
Clostridium botulinum - - - - - - 2
Clostridium perfringens 11 1 - 2 - - 2
Pathogenic Escherichia coli 21 - - - - - 2
Salmonella 14 4 6 6 1 - 6
Shigella - - 1 - - - -
Staphylococcus aureus 4 1 1 4 7 - -
Yersinia enterocolitica - 2 - - - - -
Other bacterial 2 - - - - - 1

Parasitic
Trichinella spiralis - - - - - - 1

Viral
Other viral - - 1 - - - -

Confirmed etiology 52 10 10 12 8 - 15
Unknown etiology 14 4 20 10 4 2 7
Total 1993–1997 66 14 30 22 12 2 22

Source: Ref. 157.



detail about each of the etiologic agents involved in food-
borne illness (159), a few of the important bacterial agents
have been chosen and are discussed briefly. They have been
separated into common and emerging bacterial pathogens.

1. Common Bacterial Pathogens

FoodNet data for the year 2002 showed that Salmonella
was responsible for causing the highest total number of
cases of gastrointestinal illness among the bacterial agents
(155). The Salmonella genus comprises two species:
Salmonella enterica, which is divided into seven sub-
species groups (I, II, IIIa, IIIb, IV, VI and VII), and
Salmonella bongori (160). There are approximately 2,600
serotypes of Salmonella, of which S. Typhimurium and 
S. Enteritidis are the most prevalent in the U.S. These
serovars cause disease in humans, cattle, poultry, sheep,
pigs, horses and wild rodents (161). The emergence of the
multi-drug-resistant strain, S. Typhimurium DT104, has
been the cause of widespread concern regarding the use of
antimicrobial agents in agriculture (162). Raw meat, and
especially poultry, is frequently contaminated with
Salmonella, which originates from the intestinal tract or
fecal material found on the hair, feathers, feet and skin of
the animals. Processed meats and ground products report-
edly have the highest prevalence of Salmonella (162).

Staphylococcal intoxication is one of the most common
types of foodborne disease worldwide caused by the inges-
tion of food contaminated with one or more preformed
heat-resistant enterotoxins produced by S. aureus (163).
This organism is ubiquitous in nature and can be found in
the nasal passages, throat and skin of humans and most
warm-blooded animals, including food animals; in fact,
30–50% of humans are carriers of S. aureus (163,164). The
primary source of contamination of foods implicated in
foodborne illness are food handlers. Foods are normally
contaminated post-processing and then stored at warm tem-
peratures for adequate time to allow for significant growth
and production of enterotoxin by the organism (163,164).

Clostridium perfringens forms part of the normal
flora of the gastrointestinal tract of humans and animals.
Ingestion of �108 vegetative cells of this organism fol-
lowed by the production of enterotoxins during sporula-
tion in the small intestine leads to a toxicoinfection
(165,166). Cooked meat and poultry that have been
cooled over a long period of time at ambient or warm tem-
peratures are common vehicles of foodborne illness (166).

Clostridium botulinum produces neurotoxins which
are considered to be the most toxic of all natural sub-
stances (164). Seven types (A through G) of C. botulinum
are currently recognized, based on the antigenic speci-
ficity of the toxins. The organism is further divided into
four distinct groups based on their DNA homology and
reactions to specific substrates (167). Group I includes all
of type A and the proteolytic strains of types B and F;

Group II includes the nonproteolytic strains of types B
and F, and all of type E strains, all of which are able to
grow at refrigeration (3.3°C) temperatures; Group III
includes all the strains of type C and D; Group IV
includes all the strains of type G, which based on their
biochemical properties are proposed to form a new
species, C. argentinense (167,168). The spores of the pro-
teolytic strains (Group I) are more heat resistant than
those of the nonproteolytic strains, a fact that led to the
development of the ‘botulinum process’ or ‘12-D cook’
for low acid canned foods (167).

Different types of C. botulinum appear to predominate
in different parts of the world; for example, the main
cause of C. botulinum outbreaks in the U.S., China and
Argentina is type A, while in central Europe, type B is
responsible for most outbreaks. Furthermore, type A is
mainly associated with vegetables, while type B is often
linked with meats (169). There are different clinical forms
of botulism; foodborne, infant, wound and a fourth classi-
fication currently called ‘adult infectious botulism.’ In
foodborne botulism, illness is caused due to ingestion of
food that has been undercooked or improperly stored or
reheated, resulting in toxin production due to growth of
the organism (170). With regards to infant and adult infec-
tious botulism, spores that are ingested or inhaled germi-
nate, in the absence of competition in the intestine,
resulting in toxin production (167).

2. Emerging Bacterial Pathogens

Outbreaks involving C. jejuni are relatively uncommon
(157). However, this organism is believed to be one of the
most commonly diagnosed causes of sporadic cases of gas-
troenteritis in the U.S. and other industrialized countries.
Campylobacter jejuni and other Campylobacter spp. are
estimated to cause an annual 14.2% of the total foodborne
illnesses in the U.S. (154). The infectious dose of C. jejuni
is low, ranging from 500 to 1000 cells (171). The main
vehicle of foodborne illness by Campylobacter is poultry,
either due to handling raw or eating undercooked poultry,
and especially through cross-contamination of other foods.
Other sources include raw milk, water, pork, beef, lamb and
seafood (172). Of great recent concern is the emergence of
fluoroquinolone-resistant strains of C. jejuni isolated from
patients in Western Europe, shortly after the approval of
fluoroquinolones for veterinary use (173).

Escherichia coli is the dominant Gram-negative facul-
tative anaerobe in the gastrointestinal tract of humans and
other warm-blooded animals and is generally considered
harmless (174). Pathogenic strains of E. coli, however,
also exist which can cause distinct syndromes of diarrheal
disease (159). Currently, at least six categories of patho-
genic E. coli are recognized; they include enteropatho-
genic E. coli (EPEC), enterotoxigenic E. coli (ETEC),
enteroinvasive E. coli (EIEC), enterohemorrhagic E. coli
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(EHEC), enteroaggregative E. coli (EAEC) and diffusely
adherent E. coli (DAEC) (175–177). Unlike most food-
borne pathogens, diarrheagenic E. coli are tolerant to
acidic environments and have been shown to be resistant
to acetic, citric and lactic acids applied at concentrations
as high as 1.5% (159). More information about each of
these diarrheagenic groups can be found in book chapters
and reviews by Levine (175), Doyle and Padye (176),
ICMSF (164), Donnenberg and Nataro (178), Fratamico
et al. (177) and Bacon and Sofos (159).

Enterohemorrhagic E. coli causes the majority of the
most severe outbreaks associated with pathogenic E. coli
in the U.S. and other developed countries (177). This
group includes E. coli serotypes that share the same clin-
ical, pathogenic and epidemiologic features as E. coli
O157:H7, which is responsible for the greatest proportion
of E. coli-associated diarrheal disease cases in North
America and the U.K. E. coli O157:H7 is estimated to
cause approximately 73,000 cases of foodborne illness in
the U.S. each year (154). Serotypes belonging to the
EHEC group produce Shiga toxins, otherwise known as
Shiga-like toxins, verotoxins or verocytotoxins, and are
associated with hemorrhagic colitis and hemolytic uremic
syndrome. Non-O157:H7 EHEC serotypes seem to be
more important in some countries in the southern hemi-
sphere like Argentina, Australia, Chile and South Africa
(174). E. coli O157:H7 was first identified as a pathogen
in 1982 when it was epidemiologically linked to the con-
sumption of undercooked ground beef in the U.S. (179).
Since then numerous outbreaks associated with this
serotype have been documented in Canada, Japan, the
U.K. and the U.S. (180). The largest reported outbreak
occurred in Japan in 1996, with a total of 9,578 reported
cases and 11 deaths, which were linked to the consump-
tion of radish sprouts (181).

Cattle have been identified as a major reservoir of E.
coli O157:H7. It has been isolated from the oral cavity
(13), rumen contents (182), the hide (11,13) and feces
(11,13,183,184) of cattle. A study conducted in the U.S.
showed that E. coli O157:H7 is present in 28% of fecal
samples taken from cattle in slaughterhouses during the
summer months (11). It is therefore not surprising that
undercooked ground beef is implicated in a large number
of the cases linked to E. coli O157:H7 infection. The FSIS
has declared E. coli O157:H7 as an adulterant in ground
and other non-intact beef products. Results from a FSIS
testing program to enforce this regulation showed that
0.78 to 0.86% out of 6,374 to 7,026 samples tested during
the period of 2000 to 2002 were positive for this
pathogen. Besides foods of bovine origin, outbreaks due
to E. coli O157:H7 have been linked to raw milk, water,
apple cider, mayonnaise, cantaloupe and lettuce (178).

Listeria monocytogenes is the causative agent of
approximately 0.02% of all foodborne illnesses in the
U.S., annually. Its associated illness, listeriosis, however,

accounts for approximately 28% of deaths due to food-
borne illness (154). There are two variants of the disease:
invasive and non-invasive listeriosis. The invasive form
mainly affects specific segments of the population,
including the elderly, neonates, pregnant women and
immunocompromised individuals (185,186). The non-
invasive variant has been recently described and causes
febrile gastroenteritis. Among the foods identified as
causes of non-invasive listeriosis are cold corn salad, tuna
fish and cold-smoked rainbow trout (187,188).

Listeria monocytogenes is widely distributed in nature,
including soil, decaying vegetation, animal and human
feces, sewage, silage and water. It is a psychrotroph and
can grow at temperatures as low as –0.4°C and up to 45°C.
Furthermore, it can grow at pH levels of 4.4 to 9.4, aw lev-
els of �0.92 and NaCl levels of 10% (189). Survival of the
pathogen, however, has also been reported at levels of
25.5% NaCl in trypticase soy broth for 24 days at 22°C
and �132 days at 4°C (190). Furthermore, L. monocyto-
genes can survive freezing and drying, as well as low or
oxygen-free and elevated carbon dioxide atmospheres
encountered in MAP (189).

Foods implicated in outbreaks of listeriosis include
milk and dairy products, seafood products, vegetables,
coleslaw and ready-to-eat meat products (186,191).
According to a FSIS monitoring program for ready-to-eat
products conducted at FSIS-inspected establishments dur-
ing the period of 1990 to 1999, L. monocytogenes preva-
lence rates were 5.16% for sliced ham and luncheon
meats, 3.56% for small diameter cooked sausages such as
franks, 3.25% for fermented sausages (data were only col-
lected from 1997 and onwards), 3.09% for cooked beef,
roasted beef or cooked, corned beef, 3.03% for salads and
spreads, 2.12% for cooked poultry products, 1.31% for
large diameter cooked sausage, and 0.52% for jerky (192).
In a more recent study, analysis of 31,705 samples
belonging to eight different categories of ready-to-eat
foods from retail markets in Maryland and California
showed the prevalence of L. monocytogenes to be 1.82%,
with prevalences ranging from 0.17 to 4.7% among the
product categories (193). Furthermore, Wallace et al.
(194) found 1.6% of 32,800 packages of frankfurters to be
positive for the pathogen. Contamination of ready-to-eat
products with L. monocytogenes occurs primarily during
post-processing steps like slicing, dicing and packaging.
Of particular concern is the establishment of virulent
strains of the pathogen in the food processing environ-
ment which can potentially contaminate multiple lots of
product over days or months of production (191). For
example, the strain involved in the 2000 multistate out-
break of listeriosis in the U.S. (serotype 1/2a), where
turkey deli meat products were implicated, reportedly had
persisted in the processing environment for more than 10
years (186,195). Of the 13 serotypes of L. monocytogenes
that can cause disease, three serotypes (4b, 1/2a and 1/2b)
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account for 89 to 96% of the sporadic and outbreak cases
of human listeriosis that occur worldwide (196). The most
publicized outbreaks in the past 20 years in North
America and Europe have involved serotype 4b (186).

In view of the high mortality rate of L. monocytogenes
(154), as well as outbreaks associated with the consump-
tion of contaminated ready-to-eat meat and poultry prod-
ucts (195,197,198), the FSIS has published an interim
final rule to control this pathogen in these products (199).
Briefly, according to this regulation, establishments that
produce ready-to-eat meat or poultry products that sup-
port growth of the pathogen and are exposed to the envi-
ronment after lethality treatments are required to include
in their HACCP plans, or in their sanitation operating pro-
cedures or other prerequisite programs, one or more vali-
dated measures that prevent product adulteration with 
L. monocytogenes. Three alternative methods to prevent
or control L. monocytogenes during post-lethality expo-
sure of products are proposed in the regulation: (i) appli-
cation of both a post-lethality treatment and an
antimicrobial agent or process; (ii) application of either a
post-lethality treatment or an antimicrobial agent or
process; and (iii) require no application of a post-lethality
treatment or process, but instead require the combination
of a sanitation program with microbiological testing of
food contact surfaces to hold products when positive
results are obtained (199). 

Bacillus cereus causes two types of intoxications: one is
diarrheal and the other emetic. In Japan, the occurrence of
the emetic syndrome is reportedly ten times that of the diar-
rheal syndrome. Conversely, in North America and Europe,
the diarrheal type is more common (200). Foods usually
implicated in the diarrheal syndrome are meats, vegetables,
sauces and puddings, while foods containing rice are asso-
ciated with the emetic syndrome (201). The number of cells
of the organism needed to cause illness is �105/g.

Yersinia enterocolitica is an infrequent cause of food-
borne illness; however, it can cause severe foodborne
infection and pseudoappendicitis (4,159). Pigs are
regarded to be the main reservoir of Y. enterocolitica
bioserotypes that are pathogenic to humans (164). The
most common bioserotypes involved in foodborne illness
are O:3, O:8, O:9 and O:5, 27. Y. enterocolitica is a psy-
chrotroph and is able to proliferate at temperatures of 0 to
45°C (159). Storage of food at refrigeration temperatures,
therefore, should not be considered an effective way to
control this pathogen.

3. Viruses and Parasites

Foodborne transmission of viruses has in recent years been
recognized as an important cause of foodborne illness.
More than 9 million cases of viral foodborne illness of
known etiology are estimated to occur annually in the U.S.
(154). According to data collected in the U.S., however,

outbreaks of viral foodborne illness due to the consump-
tion of land muscle foods are rare (157). Viruses reported
to cause foodborne illness include, among others, hepatitis
A, Norwalk and Norwalk-like (now known as norovirus),
rotavirus, astroviruses and enteroviruses (159,202). In gen-
eral, transmission of these viruses occurs due to inade-
quately cooked foods, cross-contamination before
consumption and poor sanitation (4,159).

Parasitic agents, on the other hand, are estimated to
result in more than 350,000 cases of foodborne illness of
known etiology in the U.S. annually (154). Parasites of
concern in foods of meat origin include, among others,
Toxoplasma gondii, Sarcocystis spp., Trichinella spp. and
Taenia spp. (203). Treatments that inactivate parasites in
foods include proper cooking, freezing, salt, chemicals
and ionizing radiation (4,159).

IV. METHODS FOR CONTROL OF
MICROORGANISMS IN MEAT AND
MEAT PRODUCTS

A. GENERAL

Meat and poultry products are highly perishable foods,
and, if not properly handled, processed and preserved,
may support growth of spoilage and pathogenic microor-
ganisms (4). The major technologies that are employed to
preserve the quality and microbiological safety of these
and other food products include (204):

a) Procedures that prevent or minimize the access
of microorganisms to the product. 

b) Procedures that reduce initial contamination by
removal or inactivation of microorganisms which
have gained access.

c) Procedures that inactivate microorganisms on
products.

d) Procedures that prevent or slow down growth
of viable microorganisms which have gained
access and have not been inactivated.

Procedures that restrict the access of microorganisms
include mainly sanitation and hygienic procedures or pack-
aging technologies such as the aseptic packaging of ther-
mally processed foods. Procedures that reduce initial levels
of microorganisms, which have gained access to the food,
include decontamination technologies such as washing,
application of hot water, steam, acids or other chemicals,
and their combinations. Procedures that inactivate microor-
ganisms remaining on products include heat or thermal pro-
cessing, ionizing radiation, high hydrostatic pressure and
electric shock treatments. Despite their ability to remove or
inactivate the microorganisms, some of the above technolo-
gies may also result in the inhibition of microbial growth
during storage. Preservation technologies that slow down or
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prevent the growth of viable microorganisms rely on the
control of factors affecting microbial growth. Microbial
growth on meat and poultry products, or other foods, is
affected by the type and extent of initial contamination and
by factors intrinsic or extrinsic to the product (70). Among
these, the most important ones, especially for fresh prod-
ucts, are extrinsic factors such as storage temperature and
gas atmosphere, while intrinsic factors such as pH, water
activity and antimicrobials become more important in
processed products. Major preservation technologies based
on the inhibition of microbial growth include temperature
control, decreased water activity (curing, drying), acidifica-
tion, vacuum and modified atmosphere packaging, fermen-
tation-biopreservation, and addition of preservatives. In
addition to the extreme modification of a single factor, inhi-
bition of microbial growth is often achieved with a combi-
nation of preservation technologies at individually
sublethal levels that interact to yield the multiple ‘hurdle’
effect (205–207). In the next paragraphs the most important
traditional and emerging preservation technologies applied
to meat and poultry carcasses or products are discussed.
The discussion is focused on current technologies and new
developments of decontamination and preservation meth-
ods including animal carcass decontamination (physical,
chemical and combinations), emerging decontamination or
preservation technologies (irradiation, high hydrostatic
pressure, pulsed-field electricity, ultrasonic energy, UV
light, oscillating magnetic fields, controlled instantaneous
decompression), preservative packaging (modified atmos-
phere packaging, active packaging) and biopreservation.
Traditional processing and preservation technologies are
briefly discussed.

B. DECONTAMINATION TECHNOLOGIES

Highly publicized outbreaks of foodborne disease associ-
ated with meat and poultry have increased consumer con-
cerns and interest in the safety of these products. In
response, the industry is implementing decontamination
interventions to improve the microbiological quality of
fresh meat and poultry (4,20,208–210). Decontamination
treatments can roughly be divided into three types (208):
chemical, physical and combinations of the two. Physical
treatments are based on the use of knives for removal, by
cutting of visually soiled tissue, cold or hot water (wash,
rinse, spray), vacuum and/or steam, high hydrostatic pres-
sure, irradiation, pulsed-field electricity, ultrasonic energy
and UV light (the latter technologies apply more to
processed products than animal carcasses). Chemical
decontamination includes treatments with chlorine,
organic acids, inorganic phosphates, bacteriocins, organic
preservatives and oxidizers. Decontamination treatments
may be applied at different stages of production and pro-
cessing including animal (before slaughter), carcass, pri-
mal cuts and final product.

1. Animal Cleaning

As has been mentioned, live animal contamination, in
addition to environmental plant contamination, is consid-
ered as the most significant source of carcass and meat
contamination. One approach to potentially reduce the
external animal contamination and subsequently carcass
contamination is to clean or wash the hide of the animal
with water or chemical solutions before slaughter. There
are, however, concerns related to preslaughter washing of
animals since fecal material and the microorganisms asso-
ciated with it may be more readily spread through wet ani-
mals. Bell (211) indicated that carcass contamination
resulting from contact with a clean hide (i.e., a hide with
no visible evidence of fecal contamination) was apprecia-
bly lower than that following contact with a fecally soiled
hide that had undergone preslaughter washing. Further-
more, a higher contamination level was found on lamb
carcasses derived from preslaughter washed animals than
on unwashed animals (212,213). In another study carried
out in Ireland, it was shown that preslaughter washing of
pigs with cold water did not lead to significant changes in
total viable counts of the live animals, but Salmonella
incidence was reduced from 27% on live animals prior to
transport to the abattoir to 10% after washing (214).
Furthermore, a significant reduction of hide fecal contam-
ination with E. coli O157:H7 was obtained on cattle that
were washed with a power-hose for 3 min before the
slaughter process; a lower recovery of the organism was
also found on the resultant carcasses (215). In general, the
effectiveness of animal cleaning and washing on the
microbiological quality of the carcasses have been vari-
able, while application of these procedures is often diffi-
cult due to climate, type of animal and the availability of
facilities (20). Preslaughter animal washing has been
applied for sheep in New Zealand (212), and for cattle in
Australia and by some plants in the U.S., especially in
recent years. A means of minimizing accidental transfer
of contamination from the exterior of animals that have
undergone preslaughter washing to the carcass surface
and plant environment is to reduce slaughter speeds, and
to modify the steps or the equipment involved in hide
removal (15,216,217).

An additional hide decontamination process is chem-
ical dehairing; a patented process (218) for cattle early
during slaughter to remove hair, mud, manure and other
external contaminants and thus, to minimize carcass and
plant contamination from these sources (15,20,217).
Application of this process to artificially contaminated
beef hide samples resulted in significant reductions of
inoculated meat pathogens such as E. coli O157:H7,
Salmonella and L. monocytogenes (219,220), and in 1995,
FSIS approved commercial trials for testing of the 
chemical dehairing process. Schnell et al. (221) studied a 
commercial application of chemical dehairing in a beef
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slaughterhouse. Although these authors reported that
chemical dehairing resulted in a reduction of the visible
contamination of cattle compared to the conventional
process, the microbial loads were not significantly differ-
ent between the two processes. It needs to be noted, how-
ever, that in the latter study both dehaired and
nondehaired animals were processed in the same facility
during the same day and thus the weak effectiveness of
chemical dehairing could be attributed to the contamina-
tion of the plant environment by the nondehaired animals.
In an additional study carried out in a commercial beef
slaughtering facility, however, chemical dehairing was
found to significantly reduce bacterial levels of carcasses
immediately after hide removal (pre-evisceration) by
approximately 2 logs (222). Furthermore, carcasses that
had undergone chemical dehairing had a significantly
lower prevalence of E. coli O157:H7 (1%) than carcasses
that had not received the chemical treatment (50%) (222).

2. Carcass Decontamination

In general, carcass decontamination technologies in the
U.S. are applied immediately after hide removal but before
evisceration, as well as at the end of the dressing process,
before carcass chilling. Decontamination technologies are
based on treatments with water of various temperatures and
pressures and other chemical solutions. The effectiveness
of these treatments in reducing microbial contamination is
affected by a number of factors including water pressure,
temperature, chemicals used and their concentration, time
duration of exposure (which depends on speed of slaughter
and length of the application chamber), method of applica-
tion and time or stage of application during slaughter and
processing (20,217). Decontamination technologies that
have been proposed, applied or tested for their effectiveness
on the reduction of carcass microbial loads include treat-
ments with water or steam (hot water, steam pasteurization,
steam-vacuum), and chemical solutions, mostly organic
acids (lactic, acetic and citric), as well as chlorine and chlo-
rine dioxide, trisodium phosphate, acidified sodium chlo-
rite, peroxyacetic acid, cetylpyridinium chloride, hydrogen
peroxide, ozone, sodium bisulfate, sodium hydroxide,
sodium chloride, and protein compounds such as lactofer-
rin (15,20,208,210). Today, in the U.S., decontamination
systems are approved by FSIS if the agents used: i) are
‘Generally Recognized as Safe’ (GRAS), ii) do not create
an ‘adulterant’ situation, iii) do not create labeling issues
(i.e., added ingredients), and iv) can be supported with sci-
entific studies as being effective (15). Among the agents
that have been approved for use in foods by FSIS are acetic,
lactic, peroxyacetic, citric, malic, propionic and tartaric
acid, chlorine, trisodium phosphate, acidified sodium chlo-
rite, hydrogen peroxide, ozonated water and lactoferrin
(available at: http://www.fsis.usda.gov/OPPDE/rdad/
FR Pubs/88-026F.htm; http://www.fsis.usda.gov/OPPDE/

rdad/FSISDirectives/7120.1.htm). Some of these are exten-
sively used in commercial plants in the U.S. In contrast, no
chemical or physical treatments of meat and poultry car-
casses are allowed by European Union regulations (208). 

a. Spot carcass and pre-evisceration 
decontamination

Under the ‘zero tolerance’ policy of the U.S., knife-trim-
ming is required to remove visible contamination on car-
casses before any washing or other decontamination
treatment is allowed. As an alternative, in 1996, FSIS
approved the use of steam-vacuuming for removal of fecal
and ingesta contamination spots of �2.5 cm in diameter on
carcasses, through the use of a hand-held piece of equip-
ment. This method uses hot water and/or steam to loosen
soil and inactivate bacteria, followed by removal of the
contaminants through application of a vacuum; this
process, thus, has a combined effect of removing and/or
inactivating surface contamination (15,20,223,224).
Kochevar et al. (224) reported that application of steam-
vacuuming to beef carcasses resulted in reductions of
1.7–2.0 log cfu/cm2 in aerobic plate counts and 1.7–2.2 log
cfu/cm2 in total coliform counts. After the approval of the
two commercially available steam-vacuuming systems,
and as a result of their relatively low cost, steam-vacuum-
ing units became very popular in U.S. slaughterhouses as
an alternative method to knife-trimming to remove acci-
dental visible carcass decontamination (20). However, the
effectiveness of both knife-trimming and steam-vacuum-
ing in reducing carcass contamination depends on
employee diligence of application and the operational sta-
tus of the equipment (20).

As soon as the hide is removed, whole carcasses are
sprayed with water and possibly organic acid solution to
remove microbial contamination that may have been
acquired during the hide removal stage. In general, water
and acid treatments applied soon after slaughter (before
evisceration) appear to be effective since bacteria have not
yet become firmly attached to the muscle (225–227). This
is supported by a study by Cabedo et al. (227), where it was
found that the number of bacteria removed or inactivated by
the application of different spray-washing treatments
decreased, as the length of time between contamination of
beef carcass tissue and application of the treatments
increased. Pre-evisceration washing of carcasses may also
reportedly lead to an alteration of the surface physical char-
acteristics (e.g., contact angle and surface free energy) of
the carcass tissue, resulting in less attachment of microor-
ganisms (228). Final washing and decontamination of car-
cass sides with water, organic acids and other treatments are
discussed in the following sections.

b. Water
Water sprays of various pressures are used to remove bone
dust and to clean and wash carcasses that have passed the
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‘zero tolerance’ for visible soil inspection at the end of the
dressing process in the U.S. Water is also used as a carrier
of chemical or physical energy when carcasses are decon-
taminated with chemical solutions, hot water or steam. The
use of hot water as a meat decontamination technology has
been studied extensively during the last 30 years. Both lab-
oratory scale and commercial plant evaluation studies have
found hot water (74°C) to be an effective method of carcass
decontamination (223,224,229–231). The application of
hot water for meat decontamination may involve immer-
sion or dipping, deluging, rinsing at low pressures and
spraying at higher pressures. Each of these approaches has
advantages and disadvantages (20). In all cases, however,
the effectiveness of the method is strongly dependent on
water temperature. Davey and Smith (232) found a linear
relationship between water temperature and E. coli num-
bers on beef carcasses decontaminated with hot water by
spraying. In general, effective temperatures exceed 74°C
and become more effective as they approach 80–85°C
(232,233). Gorman et al. (234) reported that spraying of
beef carcasses with hot water at 74°C resulted in higher
microbial reductions compared to chemical interventions,
while at lower temperatures (16–35°C) chemical deconta-
mination was more effective than water treatment. 

Another form of hot water decontamination involves
exposure of carcasses to pressurized steam (223,235,236).
Davidson et al. (235) reported that exposure of whole and
cut-up chicken meat to steam at 180–200°C for 20 sec
resulted in 1–3 log reductions in aerobic plate counts and
in 50% reduction in Salmonella contamination. Morgan 
et al. (236) applied an ultra-high temperature, ultra-short
time steam pasteurization process on beef, pork and
chicken samples and found a 4 log reduction in inoculated
Listeria innocua. A patented steam pasteurization process
for carcass decontamination developed by Frigoscandia
and Cargill, Inc. (The Frigoscandia Steam Pasteurization
SystemTM) has been approved for use in the U.S. (237).
Phebus et al. (238) and Nutsch et al. (239) evaluated the
Steam Pasteurization SystemTM using cutaneus truncii
muscles from steers and beef sides, respectively, and
reported significant reductions in aerobic plate counts,
E. coli, coliforms and Enterobacteriaceae, and inoculated
L. monocytogenes, E. coli O157:H7 and S. Typhimurium.
The advantages of using steam rather than water for
decontamination purposes are the efficiency of heat trans-
fer, lack of residues, and the reduced water and energy
usage (20). However, steam pasteurization requires a
major capital investment and may present difficulties in
application in a continuous production process.

c. Organic acids
In recent years the use of organic acids such as acetic and
lactic, for meat and poultry decontamination, has received
considerable attention mainly due to their antimicrobial
properties and their characterization as GRAS substances

(15,217,226,240–242). Decontamination with organic
acid solutions of 1–2% may significantly reduce the bac-
terial load of meat and poultry carcasses (208,224,243). In
addition to the immediate microbial reduction, acid
decontamination results in a residual antimicrobial effect
during storage, which has been attributed to the residual
acids remaining on the meat after treatment as well as the
sublethal injury of bacteria caused by the acid treatment
(244–246). The effectiveness of acid decontamination can
be augmented by increasing the temperature of the solu-
tion and the time of application. The stage of processing
selected for the application is also important, as men-
tioned previously. The efficacy of the acid treatments may
be further influenced by the type of surfaces to which the
bacteria are attached. For example, acid treatment of lean
meat surfaces results in higher microbial reductions than
on fatty tissues (247). 

Organic acid decontamination of carcasses has also
been shown to reduce pathogen populations (246,248–
250). Decontamination of beef surfaces with 2% lactic or
acetic acid resulted in 2–3 log cfu/cm2 reductions of 
S. Typhimurium DT104 and E. coli O157:H7 (250).
Salmonella is generally more sensitive to organic acid
decontamination than E. coli O157:H7 (251). This was
also shown in a study by Samelis et al. (252), where 
S. Typhimurium DT 104 was found to die off after 2 days
incubation, at 4 or 10°C, in lactic acid (pH 2.4) and acetic
acid (pH 3.1) fresh beef decontamination runoff fluids
(washings), while E. coli O157:H7 and L. monocytogenes
survived in lactic acid washings for at least 2 days, and in
acetic acid washings for at least 7 and 4 days, respectively,
with better survival at 4 than at 10°C (252). Although
decontamination with organic acids has been shown to
reduce prevalence and concentration of E. coli O157:H7
on meat carcasses (251,253), the potential increase in the
acid resistance of the pathogen remains an important con-
cern (254–258), and is discussed in a subsequent section.
The potential ability of E. coli O157:H7 to resist acidity
(254,259) has been attributed, among other mechanisms,
to binding of the pathogen to collagen of the meat tissue
(260). Recent studies have shown that the latter problem
may be reduced by spraying the carcass with a non-ionic
surfactant such as Tween 20 prior to spraying with the
organic acid (261). 

In addition to the microbiological point of view, another
important issue regarding the use of acid decontamination on
meat and poultry is its effect on the quality of the products.
Depending on the concentration and intensity of application,
acid treatments may sometimes result in undesirable effects
in color and/or flavor of the products. Such effects, however,
should be only slight and reversible at acid concentrations
below 2% (262,263). Discoloration problems can also be
prevented by using buffered acids (264). In general, organic
acid (lactic or acetic) spraying finds extensive use as a beef
carcass treatment after hot water or steam decontamination.
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d. Other chemical solutions
Several non-acid chemical solutions have been tested, and
in some instances approved and used in the decontamina-
tion of meat and poultry (15,20,208,210,217). Chlorine is
a common sanitizing agent used in process water during
meat and poultry processing. Application of chlorine (20
ppm) reduced Salmonella contamination on chicken car-
casses (265,266) while chlorine spray-washing (800 ppm)
of beef carcass tissue resulted in a mean reduction of 1.3
log cfu/cm2 of E. coli O157:H7 (267). Chlorine dioxide
(ClO2) has been proposed as an alternative to traditional
chlorine sanitizing agents. However, the use of ClO2 (1.33
mg/l) to control Salmonella in poultry chiller water did
not result in any significant reduction (�0.5 logs) in bac-
terial counts on the poultry skin (268). Similar results
have been reported by Cutter and Dorsa (1995) who found
that spraying beef tissue with ClO2 (20 ppm) for 10 sec at
520 kPa was no more effective in reducing fecal contam-
ination than spraying with water alone. Mullerat et al.
(270) applied Salmide®, a commercial complex mixture
of chlorine-based components, and reported that it can
reduce the levels of Salmonella on poultry skin. Although
chlorine has been approved for meat and poultry deconta-
mination in many countries, there are some safety con-
cerns regarding its use related to corrosion of metals and
formation of harmful chemical reaction products with
organic residue materials (20). 

Trisodium phosphate (TSP) has also been approved
for treatment of beef and poultry carcasses in the U.S. A
patented solution of TSP (AvGardTM, Rhone-Poulenc,
France) has been shown to reduce both spoilage and path-
ogenic bacteria including Salmonella, L. monocytogenes,
E. coli O157:H7, S. aureus and pseudomonads on meat
and poultry tissues (234,271–274). Cabedo (275) reported
that TSP may inhibit bacterial attachment and thus allow
easier bacterial removal by washing. Studies on the effect
of TSP on the sensory characteristics of beef and chicken
samples have indicated that a 10–12% solution of TSP
does not cause any undesirable sensory effects that are
detectable by consumers (276–278). 

Acidified (citric acid activated) sodium chlorite (ASC)
is another antimicrobial that has received approval from
the U.S. federal government for use in beef carcass decon-
tamination systems. Spraying of beef carcass surfaces with
ASC, at a concentration of 1,200 mg/l, in combination
with a water wash, resulted in a 4.5 log cfu/cm2 reduction
of inoculated (5.5 log cfu/cm2) E. coli O157:H7, compared
to a 2.3 log cfu cm2 reduction obtained with a water wash
only (279).

Hydrogen peroxide and ozonated water are also
among the chemical agents proposed and tested for meat
and poultry decontamination (20), and have recently
received approval by FSIS for use on meat and poultry
products. The antimicrobial effect of hydrogen peroxide is
mainly based on the formation of radicals that damage

nucleic acids, proteins and lipids. Treatment of beef and
lamb carcass tissue with a hydrogen peroxide solution
(5%) has been shown to reduce mean bacteria counts by
1–2 logs (224,227,234). Similar microbial reductions
have been observed after spray-washing of beef carcasses
with ozonated water (227,230,234). As in the case of chlo-
rine, the use of hydrogen peroxide and ozone, despite
their bactericidal effect, may be of concern due to their
oxidizing effects on fat and muscle pigments.

Decontamination with cetylpyridinium chloride (CPC)
has been shown to be effective in reducing levels of
pathogens on meat and poultry carcass tissues. Kim and
Slavik (280) reported that CPC spraying or immersion of
poultry skin reduced the numbers of Salmonella by
0.9–1.7 logs and 1.0–1.6 logs, respectively. Cutter et al.
(281) showed that spray washing of beef fat with 1% CPC
resulted in significant reductions of E. coli O157:H7 and S.
Typhimurium. In an additional study, 0.5% CPC was
shown to reduce E. coli O157:H7 levels by 4.8 and 2.1 log
cfu/cm2 on beef carcass surfaces and lean tissue, respec-
tively (282). In a study on the effect of CPC on the sensory
characteristics of beef trimmings, the authors indicated
that treatments with 0.5% CPC did not affect instrumental
color or other sensory characteristics of the samples (278). 

Peroxyacetic acid has been recently recognized as an
effective chemical agent for meat decontamination. A com-
mercial peroxyacetic acid-based solution (Inspexx 200TM,
Ecolab Company, St. Paul, MN) for pre-chilling application
of carcasses has been approved in the U.S. Ransom et al.
(282) reported that 0.02% peroxyacetic acid was effective
in reducing the bacterial load of beef samples; however,
under the conditions of that study, which did not reflect
those recommended by the manufacturer, it was found less
effective compared to lactic acid (2%; heated to 55°C).

Naidu and Bidlack (283) reported that lactoferrin, an
iron binding protein, presents strong antimicrobial activ-
ity and can be used as an alternative to other chemical
antimicrobial agents. Activation of bovine lactoferrin,
which can be extracted in commercial quantities from
skim milk or whey, yields a potent bactericidal peptide
that has been shown to inhibit and/or inactivate a wide
range of meat pathogenic and spoilage bacteria including
L. monocytogenes, Salmonella, Campylobacter spp.,
Pseudomonas spp. and Klebsiella spp. (284). The
patented process of producing activated lactoferrin
involves immobilization of milk lactoferrin, via its N-ter-
minus region, on a food-grade glycosaminoglycan (e.g.,
galactose-rich polysaccharide or carrageenan), solubilized
in a precalibrated citrate/bicarbonate buffer system con-
taining sodium chloride and an excess of unbound lacto-
ferrin (284). The resultant activated lactoferrin reportedly
acts as a microbial blocking agent that is able to (i) inter-
fere with the adhesion or colonization of microorganisms
to biological surfaces (ii) detach viable or non-viable cells
from biological surfaces, (iii) inhibit microbial growth,
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and (iv) neutralize the activity of endotoxins (284). The
U.S. Food and Drug Administration (FDA) recently
accepted activated lactoferrin as GRAS while FSIS
approved the compound for use on fresh beef (284).

A variety of other chemical compounds such as
polyphosphates, benzoates and propionates, sodium
hydroxide, sodium bisulfate, etc. have been tested with
various rates of success for the decontamination of meat
and poultry (15,20,208,210,217). Application of these or
other chemicals as meat and poultry decontaminants in
the future will depend on their efficacy, safety, effects on
quality and cost (20).

e. Carcass decontamination with multiple
processes

The use of more than one treatment may lead to synergis-
tic or additive decontamination effects (20) and could be
considered as a multiple hurdle approach (206). In fresh
meat decontamination, the multiple hurdle decontamina-
tion approach may involve the simultaneous application of
treatments (e.g., warm acid solutions) or the sequential
application of treatments (e.g., hide cleaning, steam-vacu-
uming, pre-evisceration washing, hot water or steam treat-
ment, organic acid rinsing). Several studies on the
comparison between the effectiveness of single and multi-
ple decontamination treatments have reported that the lat-
ter result in significantly higher microbial reductions
(Table 52.7) (10,285,286). Bacon et al. (10) studied multi-
ple-sequential decontamination interventions including
carcass washing, steam-vacuuming, hot water and organic
acid rinsing before and after evisceration in commercial
beef slaughter facilities. The authors reported that E. coli
counts were reduced from an initial range of 2.6–5.3 log
cfu/cm2 to a final range of 0.9–1.3 log cfu/cm2 after car-
cass chilling. Graves Delmore et al. (287) used various
technologies and interventions to decontaminate beef adi-
pose tissue samples and reported that a higher reduction in
E. coli counts was achieved by a series of four processes
including pre-evisceration washing, warm-water washing
and two steps of acetic acid rinsing. In addition to the
number and intensity, the sequence of treatments can be
very important in a multiple decontamination process
(Table 52.7). For example, Castillo et al. (286) reported

that a lactic acid rinse, following hot water washing, was
more effective than their use in the opposite order. Overall,
when the appropriate number and sequence of hurdles are
selected, the multiple hurdle decontamination approach
can be a very effective tool for improving the safety of
meat and poultry carcasses, and may minimize the poten-
tial for resistance development and cross protection (258). 

f. Concerns of decontamination technologies
Despite the generally accepted effectiveness of decontam-
ination technologies in reducing numbers and prevalence
of pathogenic and/or spoilage bacteria on meat and poul-
try carcasses, there are a number of concerns associated
with their use. Application of spraying/rinsing treatments
to carcasses may lead to spreading and redistribution of
bacteria over the carcass or penetration into the tissue
(20). These problems, however, can be avoided by appro-
priate selection and adjustment of the factors affecting the
efficacy of the decontamination treatment. For example,
the issue of bacterial redistribution may be addressed by
using decontamination interventions that may inactivate
(hot water, steam, chemical solutions) rather than remove
contamination. As mentioned previously, the period of
time before decontamination has an important effect on
bacterial attachment and biofilm formation; thus, decont-
amination treatments applied before evisceration will be
more effective since bacterial attachment is still weak. 

Another important concern associated with the use of
decontamination technologies is the potential development
of stress-resistant pathogens (20,242,252,258,288). Heat or
acid resistance are important physiological characteristics
that may contribute significantly to the behavior of patho-
genic microorganisms during meat processing, cooking or
in host systems (gastric secretions, phagocytosomal vac-
uoles) where acidity is the final barrier that the pathogen
must overcome before pathogenesis. The potential concern
for development of stress-resistant pathogens can be attrib-
uted to the ‘stress hardening’ phenomenon which refers to
the increased tolerance of a pathogen to a specific lethal
stress after adaptation to the same or a different sublethal
stress environment (258,289). Several studies have demon-
strated that adaptation of pathogenic bacteria such as L.
monocytogenes, E. coli O157:H7 and Salmonella to a mild
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TABLE 52.7
Mean Log Reduction (log cfu/cm2) of Salmonella Typhimurium, E. coli O157:H7, Aerobic Plate Count (APC), Total
Coliforms and Enterobacteriaceae on Beef Carcass Surfaces as Affected by the Type of Decontamination Treatment

Treatment Salmonella Typhimurium Escherichia coli O157:H7 APC Total coliforms Enterobacteriaceae

Water wash 2.3 2.4 1.6 1.8 1.7
Water wash � hot water 4.2 4.0 3.2 4.0 3.8
Water wash � lactic acid �4.9 4.6 4.6 4.5 4.3
Water wash � hot water � lactic acid �4.5 4.9 3.6 �4.6 �4.7
Water wash � lactic acid � hot water 4.4 4.4 4.1 �5.0 �4.9

Source: Ref. 286.



stress environment results in increased survival under stress
conditions that would be lethal for non-adapted cells
(288–293). In addition to increased stress resistance, adap-
tation may lead to mutations with enhanced virulence (294)
since microorganisms may sense the unfavorable conditions
as a signal for the expression of virulence factors (295). It
needs to be noted, however, that the majority of the studies
on the ‘stress hardening’ phenomenon have been performed
in laboratory media and thus more research is needed on the
investigation of stress adaptation in actual foods.
Nevertheless, an evaluation of the contribution of deconta-
mination interventions to food safety improvement should
take into account the potential development of stress-resist-
ant pathogens. It should be stressed, however, that irrespec-
tive of potential stress adaptation inducement on survivors,
decontamination treatments are highly effective in reducing
microbial contamination of carcasses and thus, allowing
meat operations to meet regulatory performance standards
and industry specifications (15,20,217,258). Proposed
strategies to control stress resistance of bacteria involve the
continued application of lethal levels of preservatives, or
optimization of decontamination interventions, in type,
intensity and sequence, to maximize microbial destruction
and minimize resistance development (258,296). 

C. MEAT PROCESSING AND PRESERVATION

Processing and preservation technologies involving
physical, chemical and biological factors are used by
food processors to ensure the safety and stability of
foods by inactivating or inhibiting growth of spoilage
and pathogenic microorganisms. Physical preservation
methods include refrigeration, freezing, heating, drying,
smoking, packaging and irradiation. Addition of antimi-
crobial agents or preservatives to meat products, includ-
ing sorbates, benzoates and lactates, or curing agents
such as sodium nitrite or salt, as well as treatment of
products with acidifying agents like acetic and lactic
acid, all constitute methods of chemical preservation. An
example of biological preservation, or biopreservation,
is fermentation where lactic acid bacteria may be used to
inhibit the growth of spoilage and pathogenic microor-
ganisms by the production of inhibitory metabolites by
the lactic acid bacteria (297). Details of these processing
and preservation methods are excellently reviewed by
Claus et al. (298), van Laack (299) and Pearson and
Gillett (300). Combination of these preservation tech-
nologies, applied individually at sublethal levels (hurdle
technology), can result in a product that is more micro-
biologically stable and safe, as well as of higher nutritive
and sensory quality (207).

Before discussing some of these technologies, how-
ever, another important aspect that can greatly affect the
quality and safety of the final product is the cleaning and
sanitation operations of a food-processing establishment.

1. Cleaning and Sanitation

During food processing procedures, equipment surfaces
and the surrounding environment inevitably become soiled
and require cleaning. Failure to effectively remove the soil
from these surfaces may result in the soil becoming a niche
for microorganisms. These organisms then have the poten-
tial to attach to the surface and form biofilms, which upon
detachment may cross-contaminate foods. An effective san-
itation program includes cleaning and disinfection; how-
ever, to ensure good sanitation and to maximize the
effectiveness of the cleaning operation, the design and lay-
out of the processing area and food plant are of primary
concern (301). The importance of factory design and food
processing equipment are described by Forsythe and Hayes
(302). According to the same authors, there are three steps
involved in cleaning and two steps in disinfection (sanita-
tion). Cleaning involves removal of gross soil or dirt,
removal of residual soil with detergent, and rinsing of the
cleaned surface to remove detergent and soil; while sanita-
tion, which often follows cleaning, involves the use of an
antimicrobial agent to inactivate microorganisms, followed
by rinsing off of these agents. Removal of soil normally
involves the use of hot or cold water and cleaning aids such
as brush bristles. The type of detergent used is important
and ideally should be able to disperse insoluble materials,
emulsify and saponify fats, rinse well, remove or inactivate
calcium and magnesium salts dissolved in hard waters, and
should not be corrosive to equipment surfaces (301,302).
Detergents may be classified into inorganic alkalis (e.g.,
sodium hydroxide, sodium carbonate), inorganic and
organic acids (e.g., phosphoric and citric acids, respec-
tively), surface-active agents (e.g., synthetic detergents
which are either anionic, cationic, non-ionic or ampho-
teric), and sequestering agents (e.g., sodium polyphos-
phates and EDTA). Modern detergent formulations contain
a mixture of different chemicals, each of which contributes
to the desired properties of the detergent (302).

Application of the sanitizer follows rinsing of the
detergent from the surfaces. The sanitizer should ideally
be able to rapidly inactivate Gram-negative and Gram-
positive bacteria, be stable in the presence of organic
residues, be able to work in a wide pH range, water hard-
ness, and temperatures, and should be readily soluble in
water and readily rinsable. Sanitizers used in the food
industry can be classified into chlorine releasing com-
pounds, quaternary ammonium compounds, iodophors
and amphoteric compounds (301,302).

2. Processing for Microbial Destruction

Application of heat, or thermal processing, is one of a 
few preservation methods that result in the inactivation 
of microorganisms, with time and temperature of cook-
ing determining the number of organisms destroyed.
Furthermore, thermal inactivation of microorganisms is
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dependent on the level, type and heat resistance of the
organisms, as well as the environment (moisture and fat
content, pH, salt, nitrite) (298,299). Most spoilage and
pathogenic bacteria are sensitive to heat and are destroyed
due to inactivation of bacterial enzymes, protein denatura-
tion and increased membrane permeability (299). Most
heat labile organisms, like micrococci, pseudomonads and
Enterobacteriaceae are inactivated after several minutes at
65°C; destruction of certain spores, however, may require
heating to at least 115.6°C for extended periods of time
(298). Thermal processing may be classified as ‘pasteuriza-
tion’ or ‘sterilization,’ based on the level of destruction of
bacteria and spores. Pasteurization results in the destruction
of vegetative cells of pathogenic bacteria; however, heat-
resistant spoilage organisms and spores may survive during
this process. Commercially sterile products are processed
to be free of detectable microbial contaminants, but may
contain spores of thermophilic bacteria that do not germi-
nate below 43°C (299). The internal temperature reached in
commercially sterile meat products is generally at least
107.2°C, but depending on the salt and nitrite content of the
product, the temperature can be as low as 101.7°C (300).
These products remain stable and safe even after long-term
storage at ambient temperatures in temperate climates.

Other processing technologies that result in inactiva-
tion of microorganisms include irradiation and high hydro-
static pressure, and are discussed in a subsequent section.

3. Processing for Microbial Inhibition

As mentioned previously, preservation technologies that
inhibit the growth of microorganisms in foods rely on the
control of one or more factors affecting microbial growth
(e.g., temperature, water activity, pH, antimicrobials). The
most important means of preserving fresh unfrozen meat
and other perishable meat products is refrigeration at tem-
peratures between –2 and 5°C (299). Although growth of
most mesophilic bacteria at these temperatures is pre-
vented, growth of psychrotrophic and psychrophilic bacte-
ria, including pathogens like L. monocytogenes, A.
hydrophila and Y. enterocolitica, is only delayed (due to
increased lag times and reduced growth rates) (303).
Freezing of meat products, however, results in inhibition of
microbial growth with some reduction of microbial levels
during freezing, and potential increases during thawing
(41,299). Preservation of food by drying is brought about
by a reduction in the water activity of the product to a level
that prevents growth of microorganisms. Drying methods
include hot air drying, refrigerated air-drying, freeze-dry-
ing and brine-process drying (299,303). Water activity is
also reduced with addition of humectants (e.g., salt, sugar)
and by freezing. Smoking is also regarded as a preserva-
tion method. Many cured meats are smoked, and this
process is either carried out directly from smoldering
hardwood or hardwood sawdust, or in liquid form that is 

produced from natural smoke precipitated in water or oil
(304). Smoke is composed of many different compounds
including alcohol, carbonyls, hydrocarbons and gases;
however, the antimicrobial properties of smoke are due to
phenols and acids present in the smoke, as well as the heat
that is associated with wood smoking (300). Foodborne
pathogens, including pathogenic E. coli and S. aureus, are
reportedly inactivated by commercially available liquid
smoke products used in processed meats (297).

The use of salt as a preservative serves to inhibit micro-
bial growth by reducing the water activity and increasing
the osmotic pressure of the food (70,305). Salt is also the
major ingredient, by weight, of curing mixtures; the active
curing agent, however, is nitrite, and to a limited extent,
nitrate. These curing agents function to stabilize the color
of lean tissues, impart the characteristic flavor of cured
meat, retard development of rancidity and provide micro-
bial stability by inhibiting the growth of microorganisms,
including Acinetobacter/Moraxella, Flavobacterium,
Pseudomonas, Enterobacter, and Escherichia spp., as well
as the pathogen C. botulinum (49,300,306). The antibotuli-
nal effect of nitrite, however, occurs only in combination
with heat, as is the case with canned products. Furthermore,
the inhibitory effect of nitrite is reportedly pH dependent,
with an approximate tenfold increase of its inhibitory effect
for every one pH unit reduction (299).

Addition of antimicrobial agents in meat products is a
widely used method of preservation. The use of antimicro-
bial agents in ready-to-eat meat and poultry products is, in
fact, one of the alternatives given to the U.S. food industry
by FSIS, as a means to control L. monocytogenes in these
products (199). Numerous studies have shown the antiliste-
rial effect of GRAS chemical compounds in ready-to-eat
meats, including potassium lactate (307,308), sodium lac-
tate and sodium acetate (309–311), sodium diacetate
(310,311), and acetic and lactic acid (312). The most
widely used chemical preservatives used by the industry,
however, are sodium or potassium lactate and sodium diac-
etate, alone or in combination, at levels of 2% sodium or
potassium lactate (on a dry weight basis) and 0.1 to 0.15%
sodium diacetate (191). The other alternatives of the final
rule for control of L. monocytogenes in ready-to-eat meat
and poultry products are post-lethality treatments, which
may be applied pre-packaging or post-packaging (e.g., radi-
ant heat, hot water or steam pasteurization, high hydrostatic
pressure) (313–316) and sanitation measures (199).

4. Preservative Packaging

a. Modified atmosphere packaging
Modified atmosphere packaging can be defined as the
enclosure of food products in high gas barrier material, in
which the gaseous environment has been changed in
order to reduce microbial growth and retard enzymatic
spoilage, with the intent of extending shelf life (317).
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Among the factors limiting the shelf life of meat and
poultry products, oxygen can be considered as one of the
most important. Consequently, a logical barrier to extend
the shelf life of these products is to modify the gaseous
atmosphere surrounding them, which is the principle
behind modified atmosphere packaging (MAP). A com-
prehensive list of different gas mixtures and packaging
materials with different oxygen transmission rates that
have been used to extend the shelf life of different meat
types at specific storage temperatures, and the predomi-
nant spoilage bacteria isolated from those products can be
found in Stanbridge and Davies (138). Four types of MAP
can be differentiated by the manner in which spoilage
organisms are inhibited (318): (i) in vacuum packaging,
the inhibition of aerobic organisms is based on the
removal of oxygen from the in-pack environment and the
CO2 production; (ii) In high oxygen MAP, growth of aer-
obic organisms is inhibited, but not suppressed by moder-
ate concentrations of CO2; (iii) In low oxygen MAP the
low concentrations of O2 inhibit the growth of aerobic
species while the concentration of CO2 may be suffi-
ciently high to slow down the growth of both aerobic and
anaerobic organisms; and (iv) in oxygen-free controlled
atmosphere packaging, the absence of oxygen prevents
growth of aerobic organisms, while high concentrations
of CO2 inhibit growth of aerobes and organisms tolerant
to anaerobic conditions. 

b. Vacuum packaging
Vacuum packaging is widely used for shelf-ready retail
packs of meat products and for primal cuts of raw meat in
wholesale storage. Vacuum packaging is not commonly
used for display packs of raw meats because the anoxic
environments results in a dull, purple color of native myo-
globin, which is considered unattractive to the consumers
(317,319). The shelf life extension of primal cuts achiev-
able by vacuum packaging can be as long as two- to five-
fold compared with aerobic storage depending on their
pH, size and film permeability (318,320,321). Beef of pH
5.6 to 5.8, vacuum packaged with film of low oxygen per-
meability and stored at 0 to 1°C, may have a shelf life of
10 to 12 weeks (144). Growth of Pseudomonas under
these conditions, where the CO2 and O2 concentrations
are approximately 20% and �1% (v/v), respectively, is
inhibited.

Vacuum packaging is also applied to cured and other
cooked meat (322,323). The major disadvantage associ-
ated with the application of vacuum packaging to these
products is that both package and meat are subjected to
mechanical strain. This may cause product deformations,
exudation and even puncture of the pack if bone is present
(321). These problems, however, may be overcome with
improvements in packaging techniques such as the use of
appropriate packaging material, shrink packs, surface
sealing and skin packs (4).

c. High oxygen modified atmosphere packaging
In high oxygen MAP the gaseous composition is approx-
imately 70% O2, 30% CO2 and 0–20% N2 (318). This type
of packaging is used mainly for red meats and it has been
introduced to extend color stability and delay microbial
spoilage of products on display (319,324). The high oxy-
gen concentration preserves a desirable color by extend-
ing the depth of the surface layer of oxygenated muscle
tissue while the 30% CO2 is sufficient to reduce the
growth rate of pseudomonads, which dominate the
spoilage flora. In general, the storage life of meats in high
oxygen MAP can be twice that of meat stored under aer-
obic conditions. However, spoilage changes of foods
stored in high oxygen MAP are comparable to those
stored in air, since pseudomonads remain the responsible
spoilage organisms. 

d. Low oxygen modified atmosphere packaging
In low oxygen MAP, the atmosphere is composed almost
exclusively of CO2 and N2. The exact level of residual oxy-
gen depends on the procedure of air replacement. Without
evacuation, oxygen may remain at levels of up to 10%
while with evacuation the residual oxygen is about 1%
(318). Low oxygen MAP is not commonly used for red
meats due to the rapid discoloration of the product. Such
packaging is usually applied when product color is not
critically dependent on the oxidation state of myoglobin
and thus it is more useful for poultry products. The exten-
sion of product shelf life achieved with low oxygen MAP
can vary significantly depending on the initial atmosphere
established in the pack and the extent to which the gaseous
composition changes during storage. The spoilage process
of low oxygen MAP meats is generally similar to that
observed in vacuum packed products since in both cases
the limited oxygen concentration inhibits growth of aero-
bic organisms, and species tolerant to anaerobic conditions
dominate the microflora. 

e. Oxygen-free controlled atmosphere 
packaging

Oxygen-free controlled atmosphere packaging is based on
the complete elimination of oxygen from the package.
The strictly anoxic environment may prevent meat discol-
oration and microbial shelf life may be greatly extended
when the air is completely replaced with CO2 in a con-
trolled-atmosphere package (319). Scientists in New
Zealand developed an oxygen-free controlled atmosphere
packaging system (Captech system), which is in commer-
cial use with lamb primal cuts and whole carcasses
(319,325). The system involves packaging of cuts in heat-
shrunk, air-permeable bags, which are then put in a larger
pack of highly impermeable film that is flushed with car-
bon dioxide and sealed. The permeability of the inside
packs allows penetration of carbon dioxide during storage
and shipment, as well as oxygen after removal from the
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external pack and during display for formation of
oxymyoglobin, which results in a bright red color. The
storage life of such products can be 8–15 times longer
than those stored in air depending on their initial contam-
ination, pH and storage temperature. For example, shelf
life may be substantially shorter when highly contami-
nated, high pH products are stored at temperatures above
0°C (318). The success of the packaging method also
requires effective evacuation equipment and totally imper-
meable packaging materials made from aluminium foil
laminate with good sealing and puncture-resistant proper-
ties. The extended product stability achieved by this type
of packaging is likely to ensure its future commercial use
with a wide range of meat products. 

f. Factors that influence the effectiveness of 
modified atmosphere packaging

In addition to gas concentration and composition, the pack-
aging material, the storage temperature and the time of
MAP application are important factors influencing the 
shelf life extension conferred by MAP technology
(318,321,326–328). Packages are mainly constructed of
plastic films, the majority of which are permeable to gases.
The extent of gas transmission through a plastic material
depends on a number of factors such as type of plastic,
thickness of the plastic layer, temperature, humidity and
contamination of the plastic material with food components
such as fat (318). Thus, proper selection of the plastic film
in order to maintain the essential balance of the flushed
gaseous atmosphere in the headspace of the pack is crucial.
Bacterial inhibition by MAP is also affected by storage
temperature. The solubility of CO2 is inversely proportional
to storage temperature and thus low temperatures have a
synergistic affect upon its action (327). In addition, the
multiple hurdle application (CO2 and low temperature)
leads to a higher inhibition of meat spoilage bacteria (329). 

The time of MAP application is another important
factor affecting the storage life of the product. If MAP is
applied to fresh meat when the spoilage bacteria are still
in the lag phase, shelf life may be extended by 50% com-
pared to products stored aerobically, while MAP applica-
tion during the exponential phase of the spoilage bacteria
reduces the shelf life extension to 30% (326). In addition,
the effectiveness of MAP is influenced by the extent of
contamination at the time of application since high micro-
bial populations result in an increased probability of the
presence of some bacteria which are more resistant to the
antimicrobial effect of the gaseous atmosphere. In gen-
eral, the effectiveness of MAP is enhanced with earlier
application and lower initial contamination levels.

g. Safety concerns of modified atmosphere 
packaging

Given that MAP is capable of extending the shelf life of
meat products, the major safety concern is whether MAP

can inhibit sensory changes by spoilage microorganisms,
which ordinarily would warn consumers, while either
allowing or promoting the growth of pathogens by limiting
the competition with the spoilage flora (321). The impact
of MAP on the microbiological safety of meats is not very
well defined especially with respect to C. botulinum. For
example, in sausages and meat sandwiches inoculated with
C. botulinum (types A and B) and stored at 26°C, toxin
was detected at 6 days for aerobically stored sandwiches
and at 4 days for anaerobically stored samples (330). The
most important observation in the latter study was that
anaerobic samples were found organoleptically acceptable
when toxic, while the aerobic were not. In a study by
Silliker and Wolfe (331), pork cubes inoculated with C.
botulinum spores and stored at 27°C under MAP were
found to contain toxin by day 1 while aerobic samples
were toxic by day 2. It is clear that C. botulinum may find
atmospheric microenvironments allowing growth at highly
abusive temperatures and thus the combination of MAP
with strict temperature control is of great importance. Even
at low storage temperatures, however, it is known that
cold-tolerant pathogens such as Y. enterocolitica, L. mono-
cytogenes and A. hydrophila are able to grow on vacuum-
packaged, high pH raw meat (332). 

The majority of the available information on the
safety of meat and poultry packaged in modified atmos-
pheres is based on traditional inoculation studies. Such
data, however, cannot lead to reliable estimations of MAP
safety risks since they are not statistically predictive and
ignore the relationship between spoilage and pathogenic-
ity. Thus, there is a need for further research information
including risk assessment studies in which MAP will be
compared against the current distribution and retail prac-
tices by taking into account the effect of factors such as
temperature, time, pH and atmosphere as well as the rela-
tionship between growth of spoilage and pathogenic
organisms. Such studies would lead to a better under-
standing of the action and interaction of the above factors
in MAP and identify the potential need for additional
antimicrobial hurdles to assure predictable safety.

h. Active packaging
Active packaging is one of the innovative concepts of food
packaging that have been introduced as a response to the
increasing consumer demands and the continuous changes
in market trends. Major active packaging concepts include
the use of substances that absorb oxygen, ethylene, carbon
dioxide, flavors/odors and substances that release carbon
dioxide, antimicrobial agents, antioxidants and flavors
(333). Antimicrobial packaging has been characterized as a
promising preservation concept for intact meat and poultry
products mainly due to the fact that microbial contamina-
tion of these products occurs primarily on the surface (334).

The antimicrobial packaging concept is based on the
incorporation of antimicrobial agents with polymeric
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packaging materials or biodegradable films and coatings.
Compared to direct surface application of antimicrobial
agents by spraying or dipping, antimicrobial packaging
could be more efficient due to the slow release of the agent
from the packaging material to the surface of the product,
which helps to maintain high concentrations where they are
needed. In addition, a long migration period of the antimi-
crobial agent may extend its activity into all stages of the
food chain including transport, storage and distribution.

Non-edible antimicrobial packaging systems may con-
tain different types of food grade additives in their pack-
aging materials. Among compounds that have been
proposed and tested in meat and poultry products are
organic acids such as sorbate (335), propionate (336) and
benzoate (337) or their respective anhydrides, bacteriocins
including nisin and pediocin (338,339), enzymes such as
lysozyme (340), and natural antimicrobial compounds
from aromatic plants (341) (Table 52.8). The antimicrobial
activity of triclosan incorporated plastic (TIP) has been
recently investigated and the results showed a satisfactory
inhibition against both spoilage and pathogenic bacteria
associated with meat and poultry products such as B. ther-
mosphacta, S. Typhimurium, S. aureus and E. coli (342).
Triclosan is a tasteless, odorless and orally non-toxic bac-
teriostatic agent (343) and its use for food applications has
been recently allowed in EU countries. Another interesting
application of antimicrobial packaging is the use of poly-
mers with modified surface composition by electron irra-
diation in such a way that the surface would contain amine
groups with antimicrobial activity (344). These surface-
bound amine groups have been proven active against path-
ogenic and spoilage bacteria (345).

Edible coatings and films prepared from polysaccha-
rides, proteins and lipids and supplemented with anti-
microbial agents can be considered as another type of
antimicrobial packaging application. In this case, how-
ever, selection of the active agents is limited to edible
compounds. Edible coatings and films with antimicrobial
compounds present the following benefits to the meat and

poultry industry: (i) inhibit the growth of spoilage and path-
ogenic bacteria and lead to products with low safety risk
and extended shelf life; (ii) help alleviate the problem of
moisture loss that leads to texture, flavor and color changes
and weight losses; (iii) hold in juices and enhance product
presentation; and (iv) reduce the rate of rancidity and brown
discoloration caused by lipid and myoglobin oxidation
(346). An additional advantage of this application is that the
development of films and coatings can be based on the
biopolymer by-products of the meat and poultry industry
such as gelatin, blood protein and feather keratin. 

5. Biopreservation

Biopreservation refers to extended storage life and
enhanced safety of foods using their natural or controlled
microflora and/or their antibacterial metabolic end prod-
ucts (347,348). In meats, lactic acid bacteria (LAB) con-
stitute a part of the initial microflora which develops
easily during fermentation processing, chill storage or
packaging under vacuum or modified atmosphere condi-
tions. Lactic acid bacteria growth in meat can cause inter-
ference against spoilage and pathogenic bacteria through
several mechanisms including nutrient and oxygen deple-
tion, and production of a wide range of inhibitory meta-
bolic substances such as lactic and acetic acid, acetoin,
diacetyl, hydrogen peroxide, reuterin and bacteriocins. 

Biopreservation may be applied to food and meat sys-
tems by four basic methods (348–350):

a) Adding a pure culture of LAB. This is an indi-
rect way of incorporating the antimicrobial
metabolites of LAB (e.g., bacteriocins) in a food
product. The success of the method depends on
the ability of the culture to grow and produce the
metabolites under the environmental and techno-
logical conditions of the product (temperature,
pH, aw, additives, etc.). 

b) Adding a crude metabolite-preparation obtained
by growing the LAB culture on a complex sub-
strate in order to avoid the use of a purified
compound.

c) Adding purified or semi-purified antagonistic
substances. By using this method the dosage of
the antimicrobial metabolite is more accurate
and thus more predictable. However, applica-
tion of this method is limited due to regulations
concerning food additives.

d) Adding mesophilic LAB as a protective culture
to be activated in the event of potential storage
temperature abuse. In this case LAB should
remain at low levels in cold environments while
under temperature-abuse conditions they should
grow competitively with pathogens and thus
reduce the safety risk of the product.
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TABLE 52.8
Applications of Antimicrobial Packaging Tested in
Meat and Poultry Products

Product-Substrate Antimicrobial Agent Packaging Material

Bologna, cooked ham, Acetic acid Chitosan
pastrami

Beef muscle Lactic acid Alginate
Bologna, cooked ham, Propionic acid Chitosan

pastrami
Chicken breast Potassium sorbate Starch/glycerol
Beef tissue Lysozyme Silicon coating
Broiler drumstick skin Nisin Polyethylene
Cooked meats Pediocin Cellulose

Source: Ref. 334.



a. Lactic acid bacteria
The use of LAB as starter cultures in fermented meat prod-
ucts shortens the fermentation time, ensures product safety,
extends shelf life and results in products with desirable, dis-
tinct and consistent quality (351,352). In addition to their
inhibitory activity against meat spoilage and pathogenic
bacteria, the production of lactic acid by LAB denatures
meat proteins and affects product texture. Protein denatura-
tion also results in the decrease of aw which leads to the
microbial stabilization of the transformed product.

The starter cultures used predominantly in fermented
meat products include strains of Pediococcus acidilactici,
Pediococcus pentosaceus, Lactobacillus plantarum,
Lactobacillus sake and Lactobacillus curvatus. Other bac-
teria such as Micrococcus (Micrococcus varians) and
coagulase-negative staphylococci are also used, mostly in
Europe, and mainly due to their ability to reduce nitrate to
nitrite and the production of specific flavors and catalase,
which decomposes hydrogen peroxide and prevents qual-
ity defects.

In addition to fermented meat products, the use of LAB
is permitted in bacon produced with minimal nitrite levels
to reduce formation of nitrosamine during frying; the LAB
grow and reduce the pH to inhibit C. botulinum growth in
the absence of higher nitrite levels if the product is temper-
ature abused (353). Inoculation of selected strains of LAB
on fresh meat may suppress other LAB that degrade amino
acids to undesirable compounds such as sulfides or bio-
genic amines (354,355) and contribute to the control of
meat pathogens such as L. monocytogenes (356).

Addition of LAB to meat products, however, may also
impart quality or safety problems. For example, heterofer-
mentative LAB can produce undesirable compounds such
as diacetyl, hydrogen sulfide and hydrogen peroxide gases,
which affect product flavor and color. In addition, the abil-
ity of some LAB to decarboxylate the amino acid, histidine,
may result in high levels of histamine, which has been asso-
ciated with several outbreaks of foodborne illness (357).
Thus, starter cultures should be screened for absence of
metabolic products that cause quality or safety problems.

b. Bacteriocins
Bacteriocins are ribosomally produced polypeptides or
proteins that produce, in their mature form, an antibacter-
ial effect against a narrow spectrum of closely related bac-
teria (358,359). Bacteriocins exert their inhibitory action
by formation of pores in the cytoplasmic membrane of
sensitive cells. They are effective inactivators or inhibitors
of various Gram-positive bacteria including pathogens,
while Gram-negative bacteria are protected by their outer
membrane, which prevents bacteriocins from reaching the
cytoplasmic membrane (360). 

Although several meat-borne LAB have been described
as bacteriocin producers (Table 52.9) only a few have been
studied as biopreservatives in meat systems. The production

and antimicrobial activity of certain bacteriocins in labora-
tory media does not imply their effectiveness in a food sys-
tem. Bacteriocin activity may be reduced by the binding of
bacteriocin molecules to meat components, by the action of
proteases and other enzymes or by an uneven distribution in
the food matrix (361). In addition, bacteriocins are not only
of narrow activity among microorganisms, but there is also
strain variation and their activity in foods may be reduced
with storage time. Thus, when evaluating a bacteriocin for
meat biopreservation, the influence of the product formula-
tion and processing technology on the antimicrobial per-
formance of the bacteriocin needs to be assayed. 

The most studied bacteriocins in meat and meat prod-
ucts include nisin A, A, P and K, leucocin A and pediocin
PA-1/AcH (350); nisin, however, is the only bacteriocin
approved for use in certain food products. Sprayed nisin
has been effective for the decontamination of meat sur-
faces while its combination with nitrite was effective on
Clostridium and other Gram-positive pathogens such as L.
monocytogenes and S. aureus in frankfurters, pork slurries
and raw meat (362,363). In fermented American-style
sausages, pediocin production prevented L. monocyto-
genes growth (364). The activity of pediocin PA-1 was not
affected by fat or proteins present in the product while a
synergistic effect was observed between the effect of bac-
teriocin and lactic acid. 

6. Emerging Preservation Technologies

a. Irradiation
Food irradiation is generally defined as the process in
which foods are exposed to ionizing energy from radioac-
tive sources such as cobalt 60 or with machine sources such
as high energy electron beams or X-rays. The role of irra-
diation as an alternative method to ensure hygienic quality
of meat and poultry products is increasingly advocated and
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TABLE 52.9
Bacteriocins Characterized from Lactic Acid Bacteria 

Lactic Acid bacteria Bacteriocin

Carnobacterium piscicola Carnocin U149
Carnobacteriocin (A and B)

Lactococcus lactis Nisin (A and Z)
Lacticin 481
Diplococcin
Lactococcin (A, B and M)

Lactobacillus sake Lactocin S
Sakacin (A and P)

Lactobacillus curvatus Curvacin A
Lactobacillus johnsonii Lactacin F
Leuconostoc gelidum Leucocin A-UAL-187
Enterococcus faecium Enterocin 1146
Pediococcus acidilactici Pediocin (AcH and PA-1)

Source: Ref. 413.



used in some countries (365–367). By properly adjusting
the irradiation process it is possible to achieve a specific
reduction of the level of microbial contamination com-
monly found on meat and poultry. Depending on the prod-
uct and conditions of the process, irradiation treatments 
at doses of 3–7 kGy can effectively eliminate vegetative
cells of pathogens including Salmonella, S. aureus,
Campylobacter, L. monocytogenes and E. coli O157:H7
(368,369). The number of cells that are killed by irradia-
tion depends on various factors such as type of microor-
ganism, type of food, irradiation dose, temperature,

oxygen presence and water content (368–372). Table 52.10
provides examples of decimal reduction radiation doses
(radiation D10 values) which have been determined for var-
ious non-spore-forming pathogenic bacteria in meat and
poultry products (366). In addition to microbial inactiva-
tion, sublethal damage to microorganisms taking place
during irradiation can increase their sensitivity to other
preservative factors and thus synergistic effects of irradia-
tion and other processes applied in food technology can be
encountered (373). Among the benefits of irradiation is its
applicability to frozen foods without having to thaw them,
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TABLE 52.10
Irradiation D10 Values of Some Pathogenic Bacteria in Non-Frozen Meat and Poultry Products 

Bacterium Product Temp. (°C) Atmosphere D10 (kGy)

Campylobacter jejuni Ground pork NS Vacuum 0.19�0.01
Filet americain 18–20 Micro-aeroph. 0.08–0.11
Ground beef 18–20 Micro-aeroph. 0.14–0.16
Ground beef 0–5 Air 0.161
Ground beef 30�10 Air 0.174
Ground turkey 0–5 Air 0.186
Ground turkey 30�10 Air 0.162

Escherichia coli O157:H7 Mech. deboned chicken 0 Air 0.26�0.01
Mech. deboned chicken 0 Vacuum 0.27�0.01
Ground beef 0 Vacuum 0.27�0.03
Ground beef (low fat) 4�1 Air 0.241
Ground beef (high fat) 4�1 Air 0.251

Listeria monocytogenes Minced chicken NS Air 0.417–0.553
Mech. deboned chicken 2–4 Air 0.27–0.77
Minced pork 10 Air 0.573–0.648
Minced pork 10 CO2:N2(1:3) 0.602–0.709
Ground pork 4 Air 0.422–0.447
Roast beef NS Air 0.644�0.061
Ground beef (low fat) 4�1 Air 0.578–0.589
Ground beef (high fat) 4�1 Air 0.507–0.574

Salmonella Typhimurium Filet americain 18–20 Air 0.37
Ground beef 18–20 Air 0.55
Ground beef (low fat) 2 Air 0.59
Minced pork 10 Air 0.403–0.860
Minced pork 10 CO2:N2(1:3) 0.394–0.921
Roast beef NS Air 0.569�0.067
Mech. deboned chicken 20 Air 0.52–0.56
Mech. deboned chicken 20 Vacuum 0.52–0.56
Minced chicken 4 Air 0.436–0.502
Minced chicken 4 CO2 0.436–0.502
Minced chicken 4 N2 0.550–0.662

Staphylococcus aureus Minced chicken 4 Air 0.419
Minced chicken 4 CO2 0.411
Minced chicken 4 Vacuum 0.398
Minced chicken 4 N2 0.371
Roast beef NS Air 0.387�0.056
Ground beef (low fat) 4�1 Air 0.437–0.453
Ground beef (high fat) 4�1 Air 0.443–0.448
Ground beef (low fat) 2 Air 0.57

NS�Not stated.
Source: Ref. 366.



and in packed products as a terminal treatment, eliminat-
ing the possibility of recontamination before consumption.

The main limitations of radiation decontamination are
the effect of the process on the nutritional and sensory char-
acteristics of the product (374) and the consumer accept-
ability of the process. Irradiation of meat and poultry may
result in nutrient losses and changes in product odor, flavor
and color depending on the radiation dose, dose rate, tem-
perature, packaging and atmosphere during the process
(375). Threshold irradiation doses at which detectable sen-
sory changes occur in meat and poultry products are shown
in Figure 52.5 (376). However, irradiation at low doses
under low or no oxygen, or in the cured and frozen states
for low fat products, has no notable sensory effects. A dis-
advantage of using irradiation at low doses is that bacterial
spores, viruses and microbial toxins are not inactivated.
Thus, as with other processed foods, irradiated products
must be handled in accordance with good manufacturing
practices and require appropriate temperature control.

Irradiation treatment of packaged products as a final
processing step is a special case since this may cause
cross-linking between the packaging material and the
food. Irradiation may result in the decomposition of pack-
age components to lower-molecular-weight entities with
increased migration characteristics (377). Therefore, the
FDA requires that packaging that holds food during irra-
diation complies with specific regulations (21 CFR
179.45) based on appropriate testing. 

The safety and effectiveness of irradiation as a
method of food processing/preservation have been recog-
nized by the Codex Alimentarius Commission (378). The
FDA and FSIS approved a petition from industry to allow
radiation decontamination of poultry and non-frozen and
frozen red meats with maximum doses of 3 kGy, 4.5 kGy
and 7.0 kGy, respectively (379,380). Despite this legisla-
tion, however, only a small fraction of the total amount of
meat and poultry products produced in the U.S. is 

irradiated (381). Production of irradiated meat and poul-
try products is also limited in the EU, where no agreement
has been reached on guidelines for regulating food irradi-
ation (381). The limited application of irradiation of foods
could be attributed to the widely held opinion of some
national authorities and the food industry that consumers
would be apprehensive about foods treated with irradia-
tion because of the perceived association with radioactiv-
ity (365). Proper information about the safety and the
benefits of irradiated foods could increase the level of
understanding and acceptance of irradiated products by
consumers and lead to a wider application of the process
by the food industry (382). Furthermore, problems with
the undesirable sensory effects of irradiation as well as
investigations on the appropriate packaging materials for
irradiated foods need to be addressed before this technol-
ogy can be extensively used. 

b. High hydrostatic pressure
High hydrostatic pressure (HHP) is an emerging non-ther-
mal processing technology whereby foods are subjected
to high hydrostatic pressure, generally in the range of
100–600 MPa, at low or moderate temperatures. It has
been characterized as a very promising technology for the
preservation of sliced cooked and cured meat products
mainly due to its potential for the innovative development
of new products of low safety risk with a relatively low
energy consumption (383). High pressure application is of
special interest in food processing technology since pres-
sure represents an alternative to thermal processing, espe-
cially for foods such as meat and poultry whose
nutritional and sensorial characteristics are thermosensi-
tive. Indeed, HHP can reduce microbial contamination
without markedly altering the taste and flavor or the nutri-
ent content of foods (384–386). However, pressure pro-
cessing also presents some disadvantages since it induces
protein denaturation and texture modifications (385,386).
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The mechanisms of inactivation of high hydrostatic
pressure can be grouped into cell envelope-related effects,
pressure-induced cellular changes, biochemical aspects
and effects on genetic mechanisms (available at:
http://vm.cfsan.fda.gov/~comm/ift-hpp.html). It has been
established that cellular morphology is altered by pres-
sure, and that cell division slows with the application of
increasing pressures. 

Bacterial spores are the most pressure-resistant life
forms known. Thus, unless high hydrostatic pressures in
excess of 800 MPa are used, heat in conjunction with HPP
is a requirement for effective elimination of bacterial
endospores (available at: http://vm.cfsan.fda.gov/~comm/
ift-hpp.html). It is well established that the most pressure-
resistant pathogen is C. botulinum. Spore suspensions of
C. botulinum strains 17B and Cap 9B tolerated exposures
of 30 min to 827 MPa and 75°C (available at: http://vm.
cfsan.fda.gov/~comm/ift-hpp.html). Consequently, C. botu-
linum heads the list of most dangerous organisms faced by
HPP. Among the vegetative cells, as in the case of other envi-
ronmental stresses, Gram-positive bacteria are more resistant
to pressure than vegetative cells of Gram-negative bacteria.
However, there appears to be a wide range of pressure sensi-
tivity among the pathogenic Gram-negative bacteria.
Patterson et al. (387) have studied a clinical isolate of E. coli
O157:H7 that possesses extremely high resistance to HHP. 

Microbial inactivation through HHP application on
fresh or processed meat has been studied in the last decade
(388,389). The results have shown that pressure treatments
at 200–600 MPa and 10–25°C for 10–20 min reduced, by at
least 5–7 log cycles, the populations of both spoilage and
pathogenic bacteria including pathogenic vegetative strains
of E. coli, C. jejuni, Pseudomonas aeruginosa, Y. enterocol-
itica, S. Typhimurium, S. aureus and Pseudomonas fluo-
rescens. The extent of inactivation, however, depends on
several parameters such as the type of microorganism, the
pressure level, the process temperature and time, and the pH
and composition of the product. For example, pressure
resistance of vegetative organisms increases at high (35 or
50°C) or low (4°C) temperatures and with decreasing water
activity (386,390). Furthermore, the endogenous meat
microflora, including Pseudomonas spp., appeared to be
more resistant to pressure than the artificially inoculated
organisms (390). The effect of HHP on microbial inactiva-
tion can be increased by combining it with other preserva-
tion treatments such as moderate heating or cooling, pH
modifications, use of additives or various pretreatments. It
may also be of special interest to apply HHP to ready-to-eat,
packed products, as a terminal treatment in order to reduce
microbial contamination originating from portioning, slic-
ing or comminuting (386). 

Other issues related to the application of HHP to meat
products are associated with the effect of pressure on meat
enzymes and proteins. For example, meat pressurization
soon after slaughter usually results in a rapid pH decrease

and an intense contraction. This greater rate of pH
decrease has been related to changes in the activity of key
meat enzymes involved in the regulation of glycogen
breakdown. The above issues are considered significant
since they may change important quality characteristics
such as meat tenderness and structure. The effect of HHP
on enzyme activity and meat proteins is extensively dis-
cussed in the study by Cheftel and Culioli (386).

Clearly, the benefits of HHP in terms of safety, stor-
age life and quality can be applied to many high-value and
heat-sensitive meat products and meat-based, ready-to-eat
meals. At present, commercial HHP finds some applica-
tions in processed meat products for control of post-
processing contamination with L. monocytogenes. The
high cost of HHP technology and its limitation in terms of
capacity could lead to the conclusion that HHP will not
replace the conventional preservation and processing
technologies. In the future, however, HHP is expected to
find its position in the growing market of high-quality,
high-priced foods (391). 

c. Other technologies 
Processing treatments with possible application in the meat
industry include pulsed-field electricity, ultrasonic energy,
UV light, oscillating magnetic fields (ohmic heating,
dielectric heating, microwaves) and controlled instanta-
neous decompression (208,383,392,393, available at:
http://vm.cfsan.fda.gov/~comm/ift-hpp.html). Pulsed field
electricity, which is currently used in the meat industry for
the electrostimulation of beef carcasses, can also lead to a
reduction in the microbial load and extension of the lag
phase of bacterial growth (392,394). Ultrasonic energy can
be applied to small carcasses such as poultry when they are
immersed in water. Research has shown that sonication can
reduce the microbial contamination of the carcass espe-
cially when combined with appropriate adjustment of pH
and temperature or with chlorination (395,396). The use of
UV light in meat storage rooms and processing areas may
control the bacterial load of the atmosphere (208). 

All the above technologies aim at energy saving and
being environmentally friendly. They have the same goal
of being mild for food and reducing pathogenic and
spoilage microorganisms. However, in most countries,
these technologies are not approved and thus their appli-
cation is limited at the present time.

V. MANAGEMENT OF PROCESSES FOR
THE MICROBIOLOGICAL SAFETY OF
MUSCLE FOODS

Traditionally, the microbiological safety of foods was
heavily reliant on end product testing to determine the
presence of a pathogen in a batch of product, and in so
doing, determine the acceptance or rejection of a specific
food lot (397). Limitations are, however, associated with
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finished product testing since foodborne pathogens may
be distributed sporadically and unpredictably and/or occur
at a low incidence within the product (397,398). Thus, the
number of samples tested from a specific lot may be insuf-
ficient to provide meaningful information, and further-
more, the results obtained may provide a false sense of
security (399). A more effective means of ensuring food
safety than end product testing is the implementation of
food safety management systems that incorporate the
principles of good manufacturing practices (GMP), pre-
requisite programs and hazard analysis critical control
point (HACCP) (400–403). To develop an effective
HACCP system, a systematic approach is used to identify,
evaluate and control food safety hazards. GMP, however,
constitute the foundation needed before implementation
of HACCP is possible in a food processing operation
(403). Prerequisite programs and GMP differ from
HACCP in that the former deal indirectly with food safety
and are, in general, applicable to the whole processing
plant. On the other hand, the sole purpose of HACCP is
food safety and is product- or line-specific (404). Since its
inception, many food industries have adopted HACCP.
Countries like the U.S., EU, Canada, Australia and New
Zealand have made HACCP compliance mandatory in
some or all of their food sectors (405,406). The seafood
(since 1997), meat and poultry (phasing in began in
1998), and juice (effective in 2002) industries are cur-
rently mandated to implement HACCP in the U.S. (404).

A relatively new concept recommended for adoption
into food safety management systems by the International
Commission on Microbiological Specifications for Foods,
is the food safety objective (FSO) (403,407). The FSO is
proposed as a tool to link information from risk assessment
and risk management processes with the implementation
of measures to control the identified risk(s) (403,407). The
FSO refers to the maximum level of a microbiological haz-
ard in a food considered acceptable for consumer protec-
tion (403). Once it has been determined that the FSO is
technically achievable through the application of HACCP
and GMP, the next step is to develop and document strate-
gies to satisfy the FSO, including quantifiable and verifi-
able performance, process or end product criteria (403).
Microbiological criteria differ from FSOs in that they
determine the acceptability of a specific food lot. These
criteria specify the microorganisms of concern and/or their
toxins or metabolites, the sampling plan to be used (num-
ber of samples, method of sampling and handling, size of
analytical unit), the analytical method to be used, microbi-
ological limits and the number of analytical units required
to conform to the limits (403). Sampling plans should be
based on statistical probability, and in so doing, provide
confidence during interpretation of the results (408). 

Microbiological testing programs are thus a necessary
part of food safety management systems. The main purpose
of testing in a properly implemented HACCP system is to

identify hazards and critical control points, and to validate
and verify process control measures, and not as a means to
assure the microbial safety of the final end product
(397–399,401,409,410). As mentioned previously, testing
for pathogens during meat and poultry processing opera-
tions provides very little information of use for the imple-
mentation and maintenance of HACCP systems, since they
are generally found infrequently, unpredictably and in low
numbers on the animals, and are usually detected rather
than enumerated (397). A negative result for the presence of
the pathogen could, therefore, be due to process control or
simply due to the pathogen being absent at that particular
time in that particular sample of product. Testing for
pathogens that are found at a low frequency would require
larger sample numbers and would thus be costly, and still
would not guarantee the safety of the product. Testing for
indicator microorganisms, which are indicative of process
control, may be more appropriate, as it is generally assumed
that the absence or low numbers of an indicator microor-
ganism is a sign of process control and thus a lower likeli-
hood of the presence of the pathogen, with which the
indicator microorganism is associated (397,403). Examples
of indicator microorganisms that have been used to assess
meat plant processes include aerobic bacteria, coliforms,
Enterobacteriaceae and E. coli biotype I (397,403,411). It
should be noted, however, that no microorganisms that can
serve as direct indices for pathogens are known. In the U.S.,
the Pathogen Reduction-HACCP System’s Final Rule
issued by FSIS in 1996 (400) requires meat and poultry
slaughter establishments to conduct microbial testing for
generic (biotype I) E. coli at regular intervals. Microbial
testing for E. coli biotype I aims to verify that the establish-
ments’ HACCP-based process controls are adequate in pre-
venting and removing fecal contamination, which is also the
primary route of contamination of meat and poultry with
pathogenic bacteria, like E. coli O157:H7, Salmonella, and
Campylobacter spp. (400). Another requirement of the
Final Rule is for establishments that produce raw ground
products to meet pathogen reduction performance standards
for Salmonella. These performance standards were issued
in order to verify that plant HACCP systems are effective in
reducing contamination with pathogenic microorganisms
(400). It is expected that improvements in process control
that lead to reductions in Salmonella will also result in
reductions of other enteric pathogens of concern. Reasons
for selecting Salmonella as the target organism include that
it is a major pathogen of concern in the meat and poultry
industry, and furthermore, is present in detectable numbers
which can be easily tested for with current methodologies,
on all types of raw products. Performance standards set by
FSIS are based on the most recent U.S. baseline prevalence
levels for Salmonella (400). Thus, by implementing the
requirements of the 1996 Final Rule (sanitation, standard
operating procedures, HACCP-based process control,
microbial testing and pathogen reduction standards), meat
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and poultry establishments are expected to significantly
reduce contamination of their products with pathogenic
bacteria, which ultimately will reduce the risk of foodborne
illness.
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I. INTRODUCTION

This chapter discusses the microbiology of finfish, crus-
taceans with a chitinous exoskeleton, and molluscan shell-
fish with a calcareous shell. Bivalve (two-shelled) molluscs
are filter-feeding and during this process they concentrate
microorganisms from water, which may lead to specific
safety issues. Marine muscle foods, or seafood, are pro-
duced from a large number of aquatic species that live in
habitats as differrent as (i) permanently cold
seawater with 3–4% NaCl, e.g., in polar or deep-sea
regions, (ii) warm shallow or surface seawaters in the trop-
ics, (iii) estuarine waters or (iv) freshwater of different tem-
peratures. In addition, aquatic animals are captured or
reared by different methods and this also influence the
microflora of seafoods. The majority of the microorgan-
isms on aquatic animals have no recognized importance in
marine muscle foods but spoilage and disease, i.e., infec-
tion or intoxication are caused by specific microorganisms. 

Spoilage can be considered as any change that renders
seafood unacceptable from a sensory point of view.

Degradation of lipids by enzymatic hydrolysis or chemical
oxidation can result in spoilage of fresh fatty fishes, frozen
and dried products as well as fish-oil containing products.
However, microbial activity is responsible for spoilage of
most fresh and lightly preserved seafood. Globally, the
post-harvest losses of food have been estimated to be as
high as ~25% due to microbial activity alone (1). At the
same time, the world’s annual production in capture fish-
eries has not increased but remained at ~90 million tonnes
during the last decade. Only aquaculture production in
marine and particularly in fresh water has increased; if
reached 35 million tonnes in 2000 (2). Despite the limited
increases in fisheries production, international trade in
seafood has increased and optimal utilization of available
aquatic food resources and prevention of losses during dis-
tribution are more important than ever. Historically,
seafood spoilage has been inhibited by processes like salt-
ing, drying and smoking, developed without knowledge
about the microorganisms present in the aquatic raw mate-
rials. Today, the interest in fresh and lightly preserved
foods is increasing (3) and this represents a challenge



where detailed information about microorganisms in
seafoods becomes important to reduce losses due to spoilage
and to ensure products are safe at the time of consumption. 

This chapter describes the microflora and microbial
spoilage of marine muscle foods. The concept of specific
spoilage organisms (SSO) is presented and it is shown
how it can be applied to determine, predict and extend the
shelf life of fresh and lightly preserved seafood. Several
previous overview articles concerned the microbiology
and microbial spoilage of seafoods. Shewan (4–6) sum-
marized early studies on microbial spoilage, particularly
of chilled and aerobically stored fresh fish. Later, Shewan
(7) and Liston (8) reviewed the microflora of seafood
from different geographical regions. Ashie et al. (9) sum-
marized information on shelf-life extension whereas
Dalgaard (10) described the SSO concept and its applica-
tion with modified atmosphere packed (MAP) seafood.
Gram et al. 2002 (11) discussed the importance of micro-
bial interaction in food spoilage. Compared to previous
reviews this chapter includes new information on the
occurrence and importance of luminous bacteria in marine
muscle foods. 

Consumption of seafood can result in food-borne
human diseases but the more exact numbers of outbreaks
and cases are uncertain. In fact, it has been estimated that
as little as 1% of the actual cases of food-borne diseases
is reported; see (12). The U.S. and the U.K. have well-
established reporting systems and some of their epidemi-
ological data from the 1990s are included here to illustrate
the importance of marine muscle foods in food-borne dis-
ease. In the U.S. finfish and shellfish were responsible,
respectively, for 5.1% and 1.7% of the outbreaks and
0.8% and 2.2% of the cases of food-borne disease. For
cases due to finfish, the main etiological agents were his-
tamine fish poisoning (47%), ciquatera fish poisoning
(24%), salmonellae (18%), Clostridium botulinum (3%),
Vibrio cholerae (2%), Cl. perfringens (2%) and viruses
(2%). The corresponding agents and figures for molluscan
shellfish were viruses (66%), Vibrio parahaemolyticus
(22%), salmonellae (6%), paralytic shellfish poisoning
(3%) and Cl. perfringens (2%). In the U.K. cases due to
finfish were caused by histamine fish poisoning (70%),
salmonellae (16%) and viruses (4%) whereas cases due to
molluscan shellfish resulted from viruses (91%) and sal-
monellae (4%) (12–15). Compared to amounts consumed
and relative to other foods the number of cases of seafood-
borne disease is high and should be reduced. 

This chapter presents information about histamine fish
poisoning, Vibrio species, Clostridium botulinum, Listeria
monocytogenes, Salmonella and viruses. Recent overview
articles concerning safety of seafood include (12, 16–18)
and these or other chapters in the present volume should be
consulted for information about aquatic biotoxins, para-
sites, toxic algae, and veterinary drugs as well as industrial
and environmental contaminants which are hazards of

importance in some marine muscle foods but not included
in this chapter, which focuses on microbiology.

II. MICROFLORA OF AQUATIC ANIMALS
FROM DIFFERENT HABITATS

The microflora of finfish, crustaceans and molluscs
depends to a large extent on the microflora of the water in
which they live. Microorganisms are found on outer sur-
faces (e.g., skin, gills and intestine) whereas the muscle tis-
sue of healthy animals is sterile. The concentration of
culturable microorganisms is variable and in general
102–105 cfu/cm2 are found on skin, 103–107 cfu/g in gills
and 10 – �108 cfu/g in the intestinal content. The variable
concentrations of intestinal microorganisms is related to the
aquatic animal’s intake of food (8, 19, 20). Higher temper-
atures typically correspond to higher concentrations of cul-
turable microorganisms in water and on aquatic animals.
For example, shrimps from cold water harbored 10–103

cfu/g, whereas shrimps from warm water had 106 cfu/g (8).
Similarly, in Japan, seasonal temperature changes had some
effect on the total concentration of microorganisms in river,
lake and seawater (21–23) and in the intestinal content of
wild salmon but no effect was observed for cultured salmon
(21). Water salinity has little effect on the total concentra-
tion of microorganisms but influences the composition of
microbial species in aquatic animals, as discussed in the
following section. Organic matter, particularly sewage and
land run-off, increases the load of microorganisms, includ-
ing potentially pathogenic species in water and aquatic ani-
mals. Finally, catching methods have an effect; for
example, trawled finfish may have 10–100 times higher
concentration of microorganisms on skin and gills than
similar fishes caught by long line (5).

Heat-labile and sodium-requiring microorganisms are
common in sea- and brackish waters as well as on
seafood. Thus, for enumeration of microorganisms pour
plating with ~45°C hot agar must be avoided as this pro-
cedure may kill a major part of the microflora (10). The
concentration of microorganisms in deep-water pink
shrimp (Parapenaeus longirostris) was, for example about
twenty times higher when determined by spread plating as
compared to pour plating (24). In this respect it may be
relevant to note that even in tropical regions where surface
seawater is above 25°C, psychrotolerant and heat-labile
microorganisms like Photobacterium phosphoreum can
be present in seawater and aquatic animals at depths
below 50–100 m (25–28). Microorganisms on seafood
frequently require sodium for growth and although stan-
dard plate count agar without NaCl is recommended for
many foods this medium is obviously inappropriate for
seafood. In addition, bacteria on marine fishes may be fas-
tidious (29) and rich enumeration media are required. For
various fresh and lightly preserved seafoods spread
plating on pre-chilled plates of Long & Hammer’s agar,
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modified to contain 1% NaCl, and incubated aerobically
during 5–7 days at 15°C have been appropriate for enu-
meration of the dominant microflora (10, 30). Strictly
anaerobic microorganisms are found in low concentrations
on skin and gills of newly caught aquatic animals but in
some cases these or not-yet-cultured microorganisms dom-
inated the intestinal microflora of marine and freshwater
fishes (31–35). In contrast, direct microscopy and both aer-
obic and anaerobic techniques determined similar concen-
trations of microorganisms in the intestine of several
commercially important fish species (30). Although they
may only be important in specific situations, anaerobic or
not-yet-cultured microorganisms in the intestinal content
of aquatic animals merits further study using culture-inde-
pendent techniques as increasingly applied within micro-
bial ecology in general. 

A. MICROFLORA ON SKIN, SHELL AND GILLS

The genera or groups of microorganisms found on skin,
outer shell and in gills of newly caught or harvested fin-
fish, crustaceans and shellfish have been determined in
numerous studies and summarized in several overview
articles (8, 17, 19, 20, 31, 36). The dominant groups of
Gram-negative bacteria were (i) Acinetobacter, Moraxella
and Psychrobacter, (ii) Pseudomonas and Shewanella,
(iii) Flavobacterium and Cytophaga, (iv) Vibrio and Pho-
tobacterium, (v) Aeromonas and (vi) Enterobacteriaceae.
The dominant groups of Gram-positive bacteria were cocci
primarily Micrococcus, coryneforms and rods including
Bacillus, Clostridium and lactic acid bacteria. In some
studies the percentage distribution of bacteria in
seawater corresponded to the distribution of species on the
surface of fish (31). Nevertheless, when data from many
studies are compared (8, 17, 19, 20, 31, 36) surprisingly
little can be concluded about the effect of water tempera-
ture and salinity or about the type of animal, for example
dermersal or pelagic on the percentage distribution of
genera/groups of microorganisms. However, for animals 
in freshwater the sodium-requiring species of Vibrio and
Photobacterium are very rarely present whereas Aeromonas
and Enterobacteriaceae are relatively more important in
those habitats. Also, the Flavobacterium-Cytophaga group
seems less dominant in marine animals. Furthermore, the
percentages of Bacillus, Micrococcus and Enterobacteri-
aceae tend to be higher in tropical than in temperate regions.
Greater differences between the microflora on aquatic ani-
mals from warm and cold water could be expected and, as
noted by Liston (8), fungi are common on plankton but
rarely found on the surface of fishes. Aquatic animals may
prevent growth or attachment of microorganisms by antimi-
crobials like lysozyme in their surface slime, but this area
remains little studied. However, the apparent lack of dif-
ference between groups of microorganisms on aquatic ani-
mals from various habitats may also result from the use of

simple identification schemes relying on relatively few
phenotypic characteristics. In an attempt to elucidate this
problem this chapter will focus on the occurrence of bio-
luminescent bacteria. Due to a unique ability to glow,
these microorganisms have been enumerated and identi-
fied in aquatic animals even when they did not quantita-
tively dominate the microflora. In addition, simple keys
for identification of several species of luminous bacteria
have been available since about 1970 (37, 38). Luminous
bacteria can dominate the microflora in the intestinal con-
tent of many aquatic animals; therefore they are discussed
in detail in the following section.

B. INTESTINAL MICROFLORA AND LUMINOUS

BACTERIA

Seafood can be produced from gutted or whole ungutted
animals, e.g., products of herring, mussels, oysters, sardines
and shrimps. Due to the high concentration of intestinal
microorganisms, contamination of seafood during process-
ing of both gutted and ungutted animals is practically
impossible to eliminate and the gut microflora has a very
direct influence on the microbiology of many seafoods.

Intestinal microorganisms are mainly found in the gut
content, although some may be attached to epithelial cells,
and concentrations can be orders of magnitude higher
than in water, food, skin and gills. This indicates micro-
bial growth within the time it takes food to pass through
the digestive tract and under conditions with acid in the
stomach and bile, low oxygen and possibly elevated car-
bon dioxide concentrations in the gut (39, 40). Data from
several studies (19, 20, 41) showed Enterobacteriaceae,
Aeromonas and Pseudomonas dominated in the intestinal
content of freshwater species, whereas Vibrio/Photobac-
terium, Pseudomonas and Enterobacteriaceae dominated
in marine species. However, Acinetobacter/Moraxella, lac-
tic acid bacteria, yeast and strictly anaerobic microorgan-
isms, including Bacterioides and Clostridium, can occur
in high concentrations. In addition, a Mycoplasma pheno-
type was recently determined in salmon by a culture-
independent approach relying on extraction and amplifica-
tion of 16S rDNA (31, 34, 42–44). 

It has been debated if fish has a specific intestinal
microflora as found in warm-blooded animals. Sera and
Ishida (45) suggested marine fish with a developed diges-
tive tract have a specific gut microflora consisting of
marine vibrios, i.e., sodium-requiring species of Vibrio
and Photobacterium, whereas fish with a simple digestive
tract, including immature individuals, have more complex
intestinal flora that reflect the microflora in water and
food. Salmon that return from seawater with an intestinal
microflora dominated by marine vibrios can retain this
dominating microflora even after three months in fresh-
water (46) or after migrating 1228 km away from the
marine environment up the Yukon River in Alaska (47).
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Thus, marine vibrios are either associated with the gut or
growing so fast that they avoid ‘wash-out.’

In Japan, luminous and non-luminous marine vibrios
dominated the intestinal flora of ten commercially impor-
tant marine fish species including mackerels and tunas (48).
In fact, marine vibrios, particularly luminous species of
Vibrio and Photobacterium, frequently dominate the intes-
tinal microflora of marine aquatic animals. The luminous or
bioluminescent bacteria are fascinating and they have been
extensively studied, but controversy remains about the
influence of luminous bacteria on eating quality, shelf-life
and safety of marine muscle foods. For example, J. M.
Shewan from Torry Research Station in Scotland concluded
in an overview manuscript that luminous bacteria were
“…of little real importance to the practical fish technolo-
gist…” (6) and the opinion that luminous bacteria do not
compromise the safety or eating quality of seafood is com-
mon. However, it has now been shown that luminous bac-
teria are responsible for spoilage of different marine muscle
foods and due to biogenic amine production may cause his-
tamine fish poisoning (see Sections III and IV). 

The luminous marine bacteria occur in light organs in
symbiosis with host animals, in seawater and on skin,
shell and gills of animals, but, quantitatively, the major
habitat is the intestinal content of marine animals where
from �10 to �108 cfu/g can be found (38, 49). At least
thirteen species of bacteria contain luminous variants, but
only some are important in seafoods. Photobacterium
phosphoreum and Vibrio logei are psychrotolerant bacte-
ria growing at 0°C and are typically inactivated above
25–30°C. P. leiognathi and V. fischeri grow between ~4°C
and 35–37°C, whereas V. harveyi grow from 5–10°C and
up to ~40°C. Other luminous bacteria include V. orien-
talis, V. splendidus biotype I, V. cholerae, V. vulnificus, V.
salmonicida, Shewanella hanedai, Sh. woodyi and the ter-
restrial insect pathogen Photorhabdus luminescens, but
these are less common in seafood (50–53). P. phospho-
reum dominate in the intestinal content of aquatic animals
in cold seawater at ~0°C to ~15°C (28, 29, 54). In coastal
waters in California, V. fischeri was the dominating lumi-
nous bacteria in gut content and in seawater of ~15°C;
however, between June and October the water tempera-
ture was ~20°C and V. harveyi became dominant in both
habitats. Interestingly, these studies showed the intestinal
microflora of a single fish species in a given location to be
dominated by V. harveyi, V. fischeri or P. phosphoreum
depending on changes in the water temperature (55, 56).
V. harveyi-like and P. leiognathi-like luminous bacteria
dominated in the intestinal flora of a large number of fish
species from the Gulf of Oman (57). In the same way, P.
leiognathi, V. harveyi and V. fischeri were present in high
concentrations and dominated the gut microflora of com-
mercially important crabs from India (58). V. harveyi
(75–80%) and V. fischeri (20–25%) also dominated the
intestinal flora of fladhead mullet and sea catfish from

India, but the luminous bacteria disappeared when water
salinity decreased from 2.17–3.23% to 1.7–1.8% during
the monsoon (59). It seems luminous bacteria in aquatic
animals are selected by temperature and salinity. Thus,
species of luminous bacteria are not specifically associ-
ated with intestines of aquatic animals in general, but all
luminous marine vibrios are chitinolytic and may con-
tribute to the digestion of the chitin-containing exoskele-
ton of crustaceans eaten by various marine animals
(59–61). Species of non-luminous microorganisms
are likely also to be selected by temperature and salinity
and the apparent similarity of the dominant microflora
of seafoods from different habitats (discussed in
section II A) may reflect identification of major groups
of microorganisms like Acinetobacter/Moraxella or
Enterobacteriaceae rather than specific species. 

Contamination of seafood with luminous bacteria
from the intestinal content is difficult to avoid during pro-
cessing. V. harveyi (80–90%) and V. fischeri (10–20%)
dominated the luminous microflora on the surface of white
seabream caught in the Mediterranean Sea in July but dur-
ing aerobic storage at 5°C the dominant luminous
microflora became P. phosphoreum and V. fischeri (62).
Luminous variants of P. phosphoreum and V. logei can
grow to high concentrations during normal chilled storage
of fish and squid from different parts of the world (62–66).
In a few studies it has been attempted to measure the light
produced by luminous bacteria on seafood. At 10°C and
25°C changes in bioluminescence may be used as an indi-
cation of product spoilage, but at 5°C and below biolumi-
nescence in fresh fish was too weak to be useful as an
indicator of spoilage (62, 63). From 1989 to 1998 the U.S.
Food and Drug Administration (FDA) registered and eval-
uated 23 luminous seafoods. The majority of the products
were cooked and peeled shrimps and imitation crab or lob-
ster meats but glowing red snapper fillet, raw Pacific rock-
fish, raw herring and raw shrimps were also reported. The
dominant luminous bacteria isolated from these products
were P. phosphoreum and V. logei (67). Both P. phospho-
reum and V. logei are heat labile and their presence in
cooked seafood must be a result of recontamination.
However, bioluminescence of P. phosphoreum and V. logei
is stimulated by the low level of NaCl typically added to
cooked shrimps and imitation shellfish products [see
Figure 53.1 (38)] and this may explain why processed
products have been reported luminous more often than raw
fish. In any case, light produced by bacteria in marine mus-
cle food is weak and only visible in a dark room where
electric and sunlight are excluded. Thus, common use of
refrigerators with inferior electric lights probably masks
the bioluminescence of many seafoods. Nevertheless,
when glowing seafood is observed it should not be con-
sumed as it is likely to be of poor sensory quality and may
be toxic due to histamine formed by luminous bacteria
(see Sections III and IV). Finally, when discussing the
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occurrence and importance of luminous marine bacteria it
must be mentioned that non-luminous variants exist for all
species of luminous bacteria and the importance of these
species of bacteria may be underestimated by enumeration
of luminous bacteria only (30, 38, 68–70). 

C. MICROFLORA OF FARMED AQUATIC ANIMALS

The microflora of cultured finfish, crustaceans and shell-
fish does not as such differ from those of wild aquatic ani-
mals. However, cultured aquatic animals are closer to land
and human activities than those in the wild and this may
influence their environment and microflora. Listeria
monocytogenes, a psychrotolerant bacteria pathogenic to
humans, is absent from clean open waters but found in
decaying plant material and indigenous to the general envi-
ronment. Thus, animals reared in near-shore areas can be
contaminated by run-off waters from land and must be
expected to contain low levels of L. monocytogenes (12).
Particularly in Southeast Asia ponds used for shrimp farm-
ing may be fertilized by animal excreta and this may result
in contamination with Salmonella, Escherichia coli and
viruses. In warm tropical water the bacteria may persist or
even grow and shrimps from some, but not all, areas in
Southeast Asia have been contaminated with bacteria
potentially pathogenic to humans (72). Mortality of cul-
tured aquatic animals can be a major problem and various
diseases are due to bacterial infections. To overcome these
problems, antibiotics can be used therapeutically to cure
diseases or, on a daily basis, to prevent diseases. Use of
antibiotics, particularly prophylatic use in sub-therapeutic

concentrations, is problematic because various bacteria
develop resistance and the resistance may be transferred by
plasmids to other bacteria and thereby reduce efficacy of
antibiotic treatment for human and animal diseases. Vibrio
and Aeromonas species, pathogenic to different aquatic
animals, have been resistant to several antibiotics and this
can make it impossible to control disease in cultured
aquatic animals. In Southeast Asia, infection of farmed
shrimps by antibiotic-resistant V. harveyi has caused so-
called luminous vibrioses resulting in significant economic
losses during the last 10–20 years. Antibiotic-resistant
potential human pathogens, including Salmonella,
V. cholerae, Aeromonas hydrophila and Plesiomonas
shigelloides, have also been reported in relation to aqua-
culture production. Human infections by antibiotic-resist-
ant pathogens are most problematic and changes in the use
of antibiotics in some aquaculture-producing regions are
required. In salmon farming, the use of antibiotics has to a
large extent been replaced by vaccination. However, for
crustaceans and shellfish with less-developed immune sys-
tems, this may not be possible (72–74).

III. MICROBIAL SPOILAGE OF MARINE
MUSCLE FOODS

Newly caught fish and shellfish typically have a species-
specific flavor that disappears after a few days of chilled
storage. Further storage results in development of off-
flavors which are often ammonia-like, sulphurous, malt-
like or rancid. The off-flavors are typically caused by
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Light from flash Bioluminescence produced by the bacteria

FIGURE 53.1 Bioluminescence by Photobactrerium phosphoreum in two pieces of salmon (Salmo salar) and in cooked and peeled
shrimps (Pandalus borealis). Samples were inoculated, incubated aerobically during three days at 5°C and photographed with artificial
light (left) and without artificial light (right). One of the two pieces of raw salmon was supplemented with 2% NaCl (w/w) to illustrate
how this stimulates bioluminescence. The cooked and peeled shrimps contained 1.5% NaCl which is typical for this product (71).



microbial metabolites and they increase in intensity dur-
ing storage resulting in spoilage as determined by sensory
methods. The importance of microbial activity in seafood
spoilage has been established by comparing off-flavor
development in muscle pieces that were (i) sterile, (ii)
inoculated with specific microorganisms or (iii) naturally
contaminated. Knowledge about spoilage microorganisms
facilitates the development of methods to determine, pre-
dict and extend product shelf-life and this is particularly
important due to the short and variable shelf-life of
seafood (10, 75). The short shelf-life of many seafoods is
explained by some unique product properties. First, many
aquatic animals live in cold waters and their natural
microflora include psychrotolerant species able to grow in
chilled seafood at temperatures above –2°C. To illustrate
the importance of this, it can be mentioned that shelf-life
of tropical white-fleshed fish typically is 18–35 days at
0°C, whereas similar coldwater fish spoil after 12–18
days. Second, many finfish, crustaceans and molluscs
contain trimethylamine-oxide (TMAO) that stimulates
microbial growth and activity. In general, animals from
freshwater contain less TMAO than those from seawater,
but considerable variation exists between species in both
habitats (76, 77). Aeromonas, Alteromonas, most
Enterobacteriaceae, Shewanella and Vibrionaceae,
including all marine luminous bacteria, reduce TMAO to
trimethylamine (TMA) and this anaerobic respiration
facilitates their growth under oxygen-limiting conditions,
e.g., in vacuum-packed or modified atmosphere-packed
products (69, 78–80). TMA contributes to the typical
ammonia-like and fishy off-odors in spoiled seafoods,
particularly in products with pH above ~6.5 (10). Third,
the post rigor pH of finfish, crustaceans and molluscs is
high  compared to beef and pork. White-fleshed dermesal
finfish and crustaceans have pH of ~6.5 to above 7,
whereas pelagic, dark-fleshed fish like tuna, mahi-mahi,
mackerel and garfish, have pH as low as ~5.8. Molluscs
have pH similar to finfish, but contain much more carbo-
hydrate (2.5–5.0%) compared to �0.5% for finfish and
crustaceans. Consequently, a fermentative type of
spoilage with decreasing pH is typical for molluscs but
most unusual in other seafoods unless carbohydrates are
added (16, 81–84). Finally, high concentrations of free
amino acids are present in seafoods and metabolized by
spoilage microorganisms, e.g., arginine in shrimps and
histidine in dark-fleshed pelagic finfish (85, 86). 

Only some of the numerous species of microorganisms
in seafoods are important for spoilage and during storage a
pattern of microbial growth and activity is frequently
observed (Figure 53.2). This pattern is known as the spe-
cific spoilage organism (SSO) concept (10). On newly
processed, fresh or lightly preserved seafood the SSO are
usually present in very low concentrations and constitute
only a minor part of the total microflora. During storage
and at particular conditions of temperature, atmosphere,

NaCl, aw, preservatives, etc., SSO, which is often a single
microbiological species, grow faster than the remaining
microflora, produce metabolites responsible for off-fla-
vors, and finally cause sensory product rejection (Figure
53.2). SSO are typically present in levels of about 107

cfu/g when products become sensory spoiled. The impor-
tance of an SSO is closely related to its spoilage domain,
i.e., the range of environmental parameters within which it
is responsible for product spoilage. In contrast to SSO, the
spoilage microflora, i.e., the microflora found at the time a
product becomes sensorily rejected, can be a mixture of
many microbial species, some of which are not important
for spoilage. 

Identification of an SSO relies on comparison of
spoilage characteristics for a naturally contaminated prod-
uct with those of isolates from the spoilage microflora.
Initially, spoilage potential is frequently determined quali-
tatively as the ability of isolates to produce off-odors and
metabolites, e.g., ammonia, TMA or H2S. This screening
technique has been used for decades to separate isolates
from spoiled products into potential “spoilers” and “non-
spoilers” (88). Isolates of Shewanella putrefaciens and
Pseudomonas fragi often have a strong spoilage potential in
seafood. To evaluate if the actual concentration of a
microorganism in a product at the time of sensory rejection
enables this microorganism to cause spoilage, a quantitative
evaluation is required, i.e., determination of the spoilage
activity. Yield factors can be used to evaluate if the concen-
tration of cells and metabolites in a seafood corresponds to
the spoilage activity of an isolate from the spoilage
microflora, i.e., if the isolate is likely to be the SSO (69, 89,
90). The yield factor approach was used to identified P.
phosphoreum as the SSO in chilled MAP cod fillets and
showed this SSO to produce 10–100 times more TMA/cell
than Shewanella putrefaciens. Despite a strong spoilage
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FIGURE 53.2 Specific spoilage organism (SSO) concept.
Typical changes in aerobic plate counts, specific spoilage organ-
isms (SSO) and metabolites produced by SSO during storage of
fresh seafood (87).



potential, S. putrefaciens had low spoilage activity and was
not important in sensory rejection of MAP cod fillets (Table
53.1). Furthermore, SSO in seafood may be identified by
comparison of (i) the profiles of metabolites produced in
naturally contaminated products with similar profiles pro-
duced by isolated microorganisms and (ii) by evaluating the
effect on spoilage when growth of a suspected SSO is
specifically inhibited in a seafood (91, 92). 

It is well established that many microorganisms from
seafoods, including bacteria, yeasts and several SSO (Table
53.1), produce extracellular proteolytic enzymes (93, 94).
Nevertheless, seafood spoilage microorganisms typically
produce off-flavors from substrates in muscle extractives
and proteolytic activity is not important for spoilage of
fresh and lightly preserved seafoods (95, 96). The impor-
tance of microbial proteolytic enzymes was primarily eval-
uated for fresh fish, and further research, including lightly
and semi-preserved seafoods, seems justified.

A. SPECIFIC SPOILAGE ORGANISMS (SSO) IN
GROUPS OF SEAFOODS

Spoilage of fresh chilled and aerobically stored seafood
is primarily caused by Shewanella putrefaciens-like
species and Pseudomonas spp. This is well established
(Table 53.1), but the taxonomy of these Gram-negative

and non-fermentative rods has been changing (114–116).
Frequently, Pseudomonas were not identified at the
species level, but strains similar to Ps. fragi, Ps. fluo-
rescens and Ps. putida seem common in seafood and
recently P. lundensis dominated the spoilage microflora of
chilled aerobically stored marine fish from Greece (114,
117, 118). Pseudomonas spp. are unable to reduce TMAO
and growth is considerably reduced under oxygen-limited
conditions. As an example, P. fragi spoiled different
species of warm water shrimps stored in ice but spoilage
was due to S. putrefaciens-like species when shrimps
from the same lots were kept in an ice/water slurry (86,
101). Other bacteria may also influence spoilage of fresh
chilled and aerobically stored seafood. Lipolytic
Psychrobacter immobilis can dominate the spoilage
microflora in both marine and freshwater fish and, despite
a low spoilage potential, they may increase the rancid
spoilage of sardines (119, 120). In 1974, van Spreekens
(30) suggested P. phosphoreum was important for TMA
production in iced cod and whiting. More recently, P.
phosphoreum dominated the spoilage microflora of gutted
saithe and plaice (70) and seemed responsible for TMA
formation in iced cod fillets and squid (66, 121). 

For fresh seafood in modified atmosphere packaging
(MAP) with CO2, luminous and non-luminous variants of
P. phosphoreum are important spoilage microorganisms
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TABLE 53.1
Specific Spoilage Organisms (SSO) in Groups of Fresh and Lightly Preserved Seafoods

Seafood Typical SSO Metabolites Produced Selected References

Fresh chilled products stored in air:
Various species, particularly those Shewanella putrefaciens-likea TMA, H2S and other sulphur (97–99)
containing TMAO and with pH above ~6; compounds, hypoxantine
various species, including some with Pseudomonas spp. NH3, esters, sulphur compounds (86, 90, 100, 101)
little or no TMAO and low pH ~6 but not H2S

Fresh, chilled products in modified 
atmosphere packaging:
TMAO containing species from seawater Photobacterium phosphoreum TMA, hypoxantine, alcohols (24, 69, 92)
at temperatures below ~15°C; and ketones
species from warmer waters, particularly Lactic acid bacteria and Acetic acid, NH3, tyramine, (102, 103)
species with little or no TMAO; Brochothrix thermosphactab acetoin, diacetyl, H2S
species from tropical freshwater Aeromonas spp. ? (104)

Fresh and lightly preserved products stored 
at ambient temperature Aeromonas spp. TMA, sulphur compounds, (105, 106)

Vibrio spp./Photobacterium spp. biogenic amines
Enterobacteriaceae NH3, acetic acid, acetoin, (107)
Enterococcus faecalis diacetyl, tyramine

Lightly preserved and chilled products: Lactic acid bacteriac and Acetic acid, NH3, tyramine, acetoin, (89, 108–113, 130)
Brined, spiced/gravad and smoked Brochothrix thermosphacta diacetyl, sulphur compounds
products including fish roe P. phosphoreum, Vibrio and TMA, biogenic amines, alcohols,

Enterobacteriaceaed aldehydes, sulphur compounds

a Shewanella putrefaciens, Shewanella baltica and other closely related H2S-producing Gram-negative bacteria.
b Brochothric thermosphacta is important for products in oxygen-containing modified atmospheres. 
c Include Lactobacillus curvatus, Lactobacillus sake and Leuconostoc spp.
d Include Enterobacter agglomerans, Hafnia alvei, and Serratia liquefaciens.



(Table 53.1). Not all studies have detected this SSO in fresh
MAP seafoods and in some studies inappropriate enumera-
tion methods and experiments with previously frozen raw
material are likely reasons why luminous and non-lumi-
nous variants of P. phosphoreum were not observed. P.
phosphoreum is rapidly inactivated by freezing and absent
in thawed products (92, 122). The relative importance of P.
phosphoreum and Shewanella putrefaciens-like species in
vacuum-packed fresh chilled seafoods probably depends on
the initial concentration of the two spoilage bacteria. For
shucked bivalve molluscs, i.e., mollusc meat removed from
the shells, spoilage is fermentative when stored under
vacuum or otherwise with reduced access to oxygen, but
the microorganisms responsible remain to be identified (81,
84, 123). Spoilage of chilled MAP seafood from freshwa-
ter or products without TMAO need further study, e.g., with
respect to identification of lactic acid bacteria and the
importance of Aeromonas spp. (Table 53.1). High concen-
trations of Aeromonas spp. were found in chilled MAP
seafood from tropical regions and they are likely to be the
SSO (Table 53.1). 

Low dose irradiation changes the spoilage microflora
of chilled seafood and Moraxella spp. become dominant
and probably responsible for spoilage (124). For sous vide
cooked and chilled cod fillets, Clostridium sardiniense, an
anaerobic spore-forming bacteria, caused a most unpleas-
ant type of spoilage due to production of different volatile
sulphur compounds (10). 

Spoilage of chilled lightly preserved seafoods has been
extensively evaluated within the last decade (Table 53.1).
In general, lactic acid bacteria seemed to be the most
important group of spoilage microorganisms. However,
identification of the SSO responsible for spoilage has been
complicated and variation in product characteristics,
including the initial microflora, NaCl, pH, smoke compo-
nents, chemical preservatives and packaging, is probably
responsible for the various spoilage patterns observed.
Thus, the spoilage domain of SSOs identified in several
chilled lightly preserved seafood is unclear (Table 53.1),
although, with sun-dried tropical fish, the spoilage
domains of Staphylococcus xylosus, Halobacterium sali-
narium and molds were suggested as a function of temper-
ature and water activity (125). For fermented and
semi-preserved seafoods little is known about SSOs, but
lactic acid bacteria, yeasts, molds and strict anaerobes
seem important in some products. 

The SSO concept embodies the hypothesis that in any
given product a single species/group of microorganisms is
responsible for spoilage. Microorganisms in seafoods
interact in several ways, including substrate competition
and metabolite inhibition. When the dominating
microflora in food reach their maximum population den-
sity, i.e., inhibit their own growth, then other groups of
microorganisms are frequently inhibited. This has been
named the Jameson effect irrespective of the underlying
mechanism being substrate competition, bacteriocins,

siderophores or other metabolites (126). There is no con-
flict between the simple SSO hypothesis (Figure 53.2)
and the Jameson effect as long as the SSO reaches a high
concentration and causes product spoilage before it is
inhibited by the dominant microflora. This is typically the
case with fresh seafood (Table 53.1). The metabolism of
one group of microorganisms may also stimulate
the activity of another group and this so-called metabiosis
can limit the usefulness of the simple SSO concept
for evaluation of microbial seafood spoilage. In cold-
smoked salmon, putrescine production by arginine
deiminase/decarboxylase negative Enterobacteriaceae
increased 10–15 times by co-culturing with arginine
deiminase positive lactic acid bacteria. The
Enterobacteriaceae and the formed putrescine, however,
had little influence on product spoilage (89). In contract,
Joffraud et al. (111) found mixtures of spoilage isolates
from different microbial species formed stronger off-
odors and higher concentration of specific metabolites
than mixtures of strains from individual species. The
importance of such interactions on spoilage and shelf-life
of seafood merits further study. 

B. DETERMINATION, PREDICTION AND EXTENSION

OF SHELF-LIFE

Indices of freshness or spoilage of seafood have been
extensively studied and it is generally accepted that there
is a poor correlation between remaining shelf-life, as deter-
mined by sensory methods, and aerobic plate counts.
However, much closer correlations have been observed
between remaining shelf-life and concentration of SSOs in
different products. Data have been summarized for (i) H2S-
producing bacteria, e.g., S. putrefaciens, in different chilled
and aerobically stored fish, (ii) P. phosphoreum in chilled
MAP cod fillets and (iii) B. thermosphacta in chilled MAP
red mullet and sea bream from Greece. Correlation coeffi-
cients between –0.929 and –0.975 were obtained in all
cases (102, 127, 128). For several chilled lightly preserved
seafoods a close correlation between remaining shelf-life
and concentration of any specific group of microorganisms
or any specific metabolite has not been determined.
Nevertheless, Jørgensen et al. (129) identified a multiple
compound quality index (MCQI) to relate sensory quality
of sliced and vacuum packed cold-smoked salmon (SVP-
CSS) with the product’s pH and cadaverine, histamine,
putrescine and tyramine content. Furthermore, Leroi 
et al. (130) related remaining shelf-life of SVP-CSS at
5°C with the products concentration of Lactobacillus spp.
and concentration of total volatile nitrogen (TVN).
Microbiological criteria relying on mesophilic aerobic
bacteria in concentrations between 105 and 106 cfu/g are
included in EU Directives [(12), pp. 195–203]. Due to the
frequent dominance of heat-labile spoilage bacteria in
seafood, it must not be expected that such criteria corre-
spond to sensory spoilage.
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Increased transportation of seafood at both national
and international levels makes shelf-life prediction impor-
tant to prevent rejections of products and disappointed
consumers. Kinetic models can be used to predict the
effect of product characteristics and storage conditions on
growth of SSO, but the range of the environmental factors
in the models must be within the spoilage domain of the
SSO. In fresh seafoods, SSOs often grow without a lag
phase and this facilitates shelf-life prediction (Figure
53.2). In fact, kinetic models to predict growth of
B. thermosphacta, P. phosphoreum, psychrotolerant
Pseudomonas spp. and S. putrefaciens as a function of
temperature or both temperature and CO2 concentration in
MAP seafoods have been developed. In addition, the mod-
els have been incorporated in user-friendly application
software and thus the effect of product temperature
profiles can be evaluated by electronic time-temperature
integration [see (75) for a review or www.dfu.
min.dk/micro/sssp/ where the Seafood Spoilage and Safety
Predictor (SSSP) software is available]. Other microorgan-
isms, including species of Aeromonas, Enterobacteriaceae,
lactic acid bacteria and Vibrio, are also important in
seafood spoilage (Table 53.1) and for these SSO, kinetic
models remain to be developed and/or validated in relevant
seafoods. Kinetic models are available for some species of
Enterobacteri-aceae and lactic acid bacteria (131), but
evaluation and validation, particularly with lightly pre-
served seafood, is lacking. Predictive microbiology is an
active research area and in the near future it is likely that
more extensive kinetic models can be developed from dif-
ferent existing models and from easily accessible results
collected in databases like ComBase (www.combase.cc).
Clearly, evaluation of these models’ ability to predict
growth in specific seafoods will become important.
Another and more ambitious future challenge is to predict
the species of microorganisms that become SSOs when (i)
new product are formulated, (ii) seafoods are processed by
a new technology or (iii) seafoods are stored under condi-
tions not previously evaluated. Data obtained within the
last decades (Table 53.1) clearly demonstrate that knowl-
edge about the microbial ecology in seafood has been
insufficient to make such predictions. 

Developments in classical and emerging technologies
to extend shelf-life of seafood are numerous and only the
effect of a few aspects will be mentioned here. The targeted
inhibition of SSOs is interesting as product shelf-life may
be extended by mild preservation methods, selected
depending on properties of a particular SSO. Mesophilic
motile Aeromonas spp. spoil Nile perch at ambient temper-
ature and experiments in liquid media showed this SSO
could be inhibited by combinations of NaCl, sorbate and
smoke components. Relying on this information, a lightly
preserved fish product with marked shelf-life extension was
developed (132). Other examples include inhibition of P.
phosphoreum in chilled MAP cod fillet by oregano essential
oil (133) or inactivation of this SSO by freezing (92, 122).

IV. MICROBIOLOGY AND SAFETY OF
MARINE MUSCLE FOODS

The safety records and etiological agents vary consider-
ably between groups of seafood and between products
from different geographical regions. This section includes
information concerning the effect of raw material origin,
processing, product characteristics, storage conditions
and seafood preparation prior to consumption, which are
the most important hazards (Table 53.2). 

A. HISTAMINE, BIOGENIC AMINES AND

HISTAMINE FISH POISONING (HFP)

HFP is a mild disease that occurs rapidly after intake of
seafood containing above 500–1000 ppm of histamine.
The toxic effect of histamine is probably potentiated by
other biogenic amines in seafood, i.e., agmatine, cadaver-
ine, phenylethylmine, putrescine, spermidine, spermine
and tyramine. Alone, tyramine may cause migraine
headaches in susceptible individuals. Symptoms of HFP
can be cutaneous (e.g., rash or inflammation), gastroin-
testinal (nausea, vomiting, diarrhoea), neurological (e.g.,
headache, burning or itching) or circulatory (hypoten-
sion). Once formed in seafood, biogenic amines are heat
stabile and will not be destroyed by cooking, baking or
even canning (135–138).

Not all seafoods cause HFP and it has long been know
that a high content of free histidine, growth of histidine
decarboxylase-producing microorganisms to high concen-
trations and high activity of microbial histidine decar-
boxylases are prerequisites for histamine production in
significant amounts and thereby HFP. Fish with a suffi-
cient content of free histidine to cause HFP include
anchovy, bluefish, bonito, herring, mackerel, mahi-
mahi/dolphinfishes, marlin, saury/garfish, swordfish, tuna
and yellowtail (135–137). Storage temperature is impor-
tant for histamine formation and, as a general rule, little
histamine is formed below 5–7°C whereas above 7–10°C
toxic concentrations are frequently produced. However,
toxic concentration of histamine have been observed at
0–4°C, e.g., in mackerel (139), saury (139), sardines
(139–141) and tunas (142). 

Numerous microorganisms produce histamine but
only some species of Enterobacteriaceae, Vibrionaceae,
and lactic acid bacteria (LAB) can grow to above ~107

cfu/g and produce toxic concentrations of histaming in
seafood. Some Enterobacteriaceae are strong histamine
producers, e.g., Enterobacter aerogenes, E. cloacae,
Morganella morganii, Proteus vulgaris and Raoultella
planticola. It seems Klebsiella spp. do not produce hista-
mine and that, e.g., strains of Klebsiella pneumoniae and
K. oxytoca previously reported to do so may subsequently
have been identified as Raoultella spp. (143, 144). Below
7–10°C Enterobacteriaceae did not produce toxic concen-
trations of histamine (145) but histidine decarboxylase
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produced at ≥10°C may remain active after chilling to
0–5°C (146, 147). The quantitative effect of this merits
further study in seafoods. Mesophilic Vibrionaceae,
including Vibrio alginolyticus and Plesiomonas shigel-
loides, produce histamine but not in important amounts in
seafood. In contrast, the psychrotolerant P. phosphoreum
(previously N-group bacteria and gut-group vibrios) and
the mesophilic Photobacterium damselae subsp. damselae
(previously P. histaminum and C-group bacteria) have
been important in chilled and temperature-abused seafood,
respectively (139). P. phosphoreum can produce toxic his-
tamine concentrations at 0–4°C [(148) and unpublished
data from the laboratory of the author]. However, the tem-
perature history of seafood causing outbreaks of HFP and
the microorganisms responsible for histamine formation
typically are not known. Further research, and particularly
quantitative studies, e.g., including yield factors (89), are
needed to determine the importance of psychrotolerant
histamine-producing microorganisms and the risk of
HFP from appropriately chilled seafoods. LAB do not
produce toxic concentrations of histamine in chilled
seafood, whereas formation of tyramine is common,
e.g., by Carnobacterium spp. (149). A mesophilic LAB,
Tetragenococcus muriaticus, occurs in salt-fermented fish
sauce. At 30°C and with 5–15% NaCl it produced �400
ppm of histamine and the production was markedly

increased when pH was reduced from 7.6 to 5.8 and by
growth under oxygen-limiting conditions (150). At 20°C,
Lactobacillus buchneri formed �500 ppm of histamine in
herring and tuna salad (151). Interestingly, the optimum
pH for histamine production by Enterobacteriaceae,
Vibrionaceae, and LAB is 5–6, which is much lower than
their pH optimum for growth, but similar to the pH in
many of the dark-fleshed fish where toxic concentrations
of histamine are formed. 

EU regulations indicate histamine concentrations in
specific seafoods must not exceed 100–200 ppm, whereas
the U.S. FDA uses a defect action level of 50 ppm. These
relatively low values reflect the fact that histamine con-
centrations in seafood vary considerably and that a low
concentration in one sample suggests a toxic concentra-
tion may be present in a different sample from the same
lot (137, 152). To control histamine formation in seafood,
chilling and storage time are the most important factors
(Table 53.2). Freezing can inactivate histamine-producing
bacteria but histidine decarboxylase is active during
frozen storage and products of dubious freshness should
not be frozen. Recently, molecular methods were sug-
gested to identify and detect histamine-producing
microorganisms (144, 153). However, quantitative, sensi-
tive and robust methods to enumerate histamine-produc-
ing microorganisms in seafood are lacking. This is also
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TABLE 53.2
Seafood Associated Hazards and their Prevention;

Hazard Safety Concern Preventive Measures

Histamine and biogenic amines Microbial formation of �500 ppm histamine Reduce microbial growth and activity by 
in products; of primary concern are storage of fresh seafood at �2°C and lightly
Enterobacteriaceae in temperature-abused preserved products at �5°C; critical histamine 
seafoods and P. phosphoreum and possible formation may precede sensory spoilage and storage 
other bacteria in chilled products times should be established accordingly (134)

Vibrio species, primarily Growth to high levels in live molluscs, Avoid storage of live molluscs and fresh seafood 
hemolysin producing in fresh seafood from warmer waters at abusive temperature conditions and avoid 
V. parahaemolyticus, and in cross-contaminated, consumption of improperly cooked seafood,
cholera toxin producing ready-to-eat products particularly bivalve molluscs
V. cholerae and V. vulnificus

Clostridium botulinum Growth and toxin formation in products Inactivate bacteria and spores by canning (�2.4 min. 
Group I: Proteolytic, at 121°C) or prevent growth by chilling (�10°C),
particularly toxin type A and B acidification (pH �4.5) or salt curing (�10% NaCl)
Group II: Non-proteolytic and Growth and toxin formation in ready-to-eat 3.5% water phase salt prevents toxin formation during 
psychrotolerant, (hot-smoked and fermented) products 4 weeks storage at 4–5°C
particularly toxin type E from temperate or cold regions

Listeria monocytogenes Growth in ready-to-eat seafoods Limit contamination by good hygiene practices, reduce 
growth through controlled product characteristics 
and limited product shelf-life

L. monocytogenes is inactivated by normal cooking 
Salmonella spp. Contamination, even by low levels Avoid direct or indirect faecal contamination of products; 

inactivate the bacteria by normal cooking
Viruses, primarily Norwalk-like Presence in seafood particularly in bivalve Avoid harvest of bivalve molluscan shellfish from 

virus (Noroviruses group molluscan shellfish consumed raw contaminated waters; avoid consumption of improperly 
I and II) and hepatitis A virus or lightly cooked cooked seafood, particularly bivalve molluscs



the case for methods to predict histamine formation,
although a few simple models to assess the effect of time
and temperature on histamine formation in skipjack tuna
are available (154, 155) and a semi-quantitative risk
assessment tool has been suggested (156). 

B. VIBRIO SPECIES

Within this genus, the most important seafood-borne
human pathogenic species are Vibrio parahaemolyticus, V.
vulnificus and V. cholerae, but V. alginolyticus, V. fluvialis,
V. hollisae and V. mimicus have also caused seafood-borne
gastrointestinal disease. In Japan, Asian countries and the
U.S. outbreaks are common, whereas they are rare in
Europe. Disease is primarily due to consumption of tem-
perature-abused raw or inadequately cooked seafood
(Table 53.2). Raw fish like sushi and sashimi is increas-
ingly consumed in Europe but this has not yet resulted in
outbreaks caused by Vibrio spp. Analysis of Vibrio spp. is
important in Europe and their occurrence has been a major
reason to reject seafood imported into the EU (12, 18). As
for the luminous vibrios discussed in Section II, occur-
rence of mesophilic human pathogenic species in water
and aquatic animals depends on temperature and salinity.
Both their concentration in seawater and outbreaks of
seafood-borne disease are highest during in the warmer
months of the year. V. parahaemolyticus and V. vulnificus
are typical marine vibrios that grow optimally with
2.0–2.5% NaCl, whereas V. cholerae does not require
NaCl and growth is optimal with 0.2–0.5%, corresponding
to its natural habitat in estuarine waters (12, 157–159).

V. parahaemolyticus causes a gastrointestinal disease
characterized by diarrhoea abdominal cramps, nausea,
vomiting and headache. Antibiotics, e.g., tetracyclines,
can reduce prolonged infections. For clinical isolates,
�95% produce a thermostable direct hemolysin (TDH)
(causing a positive Kanagawa reaction) or a TDH-related
hemolysin (TRH). For seafood isolates, �1–5% contain
genes for TDH and/or TRH and the large majority of
V. parahaemolyticus in seafoods are non-pathogenic
(159–161). Pathogenic variants of V. parahaemolyticus
can be detected by molecular methods, including various
PCR approaches, and further development in this area can
be expected also for other pathogenic Vibrio species
(161–164). The infectious dose for V. parahaemolyticus is
~106 pathogenic cells and growth in seafood is required
for disease to occur. In relation to risk assessment activi-
ties, there have been attempts to model the effect of water
temperature and salinity on the concentration of V. para-
haemolyticus in live oysters. Furthermore, inactivation in
chilled and growth in temperature-abused live oysters
have been quantified (157). For processed seafoods, a
mathematical model is available to predict the effect of
product storage temperature and water activity on growth
of V. parahaemolyticus (165).

V. vulnificus is an invasive species that may cause sep-
ticemia. Symptoms include high fever, chills, nausea and
hypotension. The disease can be fatal, with mortality rates
as high as 50%, and prompt antibiotic treatment is
required. Individuals with liver disorder are particularly at
risk and they should never consume raw seafood.
Virulence factors and infectious dose remain uncertain for
V. vulnificus and in contrast to V. parahaemolyticus, a high
percentage of V. vulnificus isolates from oysters seems to
be pathogenic (166). V. vulnificus is particularly associ-
ated with oysters in seawater at above 15°C and models to
predict the effect of water temperature and salinity on the
concentration in live oysters at harvest and growth at high
distribution temperatures post-harvest have been sug-
gested (157, 167, 168).

V. cholerae causes the notorious gastrointestinal dis-
ease cholera with severe watery diarrhoea that results in
dehydration and can be fatal. For V. cholerae, the two
serotypes O1 (including the biotype O1 El Tor) and O139
produce cholerae toxin (CT) and they have been responsi-
ble for epidemics. However, V. cholerae non-O1/non-O139
have also caused sporadic cases of milder gastrointestinal
disease and 10–17% of environmental V. cholerae non-
O1/non-O139 isolates has been found to contain genes for
CT production (169). The infectious dose of V. cholerae is
~106 cells depending on the food matrix (160). Water con-
taminated with sewage is the major reason for V. cholerae
O1/O139 in seafood and improved sanitation is the key to
solving the problem. V. cholerae non-O1/non-O139, how-
ever, occur naturally in estuarine waters. In the U.S. 14%
of freshly harvested oysters were contaminated with V.
cholerae non-O1 (18) and V. cholerae non-O1/non-O139
were found, e.g., in French mussels (170). In South
America, V. cholerae 01 was not reported until a major out-
break in the early 1990s caused �400,000 cases and 4,000
deaths. A lightly preserved seafood ceviche consisting of
raw fish, lime juice, vegetables and salt, was a possible
vehicle for V. cholerae 01 (171). 

Depuration of oysters may not reduce concentrations
of pathogenic Vibrio spp. and above ~20°C they may even
grow. Fortunately Vibrio spp. are sensitive to many types
of seafood preservation including chilling at 0–5°C,
resulting in slow inactivation, and freezing, which inacti-
vates the bacteria more rapidly. The pathogenic Vibrio
species are heat sensitive and inactivated by normal cook-
ing (12). Recently, high-pressure processing at 250–300
MPa has been used commercially to inactivate Vibrio spp.
in sucked oysters and concentrations of V. parahaemolyti-
cus, V. vulnificus and V. cholerae were found to be effi-
ciently reduced (83, 172, 173). 

C. CLOSTRIDIUM BOTULINUM

Cl. botulinum is a botulinum neurotoxin (BoNT) produc-
ing Gram-positive, anaerobic spore-forming bacteria.
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After consumption of seafood with BoNT, symptoms of
botulism initially include nausea and vomiting, later double
vision, inability to focus, difficulty swallowing and speak-
ing and loss of muscular coordination that can lead to death
by respiratory paralysis or cardiac arrest. Onset of symp-
toms after 12–36 hours is typical and without treatment
death after 3–6 days is likely. In fact, mortality has been as
high as 50–75%, but treatment with antisera and respiratory
aid has reduced mortality to 10–15% (174, 175). 

The biochemical and phylogenic variability of Cl. botu-
linum isolates does not correspond to a single microbial
species (176) and strains have been divided into four groups
(I–IV). Based on antigenic properties, seven types of BoNTs
have been identified (types A to G). Cl. botulinum group I
are proteolytic, halotolerant and mesophilic with minimum
growth temperature ~10°C. They produce heat-resistant
spores (D121°C � 0.21 min) and BoNTs of type A, B and F.
Group II consist of non-proteolytic and psychrotolerant
strains with minimum growth temperature as low as ~ 3°C.
They produce spores that are relatively heat sensitive (D82.2°C

� 0.4–2.4 min) and BoNTs of types B, E and F. Cl. botu-
linum group III and IV are not related to food-borne disease,
but some strains of Cl. butyricum produce BoNT type E and
may cause food-borne disease. BoNTs have a very low
lethal dose and they are resistant to low pH and NaCl.
Fortunately, the proteins are sensitive to heat and pH above
7–7.5 and can be inactivated by 20 min at 79°C or by 5 min.
at 85°C (12, 174). BoNTs can be detected by mouse bioas-
says or enzyme-linked immunosorbent assays (ELISA),
whereas enrichment procedures, selective plating media and
PCR methods are available for detection of vegetative cells
and spores of Cl. botulinum (174, 177). Cl. botulinum group
I occurs frequently in soil, but is also found on aquatic ani-
mals, primarily in warm waters. In contrast, group II is
found frequently in sediments, water and aquatic animals
from freshwater and seawater environments in temperate or
cold regions. In agreement with this, numerous studies have
found low concentrations of spores of particularly Cl. botu-
linum type E in newly caught or processed seafood.
Typically �0.1 spore/g was found, but higher concentra-
tions have been found for pond-raised freshwater fishes.
Although seafood is frequently contaminated with Cl. botu-
linum, outbreaks of botulism have primarily been associated
with fermented/salted and hot-smoked products (174, 175). 

For fresh seafood stored aerobically, vacuum-packed
(VP) or modified-atmosphere-packed (MAP) growth and
toxin formation by Cl. botulinum have been extensively
studied. Below ~10°C products become spoiled before
toxin can be detected, but with substantial temperature
abuse toxin formation is more critical and these storage
conditions must be avoided. In general, oxygen delays
toxin formation by Cl. botulinum, but aerobic storage or
modified atmospheres with oxygen cannot totally
prevent toxin formation as anaerobic microenvironments
are formed in the products (17, 178). Cooking prior to

consumption can, to some extent, inactivate BoNT and
this may have contributed to the excellent botulinum
safety record of fresh seafood irrespective of its storage
atmosphere. 

The psychrotolerant and non-proteolytic Cl. botulinum
(group II) is able to grow and produce toxin at ~3°C, with
�5% NaCl and at pH � 5.0, but combinations of these
parameters are inhibitory, which is most important for the
safety of several lightly preserved seafoods. It is generally
accepted that 3.5% water phase salt (WPS) is sufficient to
prevent toxin formation in seafood during 4 weeks at 4–5°C
(175). However, BoNT formation in some seafood was
inhibited by considerably lower NaCl concentrations. From
a sensory point of view, less than 3.5% WPS is often desir-
able and further studies to identify product characteristics
that may contribute to inhibition of BoNT formation in
chilled lightly preserved seafoods is relevant. Mathematical
models have been developed to predict the effect of tem-
perature, NaCl, pH, CO2 and spore concentration on growth
or BoNT formation by Cl. botulinum. These models may
assist in identification of safe storage conditions for some
types of seafoods (131). Proteolytic Cl. botulinum are much
more NaCl resistant than the non-proteolytic, but condi-
tions to prevent their growth and BoNT formation in
seafood by heating, salt curing or acidification are well
established [Table 53.2 (12)]. In fact, recent association of
botulism with seafoods has resulted from poorly managed
heat treatment or fermentation conditions (174). 

D. LISTERIA MONOCYTOGENES

Occurrence of L. monocytogenes in seafood is a consider-
able problem with respect to trade, but fortunately it is very
rare that seafood consumption results in listeriosis. Listeria
is Gram-positive, non-spore-forming, motile rods that bio-
chemically resemble lactic acid bacteria. L. monocytogenes
is typically invasive and causes disease in people who are
elderly, pregnant or have predisposing health conditions
like organ transplants, diabetes or AIDS. The incubation
time can be long (weeks to months) and this complicates
tracing of sporadic outbreaks back to the implicated foods.
L. monocytogenes, however, may also cause a non-invasive
febrile gastroenteritis in otherwise healthy people. If diag-
nosed, listeriosis can be treated with antibiotics, e.g., ampi-
cillin but mortality rates of untreated listeriosis have been
high (~30%) and this is a major reason for the extensive
studies of L. monocytogenes during the last 20 years. 

As mentioned in Section II.C, L. monocytogenes is
indigenous to the general environmant and frequently
found in low concentrations on newly caught aquatic ani-
mals and in fresh and lightly preserved seafoods (12, 179).
Low concentrations of L. monocytogenes in seafood are
not an important risk to human health and the main safety
concern is growth in ready-to-eat products [Table 53.2,
(180)]. More than 1000 L. monocytogenes per gram or ml
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have been found in foods that caused listeriosis (181).
Despite this fact, some countries, including the U.S.,
require absence of L. monocytogenes in 25-g samples of
products. This zero tolerance is a frequent reason for
import refusal of seafood by the U.S. FDA (12).

L. monocytogenes is able to grow between ~0°C and
~40°C, with �10% NaCl corresponding to aw � 0.92, at
pH above ~4.5 and it is problematic to control growth in
some types of seafoods. In fact, a recent risk assessment
found smoked seafood and cooked ready-to-eat crus-
taceans to be of high risk on a “per serving basis” and of
moderate risk when evaluated per annum for the total U.S.
population (180). 

Models to predict the effect of, e.g., temperature,
NaCl/aw, pH, organic acids, nitrite, smoke components,
atmosphere and microbial interaction on growth, survival
or inactivation of L. monocytogenes have been extensively
studied. Some models are included in application soft-
ware to facilitate prediction of growth in foods (131, 182).
However, predictive models developed in liquid labora-
tory media may not be appropriate for use with seafoods.
Thus, users of models should verify that a model has been
successfully validated for seafoods with microbial ecol-
ogy similar to the product to which it will be applied. 

L. monocytogenes is inactivated by normal cooking of
seafood (D60°C � 2–4.5 min) and inhibited by the high con-
centrations of acetic acid (~2.5%) used in several semi-
preserved seafoods, like marinated herring. However,
processing of a number of ready-to-eat seafoods, including
cold-smoked products, does not include critical control
points for L. monocytogenes. To prevent growth to high
concentrations the following parameters are of major
importance: (i) good hygiene practices with careful clean-
ing and sanitation of known or likely niches in the pro-
cessing environment, (ii) controlled product characteristics
and (iii) limited shelf-life at specified temperature condi-
tions. Modified atmosphere packing with CO2-containing
atmospheres reduces but does not prevent growth of L.
monocytogenes. The combined effect of 1–2% lactate and
0.1–0.2% diacetate reduces growth of L. monocytogenes in
different meat products and use of these organic acids in
seafood deserves further study. Addition of lactic acid bac-
teria can to inhibit L. monocytogenes in lightly preserved
seafood (183, 184), but this type of biopreservation has not
yet been used at industrial scale.

E. SALMONELLA

Salmonella is responsible for a significant number of the
cases of disease caused by finfish and shell-fish, both in the
U.S. and in the U.K. (see Section I). In contrast to the etio-
logical agents discussed above, Salmonella originate from
the human/animal reservoir and therefore good hygienic
practices, with focus on clean water and personal hygiene,
are essential to control occurrence in seafood. 

Salmonella is a mesophilic member of the
Enterobacteriaceae family that grows at above ~5°C, pH �
3.8 and with �6% NaCl. The genus consists of only two
species: Sal. enterica and Sal. bongori. The former is
divided into six subspecies and the genus includes more
than 2400 serovars (185). The infectious dose of
Salmonella is frequently ~106 cells, but it can be much
lower (10–100 cells) when the bacteria is protected against
stomach acid, e.g., by fat (12). Typhoid and paratyphoid
strains can lead to enteric fever syndrome salmonellosis
with watery diarrhoea, fever, abdominal pain, headache and
nausea occurring 7 to 28 days after intake of the strains. In
contrast, symptoms caused by nontyphoid strains appear
rapidly after exposure (8–72 hours) and include nausea,
abdominal cramps, diarrhoea, fever and vomiting (185).
When symptoms disappear, people continue to excrete
Salmonella for up to several months and this is a potential
risk for seafood contamination during processing. 

Salmonella is rare in temperate waters, but can be found
in tropical estuaries and coastal waters as well as in aquatic
animals from these habitats. Compared to other types of
foods, seafood has caused relatively few, and no major, out-
breaks of salmonellosis, but occurrence of Salmonella in
seafood has been a major reason to reject products at port of
entry into both the EU and the U.S. (12, 185).

Mathematical models to predict growth or inactivation
of Salmonella as a function of temperature, NaCl, pH and
essential oils are available (131) and can be used to facilitate
assessment and management of the risk caused by the
pathogen in seafoods. Salmonella is heat labile (D60°C of 1–3
min) and inactivated by normal cooking and, for example,
hot-smoking. Thus, focus on post-processing contamination
and reduced consumption of raw seafood are important to
limit salmonellosis in seafoods (Table 53.2).

F. VIRUSES

Viruses cause a higher number of seafood-borne diseases
than any other microbial hazard. This is particularly due
to filterfeeding molluscan shellfish consumed as raw or
lightly cooked products. Seawater contains numerous
indigeous viruses in high concentrations but seafood-
borne diseses are caused by human enteric viruses and
particularly Norwalk-like virus (NLV, also referred to as
Noroviruses group I and group II) and to a lesser extent
hepatitis A virus (HAV). NLV and HAV do not grow in the
environment and the main concerns with respect to
seafoods are (i) sewage or faecal contamination of aquatic
habitats, particularly shellfish growing areas, where mol-
luscan shellfish through their filtration of water to obtain
food can accumulate viruses from the water to concentra-
tions that are infectious to humans and (ii) fecal contami-
nation of seafood during processing as a result of poor
personal hygiene (186, 187). Seafood-borne disease due
to virus in molluscan shellfish is much more frequent than
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due to virus in finfish (Section I), suggesting contamina-
tion of aquatic habitatsis relatively more important than
contamination during processing. 

NLV is a genetically diverse group of virus strains
divided into two genogroups (188). NLV causes gastroen-
teritidis with diarrhoea, vomiting and possibly abdominal
pain, nausea and fever. Incubation time is ~24 hours and
duration of symptoms ~2 days. The infectious dose is esti-
mated to be low but lack of sensitive enumeration meth-
ods has prevented more exact determination (186).
Recently, oysters with �1000 virions each were shown
by a most-probable-number-reverse-transcriptase-PCR
approach to cause an outbreak (189). HAV causes infec-
tious hepatitis with jaundice (yellow coloring of skin and
eyes), fever, headace, nausea, malaise/vomiting, diarrhoea
and abdominal pian. The disease is occasionally fatal. The
incubation period is 2–6 weeks and symptoms can last 2
months (186). Both NLV and HAV contain RNA genomes
and a protein cover (capsid).

Viruses, in contrast to bacteria, cannot be cultured in
simple laboratory media and NLV and HAV from seafood
cannot even grow in cell cultures. In faeces, where high
concentrations are precent, virus can be detected by elec-
tron microscopy and immunoassays, but the detection
limit of these techniques is too high for enumeration of
NLV and HAV in seafood. Lack of sensitive methods for
detection and enumeration have greatly limited our under-
standing of the occurrence and ecology of viruses in
seafoods. However, application of molecular methods
including various PCR approaches is now changing this
situation (186, 190–192). Further developments, particu-
larly of sensitive and quantitative PCR-based methods,
must be expected in the near future although the genetic
variability of NLV and the specific detection of active
viruses that cause disease represent challenges.
Difficulties with virus detection are reasons why both
U.S. and EU use legislative standards for live shellfish
that rely on enumeration of faecal coliforms or
Escherichia coli. In fact, numerous studies have found
poor correlation between contamination of shellfish with
virus and the coliform indicators of faecal contamination
and there is a need for updated standards (186, 191). 

To control the presence of human enteric viruses in
seafood several options are available. Preventing harvest in
contaminated waters is an obvious but not always easy solu-
tion. If, e.g., a shellfish harvesting area is contaminated by
sewage after heavy rainfall, the virus can remain for a long
time in seawater. The decimal reduction time of HAV is 671
days at 4°C and 25 days at 25°C (193). However, overboard
disposal of faeces by personnel working in a shellfish har-
vesting area caused an outbreak of NLV disease. This type
of contamination should be easy to prevent (186).
Depuration of shellfish by circulation of non-contaminated
water for 1–7 days is common and can reduce virus con-
centrations in the animals but faecal coliforms are

eliminated more rapidly and virus removal may require
weeks (186, 194). To prevent virus contamination during
seafood processing it is important that NLV is shed by a per-
son two days after onset disease whereas HAV is shed in
faeces ~2 weeks prior to symptoms and 1–2 weeks after of
the disease. In appropriate periods after NLV, and HAV-
related disease, seafood industry personnel should not han-
dle products. 

RNA has limited stability but viruses seem relatively
resistant in seafood although the resistance of pathogenic
strains in the low concentrations actually found in seafood
merits further study. 90°C during 1.5 min has been rec-
ommended for inactivation of virus in seafood (186).
High-pressure processing of oysters at 250–300 MPa may
reduce levels of NLV but will probably have little effect
on HAV (195).

V. CONCLUDING REMARKS

Many aspects of the microbiology of marine muscle foods
have been extensively studied and the information obtained
has been valuable in the management of product quality and
safety. However, occurrence of microbial seafood spoilage
and seafood-borne disease remains unacceptably high and
further research is needed to improve this situation. 

The development and distribution of antibiotic-resistant
microorganisms in aquatic animals and seafood needs fur-
ther study. Concerning SSOs, research is particularly needed
for lightly/semi-preserved and fermented seafoods where
combinations of several preserving parameters influence
microbial growth and activity. It is also relevant to evaluate
spoilage caused by mixed groups of microorganisms
(metabiosis) and to evaluate how information about SSOs
can be used to determine, predict and extend the shelf-life of
lightly and semi-preserved seafoods. As a part of this work
development of sensitive, specific and rapid methods to
detect SSOs is relevant and it seems appropriate to evaluate
quantitative PCR approaches. Concerning seafood-borne
disease, more precise information is needed to understand
the occurrence and inactivation of viruses in seafood. The
importance of psychrotolerant histamine-producing
microorganisms is not yet completely understood. Finally,
improved methods to control the growth of L. monocyto-
genes in lightly preserved seafoods are required. 
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I. INTRODUCTION

Microbial analysis of foods is important in food safety
control. It can be done for many reasons (legislation, trend

analysis, outbreak analysis, etc.) and by many participants
(governmental agencies, food processors, etc.) (1). An
overview of the various categories of microbial testing is
given in Table 54.1. 



The major incentive for testing is legislation. Microbial
analyses of end-products are specified and mandatory for
specific food categories, especially for foods of animal ori-
gin. End-product testing is performed by control authorities
to check whether a batch of food meets the legal require-
ments for such food. Although the limitations of end-prod-
uct testing of foods at the port-of-entry or elsewhere in the
food chain to ensure microbiological safety was recognized,
numerous end-product testing is still widely performed.
However, the overall framework for microbiological testing
and interpretation of results is slowly changing. End-prod-
uct testing has shifted to a system where the focus is verifi-
cation of preventive approaches based on the use of good
manufacturing practices (GMP) in combination with the
Hazard Analysis Critical Control Points (HACCP) systems
as more reliable means of assuring product safety in the
modern food industry (2). In contrast to original expecta-
tions, introduction of HACCP did not lead to a reduction of
the number of microbial analyses performed. Effective
implementation of HACCP requires knowledge on the inci-
dence of pathogenic bacteria in foods, and the organism’s
response to conditions in foods. Microbial testing programs
have been elaborated by manufacturers to acquire in-house
knowledge on the prevalence, persistence and behavior of
pathogens in a specific food commodity/production site. In
addition, the microbiological analysis of ingredients, half-
fabricates and end-products as well as of environmental
samples are often part of the monitoring program. Although
microbiological analyses included in legislation are espe-
cially directed towards investigation of pathogenic bacteria
and/or indicator organisms, microbial testing of foods is not
restricted to these groups of microorganisms. Microbial
analysis is an economically relevant parameter. Many food
commodities have a limited shelf life because of microbial
proliferation during storage. Microbial analysis to deter-
mine the composition and the level of the initial microbial
flora is essential to predict typical spoilage patterns and to
monitor shelf life in foods. 

The present chapter will give an overview of the prob-
lems associated with microbial food testing, the classical
culture-based methodology available for enumeration,
detection and identification of food- and water-borne
microorganisms, the microbial parameters under consid-
eration for microbial testing and the conventional applied
methodology. For discussion of rapid analysis techniques
in food microbiology, the reader is referred to Chapter 55
of this handbook.

II. PROBLEMS ASSOCIATED WITH FOOD
ANALYSIS

A. SAMPLING PLANS

The quality and safety of a food product cannot be guar-
anteed by end-product control. While acceptance or rejec-
tion of a food is ideally decided by inspection of 100% of
the items of a lot, this is too laborious, time-consuming,
costly and destroys the lot. Testing of representative sam-
ples has to be undertaken instead. When a batch of food is
composed from separate units, a selection of units has to
be taken from this lot at random. The sample units so
drawn will, after examination, yield results which are com-
pared with defined criteria to reach a decision as to
whether the entire lot should be accepted or rejected. The
particular choice of sampling procedure and the decision
criteria is called the ‘sampling plan.’ A sampling plan
states the number of units required to be randomly col-
lected from a lot and lists the acceptance and rejection cri-
teria. As an example, consider that a lot N � 1000 units is
to be analyzed for coliforms per gram and a unit is to be
called defective if it has �100 coliforms per gram (rejec-
tion criterion) and to be called acceptable or nondefective
if it has � 100 coliforms per gram (acceptance criterion).
A sampling plan is necessary to define the number of units
(n) to sample where the number of defectives (c) equals
zero. A sampling plan of n � 30 and c � 0 may be chosen,
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TABLE 54.1
Microbial Testing in Food Microbiology

Categories of Microbial Testing Definition User/Purpose

Acceptance/rejection Testing for presence/absence of pathogens in defined amount of sample or determination of International 
testing plate counts of indicator organisms based on agreed specifications and sampling plans (3) trade

End product testing To document that a batch of food meets legal or internal quality standards Food producer
Trend analysis Accumulate data to measure changes in the product rather than in the batch, to verify Food producer

that the application of HACCP keeps the process under control
Statutory testing To control whether a batch of food meets the legal requirements; duplicate samples Control 

are made available for independent analysis by the food producer/outlet authorities
Investigative sampling To determine the source of contamination of a product by pathogens or spoilage organisms Food producer
Outbreak analysis To determine the food which could have caused a problem of food-borne illness Control authorities
Environmental and To determine the hygienic status of the food plant: swabs or scrapings and Food producer

hygiene monitoring agar contact plates from food production infrastructure and equipment



however, unless all units are sampled there is always a
probability that a ‘bad’ lot, when offered, will be falsely
accepted (consumer’s risk). For each sampling plan (defi-
nition of n and c) the probability of lot acceptance in rela-
tion to lot quality (usually expressed as percent defective
units) can be calculated. Using the above mentioned sam-
pling plan (n � 30, c � 0) the chance (consumer’s risk) of
accepting a lot with one defective unit out of 40 will be
about 50%. With regard to food-borne pathogens, large
numbers of samples must be found free of target organisms
before any significance can be attached to negative results.
No feasible sampling plan can ensure complete absence of
a particular organism, e.g., if 60 samples were taken and
analyzed there is still one chance in two of being accepted
for lots in which 1% of the sample units carry a pathogen.
Moreover, the above calculation is based on the assumption
that the organisms sought are homogenously distributed in
the food. In the vast majority of foods, microorganisms are
randomly distributed. This makes clear that end-product
control alone cannot control the production process but can
only help in verification of the good functioning of the pre-
ventive modern quality assurance systems, including
HACCP. For more information on specific proposals for
sampling and sampling plans the reader is referred to the
ICMSF publication (3) or to the website www.dfst.csiro.
au/icmsf/publications.htm.

B. DYNAMIC BIOLOGICAL POPULATION

Microbial populations of foods have a dynamic character.
Often there is an increase or decrease in numbers of viable
cells during processing, storage and distribution. The out-
come of a microbiological analysis or a typing method
reflects the microbial quality of the food or the type of
pathogen present at that particular time of sampling. The
microbial condition of the product should not change dur-
ing sampling. Appropriate measures should be taken to
prevent any contamination of the sample units and any
microbial growth or death within the sample units during
collection, transport to the laboratory and subsequent stor-
age and handling of the samples. Sampling should be per-
formed in an aseptic way using clean, dry, sterile
materials. Microbiologically unstable products should be
transported and stored at a temperature below 4°C and, in
general, the period between sampling and analysis should
not exceed six hours. Specific rules for the preparation of
test samples are to be found in the ISO 6887 series.

C. SUB-LETHAL DAMAGE AND THE RESUSCITATION

OF DAMAGED POPULATIONS

Microorganisms occurring in foods are frequently impaired
by sub-lethal injury as a result of having been exposed to
adverse conditions. This may be due to processing by mild
heat treatment or non-thermal inactivation methods.

Exposure to adverse intrinsic conditions including low aw

and pH, or to extrinsic factors such as low temperature, oxi-
dizing agents and modified atmospheres may also lead to
sub-lethal injury. Such cells may pose problems of detec-
tion because they fail to grow on selective media. An
increased lag phase duration in injured cells and difficulty
in isolating especially low numbers of stressed cells have
been demonstrated (4, 5). However, these sub-lethally
injured organisms may be capable of repair in certain food
products and may possess the potential for pathogenicity,
thus posing a potential public health risk. New improved
protocols have been proposed for recovery of injured cells.
For enumeration procedures some authors have included a
resuscitation step on a solid non-selective medium for a few
hours, plates being then overlaid with selective agar. For
detection procedures, enrichment broths differed signifi-
cantly in the ability to detect injured cells. The addition of
various components to the media, including sugars, yeast
extracts, egg yolk, salt, osmoprotectants, cations, reducing
agents and antioxidant enzymes (6), may aid in the recov-
ery of sub-lethally damaged cells. 

However, one of the main problems remains the
dilemma of promoting resuscitation of injured cells whilst
avoiding overgrowth by the competitive microflora. In
microbiological food control laboratories the use of suffi-
ciently selective media may even be necessary and give
better recovery results when food contains high levels of
competing background flora.

D. THE NEED FOR HIGHLY SELECTIVE PROCEDURES

Raw food products harvested or processed under GMP and
under applications of well-functioning quality assurance
systems such as HACCP are in general of good microbial
quality calling for methods allowing assessment of levels of
the order of 100 per gram for indicator organisms to
104–106 per gram for total viable count depending upon the
type of product. Several food-borne pathogens are highly
infective and often low numbers of pathogens (0.1–10 cfu
per g) are present in a ratio of 10-4 amongst physiologically
similar organisms. These low numbers may not go unde-
tected in these foods. An example is the enforcement of
detection of one to ten colony forming units (cfu) of sal-
monellae amongst some 104–105 other Enterobacteriaceae.
The detection of low numbers of pathogens amongst high
numbers of background flora demands highly selective
enrichment and isolation procedures. If the presence of
injured cells is suspected prior incubation under non- or
less selective conditions may be necessary. 

III. MICROBIOLOGICAL BASIC
ENUMERATION TECHNIQUES

For more information on basic microbial techniques and
modifications thereof the reader is referred to the
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Compendium of Methods for the Microbiological
Examination of Foods published by the American Public
Health Association (7).

A. THE COLONY COUNT METHOD

In the colony count method the total number of bacteria in
a product is determined by inoculating dilutions of suspen-
sions of the sample onto the surface of a growth medium
that has been solidified by agar-agar (spread-plate method)
or by mixing the test portion with the liquefied agar
medium in Petri dishes (pour plate method). Enumeration
is performed after incubation for fixed periods at tempera-
tures varying from 7 to 55°C in an aerobic, microaerophilic
or anaerobic atmosphere. During incubation each individ-
ual cell will multiply into a colony that is visible to the
naked eye. If several cells are physically connected (e.g., by
adsorption to a particle of suspended matter) this will also
result in one colony. The result of the viable count tech-
nique is therefore expressed as the number of cfu per unit
volume. Appropriate dilutions of the food samples should
have been made in order to enable counts reported from
plates in the range of 25–250 colonies for pour plates and
15–150 colonies for spread plates. The principle of micro-
bial enumeration by the conventional culture-based method
is illustrated in Figure 54.1.

B. CULTURE MEDIA

The culture medium used to cultivate microorganisms
contains all necessary components for the growth of the
microorganisms. Each medium consists of the following
components: water, nitrogen compounds (peptones,
amino-acids, etc), an energy source (carbohydrates, pro-
teins, anorganic salts) and sometimes additional growth
factors (yeast extract, vitamins, etc.) for nutritionally
demanding microorganisms.

By addition or removal of certain components 
a medium can be made selective. Selective compounds 

frequently employed in culture media are antibiotics,
chemicals (bile salts, azide, selenite, tellurite) and dyes
(brilliant green, crystal violet) (Table 54.2). In addition
certain extrinsic factors, e.g., increase or decrease of tem-
perature or changes in redox potential can often be used to
enhance the selectivity (8). 

Designing adequate selectivity into a medium
becomes more difficult as the proportion of interfering
organisms increases and almost impossible when the back-
ground association is more robust than the organisms to be
counted or detected. Shigellae, for example, are easily
overgrown by other bacteria present in the food. Many of
the enterococci are also resistant to many inhibitors used in
selective culture media and may pose a seriously interfer-
ing background flora. It is often necessary, therefore, to
use so-called diagnostic or elective media. Using these, the
organisms sought can be distinguished from the back-
ground flora on the basis of a specific metabolic activity,
e.g., dissimilation of lactose visualized by the incorpora-
tion of a pH indicator monitoring acid production, dissim-
ilation of aesculine to aesculitin, iron salts which result in
a black precipitate upon production of H2S by the target
organism from a sulphate-containing substrate. For more
information on the composition of culture media and their
selective and diagnostic agents the reader is referred to the
catalogues of the suppliers of these media. 

1. Semi-Solid Media

Semi-solid media are media which differentiate microor-
ganisms on the basis of their motility. Due to the low inci-
dence of non-motile Salmonella strains, the use of
motility enrichment has been found effective for rapid
detection and isolation of Salmonella (9). As a combined
enrichment-isolation medium for Salmonella, modified
semi-solid Rappaport-Vassiliadis (MSRV) medium com-
pares favorably with standard protocol using RV broth
followed by isolation on a selective agar and gives results
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one day earlier. Diagnostic semi-solid (DIASALM) agar
uses a saccharose/bromocresol purple indicator to observe
migrating salmonellae as a pink zone within a green
medium. Addition of nitrofurantoin to DIASALM agar
favors the isolation of Salmonella Enteritidis from poultry
samples. In a typical application, three drops of pre-
enriched BPW are inoculated in one spot into the center
of a semi-solid medium. After incubation, plates are
examined for a motility zone. A loopful of the motile zone
which is the farthest from the sample inoculum is subse-
quently subcultured and confirmed as Salmonella. 

2. Chromogenic and Fluorogenic Media

Chromogenic and fluorogenic media are culture media
which have the ability to detect the presence of a specific
exclusive enzyme using suitable substrates, a fluorogenic
or chromogenic enzyme substrate. The introduction of
these media has led to development of improved methods
for the identification of microorganisms even in primary
isolation media.

Chromogenic and fluorogenic media are well estab-
lished for detection of indicator organisms but have
recently also been accepted in standard methods for detec-
tion of food-borne pathogens such as Escherichia coli
O157:H7 and Listeria monocytogenes.

The definition of coliforms is the possession of the 
β-D-galactosidase gene which is responsible for the cleav-
age of lactose into glucose and galactose by the enzyme
β-D-galactosidase. The determination of β-D-galactosi-
dase can be accomplished by using the chromogenic sub-
strates o-nitrophenyl-β-D-galactopyranoside (ONPG),
6-bromo-3-indolyl-β-galactopyranoside (Salmon-Gal),
5-bromo-4-chloro-3-indolyl-β-D-galactopyranoside
(X-Gal). The β-D-galactosidase cleaves the chromogenic
substrate and the released chromophore causes distinct and

easy-to-read colored colonies, respectively, yellow, red and
blue colonies for ONPG, Salmon-Gal and X-Gal. 

The new generation of media use β-D-glucuronidase
(GUD) as an indicator for E. coli. GUD activity is meas-
ured by using different chromogenic and fluorogenic sub-
strates such as p-nitrophenyl-β-D-glucuronide rendering
yellow colonies or 5-bromo-4-chloro-3-indolyl-β-D-glu-
curonide (X-Gluc or BCIG) rendering blue colonies.
TBX agar is a modification of Tryptone Bile agar to
which the substrate BCIG is added. TBX agar complies
with the ISO standard 16649 for the enumeration of E.
coli in food and animal feeding stuffs. The fluorogenic
substrate 4-methylumbelliferyl-β-D-glucuronide (MUG)
has been incorporated into various liquid media for most
probable number detection of E. coli. MUG is hydrolyzed
by GUD yielding 4-MU, which shows blue fluorescence
when irradiated with long-wave UV-light (366 nm).

Commercially available media have been developed
which permit rapid simultaneous enumeration of E. coli
and coliforms in water and foods by their distinctive
coloration. These media contain a variety of enzyme
substrates for detection of β-D-galactosidase (presence
of coliforms) and β-D-glucuronidase (presence of E. coli).

For more information on the development in chro-
mogenic and fluorogenic media the reader is referred to
Ref. 10.

C. MODIFICATIONS OF THE COLONY COUNT

METHOD

Modifications to the format of colony count techniques
have been introduced in order to decrease the detection
limit (membrane filtration, most probable number
method), to decrease the workload (PetrifilmTM, spiral
plate method) or to monitor environmental contamination
(surface contact methods).
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TABLE 54.2
Review of Selective Agents used in Selective Culture Media

Category of Example of Application in Culture 
Selective Agent Examples Inhibitory Towards Media (Microbial Parameter)

Dyes Brilliant green Gram-positives Brilliant green agar (Salmonella)
Crystal violet Gram-positives Violet red bile glucose agar (Enterobacteriaceae)

Surface active agents Bile salts Non-enteros Violet red bile glucose agar (Enterobacteriaceae)
Tergitol-7 Gram-positives Tergitol-7 agar (coliforms)

Inorganic salts Potassium tellurite Gram-negatives Baird-Parker agar (Staphylococcus aureus)
Lithium chloride Enterococci (demi)-Fraser broth, Oxford agar (Listeria monocytogenes)

Antibiotics Acriflavine Gram positive cocci (demi)-Fraser broth, PALCAM agar (Listeria monocytogenes)
Cycloserine Broad spectrum TSC (Clostridium perfringens)
Novobiocin Gram positives DIASALM, MSRV (Salmonella)
Oxytetracycline Broad spectrum OGY (yeast and molds)
Polymyxin Gram negatives MYP (Bacillus cereus)
Ticarcilline Broad spectrum ITC (Yersinia enterocolitica)

Anti-fungal agents Cycloheximide Moulds Preston broth, Karmali agar (Campylobacter)
Amphotericin Moulds Bolton broth, mCCDA (Campylobacter)



1. Membrane Filter Method

For liquid foods, the membrane filtration method enables
testing of large volumes by passing them through a bacte-
riological membrane filter (usually of 0.45 µm pore size)
and placing the filter on the growth medium. The method
is especially useful for samples that contain low numbers
of bacteria. Membrane filtration is the basis of the stan-
dard methods for indicator organisms in water analysis.

2. Most Probable Number (MPN) Methods

In this method dilutions of food samples are prepared as for
the plate count method. Three serial aliquots or dilutions are
then transferred into 9 or 15 tubes of appropriate medium
for the three- or five-tube method, respectively. Specific
groups of organisms can be determined by use of appropri-
ate selective and differential media. After incubation, the
number of positive tubes for each dilution is counted. To
confirm the growth in questionable tubes, a loopful of the
medium from the tube is transferred to an appropriate cul-
ture medium and incubated. On the basis of the number of
positive tubes for each dilution a MPN in the original sam-
ple is determined by use of standard MPN tables and taking
into account the dilution factor. The method was introduced
by McGrady in 1915. It is statistical in nature. Unlike the
viable count, the MPN does not provide a direct measure of
the bacterial count. In addition, the MPN is more variable
than the viable count and tends to yield a higher result.
Nevertheless, it produces estimates of bacterial concentra-
tions that are below the detectability of most current direct
measurement microbiological methods. MPN methods are
often the method of choice for detection of low numbers of
indicator organisms or pathogens in foods (11).

3. Hydrophobic Grid Membrane Filter (HGMF)

The HGMF can be used to enumerate all or specific
microorganisms from a variety of foods. The method
employs a specially constructed filter that consists of
1,600 wax grids on a single membrane filter that restricts
growth and colony size to individual grids. On one filter,
from 10 to 9�104 cfu can be enumerated by an MPN pro-
cedure, and enumeration can be automated. The proce-
dure consists of pre-filtering homogenized food samples,
which traps food particles larger than 5 µm. The sample
is then filtered through the membrane followed by plac-
ing the filter on a suitable agar medium for incubation, to
allow colonies to develop. The grids that contain colonies
are enumerated and the MPN is calculated. The method
has been given AOAC approval for total coliforms, faecal
coliforms, salmonellae and yeast and molds (12, 13). 

4. Petrifilm Plate Method

An alternative to plating to agar-agar media in Petri dishes
is the PetrifilmTM plate method (3M). The PetrifilmTM plate

count consists of two plastic films. The bottom film is
coated with adhesive, powdered standard methods nutri-
ents, and a dehydrated cold water-soluble gelling agent.
The upper film is permeable and fosters oxygen diffusion,
although it retains gas formed by, e.g., coliforms during lac-
tose fermentation. An indicator dye, triphenyltetrazolium
chloride (TTC), is included. The major advantage of
PetrifilmTM is that colony counts can be taken on these
small and sample-ready PetrifilmTM plates, without the
need for the preparation of culture media. The indicator
stains the colonies red and facilitates counting. The
PetrifilmTM plate occupies small volume for storage, incu-
bation and disposal and is a user-friendly method to control
the microbiological quality of foods (14). The PetrifilmTM

plate Aerobic Count method for the enumeration of aerobic
bacteria in foods and dairy products has regulatory
approval, certification or official recognition in a number of
countries. PetrifilmTM products are also available for yeast
and mold counts, coliforms, Escherichia coli. 

5. Spiral Plate Method

Traditional colony count methods are laborious and do not
allow for efficient management of numerous samples. The
spiral plate method is a variation of an agar spread plate
method which automates the sample dilution and agar
inoculation steps and provides savings in time and effort.
A known volume of sample is dispensed onto a rotating
agar plate in an Archimedes spiral. The amount of sample
decreases as the spiral moves out toward the edge of the
plate. A modified counting grid, which relates the area of
the plate to sample volume, is used to count colonies on an
appropriate area of the plate and enables the colony count
for the sample to be calculated. The primary advantage of
this method is that one inoculation can enumerate bacter-
ial densities of, for example, 500–500,000 cfu/ml, depend-
ing on the manufacturer. Within that range no additional
dilutions are needed and thus savings on materials
(pipettes, Petri dishes) can be made. The biggest disadvan-
tage of the spiral plate method is the tendency of food par-
ticulates to plug the inoculation stylus. The small volume
of sample plated also limits the sensitivity of the method.
The spiral plate count is accepted for total enumeration by
the U.S. Food and Drug Administration and is an AOAC
International Official Method for food testing. The spiral
plate method has also been used to test milk samples (15).

6. Surface Contact Methods

An environmental monitoring program may be neces-
sary to assess the microbial contamination of the pro-
cessing equipment and the plant itself (16) and to verify
the effectiveness of cleaning and disinfection cycles.
Swab procedures and replicate organism direct agar con-
tact (RODAC) plates are the methods of choice for sam-
pling of surfaces (17). 
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Swab techniques should be used for flexible, uneven
and potentially heavily contaminated surfaces on equip-
ment and utensils. The swab will be more effective than
the RODAC plate in recovering organisms from these
sites. The swab methods use either cotton or calcium algi-
nate swabs. If one wishes to examine given areas of sur-
faces, templates may be prepared. The sterile template is
placed over the surface, and the exposed area is rubbed
thoroughly with a moistened swab. The exposed swab is
returned to a test tube containing a suitable diluent and
stored under refrigeration until plated. Sponge swab pro-
cedures are useful for sampling large areas of food pro-
cessing equipment and environmental surfaces. 

The RODAC procedure should be used only on flat,
firm and nonporous surfaces that are relatively easy to
clean and disinfect. The RODAC method employs special
Petri plates which are poured with an appropriate plating
medium resulting in a raised agar surface. When the plate
is inverted, the solidified agar makes direct contact with
the surface. Plates are incubated under the appropriate
time and temperature regime for the microorganism in
question and enumerated. Samples taken from heavily
contaminated areas will result in overgrowth of the plates. 

IV. METHODS FOR IDENTIFICATION 
AND CHARACTERISATION OF FOOD
BORNE MICROORGANISMS

A. IDENTIFICATION BASED ON MORPHOLOGICAL,
PHYSIOLOGICAL AND BIOCHEMICAL

CHARACTERISTICS

Isolates obtained from a food product can be broadly cat-
egorized to a group depending on characteristics such as
Gram stain, colony characteristics (pigmentation, mucoid
colonies, swarming or pin-point), cell morphology (shape,
size, motility and flagellar patterns, endospore formation,
inclusion bodies), relation to oxygen (aerobic, faculta-
tively anaerobic, anaerobic, microaerophilic), catalase
activity, oxidase activity, ability to dissimilate glucose and
the type of metabolism (oxidative or fermentative). Most
often further identification is based on a number of diag-
nostic characteristics (18):

● Physiological features such as growth at differ-
ent temperatures, pH values, salt concentrations,
growth in the presence of various substances
such as antimicrobial agents 

● Biochemical features such as activity of various
enzymes, metabolism of carbohydrates

It is essential to start from a pure culture for identifi-
cation of an organism. Determination of phenotypic char-
acteristics is prone to experimental error. Rigorous
standardization of phenotypic methods is of the outmost

importance to obtain reproducible results. The results of
physiological and biochemical tests may vary depending
upon the size of the inoculum, the incubation temperature,
length of the incubation period, composition of the
medium and the criteria used to define a “positive” or
“negative” reaction. Therefore it is advisable to include
reference strains, available from culture collections for
comparison with, when using a phenotypic identification
scheme in order to check the performance of the test
under the conditions employed in one’s own laboratory. 

Several commercial identification kits have been devel-
oped to simplify and automate the identification of individ-
ual microorganisms, e.g., API galeries (bioMérieux,
Marcy-l’Etoile, France), Biolog microplates (Biolog Inc.,
Hayward, CA, U.S.A.), the BBL Crystal ID system (Becton
Dickinson, Meylan Cedex, France). In microbial analysis
of foods often a complete identification is not required but
only a confirmation of the suspected colony based on a
restricted number of typical characteristics which are easily
determinable and enable good differentiation between
competitive closely related strains. However, miniaturized
identification systems are increasingly used because the
saving in time (e.g., media preparation, ease of reading) is
significant and results are comparable to conventional tests.

B. IDENTIFICATION BASED ON CHEMOTAXONOMIC

AND GENETIC METHODS

Phenotypic testing is often insufficient for correct identi-
fication of species especially if the taxonomy of the
organism is complex, e.g., Bacillus spp., lactic acid bacte-
ria. Also the paucity of phenotypic characteristics, in par-
ticular bacterial groups, can cause problems for
identification, e.g., thermophilic campylobacters. 

Chemotaxonomy is the application of chemical and
physical techniques to elucidate the chemical composition
of whole bacterial cells or parts of cells (19). Amongst the
techniques, which can be applied for identification of these
difficult taxonomic groups, are comparisons of the fatty acid
methyl ester content (FAME) or comparison of the whole-
cell protein patterns obtained by highly standardized sodium
dodecyl-sulfate-polyacrylamide gel electrophoresis (SDS-
PAGE). These techniques are based on the comparison of
patterns/fingerprints with a database. FAME makes use of
the variability in chain length, double-bond position and
substituent groups of the cellular lipids and lipopolysaccha-
rides and has proven to be very useful for the characteriza-
tion of bacteria, e.g., Aeromonas species (20) and Bacillus
species (21). The comparison of SDS-PAGE profiles has
proven to be extremely reliable for comparing and grouping
large numbers of closely related strains, e.g., lactic acid bac-
teria and campylobacters (22, 23) SDS-PAGE yields dis-
criminative information at or below the species level.

The accumulation of bacterial DNA sequences and
the introduction of user-friendly PCR protocols provide
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the tools for the use of molecular techniques in bacterial
diagnostics. For a well-studied genus or species, genus or
species-specific primers from the 16 S rDNA sequence
may be selected to construct a PCR for identification pur-
poses with the advantage that it is feasible to examine
many strains and acquire a rapid reliable identification.
PCR assays are useful for correct identification of Listeria
monocytogenes (24) and thermotolerant Campylobacter
species (25). Ultimately, identification of strains may be
performed by partial or complete sequencing of the 16 S
rRNA gene using comparative sequence software and a
database. Strains sharing more than 97% of 16S rRNA
sequence homology belong to the same species. 

For more information on identification of bacteria
based on phenotypic and genetic characteristics the reader
is referred to Uyttendaele et al. (26).

C. TYPING OF FOOD-BORNE MICROORGANISMS

Discrimination of strains below the species level is per-
formed in academic and governmental research institutes
to assemble epidemiological data on the transmission
routes and distribution of food-borne pathogens (27).
Moreover, typing of food-borne pathogens is essential to
establish the role of a contaminated food as the responsi-
ble agent for a food-borne outbreak (28). Typing in
microorganisms may also assist in the identification of
critical control points of a food manufacturing process by
tracking down the sources of product contamination dur-
ing processing of the food in the manufacturing plant (29).

The relatedness of bacterial isolates may be determined
by testing for one or several phenotypic markers using meth-
ods such as serotyping, phage typing, biotyping, antibiotic
susceptibility testing, bacteriocin typing. These are still the
conventional methods for typing of the major food-borne
pathogens such as Salmonella, Escherichia coli 0157,
Listeria monocytogenes and thermotolerant campylobac-
ters. However, the analysis of DNA by molecular typing
methods offers advantages over traditional techniques. DNA
can always be extracted from bacteria, thus all bacteria
should be typeable. In addition, the discriminatory power of
DNA-based methods is greater than that of phenotypic
methods. These methods do not require specialized reagents
and can be readily performed in molecular biology labora-
tories (30). Several types of molecular typing techniques can
be distinguished: typing techniques based on chromosomal
restriction fragment length polymorphism such as PFGE
(pulsed field gel electrophoresis) and ribotyping, PCR
mediated typing techniques such as RAPD (random ampli-
fied polymorphic DNA) and typing techniques combining
restriction digestion with selective amplification such as
AFLP (amplified fragment length polymorphism). The var-
ious molecular typing techniques differ in their simplicity of
performance, their reproducibility and their resolution; the
latter are sometimes pathogen-dependent. The techniques,

which are characterized by their high reproducibility and
resolution, are largely also the most complex and laborious
ones (PFGE, AFLP). They also tend to be more expensive
(cost of reagents and specialized equipment). On the other
hand, RAPD is a rapid and simple technique with a good
discriminatory power (if a suitable RAPD primer is found)
but it often lacks reproducibility (inter- and intra-labora-
tory). Ribotyping is open to automation and reproducible
patterns with a reasonable number of fragments are obtained
but it is not as discriminatory as some of the newer molecu-
lar methods. 

For more information of molecular typing of food-
borne pathogens the reader is referred to Heyndrickx
et al. (31).

D. TOXIN DETECTION

Apart from establishing the presence of pathogens in
foods, it is of concern to determine whether bacterial tox-
ins are produced in the food or if the pathogen is a poten-
tial toxin-producing strain. The major food intoxications
are caused by Staphylococcus aureus, Bacillus cereus,
Clostridium perfringens and Clostridium botulinum. The
characteristics and detection of the major bacterial toxins
are reviewed in Table 54.3. The immunological methods
are still the method of preference for detection of the
enterotoxins of S. aureus, Cl. perfringens and B. cereus in
foods (Table 54.4) (32). The ELISA (enzyme-linked
immuno-sorbent assay) methods use a solid support to
which the antibodies are attached. The samples (which
may contain the toxin serving as an antigen) are put into
contact with the solid support and allowed to react with
the antibodies. After the reaction the samples are removed
and the plate or strip is washed. The enzyme-antibody
conjugate is added and allowed to react with the entero-
toxin-antibody complex. The plate or strip is again
washed before the substrate is added and subsequently the
colorimetric or chemiluminescent reaction is measured.
RPLA (Reversed Passive Latex Agglutination) tests are
also available. The RPLA technique involves the use of
sensitized (antiserum to enterotoxin-treated) latex beads
that are exposed to serial dilutions of the extracted entero-
toxin. The agglutination titer is determined after overnight
incubation. Enterotoxin controls and blanks are included
in the test kits. Some kits allow the identification of the
type of enterotoxin present, others are limited to demon-
stration of the presence of enterotoxin (without further
indicating the type). For the emetic toxin (cereulide) of
Bacillus cereus no immunological method is available (no
antigenic property assigned to the small cereulide mole-
cule). Cell cultures (33) or a boar spermatozoa test (cyto-
toxicity) are used to assess the presence of the enterotoxin
(34). As an alternative, animal assays may be applied. The
mouse lethality assay is still employed as the reference
method for botulinal toxins in foods. Immunological
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methods have been reported for the botulinal toxin but
seem to lack sensitivity in comparison to the mouse bioas-
say. PCR methods targeting the toxin genes have also
been developed. 

V. MICROBIAL PARAMETERS IN FOOD
ANALYSIS

The bacteriological examination of food products falls
into one or more of the following categories: total viable
count, indicator organisms, specific spoilage organisms,
functional flora and food-borne pathogens.

A. “TOTAL” BACTERIAL (COLONY) COUNT

The total bacterial count or, better, “colony count,” is an
attempt to measure the total number of viable microor-
ganisms present in a food sample as an indication of the
overall microbial quality of the food product. “Total” is
often associated with microscopic counts which also
include dead cells, whereas these procedures are actually
based on the assumption that each viable microbial cell
will form a visible, separate colony when mixed with an
agar and permitted to grow.

Since microorganisms in foods represent various pop-
ulations with many different growth requirements, the
optimum conditions for determining the total viable count
may vary from one food to another. The conventional aer-
obic plate count for examining frozen, chilled, precooked
or prepared foods uses pour plates of Plate Count Agar
(PCA) and incubates plates for 72 h at 30°C (35) or 48 h
at 35°C (36). For analysis of milk and milk products PCA
can be supplemented with milk powder in order to favor
growth of nutritional fastidious organisms such as lactic
acid bacteria. Generally, the lactic acid bacteria show
delayed growth and smaller colony size (pin point
colonies) in normal PCA. On the other hand, when high
numbers of a functional flora are expected, as is the case
in fermented foods, a nutritional poor agar medium such
as peptone agar may be used to suppress the growth of this
competing functional flora. 

For the determination of the colony count of ther-
mophilic and mesophilic bacteria in, for example, canned
food, Dextrose Tryptone agar is recommended incubated
respectively, for 48 h at 55°C and 72 h at 30°C. Flat sour
bacteria (e.g., Bacillus stearothermophilus) which are
important spoilers in these types of product are on this
agar medium typically surrounded by a yellow zone

54-10 Handbook of Food Science, Technology, and Engineering

TABLE 54.4
Present Status of ISO Standards for Indicator Organisms in Food and Animal Feeding Stuffs and Water

ISO Standard Product Group Title

DIS 21528-1:2003 Horizontal Detection and enumeration of Enterobacteriaceae – Part 1: most probable number technique with 
pre-enrichment

DIS 21528-2:2003 Horizontal Detection and enumeration of Enterobacteriaceae – Part 2: colony-count method 
5552:1998 Meat (products) Detection and enumeration of Enterobacteriaceae without resuscitation – most probable number 

technique and colony-count technique
7402:1993 Horizontal Enumeration of Enterobacteriaceae without resuscitation – most probable number technique and 

colony-count technique
8523:1991 Horizontal Detection of Enterobacteriaceae with pre-enrichment
4831:1991 Horizontal Enumeration of coliforms – most probable number technique
4832:1991 Horizontal Enumeration of coliforms – colony count technique
5541-1:1986 Milk (products) Enumeration of coliforms – colony count technique at 30°C
5541-2:1986 Milk (products) Enumeration of coliforms – most probable number technique at 30°C
9308-1:2000 Water Detection and enumeration of Escherichia coli and bacteria of the coli- group – Part 1:

membrane filtration
16649-1:2001 Horizontal Enumeration of β-D glucuronidase-positive Escherichia coli – Part 1: colony count at 44°C 

by membrane filtration 
16649-2:2001 Horizontal Enumeration of β-D glucuronidase-positive Escherichia coli – Part 2: colony count technique at 44°C
CD16649-3:2001 Horizontal Enumeration of β-D glucuronidase-positive Escherichia coli – Part 3: most probable number technique
6391:1997 Meat (products) Enumeration of Escherichia coli – colony count technique at 44°C using membranes
11866-1:1997 Milk (products) Enumeration of presumptive Escherichia coli – Part 1: most probable number technique
11866-2:1997 Milk (products) Enumeration of presumptive Escherichia coli – Part 2: most probable number technique using 

4-methylumbelliferyl-β-D-glucuronide (MUG)
11866-3:1997 Milk (products) Enumeration of presumptive Escherichia coli – Part 3: colony-count technique at 44°C 

using membranes
DIS 7251:2002 Horizontal Enumeration of presumptive Escherichia coli – most probable number technique
7899-2:2000 Water Detection and enumeration of enterococci – Part 2: membrane filtration

Modified from de Boer (7).



because of acid production in contrast to the purple
medium (pH indicator is bromocresol purple) (7). 

For enumeration of psychrotrophs, the predominant
spoilage flora of refrigerated minimal processed foods,
incubation for 10 days at 7°C for pour plates has been
described. Incubation conditions using shorter times at
higher temperatures have included 25 h at 21°C for raw
and pasteurized milk using Plate Count Milk agar. Under
the assumption that most psychrotrophs are Gram-nega-
tive bacteria, a selective medium was recommended that
contains crystal violet and triphenyl tetrazolium chloride
and is incubated for 5 days at 22°C (7). 

Aerobic plate counts of water uses pour plates with
Yeast Extract agar incubated either for 48 h at 37°C or for
72 h at 22°C (37). 

Anaerobic plate count methods use a medium to favor
growth of anaerobic organisms. Although thioglycollate is
widely used in anaerobic media to lower the redox poten-
tial, it has been reported to be inhibitory to some anaer-
obes. Shaedler anaerobe agar contains cysteine
hydrochloride and glucose as reducing substances and has
been shown to successfully recover obligate anaerobes
under anaerobic incubation (38). 

The mesophilic bacterial spore count is determined by
previously heating the primary suspension for 10 minutes at
80°C in order to eliminate vegetative cells and subsequently
plating on, respectively, PCA (39) and Reinforced
Clostridial Agar with incubation under, respectively, aerobic
and anaerobic conditions for 48 h at 37°C for the aerobic
and anaerobic spore count. A heat treatment for 30 minutes
at 100°C is applied before plating and incubation at 55°C for
48 h to determine the thermophilic bacterial spore count (7). 

There is no single set of conditions that will allow
growth of the whole spectrum of microorganisms present
in a natural sample. Nevertheless, in all of the above-men-
tioned methods, the selectivity is unintentional and merely
a consequence of the choice of time, temperature, atmos-
phere or nutritional composition of the medium. They all
aim to maximize the number of bacteria that may be
found in a food product. However, once a procedure for a
given food is determined, it should be respected and can
be very useful for routine microbial analysis of the food.

B. INDICATOR ORGANISM COUNT

Specific organisms are sought indicating the standard of
hygiene used in the manufacture, storage and handling of
the food products. The presence of indicator organisms in
given numbers points to failure to comply with appropri-
ate GMP. 

The use of Enterobacteriaceae as indicator organisms
has gained acceptance now in several countries. In the mon-
itoring of foods processed for safety, e.g., by heat or by a
chemical process like chlorination, Enterobacteriaceae are
the indicators of choice since all member of the

Enterobacteriaceae are known to be eliminated by these
treatments. In the case of milk and dairy products, because
of the selection of lactose-positive types by the high levels
of lactose in the environment, the coli-aerogenes group or
coliform bacteria have been used successfully for safe-
guarding pasteurized products. However, taxonomically, the
coliform bacteria are a rather ill-defined group. In general,
all Gram-negative bacteria capable of growing on bile salts-
containing media, and which produce acid from lactose, are
included in the coliform count. In addition, coliforms are not
a good indicator in foods where lactose-negative bacteria
dominate the microbial ecology of a food.

The entire group of Enterobacteriaceae is of limited
use in the examination of foods that have been possibly
involved in outbreaks of disease: tests for properly selected
pathogens are required here. There is also very limited
scope for using the complete taxon of Enterobacteriaceae
as an indicator of faecal contamination as not all genera of
the Enterobacteriaceae are of faecal origin. The use of an
Enterobacteriaceae test on a large number of samples offers
considerable advantages for trend analysis in assessment of
the overall hygiene during food processing, however, only
on the day of production. When raw meats and poultry
or vegetables are examined for Enterobacteriaceae 
in the frame of hygiene monitoring at sampling times dur-
ing the shelf life, the psychrotrophic types (which grow
during refrigerated storage of these products) should not be
included in these counts. An alternative approach is 
to rely on the thermotrophic population fraction of the
Enterobacteriaceae also referred to as the ‘faecal coliform’
group. However, the ‘faecal coliform’ group is ill-defined
as the coliform bacteria having the ability to grow at 44°C
and include coliform bacteria which are not of faecal ori-
gin and therefore this is also not an absolute marker of fae-
cal contamination. To demonstrate that faecal pollution in
a food may have occurred, Escherichia coli should be used
as the marker organism. It is a well-defined taxonomic unit
and ecological investigations have substantiated that E. coli
originates from the intestinal tract of man and warm-
blooded animals. 

The Enterococcus group (formerly Lancefield-Group
D Streptococci) can be used as an enteric marker organ-
ism in specific situations. All streptococci of this group
occur in faecal niches. Nevertheless, enterococci possess
a high extra-enteric resistance whereas E. coli declines
quite rapidly in some non-enteric environments, particu-
larly under conditions of reduced aw. Streptococci are use-
ful marker organisms in certain foods (dry foods, cooked
foods) to demonstrate the elimination of the more resist-
ant pathogens (e.g., Listeria monocytogenes), an assur-
ance which cannot be provided by the absence of the more
fragile Enterobacteriaceae. 

Test methods for indicator organisms are also of the
utmost importance in water quality assessment. Under
European legislation, treated waters should contain (per
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100 ml) no coliforms, no faecal coliforms/ E. coli and no
enterococci. For more information on the use of indicator
organisms the reader is referred to Mossel et al. (40). 

Violet red bile glucose agar for Enterobacteriaceae and
violet red bile lactose agar for coliforms have been widely
used in the last 20–30 years for counting and isolating
Enterobacteriaceae and coliforms. Enterobacteriaceae and
coliforms are determined by incubation at 37°C, faecal col-
iforms by incubation at 44°C. In fact no new developments
in solid media for these bacteria have appeared recently
(Table 54.4). Standardized methods for detection and enu-
meration of E. coli comprise a MPN technique, a membrane
filtration method and a direct plate count (Table 54.4). The
MPN technique comprises, using lauryl sulphate tryptose
broth incubated at 37°C and isolation on a chromogenic
medium, namely tryptone bile agar with X-glucuronide agar
(TBX-agar), and a substrate for β-D-glucuronidase (GUD)
and incubated at 44°C. The membrane filtration procedure
uses cellulose membranes on minerals modified glutamate
agar incubated for 4h at 37°C for resuscitation and subse-
quent transfer to TBX-agar and incubation at 44°C for enu-
meration. If high numbers are present, direct enumeration
on TBX agar incubated at 44°C can be performed. The
introduction of chromogenic media has enabled detection of
β-D glucuronidase-positive E. coli without the necessity of
colony confirmation steps. Over 95% of E. coli strains are
positive for GUD. The older methodology for detection of
E. coli relied on used lauryl sulphate trypose broth and sub-
sequent selective enrichment in EC broth (MPN technique)
or isolation on tryptone bile agar (membrane filtration
method) or violet red bile lactose agar (enumeration) incu-
bated at 44°C and subsequent confirmation of E. coli as the
only true faecal coliform by indole production from trypto-
phan at 44°C (41). 

Enterococci are enumerated on Slanetz and Bartley
agar medium incubated at 37°C for 24–48 h. Kanamycin
aesculin azide medium may be used as an alternative (42). 

C. DETECTION OF SPECIFIC SPOILAGE

ORGANISMS/FUNCTIONAL FLORA

Spoilage organisms are usually associated with taints and
off-flavours in stored products. They are the major factor in
determining the shelf-life of microbiological unstable food
products and are considered to be of more relevance than
total viable counts to indicate the microbial quality of the
product. For prediction of the shelf-life it is of interest to
focus microbial analysis on a selected fraction of the micro-
bial community that contributes to the spoilage of the food
defined as the specific spoilage group or organism. This
microflora is a function of the raw material flora, the pro-
cessing, preservation and storage conditions. For more
information of the spoilage flora associated with different
food products is referred to Chapter? The following micro-
bial parameters are often involved in microbial analyses of

foods in order to determine the shelf-life of a particular
food product: lactic acid bacteria, yeast and moulds,
osmophilic yeasts, lipolytic microorganisms, proteolytic
microorganisms, sulfide producing spoilers, thermoduric
flat sour bacteria, Pseudomonas species, Clostridium
tyrobutyricum, etc. However, this is not a restrictive list.

In contrast to provoking deterioration of the food
product, microorganisms (mainly lactic acid bacteria), are
sometimes added as deliberate starters or take part in the
fermentation processes as a result of their being natural
contaminants of the starting substrates. In addition, lactic
acid bacteria, predominantly Bifidobacterium spp. and
Lactobacillus acidophilus, are increasingly used in dairy
products as probiotic organisms. Microbial analyses may
be performed to determine whether the claimed starter of
probiotic cultures is, indeed, present in the quantities
claimed (43, 44).

Intentionally selective methods have been elaborated
to quantify this defined sub-set of the microbial popula-
tion. Media formulation for the important group of the
lactic acid bacteria and the yeasts and moulds is provided
beneath. For description of the culture media and incuba-
tion conditions of other spoilers used as an indication of
the microbial quality of foods the reader is referred to spe-
cialized literature. 

1. Lactic Acid Bacteria

The MRS formulation was developed by de Man, Rogosa
and Sharpe to encourage the growth of lactic acid bacte-
ria which includes species of the following genera:
Lactobacillus, Streptococcus, Pediococcus and Leuconos-
toc. The MRS medium is a complex medium with an acid
pH (6.2) and includes high concentrations of glucose and
the essential growth factors magnesium and manganese.
MRS supports rapid growth of the fastidious lactic acid
bacteria resulting in a rapid decrease in pH to 5.0 or less
because of the lactic acid production thus further enhancing
the selectivity of the medium. Growth of lactic acid bacte-
ria is considerably enhanced by micro-aerophilic condi-
tions. MRS is commonly incubated with an agar overlay for
72 h at 30°C. Selection for lactobacilli can be made by pH
adjustment. Acidified MRS to pH 5.4 with acetic acid is, for
example, used for enumeration of Lactobacillus bulgaricus
in yoghurt. Vancomycin and thallium acetate can be added
to enhance the selectivity towards Leuconostoc. Addition of
sorbic acid in combination with low pH inhibits growth of
competitive yeasts and moulds. However, upon addition a
compromise between the combinations and concentrations
of substances used has to be reached between selectivity
and productivity of the organism sought (38). 

2. Yeasts and Moulds

For determination of yeast and moulds several media are
available. In general, an antibacterial compound is added
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to the culture medium (oxytetracycline, chloramphenicol)
or pH of the medium is lowered (pH 5.7) although the lat-
ter approach also allows growth of acidophilic bacteria.
Dichloran or rose bengal may be added to inhibit spread-
ing and restrict the colony size (45). 

VI. DETECTION OF FOOD-BORNE
PATHOGENS

Food infection is caused by consumption of food contam-
inated with the etiological agent, in other words, the path-
ogenic microorganism. The pathogen develops in the
gastro-intestinal system, accompanied or not by toxin pro-
duction, causing food infection. Food infection can be
caused by low numbers of the pathogen. Low numbers can
be expected in foods that are correctly processed for safety
and not recontaminated or recolonised subsequently. Often
detection of single cell in 25 g is required. Virtually all
pathogens in foods are sub-lethally stressed. Therefore the
detection method of infectious agents encompasses four
subsequent steps (46):

● A resuscitation procedure or pre-enrichment
lasting between a few hours to overnight incuba-
tion in a non- or half-selective medium to enable
recovery and limited outgrowth (102–104 cfu/ml)
of the stressed target organism. Stressed cells are
often particularly susceptible to reactive oxygen
metabolites. Thus, anaerobic incubation or the
addition of free radical quenching agents may be
highly effective in resuscitation. Often incuba-
tion for a few hours at a more optimum reduced
temperature is applied before exposure to the
higher selective temperature of incubation (47). 

● A period of enrichment in a selective medium
to suppress the competitive flora and enabling
multiplication of the target organism to attain
detectable levels of the order 105–107/ml (48).

● Isolation of the pathogen on a selective differ-
ential agar medium. Selective agars are
streaked with a loopful of enrichment broth and
incubated under appropriate conditions. It must
be stressed that the ability to grow on specific
selective media does not mean that the organ-
ism growing is that for which the medium was
developed. Differentiation of typical colonies
must be regarded as presumptive and confirma-
tory tests are required.

● Purification of typical colonies and confirma-
tion using a number of morphological, bio-
chemical, and physiological tests. 

A few remarks should be made to this general procedure:

● Enrichment is applied where pathogenic micro-
organisms are present only in small numbers,

particularly if large numbers of competing
spoilage microorganisms are present. It is not
normally applied where the organism is a com-
mon contaminant of foods in low (and harm-
less) numbers, such as the bacterial food
intoxicants Bacillus cereus, Staphylococcus
aureus, and Clostridium perfringens. These
food borne pathogens are tolerated in the order
of 100 cfu/ml or g and only pose a health haz-
ard in numbers above 105 cfu/ml or g. In the lat-
ter case selective media are used for direct
plating without prior enrichment and enumera-
tions may be made.

● Although in many cases enrichment media are
used in conjunction with selective plating media,
they may be used to enumerate specific microor-
ganisms or groups of microorganisms using the
MPN technique. In such circumstances, it is nec-
essary to incorporate a diagnostic (differential)
reaction to distinguish the organism being enu-
merated from other microorganisms, which are
able to grow under the imposed conditions.
Examples are lactose fermentation in media for
‘coliforms’ and the ‘sulphide’ reaction in media
for clostridia. Further confirmatory tests are
required where reactions are positive. 

● The use of culture media with selective agents
and the incorporation of an elective system to
differentiate the target organism has been dis-
cussed above. Numerous selective media are
available for the isolation of specific food borne
pathogens, and development of media and mod-
ification of existing media is a continuous
process in microbial food analysis. The choice of
media should take into consideration factors
such as selectivity and sensitivity of the medium
as well as the ease of use. However, another
important factor is the type of food for analysis.
Food borne pathogens from specific foods may
be unusually sensitive to selective agents or
competing microorganisms from specific foods
may be unusually resistant to selective agents.
For example Listeria monocytogenes may be
sub-lethally stressed and selective agents in
enrichment media may interfere with the process
of repair in such cells. Consequently, the isola-
tion of stressed Listeria monocytogenes from
particular types of cheese benefit from a par-
tially non-selective pre-enrichment compared to
the completely selective pre-enrichment and
enrichment procedure conventionally used (49). 

An overview of the recommended procedure accord-
ing to ISO for detection of the most important pathogenic
bacteria implied in food analysis namely Salmonella spp.,
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Listeria monocytogenes, Campylobacter spp. and
Escherichia coli O157 is shown in Figure 54.2 (a–d). A
description of the selective media and recommended con-
firmation tests for detection of the food-borne intoxicating
Bacillus cereus, Staphylococcus aureus and Clostridium
perfringens is given in Table 54.5.

For more information on approved protocols for 
the detection of food-borne pathogens the reader is
referred to the different national and international standard
organizations.

VII. STANDARD METHODS, VALIDATION
OF METHODS AND QUALITY
ASSURANCE IN MICROBIOLOGY

Microbiological tests are important in governmental food
inspection to enforce legal regulations, in international trade
to determine compliance with a microbiological standard, in
commercial relationships between trade partners to control
on agreed microbiological specifications, in the food indus-
try to maintain quality control and process requirements, in
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Pre-enrichment
Test portion (25 g) + buffered peptone water  (225 ml)

Salmonella
detection

ISO 6579:2002

Selective enrichment
Culture, 0.1 ml + Rappaport Vassiliadis
medium with soya (RVS broth) (10 ml)

Culture, 1 ml + Muller-Kauffmann
tetrathionate novobiocin broth (MKTTn

broth) (10 ml)

24 ± 3 h at 41, 5°C 24 ± 3 h at 37°C

24 ± 3 h at 37°C

24 ± 3 h at 37°C

24 ± 3 h at 37°C

Selective plating medium
Plate on xylose lysine deoxycholate agar (XLD agar) and any other selective medium

Pick five presumptive salmonella colonies from each agar plate and inoculate on nutrient agar

Biochemical confirmation
Fermentation of glucose, lactose, sucrose and H2S production (TSI agar)

Urea hydrolysis, L-lysine decarboxylation, �-galactosidase reaction
Voges-Proskauer reaction and production of indole

Serological confirmation
Slide agglutinations-O, Vi, H antisera

18 ± 2 h at 37°C

Enrichment
Test portion (25 g) + modified tryptone soya broth containing 

novobiocin (mTSB+n)  (225 ml) prewarmed to 41.5°C

Immunomagnetic separation (1 ml of enrichment culture)

Selective plating medium
Subculture of the immunomagnetic particles with adhering bacteria (50 µl each) onto cefixime tellurite 

sorbitol MacConkey agar (CT-SMAC) and any other selective isolation agar

Pick five presumptive E. coli 0157 colonies (sorbitol-negative on CT-SMAC) from each agar 
plate and inoculate on nutrient agar

-Immunocapture in microcentrifuge tubes
-Separation in magnetic separator

-Wash several times with modified phosphate buffer
-Re-suspend magnetic particles finally in 100 µl

Biochemical and serological confirmation
Production of indole or commercially available identification kit

agglutination with E. coli 0157 antiserum 

Genetic characterisation (in reference laboratories)
Pathogenic markers (VT genes, eae-gene, hlyA gene)

6 h at 41.5°C and subsequently 
for a further 12-18 h at 41.5°C

18-24 h at 37°C

18-24 h at 37°C

Escherichia coli 
O157 detection

ISO 16654:2001

(a)

(b)

FIGURE 54.2 Schematic lay-out of ISO methods for detection of foodborne pathogens in foods.



academic laboratories for conducting research, and in refer-
ence laboratories to confirm the analyses of another labora-
tory and to provide surveillance data. The results of these
tests should be reliable. It is required that performance char-
acteristics of the method are determined. Apart from these
technical characteristics, it is important that all parties
involved agree with and accept the methods employed.

Mutual recognition of test methods in international trade
relations facilitates commerce and exchange of results. 

A. STANDARD METHODS

Standard methods have been elaborated by international,
national or trade organizations such as ISO (International
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Enrichment
Test portion (x g or ml) + Bolton broth (9x ml)

Selective plating medium

Plate on modified charcoal cefoperazone deoxycholate agar (mCCD agar)
and any other selective medium

4 h at 37°C + 42-44 h at 41.5°C in a microaerobic 
atmosphere (5% O2, 10% CO2, 85% N2)

Campylobacter
detection

ISO DIS 10272-1

40-48 h at 41.5°C in a microaerobic 
atmosphere (5% O2, 10% CO2, 85% N2)

Pick five presumptive campylobacter colonies from each agar plate
and subculture in Brucella broth

24 h at 41.5°C in a microaerobic 
atmosphere (5% O2, 10% CO2, 85% N2)

Microscopic examination
Morphology and motility

24 ± 3 h, 37°C in a microaerobic atmosphere
(5% O2, 10% CO2, 85% N2)

Biochemical confirmation of Campylobacter species
Fermentation of glucose, lactose, sucrose and H2S production (TSI agar)

Growth at 25°C in a microaerobic atmosphere, oxidase activity
Identification of Campylobacter species (optional)

Catalase activity, sensitiviy to nalidixic acid and to cephalotin
Hippurate hydrolysis, indoxyl acetate hydrolysis

Subculture on Columbia blood agar

Primary enrichment
Test portion (25 g) + Demi-Fraser broth (225 ml)

Listeria
monocytogenes
detection

ISO 11290-1/ 
AM1:2004 Selective enrichment

Culture, 0.1 ml + Fraser broth (10 ml)

24 and 48 h at 37°C

24 h at 30°C

24 h at 30°C

Selective plating medium
Plate on Agar Listeria according to Ottaviani and Agosti (ALOA) and any other selective medium

24-48 h at 37°C

Pick five presumptive salmonella colonies from each agar plate 
and inoculate on tryptone soy agar + yeast extract (TSA-Y)

24 ± 3 h at 37°C

Biochemical confirmation of Listeria spp.
Morphology on TSA upon indirect illumination, Gram stain, motility, catalase activity

Biochemical confirmation of Listeria monocytogenes
�-Haemolyis, CAMP test 

fermentation of carbohydrates (rhamnose, xylose, mannitol)

(c)

(d)

FIGURE 54.2 Continued.



Standards Organization), AOAC International (formerly
Association of Official Analytical Chemists), CEN
(Comité Européen de Normalisation), NMKL (Nordisk
Metodik-komitté för Livsmeddel), AFNOR (Association
Fran-çaise de Normalisation), NNI (Nederlands
Normalisatie Instituut), DIN (Deutsches Institut für
Normung), IDF (International Dairy Federation), etc.
(50). 

These standard methods for detection of microbiolog-
ical contaminants in foods are usually conventional cul-
tural methods. Primarily because the intention is to
provide the users of these methods with a reliable and
internationally accepted method which enables them to
obtain equivalent results in different laboratory settings
without having exclusivity of materials related to one
manufacturer. Although in essence these standard meth-
ods serve only as guidelines for reliable microbial analy-
sis of foods, historically in many countries governmental
agencies and trading agencies recommend or accept them
as official methods for detection or enumeration of
microorganisms in foods (51, 52) they may also recom-
mend their own established methods, e.g., the U.S. FDA

compiles its recommended methods in a Bacteri-ological
Analytical Manual (US FDA-BAM) (36). 

B. VALIDATION OF METHODS

The confidence in the results produced by a microbiolog-
ical analytical procedure depends on the reliability of the
analytical method. Determination of the performance
characteristics of a method by validation will facilitate it
to gain acceptance of the test results by international,
national or regional regulators and trade partners.
Standard methods, which are published by international,
national or regional standardization organizations or trade
organizations, are considered as validated. In this case the
laboratory implementing a new standard method has to
demonstrate that criteria for validation indicated in the
standard can be achieved. This is done by a systematic
research on specific analytical parameters. However,
only recently the performance characteristics of six
ISO methods, namely Bacillus cereus (enumeration),
Listeria monocytogenes (detection and enumeration),
Staphylococcus aureus (enumeration), Clostridium
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TABLE 54.5
Overview of the Standard Media Used for Enumeration of Staphylococcus aureus, Clostridium perfringens and
Bacillus cereus in Foods

Coagulase-Positive Staphylococci 
(Staphylococcus aureus and Other Species) Clostridium perfringens Presumptive Bacillus cereus

Selective media Baird-Parker agar medium with egg yolk Egg-yolk-free tryptose-sulfite- Mannitol Egg Yolk 
tellurite emulsion (spread plate) cycloserine agar (poured Polymyxin agar

plate � overlay)
Incubation conditions Aerobic incubation for 48 h at 37°C Anaerobic incubation for 20 h 24–48 h 30°C

at 37°C 
Growth promoting Sodium pyruvate

compounds
Selective Glycine, tellurite, lithium D-cycloserine Polymyxin B

compounds anaerobic incubation
Diagnostic Reduction of tellurite results in gray-black 

compounds shiny colonies
Egg yolk emulsion renders medium yellow Sodium metabisulphite and Most strains produce phospholipase C 

and opaque; clear zones around colonies ammonium ferric citrate and hydrolyze lecithine in egg yolk 
produced by proteolytic action; most indicate sulphite reduction resulting in a white precipitate 
strains also form opaque haloes around and produce black colonies surrounding the colony
colonies because of lipase activity Failure of B. cereus to use mannitol 

induces alkaline color of the pH 
indicator phenol red rendering 
violet/pink background to the 
rough/dry colonies

Confirmation tests Coagulase test Lactose fermentation and Haemolysis on sheep blood
gelatine hydrolysis, motility agar and motility
and nitrate reduction 

Remarks Rabbit Plasma Fibrinogen agar Confirmation in lactose sulfite 
(incorporation of rabbit plasma in the medium when incubated at 
basal medium enables direct detection 46°C is very specific
of coagulase-positive staphylococci)

Reference ISO 6888-1:1999 and ISO 6888-2:1999 ISO/DIS 7937:2002 ISO 7932:1993 and ISO 7392/A1:2002



perfringens (enumeration) and Salmonella (detection),
were determined and published in the corresponding ISO
methods (53–55). In the present situation, laboratories
will have to show that they are capable of performing the
standard method of choice correctly on experiments with
their own range of samples. This is preferably referred to
as a method verification study because it is not a valida-
tion study sensu strictu. Validation of a method is a for-
midable collaborative research task that so-called rapid,
modern methods are subjected to before they are accepted
and will be discussed in Chapter 55. Methods are most
effectively assessed with specially designed experiments.
Routine analyses usually lack a plan or replications that is
are prerequisites for method verification.

For quantitative methods (enumeration) this method
verification study should focus on establishment of the
trueness (bias) and the precision of the method.

Trueness (bias) is defined as the closeness of agree-
ment between the true value or, if not known, the accepted
reference value and the mean result which is obtained
when the experimental procedure is applied a large num-
ber of times (= systematic error) (56, 57). The trueness
can be obtained by the analysis of certified reference
materials (CRMs), derived from a certifying body (e.g.,
the Community Bureau of Reference (BCR) of the
European Commission (EC)). However, only a limited
number of CRMs or stable reference materials from other
sources are available for microbiological purposes. The
analysis of spiked materials (recovery studies) can be per-
formed as an alternative. Participation in proficiency test-
ing schemes can also help in assessing the laboratory
performance for the parameter of trueness.

Precision is defined as the closeness of agreement
between independent test results obtained by applying the
experimental procedure several times on the same sample
under stipulated conditions (= random error) (57, 58). The
measure of precision is usually expressed in terms of
imprecision and calculated as a standard deviation of the
test results. Less precision is reflected by a larger standard
deviation. Checks of precision in routinely used methods
should be made to ensure that the result does not change
with time as a result of changes in reagents, equipment,
staff, etc. Distinction is made between:

● Repeatability: indicates the variability
observed within a laboratory, over a short time,
using a single operator, the same apparatus on
identical test material. 

● Reproducibility: inter-laboratory reproducibil-
ity indicates the variability observed when dif-
ferent laboratories analyse the same sample by
use of the same method and may be estimated
directly by inter-laboratory study. Intra-labora-
tory reproducibility relates to the variation in
results observed when one or more factors,

such as time, equipment and operator, are var-
ied within a laboratory. 

For qualitative methods (presence/absence testing) the
method verification study should focus on establishment
of the detection limit and the specificity and sensitivity of
the method.

The detection limit is defined as the smallest number
of culturable microorganisms that can be reliably detected
in the sample. For qualitative methods it can be defined as
the smallest number of culturable microorganisms that
can be detected on 50% of occasions by the reference
method (56).

Both sensitivity and specificity relate to the degree to
which a method responds uniquely to the specified target
organism or group of organisms and relate to the number
of false positives and false negatives results that are found
with the validated method. Various definitions for sensi-
tivity and specificity are proposed, includig the following
(58). 

The sensitivity of a method is the proportion of target
organisms that can be detected; it can be calculated with
the following equation:

number of true positives (P)
Sensitivity (%) � � 100

P � number of false negatives

A failure to detect the target when present is a false nega-
tive result and will lower the sensitivity of a test. In food
microbiology only a very low frequency of false-negative
results can be tolerated for safety reasons.

The specificity of a method is the ability to discrimi-
nate between the target organism and other organisms; it
can be calculated with the formula:

number of true negatives (N)
Sensitivity (%) � � 100

N � number of false positivies

A positive result in the absence of the target is a false-pos-
itive result and will lower the specificity of a method. For
rapid screening methods, a higher false-positive fre-
quency may be acceptable, as positive screening tests are
followed by confirmation tests.

In addition to the specificity and sensitivity as
described above, the inclusivity and exclusivity of a qual-
itative method also may be determined, inclusivity being
the ability of the validated method to detect a wide range
of strains belonging to the target organism, exclusivity
being the lack of detection with the validated method of a
relevant range of non-target strains (56).

A number of issues need to be addressed in the prepa-
ration of a solid method verification scheme. These are
listed in Table 54.6.
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By method verification insight is obtained into the
possibilities and limitations of the test method under the
laboratory’s own conditions in the area typically served by
the laboratory.

C. QUALITY ASSURANCE IN MICROBIOLOGY

The performance characteristics of a method are closely
related to analyst performance, the equipment and, more
generally, the competence of the laboratory to provide
accurate, reliable and repeatable test results under 
controlled conditions. Accreditation of laboratories carry-
ing out microbiological food analysis provides to those
relying upon its services the assurance of the reliability of

the test results. Accreditation of a laboratory is the formal
approval given by a national authorized body (linked by the
European co-operation for Accreditation of Laboratories
(EAL)) that the laboratory is competent to carry out spe-
cific methods of analysis and has a commitment to quality
assurance in the lab (59). A detailed account of the require-
ments that testing labs have to meet is described in ISO
17025:2000 (60) and reviewed in Table 54.7. 

It is clear that, to comply with the requirements of the
ISO17025:1999, the laboratory should use validated
methods which are documented in standard operating
procedures and must have a systematic approach of qual-
ity control. Of equal importance is the execution of the
method by qualified staff with well-maintained and prop-
erly functioning equipment and utensils. 
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TABLE 54.6
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I. INTRODUCTION

The classical procedures for enumeration or detection of
microorganisms in foods (Chapter 54) are labor-intensive
and time-consuming. Several days are needed to obtain
confirmed results. To shorten analysis time, new methods
have been developed that can rapidly enumerate or detect

low numbers of microorganisms in foods. In this chapter,
the term ‘rapid’ will be used to describe methods which are
able to give results within a 24–48 h timeframe, whereas
results within 0.5–4 h are considered extremely rapid. In
order to allow for immediate corrective action during food
manufacturing processes, ‘real-time’ or ‘on-line’ detection
of microorganisms in foods is sought by manufacturers.



The lack of sensitivity or lack of robustness of most new
technologies, however, makes ‘real-time’ detection in solid
foods difficult to obtain. Water and beverages are easier to
manipulate and, therefore, more amenable for application
of ‘on-line’ methodology. 

A number of instrumental methods have been devel-
oped for rapid detection of pathogens using various princi-
ples of detection. Direct microscopic methods like DEFT
(Direct Epifluorescent Filter Technique) or flow cytometry
(FCM) are based on the detection of the actual cells.
Indirect methods detect growth and metabolic activity (e.g.,
conductimetry/impedance) or cellular components (e.g.,
ATP bioluminescence). Immunological methods have been
and still are popular in different formats for rapid detection
of pathogens. More recently, nucleic acid-based methods
like PCR (Polymerase Chain Reaction) have been advanc-
ing rapidly and are promising for rapid screening of foods
for presence of pathogens. Finally, the development of
biosensors opens new perspectives for ‘real-time’ or ‘on-
line’ detection of pathogens. Because there are many man-
ufacturers supplying commercially available options for the
rapid detection methods discussed and the format in which
these techniques are available changes rapidly, no listing of
these commercial assays is included. For an up-to-date
overview the reader is referred to the internet sites of the
manufacturers, or to comprehensive information websites
such as http://www.foodhaccp. com or http://www.rapid-
microbiology.com. The present chapter aims to discuss the
potential and pitfalls of each of the above-mentioned tech-
niques as a rapid detection method of either spoilage organ-
isms or pathogens in foods. For a discussion of the
modified and automated traditional culture-based methods,
e.g., spiral plater, chromogenic media, commercial identifi-
cation kits, etc. the reader is referred to Chapter 54. 

II. BENEFITS AND LIMITATIONS OF RAPID
METHODS IN FOOD MICROBIOLOGY

Some distinguishing features of both traditional culture-
based methods and alternative rapid methods for microbi-
ological analyses of foods are listed in Table 55.1.

Alternative rapid methods are especially cost-effec-
tive if large numbers of samples need to be screened for a
defined parameter in a short period of time. The reliabil-
ity of the results is related to the intrinsic performance
characteristics of the method and the degree to which
operators are trained and familiar with the execution and
interpretation of the methods.

Although rapid methods have become increasingly
popular in recent years, they also have their limitations:

● Often rapid methods are developed for a spe-
cific scope of application (e.g., a defined prod-
uct group) and linked to strict protocols in
order to obtain good performance. They are less

flexible than traditional methods which are
most of the time horizontal methods that are
more amenable to modification depending on
the food product to be analyzed.

● Rapid methods may, in many cases, only be
able to indicate the presence or absence of tar-
get organism(s) but they do not provide an iso-
lated colony, the availability of which may be
desirable for epidemiological purposes. 

● Novel rapid methods measure parameters (anti-
gen-antibody response, DNA or RNA sequences,
metabolic activity) distinct from the classically
accepted ones (phenotypic traits). This may com-
plicate the problem of interpretation of the results
in comparison studies of the methods.

● Rapid methods that work remarkably well with
pure cultures of target organisms fail some-
times when applied to real food specimens
which may include inhibitory components. The
effect of these may be overcome by previous
concentration and purification of target organ-
isms, although at the expense of ease of use and
rapid results. 

● Often rapid methods still make partial use of
the traditional culture-based method. For exam-
ple, ELISA methods and PCR methods both
employ a one- or two-day culture enrichment
step to resuscitate sub-lethally damaged cells
and enable multiplication of low numbers of
pathogens to the intrinsic detection limit of the
proper ELISA (104–106 cfu/ml) or PCR assay
(ca 102 cfu/ml). As such, these methods do not
entirely replace traditional culture-based meth-
ods but rather are complementary to the tradi-
tional methods in overcoming their lack of
speed in reporting results. This also implies that
the reliability of the outcome of the ELISA or
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TABLE 55.1
Significant Distinguishing Features of Traditional and
Rapid Methods 

Traditional Culture-Based
Methods Alternative Rapid Methods

Labor-intensive User-friendly, amenable to 
automation

Time-consuming Rapid results
Low investment in apparatus Often expensive apparatus 

and materials and consumables needed 
Subjective interpretation Objective interpretation 

(linked to personnel (print-out)
observation)

Moderate reproducible Better reproducible (quality-
(depends on quality-assurance controlled reagents, meticulously 
program in the laboratory) standardized protocols)



PCR assay not only depends on the assay as
such but also on the effectiveness of the enrich-
ment procedure to provide sufficient numbers
of the target organism.

III. MICROSCOPIC METHODS

Due to the necessity of incubation to enable multiplication
of cells to become visual colonies, the traditional culture-
based methods cannot be classified as rapid. Truly rapid
methods are based on the detection of target organisms at
the single cell level by use of microscopy. In order to visu-
alize cells for microscopical examination, coloring agents
are used to provide information on the total level of
microorganisms (e.g., acridine orange staining) or specific
types of microorganisms (e.g., fluorescent labeled anti-
bodies). In combination with different pre-treatments
(e.g., pre-filtration to remove solid particles, enrichment
to enhance the number of cells) and detecting principles
(epifluorescent microscopy or flow cytometry), micro-
scopic methods have developed into promising rapid
methodologies for microbial analysis of particular food
categories such as dairy products and beverages.

A. DEFT

DEFT stands for Direct Epifluorescent Filter Technique, a
microscopic cell counting method. Originally developed
for the determination of total bacterial counts in raw milk,
this technique also found application in the fields of meat
and fish microbiology. The DEFT procedure consists of
four main steps: homogenization and pre-treatment of
samples with detergents and proteolytic enzymes, filtration
of an aliquot of the sample over a polycarbonate mem-
brane, fluorescent staining of the bacteria retained on the
filter and the subsequent microscopic counting of the cells
under a fluorescent microscope. This detection can be
automated by linking the microscope to an image analyz-
ing system. DEFT differs from conventional light
microscopy in that different fluorogenic labels can provide
different types of information. Originally, the nucleic acid
stain acridine orange was used as the labeling reagent for
total bacterial counts. Although it has been said to label
viable cells orange and to render dead or impaired cells
green, intermediate colors can occur and a clear distinction
cannot always be obtained. Alternative fluorescent probes,
such as nucleic acid stains like DAPI (4�,6-diamidino-2-
phenylindol), indicate total number of bacteria present
irrespective of metabolic activity. Viability labels have also
been developed, including fluorescein derivatives that are
cleaved into intensely green products by viable (metaboli-
cally active) cells. Although the actual staining and count-
ing takes less than 0.5–1 h, the total detection time is
seriously lengthened by sample pre-treatment steps. The
intrinsic detection limit of DEFT is around 104–105 cells

per ml of original sample, and so concentration techniques
and enrichment steps usually have to be included in the
protocol (1). The inherent lack of specificity in conven-
tional DEFT methodology is a serious drawback in terms
of specific pathogen detection. All the above-mentioned
fluorescent stains are “universal” ones, incapable of
demonstrating specific pathogens. Consequently, fluores-
cent labeled antibodies are used for specific pathogens in
the so-called antibody-DEFT (Ab-DEFT) approach. A
protocol using Ab-DEFT has been described for detection
of E. coli O157:H7 in beef (2).

A novel way of cellular staining in combination with
conventional DEFT methodology has been described
recently and is termed “oligo-DEFT.” It uses the combina-
tion of FISH (Fluorescent In Situ Hybridisation) with a
highly specific oligonucleotide probe for the 16S rRNA, and
DEFT. It has been used for the detection of E. coli in water,
beverages and sprouts (detection limit: 1 CFU per ml) (3). 

To conclude, DEFT in se allows a near on-line detec-
tion of microorganisms, but its practical applicability in
food analysis is seriously hampered by the need for sam-
ple pre-treatment and concentration/isolation steps. As a
result, the 30-min assay time in model systems takes more
than 20 h when specific pathogens have to be detected in
real food samples.

B. FLOW CYTOMETRY

Flow cytometry (FCM) is an optically based method for
analyzing individual cells. It comprises the suspension of
target cells in a fluid, injection of an aliquot in the detection
system (flow cytometer) and the automated real-time analy-
sis by the instrument. Basically, the cells, which can be
labeled with a fluorogenic compound prior to the assay,
pass a laser beam and scattering of light occurs. The extent
and the nature of the light scatter reflects bacterial number,
size and shape, and the fluorescence is measured as well by
a system of lenses and optical cells (Figure 55.1). The sen-
sitivity of the technique is very high: as few as 102 yeast
cells and about 102–103 bacterial cells per ml can be
detected with results being obtained in less than 30 min-
utes. However, as is the case for DEFT, the application in
the field of food microbiology is limited by the fact that a
homogenous suspension, free of interfering particles, is
needed to be injected in the system. This necessitates an
appropriate sample preparation method (e.g., enzymatic
clearing). As a consequence the application of FCM in food
microbiology is mostly limited to the enumeration of total
viable counts (TVC) or yeast cells in milk and beverages
(4). Flow cytometry is often used in conjunction with the
commercially available LIVE/DEAD®BacLight™ bacter-
ial viability kit. The kit was developed to differentiate live
and dead bacteria based on plasma membrane permeability.
The staining mechanism using LIVE/DEAD kit on bacter-
ial cells is based on the attachment of the non-fluorescent
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agents on nucleic acids. Once the DNA-dye complex is
formed fluorescence can be measured. The kit consists of
two fluorochromes, which have distinct fluorescent behav-
ior in terms of emission of wavelengths and membrane
permeability. The first component is the membrane-perme-
ant stain SYTO9®, which fluoresces green at 530 nm upon
excitation at 488 nm. It stains all cells, thus acting as total
cell stain. During cell death, accompanied by membrane
damage, the second, membrane-impermeant, dye propid-
ium iodide (PI) penetrates into cells and quenches the green
SYTO9® fluorescence. PI is able to excite at 488 nm as well
and emit red fluorescence at 620 nm. When used in combi-
nation, intact cells are labeled green and cells with dam-
aged membranes are labeled red. Raw milk data using
LIVE/DEAD staining showed good agreement between
FCM and standard plate count methods. The detection limit
of the FCM assay was �104 bacteria per ml of milk.
However, this limit is below the level of detection required
to satisfy legislation in many countries (5). Sensitivity may
be improved by flow cytometry using fluorescein labeled
antibodies, or by using immunomagnetic separation as the
specific step in combination with a less specific staining
such as viability staining for flow cytometric detection of
the separated cells (6).

IV. METABOLISM

To permit routine in-process measurements in a production
setting to monitor critical control points very rapid meth-
ods are needed. ATP bioluminescence and impedance are
two methodologies which emerged about a decade ago and

that have been extensively evaluated, especially in the
dairy and meat industry for fast and reliable microbiologi-
cal screening of raw material on arrival at the processing
plant. Both methods rely on monitoring the metabolic
activity of microorganisms. Often, the major drawback of
these methods is that the detection limit requires high
numbers of bacteria (104–105 cfu/ml) present in the food
matrix because the moment a signal can be measured or
detected is in a limited time interval.

A. ATP BIOLUMINESCENCE

ATP bioluminescence acts by measuring ATP levels in
bacterial cells in order to calculate the number of cells.
ATP bioluminescence is a natural phenomenon which is
responsible for the glowing of fireflies. When the enzyme
luciferase and the substrate D-luciferin are added in
excess amounts, the light generated is proportional to the
ATP present, according to the following reaction. 

ATP measurements take about 10–15 minutes. There are
two major fields for the application of the ATP biolumi-
nescence in the context of food diagnostics (7):

● Measurement of microbial ATP to determine
microbial cell counts

● Measurement of total ATP to test the efficiency
of cleaning procedures
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1. Measurement of Microbial ATP to Determine
Microbial Cell Counts

The problem with ATP bioluminescence is that ATP is the
primary energy source of all living cells and the food sam-
ples themselves (fat cells in milk, blood, muscle cells)
will also contain large amounts of this energy source
which have to be destroyed before microbial ATP can be
measured. An initial step (enzymatic, physical) for the
release and destruction of any somatic cell’s ATP should
be included before bacterial ATP can be measured. 

The use of ATP bioluminescence has been evaluated
for the counting of microorganisms present in raw milk (8)
or on the surface of raw meat (9, 10) upon delivery to the
processing plant. In order to predict CFU values from rel-
ative light units (RLU) a correlation needs to be estab-
lished (Figure 55.2) (8), imposing the necessity of an
extensive standardization. This correlation is not universal
and should be performed ‘in-house.’ Indeed the RLU that
are measured depend on the actual experimental condi-
tions (type of food matrix) and the type of luminometer for
ATP measurement. In general, ATP bioluminescence is not
recommended for accurate enumeration of CFU but better
suited for a good bacteriological grading of the samples.
Each interval of RLU may be considered as a cut-off level,
an arbitrary boundary that separates defined levels of
microbiological quality. ATP bioluminescence can only be
used to control microbial contamination when the food to
be tested is expected to have a total viable count above the
detection limit of 104 cfu/g or cm2. ATP readings only

allow conclusions on the levels of bacterial cells present
and not on the composition of the microflora. No correla-
tion can be established between ATP readings and the
presence of pathogens. 

2. Measurement of Total ATP to Test the
Efficiency of Cleaning Procedures

Because of the problems described with non-microbial
ATP, the measurement of ATP bioluminescence is proba-
bly best suited to detect contaminated surfaces on equip-
ment associated with food production. Residues of ATP
(microbial or non-microbial) on equipment and working
surfaces which have already undergone cleaning proce-
dures suggest insufficient cleaning. As the corresponding
tests can be carried out on site with portable luminometers
and as results are available within 5 minutes, corrective
measures can be taken immediately. Application of ATP
determination for hygiene monitoring again necessitates
the establishment of cut-off values to be linked to a
hygienic standard (dirty, unsatisfactory, tolerable, clean)
(Table 55.2) (11). As criteria differ according to the prod-
uct (e.g., fat remaining in the deep reliefs of the surfaces
may produce high RLUs) and kind of surface (e.g., plas-
tic surface yielded higher RLU values than a stainless
steel surface), each plant should set its own limits (11).

B. CONDUCTIMETRY/IMPEDANCE

Conductimetry or impedance measurements are based on
the detection of electrical current during microbial
growth. Changes are caused by bacteria that metabolize
uncharged macromolecules in the medium (proteins, car-
bohydrates, lipids) to mostly charged particles (amino
acids, lactate, acetate, etc.), increasing the conductivity of
the medium and causing a decrease in electrical imped-
ance. Specially developed media are required for these
methods. During the incubation period of the inoculated
broth in the instrument, changes in conductance/imped-
ance are measured at regular time intervals. The time
taken to reach the threshold value for detection is related
to the number of target organisms inoculated in the
medium and their subsequent growth. Detection time is
inversely related to the bacterial number: the lower the ini-
tial content, the longer the detection time (up to 16 h for
low numbers (�102/ml)) (Figure 55.3). The results are
presented as a conductance/impedance curve, which is
compared with a previously generated calibration curve to
estimate the numbers of bacteria. The systems most com-
monly used to estimate total viable count or indicator
organisms include the Bactometer (bioMérieux), Malthus
(Malthus Instruments), RABIT (Don Whitley Scientific
Ltd.) and Bactrac (Sy-lab). They are fully automated to
enable continuous monitoring of changes in electrical cur-
rent in several samples at the same time. A drawback of
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these electrical measurements is that the food matrix and
the degree of sub-lethal stress to which the microflora is
exposed may influence the analysis, which necessitates
the determination of calibration curves for each food
matrix examined. 

Indirect conductimetry is based on the production of
carbon dioxide by growing microorganisms. The carbon
dioxide is absorbed into an alkaline solution and the
reduction of conductivity of the solution is measured. This
method is suitable for food products with low contamina-
tion levels such as juices and beverages, since carbon
dioxide formation can be detected much earlier. Specific
growth media are not necessary. 

Detection of pathogenic bacteria such as Salmonella
may also be done by the conductance method but usually
pre-enrichment is required. Immunomagnetic separation
(IMS) to capture and concentrate salmonellae from pre-
enriched broth prior to inoculating the impedance
medium has been evaluated. Additionally, a reduced pre-
enrichment period was proposed since salmonellae from
a 6-h pre-incubation period were detected in 5–7 h by
impedance. Under these conditions the impedance
method can be classified as a rapid method for detection
of Salmonella.

For more information on the impedance systems
available and their use as a rapid method in food microbi-
ology the reader is referred to the reviews of Silley and
Forsythe (12) and Wawerla et al. (13).

V. BACTERIAL BIOLUMINESCENCE/
REPORTER BACTERIOPHAGE ASSAYS

Bacterial bioluminescence is a specific bioluminescent
assay which shows promise for rapid detection of food-
borne pathogens. Many marine microorganisms like Vibrio
spp. or Photobacterium spp. are capable of emitting light
due to the presence of so-called lux-genes. The introduction
of these lux-genes into highly specific bacteriophages by
genetic engineering has resulted in the development of
rapid and sensitive methodologies for pathogens in food-
stuffs. Bacteriophages are highly specific for bacteria, usu-
ally to the genus level, and as they need host cell machinery
to multiply they are good indicators of bacterial viability,
too. In the luminescent phage test concept, bacteriophages
possessing lux-genes infect target bacteria. This infection
results in expression of the light-emitting genes which ren-
ders the bacteria luminescent upon the addition of an
exogenous substrate. Luminescent bacteriophage assays
have been developed to detect Escherichia coli, Salmonella
spp. and Listeria monocytogenes (14). Loessner et al. (15)
described the luciferase reporter bacteriophage A511:
luxAB to detect viable L. monocytogenes in foods, where,
without prior enrichment, as few as 500 cells were detected.
The presence of less than one cfu/g could be detected
within 24 h. Additionally, the assay could detect L. mono-
cytogenes cells from naturally contaminated foods, includ-
ing meat, poultry and various cheeses (16).
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TABLE 55.2
Hygienic Standard of Cleaned and Disinfected Surfaces in Meat Cutting Plants (11)

Dirty Unsatisfactory Tolerable Clean
Material RLU/20 cm3 RLU/20 cm3 RLU/20 cm3 RLU/20 cm3

Stainless steel �1000 1000-200 199-55 �55
Plastic �2000 2000-600 599-190 �190
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FIGURE 55.3 Graphic presentation of impedance readings, threshold value and detection time.



Apart from bioluminescent reporter genes, other
reporter genes have been implicated in reporter bacterio-
phage assays. The ability of the ina-genes to confer ice
nucleation activity on bacteria previously unable to pro-
duce ice nuclei, is the basis of a commercially available
assay known as the Bacterial Ice Nucleation Diagnostic
(BIND) (17). This test uses a genetically modified
Salmonella-specific phage carrying an ina-gene. Due to
the synthesis of an ice-nucleating protein Salmonella-pos-
itive samples will freeze while uncontaminated samples
remain in a supercooled liquid state (temperature lowered
to 	9.3°C or below). It enables the detection of less than
10 Salmonella cells per g of food within 2–6 h (18). 

The use of reporter bacteriophage assays for the rapid
detection of food-borne pathogens is a powerful technique
with a strong potential for future applications. Despite
this, the technology has not been widely accepted. One
potential problem may be the fact that an individual bac-
teriophage may not possess the host range required to
detect all isolates of a bacterial species (14).

VI. IMMUNOLOGICAL METHODS 

Over the past two decades, immunological techniques
have been developed in a number of different formats for
application as rapid confirmation tests (agglutination), as
improvements for currently available enrichment and iso-
lation methods (immunomagnetic separation), or as rapid
detection methods (ELISA) of food-borne pathogens and
their toxins. Immunoassays are based on the specific reac-
tion of an antigen (a specific lipopolysaccharide on the
outer cell wall, a protein on the flagella of motile bacteria,
or a toxin) with its antibody. Sensitivity and specificity of
immunoassays are mainly determined by the antibody
used. In this respect the use of well-selected monoclonal
antibodies can be of advantage. Each immunoassay may
be sensitive to non-specific reactions, for example,
Escherichia hermanni is known to cross-react with
Escherichia coli O157 in specific immunoassays.
Recognition of false positive results is necessary and sup-
plementary tests such as biochemical tests are recom-
mended to confirm the presence of the target organism.

A. HOMOGENOUS IMMUNOASSAYS

1. Latex Agglutination

Traditional agglutination tests rely on the interaction
between soluble antibody (in an antiserum) and a particulate
antigen such as a bacterial cell, resulting in visual clumping
(agglutination). Agglutination is often used to confirm the
serological identity of a pathogenic isolate and is a common
test in case of detection of E. coli O157 or Salmonella.

Latex agglutination uses latex particles to amplify
antigen:antibody agglutination reactions. The latex particle

is coated with antibody for detection of antigen such as a
toxin or a component of a bacterial cell. Upon reaction,
cross-linking of the latex particles results in the formation
of a lattice structure which is visible to the naked eye as
agglutination. If the target antigen is absent or below the
detection limit of the test, the lattice structure does not
form and the coated latex particles form a homogenous
suspension. Latex agglutination for toxins is referred to as
Reversed Phase Latex Agglutination (RPLA). Oxoid Ltd
(Basingstoke, Hampshire, England) is one manufacturer
that provides a range of RPLA kits for the detection of dif-
ferent bacterial toxins. 

2. Immunochromatography

Lateral flow immunochromatographic devices were orig-
inally introduced, and are now widespread, in clinical
diagnosis. They are now being applied for rapid detection
of food-borne pathogens. A sample of enrichment culture
is added to the sample port of the device. The liquid
migrates by capillary diffusion along the surface of a solid
support. During this flow, any target organism present
reacts with a conjugate (antibody linked to a chromogen)
contained in the device. The resulting complex proceeds
to move and migrate towards the capture binding protein
where it becomes immobilized and forms a visible line in
a viewing window (Figure 55.4). For the test to be valid a
control line should form in a second viewing window. In
an evaluation of rapid methods for detecting E. coli O157
on beef carcasses three immunochromatographic methods
were compared to the conventional culture method. These
assays were all simple and rapid to use, giving a result at
least 24 h earlier than culture. However, although one of
the assays compared favorably with culture, both other
assays lacked the sensitivity of culture and this finding
seriously limits their usefulness (19). This was already
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mentioned in the study of Johnson et al. (20) who found
18 of the 107 culture-confirmed samples negative with the
immunochromatography method for E. coli O157. False
negatives spanned both high- and low-inoculum subsets.

B. HETEROGENEOUS IMMUNOASSAYS

The most widely used tests for rapid detection of
pathogens, in particular Salmonella, E. coli O157 and
Listeria, in foods are enzyme-linked immunosorbent assays
(ELISA) using a sandwich configuration (Figure 55.5). The
word ‘sandwich’ indicates that the assay uses two antibod-
ies which trap or sandwich the target antigen. They use a
capturing antibody immobilized on a solid matrix (strip,
microtitre tray, dipstick) and enzyme labeling of the sec-
ondary antibody to make the primary antigen-antibody
reaction detectable. Colorimetric or chemiluminescent sub-
strates are used to visualize the antibody-antigen-antibody
sandwich. A range of commercial immunological tests are
available in different formats for the common food-borne
pathogens. These tests normally require enrichment of the
target bacterium to the level of the assay’s detection limit
(generally 104–106 CFU per ml). Their dependence on con-
ventional cultural enrichment still remains the most impor-
tant limiting feature of the majority of these immunoassays.
In most cases, a presumed positive result is obtained in
approximately 54 h. The magnitude of the resulting reac-
tion will be proportional to the number of bacteria in the
broth. However, results are usually converted to a dichoto-
mous scale: results at or above a chosen cut-off value are
regarded as positive and results below as negative. A high

cut-off value will decrease sensitivity and increase speci-
ficity and vice versa. False-positive or false-negative results
can be significantly reduced by appropriate antibody selec-
tion and preparation. ELISAs are of considerable use in sit-
uations where the value of a negative result is high, for
example, if a negative is required before a product can be
released for distribution or further processing. This explains
why these tests are extremely popular for routinely screen-
ing food samples following enrichment. In case of a posi-
tive ELISA the sample will need to be subjected to further
conventional cultural testing to confirm the presence of the
pathogen. Many of the ELISAs require the elaboration of a
number of steps: capture of the ‘target’ antigen to the anti-
body absorbed to the solid phase, washing steps to remove
‘non-target’ antigens, capture of the secondary labeled anti-
body (�conjugate), washing to remove excess conjugate,
addition of enzyme substrate and reaction which makes the
procedure labor-intensive. The introduction of automated
plate washers and readers can decrease the hands-on time.
Typically these assays take between 1–2 hours, depending
upon the format of the test and number and length of incu-
bation steps (21, 22). 

Automated immunoassays have also been developed.
Vidas (bioMérieux, Marcy-l’Etoile, France) is an auto-
mated enzyme-linked immunofluorescent assay (ELFA)
based on the detection of specific pathogens using specific
antibodies coated on the inner surface of a tip-like dispos-
able pipette which is introduced into the Vidas system
along with the Vidas pathogen-specific reagent strip con-
taining the boiled enrichment culture (Figure 55.6). A
chemiluminescent substrate is used to visualize the anti-
body-antigen-antibody sandwich (23, 24). The Vidas sys-
tem enables high-throughput and rapid screening of large
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FIGURE 55.6 The Vidas system: an automated ELFA method
based on the detection of pathogen-specific antibodies coated on
the inner surface of a tip-like disposable pipette which is auto-
matically transferred in the Vidas strip in which the test sample
is introduced and which holds the necessary ELISA reagents.
(Courtesy of bioMérieux, Marcy-l’Etoile, France.)



number of samples for presence of pathogens. The VIDAS
is available for detection of Salmonella, Listeria spp.,
Listeria monocytogenes, Campylobacter spp., E. coli
O157 and Staphylococcus aureus toxins. 

C. IMMUNOMAGNETIC SEPARATION (IMS)

IMS, which employs paramagnetic particles coated with
specific antibodies, promises to be a useful tool to remove
small food particles from a sample and to selectively
enrich and concentrate target bacterial cells by altering
the ratio of target to non-target organisms in favor of the
target organism. IMS techniques are nowadays wide-
spread in food diagnostics (25). The efficiency and speci-
ficity of IMS depends upon the type of magnetic beads,
the choice of the antibodies, the target organism, the num-
bers of the competitive flora and the food matrix. The
sensitivity of the IMS technique varies from 102–104 CFU
per ml. In most cases IMS after 24 h pre-enrichment
results in an increase in the isolation of the pathogen with
concomitant reduction in the number of competitive flora.
Thus the use of IMS improves the sensitivity of microbi-
ological tests and eliminates the need for a secondary 24h
enrichment, thus reducing the total test time. IMS can be
of significant value in conjunction with a number of end-
point detection techniques (Figure 55.7). IMS was shown
to improve the sensitivity of ELISA, PCR and both used
in conjunction enabled detection of Salmonella and 
E. coli O157 in foods within 24 h. As such, IMS is an
important contribution to the development of a rapid and
facile preliminary screening method of food for the pres-
ence of pathogens. IMS has become an integral part of the
conventional as well as some rapid methods for E. coli
O157. The use of IMS was shown to increase the isolation
rate of E. coli O157. The IMS procedure has now been
automated (BeadRetrieverTM, Dynal Biotech Ltd. Wirral,
U.K.). Automated immuno-magnetic separation in com-
bination with an enzyme immunoassay complements the
conventional culture approach to produce more timely
results for the detection of pathogens without signifi-
cantly increasing the workload of the laboratory (26).

IMS methodology has been coupled to electrochemi-
luminescence (ECL) detection for rapid detection of E.
coli O157 or Salmonella typhimurium with a commercial
immunomagnetic (IM)-ECL sensor. Like other chemilu-
minescence techniques, ECL offers high signal-to-back-
ground ratios and is comparable in sensitivity to
radioisotopic methods but has the advantage over other
chemiluminescent techniques of being initiated by a volt-
age potential and thus providing better-controlled lumi-
nescence. ECL can be accomplished by heavy metal
chelates such as ruthenium(II) trisbipyridal [Ru(bpy)3

2�]
chelate. Following IMS, [Ru(bpy)3

2�]-labeled antibodies
were added and after a short incubation period magnetic
beads were captured and ECL was measured. The IM-
ECL assays were capable of detecting less than 2000 CFU
per ml in various food samples (27). The IM-ECL
approach proved to be at least 100 times more sensitive
than the current ELISA assays and enabled rapid detec-
tion (within 24 h) of low numbers (0.05 CFU per g) of E.
coli O157:H7 in ground beef (28).

An alternative format for IMS, ImmunoFlow, has
recently been developed to capture bacteria and elimi-
nates an enrichment step to allow bacteria to be concen-
trated directly in food and water samples in 30 minutes.
ImmunoFlow uses a high-flow-rate fluidized bed with
large beads to capture and concentrate bacteria and is vol-
ume-independent. Specific antibody is covalently linked
to the beads and large beads (�3 mm) are used to prevent
sample clogging when testing food samples. Detection of
bound targets is done using conventional ELISA proto-
cols. This protocol enabled detection of 10 cells inde-
pendent of the sample volume (29).

VII. NUCLEIC ACID-BASED METHODS

The application of molecular biological techniques to
food microbiology has increased tremendously in recent
years. These techniques represent a new generation of
rapid methods, based on the primary information con-
tained in the nucleic acid sequences of a particular organ-
ism. Indeed, nowadays a bacterial species is defined on

Rapid Methods in Food Diagnostics 55-9

Pre-enrichment
Wash and

immunocapture

Dynabeads

Separation Concentration Detection

250 ml 1ml
100 µl

Spread

Elisa

DNA/RNA

Impedanc

EETC...

FIGURE 55.7 Immunomagnetic separation uses paramagnetic particles with specific antibodies to selectively concentrate bacterial
cells. IMS can be of significant value in conjunction with a number of end-point detection techniques. (Courtesy of Dynal, Oslo, Norway.)



the basis of genetic information combined with a pheno-
typic description. Detection of pathogens based on spe-
cific DNA or RNA sequences thus goes back to the basis
of classification of unknown organisms.

A. OLIGONUCLEOTIDE PROBES

With the classical DNA probe hybridization assay, microor-
ganisms are collected on a filter, cells are lysed and the lib-
erated DNA or RNA is immobilized in single-stranded
form. The nucleic acid is identified by hybridization with
radioactively or non-radioactively labeled specific DNA
probes. For many pathogens rRNA genes are targeted in
hybridization assays. The rRNA gene contains very con-
served parts but also variable regions in which specific
probes for a certain species can be chosen. In addition,
rRNA is present in high numbers in the bacterial cell
(�104/cell). Although all these DNA probes offer good
specificity, they are limited in sensitivity. Typically, these
assays need about 105–106 CFU per ml to obtain a reliable
result. There are two types of user-friendly nucleic acid
probe tests commercially available in routine food labora-
tories for several pathogens, e.g., Salmonella, Listeria spp.,
Listeria monocytogenes, etc. The Gene-Trak system
(Neogen, Lansing, MI, U.S.A.) uses a dipstick format with
a colorimetric detection and is generally applied after 48-h
enrichment of the food sample. The AccuProbe test (Gen-
Probe Inc., San Diego, CA, U.S.A.) is a chemiluminescent
homogenous DNA probe system based on the principle of
DNA hybridization protection. It is recommended as a cul-
ture confirmation test applied to purified colonies from iso-
lation media, thus providing qualitative results (30). 

Recently, PNA probes were developed as an alternative
to DNA probes. Peptide nucleic acid (PNA) is a pseudo-
peptide that binds strongly and specifically to nucleic acids.
PNA consists of a non-charged polyamide backbone to
which the different nucleo-bases are attached. The neutral
PNA backbone confers unique properties on the molecule,
relative to oligonucleotides. These include faster hybridiza-
tion kinetics and the ability to use more stringent hybridiza-
tion conditions that favor the disruption of the target
structure while still promoting strong hybridization of
PNA. PNA probes can be used for rapid detection and iden-
tification of specific microorganisms (31). 

B. POLYMERASE CHAIN REACTION

1. Principle and Applications in Food
Microbiology

A significant factor in the application of molecular tech-
niques for rapid detection of pathogens lies in the develop-
ment of the polymerase chain reaction (PCR). Conventional
PCR assays incorporate a pair of oligonucleotide primers to
amplify by use of the Taq DNA polymerase, a specific gene

that is then detected using agarose gel electrophoresis. PCR
is based on repetitive cycles of DNA denaturation, primer
annealing if they meet a complementary target DNA
sequence, and elongation of the primers according to the
complementary base sequence given by the target DNA by
a thermostable DNA polymerase (Figure 55.8). This results
in duplication of the target DNA after each cycle. Thus, dur-
ing thermocycling, exponential amplification of target DNA
occurs. PCR has become an important tool in microbial
diagnostics because of the potential for detecting less than
10 copies of a specific gene within a complex sample.
However, its sensitivity is also the greatest potential weak-
ness of the method. Cross-contamination with external
DNA or carry-over contamination of target DNA produced
during prior amplification assays may give false results very
easily. Technical improvements (real-time PCR instrumen-
tation, enzymatic decontamination systems), the adherence
to careful laboratory procedures and the use of dedicated
materials and pre-aliquoted reagents may solve this prob-
lem. The reliable identification due to the use of specific
DNA or RNA sequences and the intrinsic sensitivity of
PCR shows tremendous promise for rapid detection of
pathogens in foods. Specific primer sets were developed for
almost all established and emerging pathogens in food
microbiology (32, 33). Target genes involved for PCR
detection of pathogens are numerous:

● rRNA genes or the spacer region between 16 S
rRNA and 23 S rRNA genes.

● Virulence genes and toxin genes. Some virulence
genes are located on plasmid DNA. A chromoso-
mal location is preferred because of the instabil-
ity of plasmid during subculturing. By targeting
virulence genes (hlyA-gene for L. monocyto-
genes, invA-gene for Salmonella, eae-gene for E.
coli O157:H7, ail-gene for Y. enterocolitica, etc.)
or toxin genes (vt-genes for VTEC, lt-genes and
st-genes for ETEC, ct-genes for Vibrio cholera,
BoNT for Cl. botulinum, etc.), potential patho-
genic strains can be discriminated from non-
pathogenic strains belonging to the same species.

● A specific sequence with a known function,
e.g., flagellin genes for Campylobacter, beta-
D-glucuronidase gene for E. coli, IS 200 ele-
ment for Salmonella, etc.

● A specific sequence with an unknown function,
often derived from species-specific bands in
DNA fingerprinting patterns.

Multiplex PCR uses multiple primer sets to amplify
two or more target loci in a single reaction. It was
described for simultaneous detection of Listeria spp. and
Listeria monocytogenes in poultry products and dairy
samples, Salmonella spp. and Shigella spp. in mussels,
Salmonella strains and Escherichia coli O157 in meat,
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Campylobacter jejuni and Arcobacter butzleri in a range
of food products (1). 

PCR methods are of particular importance in two
areas in the field of food microbiology:

1. In the context of rapid detection of food-borne
pathogens. 
In accordance with immunoassays, PCR pro-
vides a rapid screening method for the presence
of pathogens. If a specific primer set is chosen,
amplification conditions well optimized, appro-
priate sampling protocols are applied and proper
controls are included, PCR assays may be devel-
oped that are highly specific and provide a reli-
able detection of pathogens in the food sample
under examination in a 24-h time period.

2. As a complementary technique in the identifi-
cation of pathogens where the conventional
cultural methodology lacks accuracy. 
Usually, phenotypic characteristics such as mor-
phological, physiological and biochemical fea-
tures are applied as confirmation tests for

food-borne pathogens. However, sometimes
the development of simple and restricted confir-
mation schemes may not be feasible to provide
a reliable identification of the pathogenic
organism, especially for particular genera or
species with a difficult taxonomic position, e.g.,
identification of Bacillus cereus senso stricto
being part of the B. cereus group including
B. cereus, B. anthracis, B. mycoides and
B. thuringiensis may be accomplished by a PCR
method based on the gyrB-gene. In the case of
emerging pathogens, e.g., pathogenic strains of
Escherichia coli for which pathogenicity is
associated with the presence or absence of cer-
tain virulence genes, PCR is an essential part of
the full characterization of the strain. For the
genus Campylobacter, which is characterized
by its biochemical inertness, detection of the
hippuricase gene by PCR provides a more use-
ful test for confirmatory identification of
C. jejuni because wrong identification may
occur due to non-expression of the gene when
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only relying on the hippurate hydrolysis pheno-
typic confirmation test (34).

Although user-friendly PCR formats are available
now, the technique still requires a significant amount of
labor with regard to sample preparation and subsequent
detection of PCR amplicons. 

2. The Necessity of Sample Preparation in PCR-
Based Pathogen Detection Systems

Any PCR-based detection system, while potentially very
sensitive, must still confront a number of challenges inher-
ent with sampling complex substrates such as food sam-
ples. PCR is an in vitro enzymatic reaction which only
takes place under well-defined conditions of pH and ionic
strength and is very susceptible to interfering factors which
may be co-extracted from the food sample. If the complex-
ity of the samples adversely impacts the assay, causing
reduced amplification efficiency or complete inhibition of
the enzymatic reaction, then a negative result may in fact be
caused by lack of sensitivity to detect a given pathogen at
the minimum concentration that is known to cause health
risk. Thus sample preparation needs to be well designed:
how much sample is processed, the efficiency of pathogen
isolation, the efficiency of nucleic acid extraction, and the
effect of co-factors that inhibit PCR. In the context of food
diagnostics the following points need to be considered:

1. The PCR technique has the intrinsic sensitivity
to achieve the required detection limit for
pathogens in food (approximately 5–10 CFU
per PCR reaction). However, direct detection of
the pathogen in food samples by PCR presents
a number of technical difficulties. The relative
low levels of pathogens are present in a large
amount of food (1–30 g used for food analysis)
while only a small sample size (normally one
ml of food homogenate) is used for nucleic acid
isolation and only a small portion of the DNA
extracted (2–10 µl) can be used in the PCR
reaction. The pathogen may also be non-uni-
formly distributed in the food product (35). 

2. Several studies indicated the presence of PCR-
inhibitory factors in milk (calcium ions), soft
cheeses (proteins and fats), red meat (coagulated
blood) and various other foods (36, 37). The
inclusion of proper controls makes it possible to
develop and apply PCR methods for reliable and
rapid detection of pathogens in routine laborato-
ries. A positive control (in a separate tube)
should be taken along in each PCR run and pref-
erentially an internal control is co-amplified
with the target DNA in each PCR tube to check
on inhibitory compounds in the sample.

3. From a food safety point of view, care must be
taken in interpreting results generated by PCR
analysis since this technique cannot distinguish
between viable and non-viable organisms. The
precise correlation of cell viability with detec-
tion of DNA was shown to be poor, with DNA
persisting in actively killed cells for significant
periods of time (38). The detection of dead
cells has to be considered.

The above-mentioned problems can be solved by the
execution of PCR after a short enrichment period. Most
commonly, the food sample is homogenized in a broth and
the number of bacteria is increased in vivo by enrichment in
order to obtain a sufficient number in a small volume while
at the same time diluting out inhibitory components of the
food. In addition, previous culture also ensures that only
DNA from viable cells is detected (39). Prior enrichment
also enables the use of rapid and simple protocols for lysis
of bacterial cells and DNA purification. The commercially
available PCR systems, the BAXTM-assay (DuPont
Qualicon, Wilmington, DE, U.S.A.) (20), the ProbeliaTM

assay and its real-time format, the iQ Check PCR assay
(Bio-Rad Laboratories, Marnes-la-Coquette, France) (40,
41) and the TaqmanTM assay (Applied Biosystems, Foster
City, CA, U.S.A) (42) all recommend the application of
PCR after a 16–24 h pre-enrichment step.

The use of a shortened pre-enrichment (4–12 h) should
be carefully evaluated. In contrast to fully viable patho-
genic bacteria used for artificial contamination, bacterial
cells in naturally contaminated foods are subjected to
stress. The enrichment time needed for a positive PCR
detection of stressed cells will be adversely affected. In
this state, the microorganisms require a period of recovery
before they regain full growth potential and limitation of
the enrichment time could lead to an underestimation of
the contamination of the food products (43). Often a tech-
nical intervention for further concentration of the bacteria
is performed after enrichment to increase the sensitivity of
the PCR assay and eliminate interfering food components.
These include filtration, centrifugation, buoyant density
centrifugation, immunomagnetic separation (IMS), sur-
face adhesion or selective adsorption to metal hydroxides,
etc. (1, 44). At present several protocols combining a short
enrichment, subsequent bacterial concentration, DNA
extraction and PCR analysis for rapid (within 24 h) detec-
tion of low numbers of pathogenic bacteria in various
foods are described (Table 55.3) (20, 40, 42, 45–55). To
reduce the time needed for a PCR result the direct applica-
tion (without prior enrichment) to food is preferred. It must
be considered that for application in routine microbiologi-
cal analysis the complexity of the procedures should be
limited. For fluid food products such as milk a single con-
centration step such as centrifugation or filtration allowed
the detection of 1–10 CFU of L. monocytogenes per 25 ml
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(56, 57). To obtain this detection limit the filtration step
was combined with a complex DNA-purification protocol. 

3. Detection of PCR Amplicons/Real-Time PCR

The location of the primers in the selected gene deter-
mines the length of the amplification fragment. The detec-
tion of the amplicon is usually performed by agarose gel
electrophoresis combined with an intercalating dye (e.g.,
ethidium bromide) and UV light. Electrophoresis makes it
possible to estimate the length of the PCR product and
length often serves as a proxy for product identification.
However, production of non-specific PCR products is
known to occur sometimes as the result of priming at loci
that share homology with the target sequence or because
of primer artefacts. Confirmation of the identity of the
amplification product is recommended either by

● Hybridization with a probe internal to the ampli-
fication primers (Southern blots or dot-blots) 

● Digestion of the amplicon with a restriction
endonuclease

● Generation of an internal fragment using nested
or semi-nested PCR

● Sequencing to identify the PCR product

In addition to testing the specificity of the product,
hybridization with an internal probe or nested PCR can
also improve the sensitivity of the assay system. 

The application of fluorescent probes to the detection
of PCR amplicons, together with suitable instrumentation
capable of combining amplification and detection, has led
to the development of real-time PCR methodologies.
These assays eliminate the need for gel-based detection
and yield data amenable to storage and retrieval in an
electronic database. Fluorescent real-time detection uses
either the SYBR Green fluorescent dye that binds to dou-
ble-stranded DNA or specific hybridization of fluores-
cence-labeled probes to the amplicon (44, 58). For the

Rapid Methods in Food Diagnostics 55-13

TABLE 55.3
Some Examples of Nucleic Acid Amplification Protocols for Rapid Detection (within 24 h) of Pathogens in
Foods

Period of
Micro-Organism Enrichment Sample Preparation Detection Food Types Ref. 

Escherichia coli 6–11 h InstaGeneTM Matrix PCR � Molecular Beacon Pasteurized apple juice Fortin et al. 2001
O157:H7 (Bio-Rad laboratories) based detection and milk (I) (45)

Salmonella 16–20 h InstaGeneTM Matrix Taqman PCR assay Raw meat and Kimura et al. 
(Bio-Rad laboratories) shrimp (I �NC) 1999 (42)

EnviroAmp Kit (PE 
Applied Biosystems)

Salmonella 16–20 h Multiple protocols Taqman PCR assay Chicken carcass rinses, raw Chen et al. 
meat, raw milk (I�NC) 1997 (46)

Salmonella 16–20 h InstaGeneTM Matrix ProbeliaTM PCR assay Various foods (I � NC) Fach et al. 
(Bio-Rad laboratories) 1999 (40)

Escherichia coli 20 h BAX lysis reagent PCR � agarose gel Ground beef (I) Johnson et al.
O157:H7 detection 1998 (20)

Campylobacter spp. 6–24 h Surface adhesion to a PCR � agarose gel Meat and poultry (I�NC) Cloak et al. 
polycarbonate membrane � detection 2001 (47)
phenol:chloroform extraction

Salmonella spp. 16 h IMS � heat treatment PCR � agarose gel Dairy and egg Rijpens et al. 
detection products (I) 1999 (48)

Escherichia coli 6 h Buoyant density centrifugation PCR � agarose gel Raw meat (I � NC) Lindqvist 1997 
O157:H7 � boiling detection (49)

Campylobacter 24 h GuSCN lysis � silica-based NASBA � internal enzyme Various foods (I), Uyttendaele et al. 
jejuni extraction labeled detection probe poultry (NC) 1995, 1996 (50, 51)

Escherichia coli 0 h Adsorption to titanium PCR � Molecular Beacon Skim milk (I) McKillip and 
O157:H7 hydroxides � GuSCN lysis based detection Drake 2000 (52)

and phenol-chloroform 
extraction

Listeria 0 h Centrifugation � IMS � phenol: PCR �agarose gel Ham (I) Hudson et al. 
monocytogenes chloroform extraction detection 2001 (53)

Campylobacter 0 h Mechanical disruption in the PCR� agarose gel Chicken carcass Englen and 
jejuni presence of DNAzol detection rinses (I) Kelley 2000 (54)

Miscellaneous 0 h FTA filters PCR �agarose gel Fresh produce (I), beef (I), Lampel et al. 
detection apple cider (I) 2000 (55)

I � artificially inoculated, NC�naturally contaminated



latter approach three different chemistries are predomi-
nantly applied in food microbiology: Taqman probes
(Applied Biosystems, Foster City, CA, U.S.A.), molecular
beacons (Bio-Rad Laboratories, Marnes-la-Coquette,
France) and the LightCycler hybridisation system (Roche
Molecular Diagnostics, Basel, Switzerland). These sys-
tems are commercially available for routine detection of
pathogens in foods. The application of each of these fluo-
rescent real-time PCR techniques is linked to dedicated
suitable instrumentation.

a. SYBR Green DNA binding dyes
SYBR Green binds specifically to double-stranded DNA
(dsDNA). The unbound dye exhibits little fluorescence in
solution in the presence of denatured DNA, but during
elongation increasing amounts of dye bind to the nascent
dsDNA. When fluorescence is monitored in real time in
every cycle at the end of the elongation step, an increase
is observed in fluorescence as the PCR progresses and tar-
get DNA is exponentially amplified. This method obviates
the need for target-specific fluorescent probes, but its
specificity is determined entirely by the choice of specific
primers. Thus this assay is no more specific than conven-
tional PCR with agarose gel detection. Additional speci-
ficity and PCR product verification should be achieved by
the generation of melting curves following amplification.
Melting curves are generated by slowly ramping the tem-
perature of the sample to a denaturing level (95°C). As the
dsDNA denatures, the dye becomes unbound from the
DNA duplex, and the fluorescent signal decreases. This
change in fluorescence can be plotted against temperature
to yield a melting curve waveform. A characteristic melt-
ing peak at the melting temperature (Tm) of the amplicon
will distinguish it from amplification artefacts. 

b. Taqman probes
The Taqman assay utilizes the 5�-nuclease activity of the
DNA polymerase to hydrolyse a hybridization probe bound
to its target DNA. This probe (the Taqman probe) contains
a fluorescent reporter dye at its 5�-end, the emission of
which is quenched by a second dye at its 3�-end when the
reporter and quencher dye are close to each other. Intact
Taqman probes do not generate fluorescence. During the
annealing both the primers and the Taqman probe will
anneal to its complementary sequence of the target DNA.
However, during elongation, when the Taq DNA poly-
merase is adding bases to the synthesize specific dsDNA, it
will degrade the Taqman probe on its way by its 5�-nucle-
ase activity, the quencher and reporter dye will separate
from each other and fluorescence will occur (Figure 55.9).
By measuring fluorescence in the PCR tube every cycle, the
PCR reaction can be followed up in real time.

c. Molecular beacons
Molecular beacons are DNA hybridization probes that form
a stem-and-loop structure; the loop portion of the molecule

is complementary to the target nucleic acid molecule and
the stem is formed by the annealing of complementary arm
sequences on the ends of the probe. On one end of the probe
a fluorophore is attached and on the other end a quencher
of the fluorophore (Figure 55.10). In the absence of the tar-
get PCR product the beacon is in a hairpin shape and there
is no fluorescence. However, during PCR reactions and the
generation of target PCR products, the beacons will attach
to the PCR products and cause the hairpin to unfold. As the
quencher moves away from the fluorophore, fluorescence
will occur and this can be measured. The measurement can
be done every cycle of the PCR during the annealing step
as the PCR is in progression allowing real-time detection of
target PCR products and thus the presence of the target
pathogen in the sample. By using molecular beacons con-
taining different fluorophores, one can detect different PCR
products in the same reaction tubes, which enables one to
perform multiplex tests of several pathogens. 

d. The Light Cycler hybridization system 
This method uses two hybridization probes. One of the
probes carries at its 3�-end a fluorescent donor which
emission spectrum overlaps the excitation spectrum of an
acceptor fluorophore that is attached to the 5�-end of the
probe. Excitation of the donor results in fluorescence res-
onance energy transfer (FRET) to the acceptor and thus
fluorescence. In solution the two dyes are apart, and
because FRET depends on the spacing between the two
dye molecules, only background fluorescence occurs.
During the annealing step, both probes hybridize to their
complementary sequence, specific target DNA, in a head-
to-tail confirmation. This brings the two dyes in close
proximity to one another, promoting FRET and fluores-
cence is measured. Increasing amounts of fluorescence
are measured proportional to the amount of specific target
DNA synthesized during the PCR reaction.

There are three competing instruments on the market
to perform real-time PCR: the ABI PRISM Instruments
(Applied Biosystems), the iCycler (Bio-Rad Laboratories)
and the LightCycler (Roche Diagnostics). All three are
run as closed-tube systems requiring no post-amplifica-
tion manipulations for detection of amplicons. This avoids
problems of carry-over contamination. The entire PCR
process is amenable to automatization and can handle
large amounts of samples making real-time PCR suited
for high-throughput screening applications. Although
real-time PCR allows quantification, automated fluores-
cent PCR methods are predominantly used for qualitative
pathogen testing (presence/absence in the food sample).
However, the real-time monitoring of PCR reactions by
tracking a fluorescent signal at every cycle during PCR
thermal cycling demonstrates positive results more rap-
idly (at the cycle at which fluorescence exceeds the statis-
tically determined fluorescence background threshold)
thus decreasing the time to detect a positive sample. 
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4. Quantitative PCR

During real-time PCR, fluorescence values are recorded
during every cycle and represent the amount of product
amplified to that point in the amplification reaction. The
more amplified product appears during PCR amplifica-
tion, the more fluorescence intensity increases due to
hybridization of the fluorescent probe to the PCR product.
The instrument-associated software plots automatically
during the amplification the RFU (Relative Fluorescent
Unit) versus number of cycle which allows the detection
in real-time of the PCR product. In the software a baseline
for the RFU is calculated as a function of fluorescence
noise. When adjusting the graph to have log RFU in
Y-axis versus the cycle number in the X-axis it should be
verified that the threshold cycle Ct (the cycle at which the
fluorescence rises appreciably above background) is
located in the linear part of the graph (corresponding to
the PCR exponential phase since the scale is in logarith-
mic units). The combination of a sample preparation
method for direct PCR (without cultural enrichment step)

with a PCR method using a real-time monitoring fluores-
cent PCR amplicon detection system allows rapid quan-
tification of pathogens. Quantification is based on the
threshold cycle. The higher the level of pathogenic bacte-
ria present in the sample, the higher the input of patho-
genic target DNA in the PCR reaction and the faster the
threshold cycle is reached. Quantification is performed by
an external standard correlating the time to detection to
the initial number of pathogens or DNA material used as
an input (Figure 55.11). As the real-time quantitative PCR
does not use an internal standard but is based on an exter-
nal scale, quantification demands a good reproducibility
of isolation/concentration of bacteria, DNA extraction and
PCR. Quantification of Salmonella, Campylobacter jejuni
and Escherichia coli O157 in pure cultures using real-
time PCR was reported (59–61). Evaluation of a quantita-
tive real-time PCR for rapid enumeration of Listeria
monocytogenes showed that log differences in the
pathogen added to cabbage could be reliably distin-
guished. The method produced a linear response over 7
log cycles from 102 to 109 cfu in 25 g of cabbage (62). 
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5. Microarrays

The recently developed nucleic acid microarray (oligonu-
cleotide microchip) technology has been introduced to
enhance the detection capabilities of PCR. In this con-
text, microarrays serve as a system for rapid detection of
multiple amplicons resulting from a multiplex PCR.
DNA microarrays are in fact a series of reverse dot-blots
for which sequence-specific short oligonucleotide-probes
are attached to a substrate in a lattice pattern. Probes
appear as “spots” in the final image where each spot rep-
resents a unique probe sequence. PCR products can
deposit on the surface and if these PCR products specific
hybridize to complementary probes, it can be visualized
using some type of reporter molecule (either a fluores-
cent label or biotin that permits subsequent detection
with a secondary label). This system enables simultane-
ous detection of the presence of distinct PCR products
based on inter-product DNA sequence differences.
Multiplex PCR in combination with microarrays have
been used for the detection and genotyping (identifica-
tion of various virulence factors) of enterohemorrhagic
E. coli. The microarray technology has great potential for
use in diagnostic microbiology, by combination of DNA
amplification with a universal primer pair with an
oligonucleotide microchip with specific probes for sev-
eral pathogens (63).

6. RNA Amplification Systems

DNA was also demonstrated to persist in a PCR-detectable
form in culture negative samples. However, the presence of
intact DNA sequences does not give an indication of cell
viability. RNA is chemically and biologically more labile
than DNA. The type of target RNA, the primer choice, the
inoculum level, the inactivation treatment and the holding
conditions of the inactivated culture influence the half-life
of the target RNA and as a consequence its (in)ability to be
amplified. The longer half-life of rRNA and its variable
retention following a variety of bacterial stress treatments
make rRNA, under many conditions, a less accurate indica-
tor of viability than mRNA. Studies investigating messen-
ger RNA as a target for amplification showed genes with
inducible expression (e.g., the hlyA-gene of L. monocyto-
genes) not to be suitable; because of the inducible expres-
sion, the extraction efficiency of the transcript is variable.
The use of housekeeping genes (e.g., the elongation factor)
seems a better target as an indicator for viability.

The most commonly used amplification techniques for
detecting mRNA are RT-PCR (reverse transcriptase-PCR)
or NASBA (nucleic acid sequence-based amplification).
RT-PCR is a two-stage process, in which a target messen-
ger RNA sequence is first transcribed into a complemen-
tary DNA (cDNA) sequence, either using random
hexanucleotide primers or sequence-specific primers. The
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cDNA sequence may then serve directly as a template for
PCR. NASBA is a transcription-based amplification reac-
tion that utilizes three enzymes (avian myeloblastosis virus
reverse transcriptase (AMV-RT), ribonuclease H (Rnase
H) and T7 RNA polymerase) acting together to mimic
retroviral replication. A major advantage of NASBA over
RT-PCR is that NASBA is performed isothermally which
avoids amplification of double-stranded DNA and enables
amplification of RNA from a pool of total nucleic acid.

Both methods have been applied for detection of micro-
bial pathogens in food and water samples. NASBA accom-
plished rapid detection of food-borne pathogens (Listeria
monocytogenes, Campylobacter jejuni) in foods after a pre-
ceding 24-48 h enrichment period. RT-PCR has been applied
for detection of viable Listeria monocytogenes in beef and
eggs and Salmonella Enteritidis in beef (64, 65) (Table 55.3).

RNA amplification methods offer in many instances
the best means of detecting food-borne enteric viruses
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FIGURE 55.11 During real-time PCR (in the present example using a molecular beacon-based assay performed in an iCycler), flu-
orescence intensity increases due to hybridization of the fluorescent probe to the PCR product. When adjusting the graph to have log
RFU in Y-axis versus the cycle number in the X-axis the threshold cycle Ct (the cycle at which the fluorescence rises appreciably
above background) can be derived. Quantification is performed by an external standard correlating the time to detection to the initial
number of pathogens or DNA material used as an input. (Courtesy of Bio-Rad, Hercules, California, U.S.A.)



(hepatitis A virus, rotaviruses, Norwalk-like virus); other
methods such as ELISA or cell culture are too inefficient
or slow (66, 67).

7. International Acceptance

Despite rapid advances in the field of molecular-based
methods, there is no doubt that the complexity of the food
samples will continue to challenge further these rapid
detection methodologies. Nucleic acid-based diagnostics,
such as PCR, are very young compared to traditional
detection methods and although well-established in
research laboratories, still need to gain general acceptance
as reliable methods in routine food diagnostics. However,
it is considered that PCR can be established as a routine
reference method, alongside traditional techniques within
the next decade. Currently, there are international collabo-
rative efforts to produce PCR-based methods for food-
borne pathogens which are suitable for standardization,
and thereafter adoption as routine diagnostic procedures.
The framework of these efforts is based on three principal
steps: demonstration of primer specificity, evaluation of
the method through collaborative trial and, finally, pro-
posal to an international standardization body such as CEN
(Commission Europeén de Normalisation) (68). At the
same time ISO Technical Specifications are under devel-
opment to formulate some general definitions and recom-
mendations on the requirements for sample preparation,
the performance criteria for thermocyclers, and the
requirements for amplification and detection in order to
control the overall reliability of the PCR methods executed
in food diagnostic laboratories. 

VIII. BIOSENSORS

Biosensors are defined as analytical devices which com-
bine biospecific recognition systems with physical or
electrochemical signalling. The architecture of a generic
system comprises three components: the biospecific reac-
tion, the signal emitted when the target is bound, and the
platform, which transduces the binding reaction into a
machine-readable output signal. Recently new concepts
have begun to yield biosensors aimed at addressing
pathogen detection in the food industry. They consist of
immobilized biologically active material (e.g., enzymes,
antibodies or antigens, nucleic acids) in close proximity to
a receiving transducer unit. Target recognition results in
the generation of an electrical, optical or thermal signal
which is proportional to the concentration of target mole-
cules. However, the application of biosensors to the on-
line detection of food pathogens is seriously hampered by
problems of stability, sterilizability, sensitivity and matrix
interferences. Some current papers have reported the
detection of common food-borne pathogens like E. coli,
Salmonella or Listeria in model systems within minutes.

Only very few papers, however, deal with their direct
detection in food samples. Given the complexity of the
different types of biosensors and their limited application
in food pathogen testing, we refer to excellent reviews by
Ivnitski et al. (69) and Hall (70) for further reading.

IX. VALIDATION OF ALTERNATIVE
(RAPID) METHODS

In the past, different countries have developed different val-
idation schemes. Several standardization organizations
such as AOAC, IDF, AFNOR, NMKL, etc. have expanded
their activities and started up a validation protocol for alter-
native methods. This has frustrated kit manufacturers, as
they have to undertake a number of different validations in
different countries, in order to get widespread acceptance of
their test. There is a need for harmonization in validation
schemes. In 2002, the European Standard “Protocol for the
Validation of Alternative Methods” was accepted by the
CEN. Through the CEN/ISO “Vienna agreement,” this
European Standard will also be adopted as an ISO standard
(ISO 16140) and agreements have been made with AOAC
International for mutual recognition of the different valida-
tion schemes. A European certification organization named
MicroVal for independent validation and approval of alter-
native methods based on the European standard is set up
and pilot validation studies are ongoing. The proposed ISO
16140 standard for validation of alternative methods
describes a technical protocol for the validation of qualita-
tive methods and a technical protocol for the validation of
quantitative methods which both include a method compar-
ison study and an interlaboratory study. Specific recom-
mendations are given relating to the experimental setup of
the measurement protocol and the calculation and interpre-
tation of the data obtained using appropriate statistics.
Nevertheless, the acceptance criteria are not clearly defined
in the protocol. Results of the alternative method should be
‘comparable’ to those of the reference method. The actual
criteria will depend upon the type of method and the cir-
cumstances under consideration.

In the U.S. but also worldwide, AOAC International,
which has a long tradition in validation of methods, is the
expert organization for validation of alternative (rapid)
methods. The collaborative study forms the essence of the
AOAC validation process. In this study, competent, expe-
rienced analysts, working independently in different labo-
ratories, use a specified method to analyze homogeneous
samples for a particular microorganism. An Associate
Referee, under the guidance of the General Referee and
assisted by a statistical consultant, is responsible for the
actual development of the protocol for the collaborative
study which should be approved through the Methods
Committee on Microbiology and Extraneous Materials.
The Associate Referee also conducts ruggedness testing
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and a pre-collaborative study to determine the applicabil-
ity of the method for detection of the target organism(s) in
a wide range of food matrices and conditions. The
Associate Referee is required to be an expert in a particu-
lar target organism or a particular type of method or a
food matrix or a combination of these. The General
Referee must be a recognized authority in the field of
interest (71). For the parameters taken into consideration
to evaluate the performance of alternative (rapid) methods
the reader is referred to Chapter 54. 

X. CONCLUSIONS

Improvements in the field of instrumentation and data
processing, immunology and molecular biology have led
to the development of rapid (within 24–48 h) methods for
the detection of food-borne pathogens. The introduction
of these methods for ‘real-time’ detection of specific bac-
teria is hampered by the complexity of the food matrix
and the low numbers of pathogens present in the sample.
One of the most challenging problems is sample prepara-
tion. More research is needed on techniques for separating
microorganisms from the food matrix and for concentrat-
ing them before detection. The potential of combining dif-
ferent methods should be further exploited. Results
obtained from alternative (rapid) methods should be care-
fully interpreted because positive tests are not necessarily
linked to biological activity and should be supported by
classical cultural methods which are still the reference
methods whereas negative test results are only representa-
tive for the absence of the pathogen in the sample taken at
that time. Anyhow, it should be kept in mind that micro-
biological monitoring of foods as such cannot control
entirely microbiological quality or food safety. It is only a
tool to verify the well functioning of preventive measures
taken to eliminate, reduce or prevent the contamination
from spoilage or pathogenic microorganisms.
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I. INTRODUCTION

A. DEFINITION OF CONSUMER ACCEPTANCE

RESEARCH

Consumer acceptance research is the field of study that
examines the perceptual, cognitive, social, and attitudinal
factors that influence liking of and behavior toward a food
product or concept. It involves the study of the intrinsic
and extrinsic product factors that influence liking, choice,
purchase, or consumption of foods and beverages, utiliz-
ing untrained people who are representative of the ulti-
mate users of the product.

B. IMPORTANCE AND PURPOSE OF CONSUMER

ACCEPTANCE RESEARCH TO THE FOOD INDUSTRY

The importance of consumer acceptance research to the
food industry is reflected in the large number of R&D pro-
fessionals who are employed by food companies all over
the world to conduct consumer-based, sensory research
for food product development, optimization, shelf stabil-
ity analysis and quality control. In addition, another broad
range of consumer research activities is performed within
marketing research departments in these companies.
Considering the cost involved in successfully bringing a
new product to market, food manufacturers realize that it
is essential to obtain consumer information as early as
possible in the product development cycle in order to screen
out potential product failures from potential successes.
Consumer acceptance research, along with many of the
other sensory testing techniques described in Chapter 57,
can provide critically important information to decision
makers in order to maximize the likelihood of both prod-
uct and business success.

Since consumer testing is ordinarily more expensive
and time consuming than non-consumer sensory testing, it
would be inefficient to have consumers evaluate products
that have not been previously evaluated by in-house or
trained panels to either characterize their sensory proper-
ties or to ensure that the samples to be compared differ
significantly on some sensory dimension. However, for most
of the trained panel techniques discussed in Chapter 57,
consumer testing of the liking/disliking of the product(s)
will be a necessary follow-on activity. This is especially true,

since knowledge about a product’s sensory characteristics
or the fact that it is discriminably different from another
product does not tell the product developer whether it will
have any meaningful effect on consumer liking/disliking
of the product(s). Without this latter information, product
managers risk making decisions that are very costly in time,
resources, and money, but without any evidence of their
likely impact on consumer liking or purchase. In addition,
one of the most important uses of consumer acceptance
testing is for product optimization. Without reliable and valid
measures of liking/disliking, it is not possible to develop
useful relationships between sensory and/or physical vari-
ables of the product and consumer acceptance, so that a
set of optimum product characteristics can be achieved.

C. CONSUMER VS. NON-CONSUMER

SENSORY RESEARCH

1. Differences in Test Populations: Consumers vs.
Trained Panels and Experts

The primary difference between consumer research and
other sensory research is the test population that is used.
A necessary element of consumer acceptance research is
the use of untrained people who represent the target pop-
ulation for which the product is intended. This reliance on
untrained individuals contrasts with other types of sensory
research that is conducted for the purposes of descriptive
analysis of products, quality control, sensory-instrumental
correlations, and other specialized purposes within spe-
cific food commodity areas. The latter research often uti-
lizes trained or expert panels. Trained panels are groups
of individuals who have been selected for participation on
the basis of objective criteria related to their ability to per-
ceive differences in basic sensory attributes and who are
trained in specific sensory evaluation techniques and/or the
use of a standardized lexicon. Expert panels are groups of
individuals who have extensive formal experience with
the product or the product category, but who may or may not
have received training in a specific descriptive methodol-
ogy. Expert panels are often made up of in-house author-
ities within an organization. Trained and expert panels
should not be used to assess the affective (liking) aspects
of foods (1) or to evaluate any aspect of the suitability of
the item for its intended purpose. The reason for this is
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that the members of these panels are not necessarily the
users of the product or product category. In addition, due
to their training and experience, these individuals may
well have different perceptions of the sensory properties
of the product (2), different liking of the products (3), or
biased opinions of its suitability for the average consumer.
For these reasons, trained and expert panels should not be
used in consumer research.

Although it is agreed that consumer research must be
conducted using naive users of the product, the extent to
which naive consumers can be used to provide descriptive
or other, non-affective, sensory data is more controversial
(4). Due to the historical evolution of sensory science
within the food industry, where commodity experts and
highly trained professionals were often employed to per-
form sensory analysis, the use of consumers to make ana-
lytic sensory judgments was often deemed inappropriate.
However, as a result of the influence of the fields of psy-
chology and psychophysics, both of which have long relied
on the use of naïve subjects to make sensory and percep-
tual judgments of complex stimuli, a wider acceptance of
the use of consumers to make discriminative and descrip-
tive evaluations of products has emerged. In fact, the
method of “free-choice profiling” (5, 6) has been developed
for the specific purpose of utilizing consumers and con-
sumer terminology for the descriptive evaluation of food
products. The pros and cons of the use of consumers for
non-affective sensory analysis have recently been debated
(7–11) and the utility of having consumers rate descriptive
attributes of products in order to segment them on the basis
of sensory preferences has been documented (12, 13). At
present, it is best said that a consumer panel should be
used when affective (liking) data are being obtained or
when sensory data are to be generalized to a consumer
population. Trained panels should be used when there is a
need to maximize sensitivity to differences in the product
or when detailed descriptive information is required.

Although trained panels and consumer panels provide
different types of sensory data, it is often useful to be able
to relate the two. For this purpose, a number of multivariate
statistical approaches have been developed. These include
multiple regression techniques, principal component analy-
sis, response surface methodology, internal and external
preference mapping, and a variety of data clustering tech-
niques. Details and examples of the application of these
techniques to consumer acceptance issues can be found in
a variety of books and papers on the topic (14–25).

2. Differences in Independent and Dependent
Variables

Another common difference between consumer and non-
consumer sensory research is the types of variables that are
studied. As noted previously, the independent variables of
interest in consumer testing include factors that are both

intrinsic and extrinsic to the product. Although intrinsic
variables, e.g. ingredients, processing variables, and stor-
age conditions, are also studied using non-consumer sen-
sory techniques, the extrinsic properties of the product,
e.g. price, packaging, labeling, and product information
variables, along with the demographic and psychographic
variables of the user, are unique to consumer research.
Similarly, while the dependent variables of non-consumer
sensory research typically focus on the perception of the
product’s sensory attributes (its appearance, odor, taste
and texture), the dependent variables used in consumer
research typically focus on affect (liking or preference),
choice, purchase, or consumption of the product.

II. QUANTITATIVE TEST METHODS: 
MEASURES OF PREFERENCE AND 
LIKING

A. THE PSYCHOLOGICAL CONSTRUCT OF

AFFECT: LIKING AND PREFERENCE

One of the major dependent variables of interest in con-
sumer research is affect, the emotional response or “feel-
ing” toward some object. In operational terms, affect is
commonly assessed through judgments of the “hedonic”
or liking dimension of a food or through judgments of the
relative preference for one item over another. The word
hedonic means, “having to do with pleasure” and derives
from “hedonism”, the philosophy that views pleasure as
the ultimate good and the goal of all human behavior.

The affective or hedonic dimension of a food is separate
and distinct from its sensory dimensions. It is a conscious
experience that accompanies the somatic (physical) effects
of emotions. Thus, when someone states that they like cof-
fee, this is not a descriptive statement regarding anything
intrinsic to the coffee itself. Rather, it is an evaluative
statement, based on an emotion that is elicited in the
observer when he/she drinks coffee. This contrasts with
the statement that the coffee is bitter, which is a descrip-
tive statement about the sensory properties of the coffee.
Descriptive statements can be said to be “objective”, i.e.
they tell us something about the object’s outward mani-
festations. However, evaluative or affective statements are
“subjective”, i.e. they tell us something about the subject’s
private experiences. It is relatively easy to get agreement
among individuals about descriptive statements, but it may
be impossible to get common agreement about evaluative
or affective statements. Similarly, it is sometimes possible
to get independent corroboration of descriptive statements
through physical tests performed on the food, whereas no
such tests are available to corroborate evaluative or affec-
tive statements.

In spite of the differences in the underlying nature of
sensory versus affective responses, in many ways, affective
responses manifest themselves in the same way as sensory
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responses. For example, they both have psychological
magnitude and duration. They both adapt over time and
recover after deprivation. They are both subject to contrast
and order effects, and they both can show bipolarity. These
similarities between sensory and affective dimensions
have led to the development and use of similar methods
and approaches for their measurement (26).

B. MEASURING AFFECT

1. Measurement Levels and Scale Types

Measurement is defined as the assignment of numbers to
objects according to rules. This definition applies to the
measurement of both the physical and psychological attrib-
utes of objects, and by extension, to their sensory, cognitive
and emotional dimensions. In a classic paper, S.S. Stevens
(27), a mathematician and psychophysicist, defined four
different levels of measurement and corresponding meas-
urement scales. The four levels of measurement that he
identified were nominal, ordinal, interval, and ratio, each
defined by the rules used to assign the numbers to objects
and the allowable transformations of the numbers that
keep the scale form invariant.

The most rudimentary form of measurement is nomi-
nal measurement. It refers to the use of numbers to name
objects, e.g. the numbers appearing on the jerseys of foot-
ball players or the designation of the symbol “4” to sets of
objects containing four elements. Nominal scaling is rarely
used in sensory or consumer science, except when simple
counts of the number of consumers who like or dislike a
product are made. In the latter case, the proportion of con-
sumers who like the product is referred to as the “acceptor
set size”, and this measure can sometimes be an important
measure in food marketing decisions (28).

The second level of mathematical measurement is
ordinal measurement. It refers to the assignment of num-
bers to reflect the order of objects along some dimension,
e.g. the numbers assigned to the finishing places of race-
horses. Ordinal measurement is often used in consumer
sensory testing when food samples are compared or ranked
for preference (see section IIB2). However, these tests are
usually conducted only when a crude measure of the dif-
ferences among test samples is needed. Most of sensory
science, whether consumer or non-consumer oriented, has
come to rely on the last two levels of mathematical mea-
surement — interval and ratio measurement.

Interval scaling refers to the measurement of objects in
such a way that the differences between adjoining numbers
on the scale represent equal intervals along the dimension
being measured. Common interval scales include the
Fahrenheit and Celsius scales of temperature and the 9-pt
hedonic scale for assessing food liking/disliking (29, 30)
(see section IIB3a). Although interval scales afford a
meaningful degree of quantification along the measured

dimension, they lack the precision and mathematical sophis-
tication of ratio scales.

Ratios scales represent the highest level of mathemat-
ical measurement and are defined by the fact that the
ratios among the numbers reflect the ratios of the magni-
tudes among the test objects. In order to achieve this, ratio
scales require a true zero point. [Note that neither the
Fahrenheit nor Celsius scales of temperature are ratio scales,
because the zeroes on these scales do not represent a true
absence of thermal energy and, therefore, 20 degrees
Fahrenheit (or Celsius) does not reflect twice as much
thermal energy as 10 degrees Fahrenheit (or Celsius)].
Common ratio scales include metric measurements of line
length, the Kelvin scale of temperature, and, in sensory
science, magnitude estimation and labeled magnitude scales
(see section IIB4).

2. Ordinal Methods: Paired Preference and
Ranking

a. Paired preference tests
The simplest method for assessing the difference in liking
associated with two or more food items is to have consumers
directly compare the samples and indicate their preferences.
The term preference refers to the choice of one sample
over another. A paired preference test is used when two
samples are to be compared. The two samples are presented
either sequentially or simultaneously, depending on the
test objectives. The order of presentation of the samples is
balanced either temporally (sequential test) or spatially
(simultaneous test) in order to avoid order and position
biases. The task for the consumer is to choose which sam-
ple he/she prefers. The test is typically run as a forced-
choice task; that is, the consumer must choose one sample
or the other. The number of consumers who prefer one
sample over the other can then be compared to statistical
tables found in standard sensory texts (1, 31, 32) in order
to determine whether a statistically significant difference
exists in consumer preference between the two samples.
There has been a recent discussion in the literature con-
cerning the advantage of having a no preference choice for
the consumer, since this represents a real possibility; how-
ever it has not found wide use by sensory scientists. (33)

b. Multiple paired preference tests
When more than two samples are to be evaluated, either a
multiple paired preference test or a ranking test can be
performed. In a multiple paired preference test, all possi-
ble pairs of the samples are presented in a series of paired
preference comparisons. If a large number of samples is 
to be evaluated, a subset of the possible pairings can be used
that focuses on comparing one or two samples, e.g. con-
trols, with all of the other samples. The data and conclu-
sions to be drawn from such an iterative set of two-sample
comparisons are similar to those that would be obtained
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using a ranking test. However, the multiple paired com-
parison test minimizes the complexity of the choices for the
consumer and can produce greater sensitivity when differ-
ences among samples are small. The reader is referred to
standard texts on sensory analysis to read further about
these methods and the statistical procedures that apply to
the data (1, 31, 32, 34).

c. Preference ranking tests
A ranking test is the most direct way to determine the
order of consumer preferences for more than two samples.
However, for reasons related to panelist fatigue and memory
limitations, the maximum number of samples that should
be tested is 5–6 (35). In a ranking test the samples are usu-
ally presented simultaneously to the subjects, in order to
minimize the variability contributed by memory effects. The
samples are presented in a balanced, random order and the
consumer assigns numerical ranks to the samples to indi-
cate the order of his/her preferences for the samples. The
data can then be then analyzed by nonparametric statistical
tests (Friedman’s) and appropriate multiple comparisons
to determine if a difference in preference exists among the
samples, and if so, which samples differ from one another.
Alternatively, rank sum statistics can be found in pub-
lished tables (36–38).

3. Interval Methods: Rating Scales

Ordinal preference testing methods have several limitations.
First, they require at least two samples in order to collect
the data. Second, they do not provide information about
absolute levels of liking or disliking. In a paired prefer-
ence test showing that Sample A is preferred to Sample B,
one still does not know if both samples are liked, if both
samples are disliked, or if one is liked and the other dis-
liked. Lastly, paired preference and ranking methods do not
provide information about the degree of difference among
samples on the affective dimension. In order to obtain
information about the absolute level of liking/disliking for
a single sample, a rating scale with specific verbal lan-
guage that addresses the intensity of the liking-disliking
dimension is required. In addition, in order to make state-
ments about the degree of difference in liking/disliking
between samples, an interval level of scaling is required.

a. Category rating scales
Verbal hedonic scales
Perhaps the most common and best-known method for
measuring consumer liking/disliking of foods is the 9-pt
hedonic scale (30). This scale, shown on the left side of
Table 56.1, is designed not merely to determine preferences
among samples, but also to index the degree to which the
consumer likes or dislikes the sample. The 9-pt hedonic
scale was developed at the U.S. Army Quartermaster Food
and Container Institute in Chicago in the years immediately

following World War II (see (39) for a review of the con-
tributions of this laboratory to consumer research). The
goal of the laboratory’s research was to maximize the con-
sumption and nutritional intake of soldiers by identifying
and/or developing foods that soldiers would readily con-
sume. In order to develop fast and efficient means for pre-
dicting the foods that soldiers would eat, the 9-pt hedonic
scale was developed.

Although the 9-pt hedonic scale is commonly treated
as an interval scale, this assumption is unwarranted. The
scale is simply an ordered metric scale of liking. The rea-
son for this is that the 9-pt hedonic scale represents a scale
type frequently used in consumer research and known 
as a “category scale”. A category scale consists of a set 
of verbal labels that define different “categories” along 
a measurement dimension. These verbal categories are
often assumed to represent equal-sized intervals along the
dimension. However, several analyses of these scales have
shown that this is rarely the case (see section below).

The 9-pt hedonic scale is only one of many different
types of category scales that can be used to assess food
liking. Such scales can have varying numbers of categories
(typically 3–10), may be unidirectional or bi-directional,
and may use variants of the terms “liking and disliking”,
e.g. “pleasant” and “unpleasant” or variants of the intensity
modifiers, e.g. “somewhat”, “a little”, etc. In one extension
of the use of verbal category scales, a scale consisting of
a set of verbal labels relevant to children, i.e. “super good”,
“really bad”; was developed (40). Most category scales of
liking may be used to index either overall liking of the
product or liking of one of its specific attributes, e.g. its
flavor, texture, etc. (see (31) for examples of a wide range
of balanced and unbalanced category scales of liking).

Facial hedonic scales
Although the 9-pt hedonic scale is the most commonly
used scale for measuring liking, it is often difficult to use
with children, with individuals who have reading difficulties,
or with the visually or cognitively-impaired. For these
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TABLE 56.1
The 9-Point Hedonic Scale (30) and Geometric Mean
Magnitude Estimates of the Semantic Meaning of Each
Category Label (48)

Geometric Mean 
9-Point Hedonic Scale Magnitude Estimate

• Like Extremely 476
• Like Very Much 360
• Like Moderately 232
• Like Slightly 72
• Neither Like Nor Dislike 0
• Dislike Slightly �66
• Dislike Moderately �199
• Dislike Very Much �347
• Dislike Extremely �472
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special classes of consumers, facial category scales are
often used that place a lower cognitive demand on the
respondent. Such scales consist of a set of faces depicting
frowns or smiles. Figure 56.1 shows a consumer ballot
that uses a 5-pt facial hedonic scale. This ballot was used
to assess the liking of foods served in the U.S.D.A. school
lunch program (41). Similar facial scales have been devel-
oped using either three (42, 43), five (44, 45), or seven
points (46), while others have used animal cartoons (47)
and adult faces (31).

Limitations of category scales
In spite of the diversity in the nature of category scales
and their widespread use in the food industry, all category
scales have the same basic measurement properties and all
suffer from the same limitations. As stated previously,
empirical evidence indicates that the points on the 9-point
hedonic scale do not represent equal subjective intervals,
i.e. the difference in acceptability between two products
rating “1” and “2” on the scale is not the same as the dif-
ference between two products rating “4” and “5” on the
scale or “8” and “9” on the scale. The right column of
Table 56.1 shows data from a study in which a magnitude
estimation procedure was used to scale the semantic
meaning of the verbal labels of the 9-pt hedonic scale
(48). As can be seen, the data show that the differences
between points on the scale are not equal. For example,
the psychological distance between “like extremely” and
“like very much” is larger than the psychological distance
between “like moderately” and “like slightly.” Other
investigators (49–51) have also demonstrated this non-
equivalence of scale intervals using similar techniques.

Another problem with category scales is that respon-
dents tend not to use the extreme categories, because they
fear that if they use these categories to rate a food item,
but a more extremely liked (or disliked) item is presented
subsequently, they will have no appropriate category left
to assign to it. This central tendency or regression effect

means that the 9-point hedonic scale effectively becomes
a 7-point scale of liking/disliking. Also, many category
scales have a neutral point. The use of a neutral category
decreases the efficiency of the scale (52) and may encour-
age complacency in judgments by providing the consumer
a “safe” category into which foods that engender only
mild liking or disliking can be placed (53,54).

Rating foods vs. food names
Since the inception of the study of consumer food
research, investigators have applied a variety of methods
to obtain an index of the liking or “acceptability” of a
tasted food. However, for certain practical purposes in the
food industry, such as for menu planning, it is often desir-
able to index consumer liking for a wide array of foods
without presenting the actual foods for evaluation. For
this purpose, the same methods of analysis used to evalu-
ate the liking/disliking of real foods can be applied to food
names. Under these circumstances, the term “preference”
is sometimes used to describe the nature of the data that
are obtained (55). Although many investigators reserve
the term preference for methods that require the consumer
to choose one sample over another (e.g. paired preference
methods), the word preference is also defined as an under-
lying “psychological continuum of affectivity” (56). It is in
keeping with this latter usage that the word “preference”
is often used to refer to affective ratings of food names (a
liberal perspective).

Since a food name is not the same as any particular
preparation of that food, the correlation between
liking/disliking ratings of foods and their corresponding
food names is quite variable. In one study where subjects
rated both their liking/disliking for food names and for
tasted preparations of the same foods, correlations ranged
from .02 to .61 across food items (57). This study also
showed that “acceptance” ratings of real foods are char-
acterized by a regression toward the mean relative to
“preference” ratings for the corresponding food names.
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That is, foods that are rated as very highly liked, based on
ratings of their names, are generally rated lower when actu-
ally tasted; whereas, foods that are rated as very disliked
on the basis of their names are rated more positively when
tasted. This has led to the conclusion that consumers’
stated preferences for foods based on their rating of food
names reflect a quintessential or idealized image or memory
trace of the food, and that actual preparations of the food
item are never as good or as bad as this mental image (57).

From a practical standpoint, ratings of affect are also
often used to predict future consumer behavior toward a
food, e.g. purchase or consumption of it. In a lengthy set
of studies conducted by the U.S. military from 1950–1980,
soldiers’ ratings of liking/disliking in response to food
names accounted for 25–50% of the variability in the con-
sumption of these foods (see (57) for a review of these data).
More recent studies looking at the relationship between
affective ratings of tasted foods and consumption have
shown approximately the same degree of predictability
(58–65). Although food preference and acceptance meas-
ures obtained from affective attitudinal judgments are rel-
atively poor predictors of consumption, this has not
interfered with the widespread use of these measures in
both industrial and academic settings to predict consumer
behaviors toward food. In many cases, affective ratings in
response to a tasted food have become the sine qua non of
consumer behavior toward foods and are used to guide
product development, product improvement, and quality
assurance throughout the food industry. The continued use
of the 9-point scale is a function of its ability to order the
liking of both potential new products and products under-
going quality control testing, rather than because it is an
accurate predictor of food consumption.

b. Line scales
A different method for measuring the liking and disliking
of foods that is not dependent on the use of verbal or pic-
torial categories is line scaling, also known as linear
graphic scaling or visual analogue scaling. A linear
graphic rating scale consists of an unbroken horizontal or
vertical line that is anchored on both ends with a verbal
label. Such a scale may also be anchored in the middle or
elsewhere. Figure 56.2 shows a typical linear graphic rat-
ing scale used to assess consumer liking. Although line
scales have been used to evaluate food quality since World
War II (66), they were popularized in the early 1970’s due
to their use in the procedure known as Quantitative
Description Analysis (QDA) (67).

Linear graphic rating scales have been used in a number
of studies to rate liking/disliking of foods (68–70). When

presented without instructions, linear graphic rating scales
are presumed to be interval scales. However, Lawless (71)
used a linear graphic rating scale with ratio instructions in
order to scale both sensory intensity and affect in response
to taste and odor stimuli. In order to enable extremely
large ratings of magnitude, Lawless allowed subjects to
“extend” the end-point of the line beyond its terminal
point. Line scales have also been combined with verbal
labels whose semantic meaning have been quantified
using direct ratio methods in order to construct a labeled
magnitude scale of liking (see below). The latter scales
have been shown to produce data comparable to those of
ratio methods (48).

4. Ratio Methods

a. Magnitude estimation
In the 1950’s, S.S. Stevens developed a variety of “ratio”
methods to permit subjects to make ratio judgments of the
attributes of food and other stimuli. The most widely known
of these methods is magnitude estimation (72). It was orig-
inally applied to sensory stimuli to establish psychophys-
ical functions relating physical intensity to perceived
intensity. Magnitude estimation was probably first applied
for the scaling of consumer food liking by Moskowitz and
Sidel (49). These authors argued for the practical impor-
tance of magnitude estimation as a “supplement” to cate-
gory scaling, suggesting that a category scale could be
used to label the perceptual categories of acceptance, but
that magnitude estimation should be used to refine the
degree of acceptability. Later, in several papers and books,
Howard Moskowitz, a student of S.S. Stevens, champi-
oned the use of magnitude estimation for wide scale use
in sensory evaluation of foods (50, 73, 74).

When using magnitude estimation, respondents rate the
liking of one product relative to another. If one product is
liked twice as much as the other, it is assigned a number
twice as large. If it is liked one-third as much, it is assigned
a number one-third as large, etc. In one study in which
magnitude estimation was used to rate whiskey sour bev-
erages (75), it was found to be more sensitive than the 
9-point hedonic scale. However, other studies have found
the hedonic scale to be more reliable (76), although both
scales were observed to be linearly related to one another.
Other investigators (77, 78) have found only minor differ-
ences between the two scales. A collaborative study spon-
sored by the American Society for Testing Materials
(ASTM) was carried out to compare the 9-point hedonic
scale with both unipolar (only positive numbers) and bipo-
lar (positive numbers are used for liking; negative num-
bers are used for disliking) magnitude estimation (79).
This study found all three scales to rank the test stimuli in
the same order, with very similar spread of ratings. Very
similar degrees of precision and sensitivity were also found
in differentiating samples. Reliability of the category
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Dislike extremely Like extremely

FIGURE 56.2 Typical linear graphic rating scale for assessing
liking/disliking.
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scale was higher than for either form of magnitude esti-
mation, although high reliability could be obtained with
larger sample sizes. An ASTM method for conducting
magnitude estimation has now been published (80).

b. Labeled magnitude scales
Although, magnitude estimation provides valid and reliable
data on the sensory and hedonic attributes of food, in prac-
tice, it is difficult to use due to the complexity of instruc-
tions that are required and certain data analytic demands.
This has limited its wide scale use. However, recent work
in the development of labeled magnitude scales has com-
bined the practical simplicity of category scales with the
quantitative sophistication of ratio scaling for rating both
the intensity and affective attributes of tasted stimuli. Green
et al. (81) developed the first labeled magnitude scale of
oral sensation by placing verbal labels of expressed intensity
along a linear numerical scale at specific locations that
reflect the numerical ratios among their perceived intensi-
ties, as obtained by a magnitude estimation procedure. 
A critical characteristic of this scale is the presence of 
a phrase involving the “maximal”, “strongest imaginable”
or “strongest possible” sensation. The use of this phrase 
is assumed to serve as a fixed end-point of sensation that
places judgments of different subjects on a common sen-
sory “ruler”, a scale characteristic that is considered criti-
cal for valid sensory results (82–84). Subjects can quickly
look at the verbal labels and corresponding numbers, and

then place a mark (/) through the line scale to indicate the
perceived strength of their sensation. The resulting data
have been shown to have ratio properties (81).

More recently, Schutz and Cardello (48) have extended
the use of labeled magnitude scales to ratings of consumer
liking/disliking. Using the same approach as Green, et al.
(81), Schutz and Cardello scaled the semantic meaning of
verbal phrases used to describe the liking/disliking of
foods. By locating these phrases along a visual analogue
scale in accordance with their determined semantic mean-
ing, they created the LAM (Labeled Affective Magnitude)
scale of liking (Figure 56.3). As can be seen in Figure 56.3,
the non-linearity in the scale is most evident in the middle
and at the ends of the scale. During numerous applications
of this scale, it was shown that consumers can use this
scale to rate the affective aspects of stimuli with equal or
better sensitivity, greater reliability and equivalent ease of
use as the 9-point hedonic scale (48).

III. QUANTITATIVE TEST METHODS:
OTHER AFFECTIVE MEASURES

A. EXPECTED LIKING RATINGS

Another measure that has become popular in consumer
acceptance research on foods, because of its usefulness to
understanding the psychological factors that influence
consumer food behavior is expected liking. Expected lik-
ing ratings consist of prospective judgments of the affect
that is likely to be associated with a food or beverage. It
differs from an affective rating made to a food name,
which is primarily retrospective in nature, i.e. past experi-
ences with the food are used to arrive at the liking judgment
for the food name. In the case of expected liking ratings, the
consumer is asked to assess his/her likely affective response
to a food, usually in the context of some information that is
presented about the food, e.g. its appearance, brand name,
method of processing, etc. Expected liking ratings have
often been made using the 9-pt hedonic scale, but any type
of affective rating scale can be used. The application of
expected liking ratings to consumer food behavior is dis-
cussed in section VIIC.

B. RELATIVE TO IDEAL AND ABSOLUTE

IDEAL RATINGS

In certain product development situations, it is desirable to
know how closely some sensory attribute of a food comes
to being the “ideal” level for that product. Such a judgment
requires the consumer to integrate an affective evaluation
of liking with a sensory judgment of the intensity of the
attribute of interest. In such cases, a relative-to-ideal or “just
right” scale may be used. Figure 56.4 is an example of a 
relative-to-ideal scale that one might use to determine if a
new formulation of lemonade has the appropriate sweetness
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for consumers. Rather than have consumers rate the sweet-
ness and liking of the product independently in two sepa-
rate tests, the scale shown in Figure 56.4 can be used. As
can be seen, the consumer rates the product from ‘not at
all sweet enough’ to ‘much too sweet’ on either a linear
graphic (shown) or other rating scale. The midpoint of the
scale is labeled ‘just right’. Such a scale implies that the
respondent has an internal ideal for the product against
which he/she can compare the sample of interest. Due to
the need to have an internal “ideal” for the product, “rela-
tive to ideal” scales can only be used for well-established
products. It is not possible to use such a scale to assess the
ideal level of an attribute for a new or novel food.

A number of researchers have used relative to ideal
scales (85–87) and studies have shown good agreement
between these scales and hedonic scales. The breakpoint
in the hedonic function, i.e. the point at which responses
shift from increasing liking to decreasing liking, is highly
correlated with the just-right point. Shepherd, et al (88) have
argued that relative-to-ideal scales are ‘unfolded hedonic
scales’, i.e., they represent the amount of liking of the
product attribute in either direction from the just-right or
“bliss” point of the scale. The bliss point in hedonic func-
tions has been documented and studied since the time of
Beebe-Center (89), and some investigators (90–92) have
formulated psychological theories of food quality that focus
on the deviation of sensory attributes from their ideal or
bliss-point levels.

It is also possible to have consumers directly rate the
ideal levels of all the sensory attributes of a product. In
order to discern differences between this “ideal” product
and a test product, difference scores are calculated for the
attributes of interest. Absolute ideal ratings have been used
successfully by a number of investigators (93–95), and
strategies for their effective use have been reviewed (96).

C. MULTIATTRIBUTE PREFERENCE RATINGS:
CONJOINT ANALYSIS

A common market research tool that has recently been
found to have many important applications in consumer
acceptance research is known as conjoint analysis (97, 98).
Since consumers respond to a combination of variables and
levels of variables in making purchase decisions, this pro-
cedure allows consumers to make judgments of liking or
purchase interest to a “bundle” of attributes. Consumers are
presented with a number of conceptual products comprised
of different combinations of selected variables and levels
(a computer-selected main effects model is ordinarily

used to keep the total number of judgments to a manage-
able level). Consumers rate the product concept on the
dependent variable and statistical procedures are then
applied that yield both a measure of the “importance” of
each variable to the consumer and a measure of the “util-
ity” contributed by each level of the variables. The result-
ing information allows predictions to be made concerning
which product, packaging or other aspect of the product
should receive the most attention in the product develop-
ment and marketing processes in order to maximize con-
sumer liking or purchase.

D. TAILORED QUESTIONNAIRE ITEMS FOR

SURVEY RESEARCH

In addition to the types of rating scales described above,
consumer liking and other general or specific attitudes
toward food are often assessed using a variety of survey
questionnaire formats (99–101), e.g. multiple-choice ques-
tions, Likert response scales (agree-disagree), open-ended
questions, etc. These techniques are more often used in
market research to assess consumer opinions toward new
food concepts or for exploring consumer food habits. The
required considerations for the proper design, develop-
ment and implementation of survey research include the
design of reliable and valid questionnaire items, proper
respondent sampling methods, choice of a viable data col-
lection technique (mail vs. mall intercept vs. internet admin-
istration), and analysis of the impact of low response rates
on survey validity. The details of these procedures can be
found in a variety of standard texts (102,103).

IV. QUANTITATIVE METHODS: 
BEHAVIORALLY ORIENTED MEASURES

A. FOOD FREQUENCY RATINGS

One practical purpose of any measure of food acceptance
is to predict consumer behavior toward the food. However,
a simple measure of liking may not suffice to predict the
behavior. For example, although a consumer may rate
chocolate ice cream an “8” and bread a “5” on a 9-point
hedonic scale, this does not mean that the consumer wants
to eat chocolate ice cream more often than he/she wants to
eat bread. Thus, hedonic judgments of the acceptability of
foods are not always a useful tool for menu planning or
for predicting food choices. For these purposes, consumer
judgments of the desired frequency of consuming the
product may be more useful.

Schutz (104) developed the first food frequency scale
as a supplement to the 9-point hedonic scale. Known as
the FACT (Food Action) rating scale, it consists of a series
of statements about the desired frequency of eating an
item (Table 56.2). By its nature, the FACT scale provides
relative frequency estimates. However, absolute frequency
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sweetness.
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measures can also be obtained by having consumers indi-
cate the number of times during a 30-day period that they
would like to consume the item (105). High (�.90) group
reliability coefficients have been found for both types of
scales (104, 106), while individual reliability coefficients
for the latter scale range from .58 to .69 (106, 107). In terms
of their ability to predict actual consumer behavior, the
correlation of ratings on absolute food frequency scales
with food consumption has been reported at .59-.66 (108).

B. SITUATIONAL APPROPRIATENESS RATINGS

Appropriateness ratings of food were developed to meas-
ure the degree to which a food is appropriate or inappro-
priate for specific situations or uses. Schutz (109, 110)
developed the concept of “situational appropriateness”
using a simple category scale that ranges from “never
appropriate” to “always appropriate”. This scale has been
used effectively in a variety of survey formats, and more
recently has been shown to be a valuable adjunct to labo-
ratory affective testing of foods (111, 112).

The development of a situational appropriateness scale
was one of the first attempts to measure the role of context
on consumer food behavior. It is often an overlooked fact
that people do not consume foods simply on the basis of
how well they are liked or disliked. We eat more or less of
foods because it is the right time to eat (breakfast, lunch,
etc.), because of health reasons, social constraints, or any
one of a number of other factors that are related more to
the situation and context of the dining occasion than to
any intrinsic aspect of the food itself. This is one impor-
tant reason why liking ratings account for only about 25-
50% of the variance in consumption, as previously noted.

C. SATISFACTION RATINGS

Another type of attitudinal rating commonly used in con-
sumer research on foods is satisfaction ratings. Satisfaction
ratings can be obtained using category, linear graphic,
labeled magnitude, or other types of rating scales. In prac-
tice, satisfaction ratings are used to assess the post-purchase
or post-consumption attitude of the consumer toward a
product. When applied to food products, the satisfaction

dimension integrates the affective response to a broad range
of product attributes. These include, not only its taste qual-
ity, but also its price, suitability, convenience, nutritional
and health benefits, etc. Moreover, satisfaction with the
product is considered to be a function of the consumer’s
expectations about the product and has been shown to be
related to the degree of disparity or disconfirmation between
the expected characteristics (or liking) of the product and
its actual characteristics (113, 114).

In a recent study, it was found that satisfaction ratings
for foods were better predicted from a combination of the
expected liking of the food, its appropriateness for the eat-
ing situation, and the consumer’s preference for the food
item than by either liking/disliking ratings or actual con-
sumption (55). Based on these data it appears that the con-
cept of satisfaction takes in a wider range of variables
influencing the consumer than simple affect and should be
used in those situations where the researcher is interested
in the effect of the full range of intrinsic and extrinsic vari-
ables on consumer behavior.

D. BEHAVIORAL INTENT RATINGS

One of the traditional methods used by market researchers
to predict whether consumers are likely to purchase a par-
ticular food is to use a form of “behavioral intent” rating
(115). These are ratings by the consumer of his/her future
likelihood to behave in some way toward the product. A
simple form of behavioral intent measure to quantify pur-
chase intent would utilize a probability-like scale, e.g. “I
do not plan to purchase” to “I definitely plan to purchase”.
Another more sophisticated type of behavioral intent
method is known as the “constant sum” technique (116).
In this method the consumer is asked to distribute some
number of points, e.g. 10, among a set of alternative prod-
ucts or product descriptions in order to reflect the likeli-
hood associated with purchasing each item during their
next shopping trip. Unfortunately, neither of these meth-
ods is highly predictive of actual purchase behavior.
However, they can be used successfully to screen out the
best and worst products within a group, and they can serve
as a useful adjunct to affective ratings of the products.

E. PURCHASE BEHAVIOR

A more direct behavioral measure of the degree to which
a consumer likes or dislikes a product is whether or not
he/she actually buys it. Purchase behavior is an important
index of liking/disliking for a product, with special rele-
vance to food marketers. Purchase measures include dol-
lar sales, unit sales, and market share. Dollar sales reflect
total revenue to the manufacturer and those in the distri-
bution chain, while unit shares index the number of items
that consumers have purchased. Market share is a relative
index of the manufacturer’s sales volume relative to that
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TABLE 56.2
The Food Action (FACT) Rating Scale (104)
• Eat Every Opportunity
• Eat Very Often
• Frequently Eat
• Eat Now and Then
• Eat If Available
• Don’t like, Eat on Occasion
• Hardly Ever Eat
• Eat If No Other Choices
• Eat If Forced
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of competitors. Of course, pricing heavily influences all
purchase indices, so that a very well liked item may not be
purchased if it is priced too high, whereas a product that
is only slightly liked may be purchased over the highly
liked item if it is priced sufficiently low. For this reason,
purchase behavior can only serve as a rough approxima-
tion of how well liked is the item. The reader interested in
measures of purchase behavior should consult standard
sales and marketing texts (103, 117).

F. CONSUMPTION

Perhaps the most meaningful index of whether or not a
consumer likes or dislikes a product is whether or not
he/she eats it and how much of it he/she eats. Unfortunately,
food consumption measures are difficult, time-consuming,
and costly to obtain. To measure food consumption requires
that the amount of food eaten by the consumer be quanti-
fied by weighing the total amount of food served to the
individual, the amount that is left after eating (plate waste),
and then subtracting the latter from the former. Less exact-
ing methods require that a visual estimate be made of the
amount eaten (as a percent of total served) or that food
diaries be maintained. The latter methods are fraught with
problems associated with the accuracy of self-reported
data. In addition, the hunger or satiety level of the indi-
vidual influences all consumption measures. Very well
liked items will not be consumed if the consumer is full,
whereas relatively disliked items may be consumed when
the individual is very hungry. As such, consumption meas-
ures only serve as an approximation of how well liked or
disliked is a food item. It was exactly because of the great
difficulty involved in measuring human food consumption
that early researchers opted to develop attitude measures
to assess liking/disliking of food (30) and to use these
measures as predictors of food consumption. Readers inter-
ested in further discussion about measures of food con-
sumption are referred to several recent reviews of the topic
(118–121).

V. QUALITATIVE CONSUMER TEST 
METHODS: INTERVIEWS, 
FOCUS GROUPS

In addition to the quantitative measures described above,
a number of qualitative consumer techniques have been
developed for use in food acceptance and marketing
research. These methods primarily address issues of a cre-
ative nature and the motivational factors that drive con-
sumers’ purchase behavior. They may be considered
exploratory in nature as compared to the confirmatory
nature of quantitative consumer research methods, and often
allow the investigator to explore more deeply the factors
that underly consumer behavior.

A. PERSONAL INTERVIEWS

Borrowing from the discipline of psychology, in-depth,
personal interviews with consumers can yield valuable
information about consumer attitudes and dispositions
toward foods. However, this technique has low external
validity because the time and effort involved in personal
interviews usually results in small numbers of respon-
dents and is unlikely, therefore, to provide representative
data about the consumer population to which the investi-
gator would like to generalize. However, personal inter-
views can be used quite effectively to generate hypotheses
that can later be tested using large-scale, quantitative sur-
veys. Recently, personal interview techniques have seen
somewhat greater use in consumer acceptance research,
due to their use in “laddering” techniques (122) that seek
to uncover the cognitive structures that underlie consumer
perceptions and behaviors toward foods. Such factors as
the use of standardized questionnaire protocols and inter-
viewer training and consistency will affect the reliability
and validity of interview information. However, personal
interviews do allow for a level of detailed questioning and
understanding that is not practical or possible with other,
more quantitative techniques, such as written surveys.

B. FOCUS GROUPS

Focus groups are a form of group interview. Ordinarily
from 8–12 respondents are selected from the community
representing some relevant component of the market-
place, either demographically and/or on the basis of prod-
uct usage. The sessions are held either in homes or in
central testing facilities that are designed with one-way
mirrors and sound/video recording equipment. A modera-
tor or facilitator who has been trained in group dynamics
and who leads the group discussion according to a pre-
determined script of topics leads the sessions. A typical
focus group lasts from 1–2 hours.

Information from focus groups can be used to develop
and/or evaluate product packaging concepts, advertising
themes, and to help develop appropriate questions for
quantitative surveys. Focus groups can also be conducted
as a follow-up to a quantitative survey in order to help
understand the results (this is typically done using respon-
dents who represent those consumers who either liked or
disliked the tested product). The interested reader should
refer to other published papers for further details on the
use of focus groups in consumer food research (123, 124).

VI. CONDUCTING CONSUMER TESTS:
WHO, WHERE, AND HOW

A. LOCATIONS FOR TESTING

The location for performing a consumer test ranges
widely, from the laboratory to central locations (churches,
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shopping malls, etc.), field sites (especially for institutional
foodservices), and even the homes of consumers. The
choice of which location to use is partly a function of cost
and partly a function of the research objective of the study,
i.e. whether the objective is exploratory or confirmatory in
nature. For simple exploratory or research guidance tests
using a small number of respondents, the laboratory is an
appropriate choice. As the need for greater external validity
arises, such as when significant resources are to be expended
based on the results of the study, it is important to have a
location that allows for a greater number of respondents
and for more normal consumption conditions. As might be
expected, as one moves from the laboratory to the field,
the opportunity for controlling testing conditions dimin-
ishes, making the need for a larger number of respondents
necessary to reach statistically significant findings. The
appropriate tradeoff is a management decision that must
be made during the test-planning phase.

B. CONTROL OF SAMPLE PRESENTATION

The presentation of samples in consumer tests should be
made in such a way as to minimize the bias produced by
the order of testing. This ordinarily means that samples
are presented unlabeled, in a random or balanced order,
and identified with a non-biasing, e.g. random three-digit,
blinding code. The size and temperature of the samples
presented is a function of the amount of product that is
available, the total number of different products, and the
degree to which the researcher wishes to simulate actual
eating situations. Ideally, a normal serving size and tem-
perature would be used. However, the problems of sensory
adaptation, post-consumption satiety, and practical time
constraints usually lead to compromises, so that interpre-
tation of the results must take into account the specific nature
of the serving conditions. The location of testing heavily
interacts with these decisions, since what is feasible in the
laboratory or in the home will argue for one type of pres-
entation over another. In general, it is only possible to
approximate the actual consumption conditions, since sam-
ples are rarely presented as part of a meal situation. If only
food concepts are to be evaluated, such as in conjoint ana-
lytic studies, computer presentation can also be utilized.

C. CONTROL OVER AMBIENT CONDITIONS

As with sample presentation, control of ambient condi-
tions is dependent upon the testing location. In the labo-
ratory a great deal of control can be gained over lighting,
temperature, noise, etc. Figure 56.5 shows a typical labo-
ratory consumer testing situation, in which a consumer is
seated in an individualized sensory testing booth that is
light, sound and temperature controlled. Food samples are
presented to consumers through openings from a kitchen
area, which minimizes cooking odors and any visual bias

from preparation procedures. The consumer has access to
rinse water and a computer terminal/keyboard for viewing
questions and entering responses. Of course, less control
is possible in central location sites, and control may be
minimal in home-use tests or in actual field locations. The
consequences of this lack of control will vary depending
on the nature and differences among the products evalu-
ated. However, in all cases, it is appropriate to exercise as
much control as possible over testing conditions to maxi-
mize the likelihood of finding statistically significant and
meaningful differences among products. Again there is a
tradeoff between being sensitive to possible differences
and representing actual eating situations. (The reader is
referred to Chapter 57 for further details on sensory test-
ing facilities, controls and procedures.)

D. SELECTION OF RESPONDENTS

The ideal test population for most consumer research is a
cross-section of marketplace consumers of the product
within the geographical area in which the product is mar-
keted. However, in practice, this target population may 
be difficult to access. In general, the most common types
of consumer groups utilized in testing are 1) shoppers in
supermarkets or malls in the geographical area of interest,
2) residents of the local community who volunteer to test
products at home or at central test locations and who have
been screened to meet certain demographic, psychographic
or use criteria, and 3) random samples of employees work-
ing in a research or manufacturing facility where the test-
ing is to be conducted. Such consumer samples may be
highly stratified and selected to match exacting norms of
the target population, e.g. age, gender, education, income,
geographic residence, ethnic origin, religious affiliation,
or employment, or they may be simply convenience sam-
ples, chosen for their ease of access and their presumed
similarity to the target population.
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FIGURE 56.5 Consumer panelist judging the liking/disliking
of foods in a computerized sensory testing booth.
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Lists of respondents may be obtained from commer-
cially available compilations, telephone directories, and
random telephone numbers. Whatever source or method is
used, limitations on true randomness or representativeness
should always be considered in evaluating the results of a
consumer test. Also, in all cases, the individuals must be
untrained in sensory methodology and users of the product
or product category being tested. A minimum of 50 con-
sumer panelists is required for most consumer testing appli-
cations, although the number may be considerably larger
when important decisions are to be based on the obtained
data (125). The choice of respondents also depends in part
on the location of the test. It is not uncommon to simply
have a convenience sample in a shopping mall intercept
study. In some instances a quota sampling procedure is
used so that the number of respondents in each category
of interest is represented in a predetermined fashion.

E. INTERNET-BASED TESTING

For the evaluation of product concepts, use of the Internet
has recently become quite popular (126). Respondents can
be obtained from a variety of commercially available
sources. Important considerations in the conduct and inter-
pretation of data collected in this manner is the length of
time subjects will be willing to spend and the possible
non-representativeness of those who have internet access
and who volunteer for such testing.

VII. FACTORS INFLUENCING CONSUMER
ACCEPTANCE

A. SITUATION AND CONTEXT

The study of consumer food acceptability is complicated
by the fact that foods are typically eaten within a specific
situation and context. The situation and context may
include a variety of environmental factors, e.g. where and
under what physical conditions the food is eaten, social
and cultural factors, e.g. with whom and for what purpose
the food is being consumed, and other factors related to
the meal context, e.g. what other foods and beverages are
being consumed at the time. Such influences can have a
profound effect on consumer ratings of the acceptability
of foods. Almost all laboratory studies of the consumer
responses to food attempt to limit these influences by
exerting great control over these “extraneous” variables.
This historical approach of conducting sensory consumer
research in a sterile laboratory environment has led some
investigators to call for more testing of foods in realistic
contexts and situations (127, 128).

One obvious factor that can influence consumer liking
of foods is the ambient environment in which the food is
presented. A cold beverage on a hot day seems to taste bet-
ter than the same beverage on a cold day. This phenomenon

is often explained as being the result of “alliesthesia”, a
theoretical mechanism by which the perceived pleasant-
ness of a stimulus is influenced by its usefulness to the
body, as determined by internal bodily states (129). The
effects of alliesthesia have been found for taste, olfactory,
and thermal sensation (129–131), and the general conclu-
sion to be reached from these studies is that bodily depri-
vation levels can modulate the perceived acceptability 
of food.

Consumer researchers have also studied the influence
of a number of situational and contextual variables that
operate in naturalistic dining situations for their effect on
food acceptance and consumption (132–138). These vari-
ables have included the physical dining environment,
meal variety, meal cost, and the effort required to obtain
and consume the food. Almost all such variables influence
consumption of the food, while some also influence accept-
ance. For example, the effort required to obtain food has
been shown to have a large effect on consumer consump-
tion (139–142). However, changes in acceptance have
been less reliable (142). Changes in price influence both
selection rates and acceptance (143). Further studies have
identified a major difference in acceptance ratings of
foods depending upon where the foods are served, e.g. in
institutional or non-institutional foodservice settings. The
same foods served in a pleasant sit-down restaurant envi-
ronment are better liked than those served in a less pleas-
ant environment, e.g. in a cafeteria (144). In the case of
food variety, a number of studies have shown dramatic
effects on both food acceptance and consumption in cases
where food variety is limited (145–148). The general con-
clusions that have followed from these studies are that
food liking and consumption in a natural eating environ-
ment are greatly dependent upon “the situational variables
which make it more or less convenient for us to eat and
which signal mealtime” (136).

B. CULTURAL AND SOCIAL INFLUENCES

Social and cultural influences can also play a significant
role in influencing consumer perceptions and liking of
food. One only needs to consider the strict dietary avoid-
ance of pork by Jews and Muslims, the avoidance of beef
in India, or the avoidance of eggs by certain African tribes
(149) to gain an appreciation of the influences of culture
on food likes and behaviors. These differences can also be
based on regional variations within the same country. For
example, brown eggs are preferred in the Northeastern
United States, but in few other areas of the country. Other
social and cultural factors, such as income level and status
in society can also influence liking/disliking toward certain
foods, as reflected in the gourmet and health food prefer-
ences of many “upscale” consumers. Other social effects
on consumer liking of foods derive from the social influ-
ences of parents, peers, leaders, and heroes. For example,
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mother-daughter and father-son food preferences are much
more alike than those of mother – son or father-daughter
(150). Other social imitation effects on food acceptance
have been well documented (151, 152) and are the basis for
the numerous food advertisements that rely on celebrity
endorsements of a product.

C. INFORMATION

Information can also have a powerful influence on con-
sumer liking and behavior toward food. Such information
can take various forms, including brand and label infor-
mation, ingredient information, nutrition and health claims,
information about processing and preservation techniques,
and various forms of product advertising. These influences
of information are sometimes referred to as “framing”
effects, because they are sensitive to the specific context
and wording of the information (153, 154). One hypothe-
sis of how information may come to influence affective
ratings of food is through their influence on consumers’
expectations of liking. This hypothesis is an extension of
expectancy — value theories of consumer behavior that

posit that value judgments result from a comparison of the
expected performance of a product or service with its
actual performance. Thus, the degree to which the product
or service confirms or disconfirms expectations about it, will
determine the degree of consumer affect. In the marketing
and consumer psychology literature, there are a number of
models to predict the effect of disconfirmed expectations
on perceived product performance or satisfaction. These
models have been reviewed and extended to issues of food
acceptance by Cardello (113) and Deliza and MacFie (114).

Over the past 25 years, the bulk of empirical research
on the role of disconfirmed expectations on product 
performance has supported an assimilation model (155) 
of these effects (156–159), that is, consumer acceptance
increases in those cases where the expectation for the
product is high and decreases in those cases where the
expectation is low. Support for such a model has been
found in several food-related studies. Figure 56.6 shows
data from one such study on cola beverages (160) in
which subjects were led to expect that they would receive
either their preferred brand of cola beverage or a non-pre-
ferred brand (as determined in blind taste tests). In some
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cases, subjects were given the cola that they expected, while
in other cases they were given either a more preferred or
less preferred brand. Pre-trial ratings of excepted liking
and post-trial ratings of actual liking were obtained from
all subjects. Figure 56.6 shows the change in product lik-
ing from the baseline level as a function of the direction of
disconfirmation experienced by subjects, i.e. whether they
expected a better or worse product relative to the one they
received. As can be seen, there was a strong linear associ-
ation (r2 � 0.66) in the data, showing that post-test liking
moved in the direction of the expectations. Similar results
to these have been found in studies where expectations
were manipulated by varying fat-content information (59)
and in studies with yogurt (161) and orange juice (162, 163).
Similar effects have also been reported using consumption
as a dependent measure of product acceptance (164).

D. PERCEPTIONS OF RISK

With recent advances in food processing techniques, one
category of foods for which liking is especially suscepti-
ble to the influence of information and other cognitive
factors is foods processed by novel and emerging tech-
nologies. Like most new products, optimizing the sensory
quality of these foods is critical to their success in the
marketplace. However, optimal sensory quality, on its own,
will not guarantee success. The reason for this is that
information about the nature, source, or processing of the
food can have a profound effect on consumer liking, choice
and purchase decisions. This is especially true when the
nature, source or processing of the food is perceived by
the consumer to impart some risk to its consumption. e.g.
irradiated and genetically modified foods.

The study of consumer risk perception began in the early
1970’s with the pioneering work of Starr (165), Fischhoff
et al. (166), and Slovic et al. (167). Prior to this time, the
risk associated with a new technology was based on expert
analyses of risk. These analyses were based on actuarial
data related to accidents, fatalities, or losses accountable
to the technology. However, this technical/rational approach
to risk was often found lacking when it came to predicting
consumer reactions to novel technologies. Frequently,
consumers had great concerns about technologies that had
relatively low risk from an objective, i.e. technical/rational,
risk analysis standpoint. In response to these discrepan-
cies between consumer perceived risks and expert opin-
ions of risk, researchers adopted a new paradigm for risk
perception. This new normative/value risk model defined
risk as a perceptual construct, one that must be evaluated
by lay people on the basis of subjective evaluations of risk.
In keeping with this focus on perception, the study of risk
has adopted many of the same univariate and multivariate
psychometric techniques commonly used today to assess
consumer perceptions of the sensory qualities of foods.

In a comprehensive study of consumer risk perceptions
(168), a factor analytical approach was used to determine the

perceived risk associated with a wide range of everyday
hazards, including many “technological” hazards. Several
of the characteristics found to be important to perceived
risk included the degree of control that the consumer has
over the risk, whether the risk is voluntary or involuntary,
whether the risk is known or unknown, fatal or non-fatal,
observable or unobservable, and whether the effects of the
risk are immediate or delayed. These hazard/risk charac-
teristics exemplify the kinds of cognitive variables that
must be considered when assessing consumer perceptions
and acceptability of foods processed by novel or emerging
technologies.

E. CONSUMER RISK PERCEPTIONS ABOUT FOODS

PROCESSED BY NOVEL TECHNOLOGIES

Although the mainstream literature on risk perception has
served to identify critical variables important to consumer
risk perception for many technological and non-
technological hazards, consumer perceptions of risk for
specific food hazards have been left to other investigators.
Over the past several years, numerous investigators have
utilized the normative/value approach in surveys and stud-
ies that have assessed the perceived risks or “concerns” of
consumers toward such specific food safety issues as irra-
diated foods, genetically engineered foods, foods contain-
ing pesticides, foods processed using laser light sources,
and microbially contaminated foods (169–188).

In a recently conducted study (189), the effect of 
consumer concerns and expectations on liking for foods
processed by different food processing techniques was
examined. In this study, consumers tasted and evaluated
chocolate pudding that had been thermally processed.
Subjects rated their liking of chocolate pudding (no other
information presented) and their level of concern for sev-
eral different food processing technologies (“irradiation”,
“high voltage pulses”, hydrostatic pressure”, “pulsed elec-
tric fields”, “non-thermal preservation”, and “the addition
of bacteriocins.” Subsequently, they were provided infor-
mation about the chocolate puddings that they would taste.
In one condition, consumers were told that the product
they were about to taste had been processed by one of 
the six food processing technologies, e.g. “this sample was
processed by pulsed electric fields”. In a second condition,
the name of the technology was accompanied by an objec-
tive description of that technology, e.g. “in irradiation pro-
cessing, foods are exposed to a source of ionizing radiation,
e.g. cobalt 60, for short periods of time”. In the third
information condition, consumers were told the name of
the technology, given the description of it, and provided a
safety benefit statement, i.e. “this process is entirely safe
and avoids the thermal damage done to foods by heat pas-
teurization”. After exposure to the information manipula-
tion, consumers rated their expected liking of the product,
before and after seeing it, and were then presented the
sample to taste and rate for liking.

Sensory Science: Measuring Consumer Acceptance 56-15

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 15



Results showed a large gender difference, with females
showing much greater concern for all the food technologies,
than males. Of greater overall importance however, was the
fact that correlations of “concern” ratings for the different
food processing technologies with expectations of liking
for the chocolate pudding that the consumers believed had
been processed by that technology were all negative and
highly associated for the 3 conditions. These results revealed
that as consumers’ concerns about the risk of a technology
increase, expected liking of foods processed by that technol-
ogy decrease. Still more significantly from the perspective
of marketing these foods, the diminished expectations were
shown to result in systematic decreases in rated liking for
the tasted products. On the positive side, this research also
demonstrated that factual product and process information,
product exposure (merely seeing the product), and a safety/
benefit statement all had positive effects on expected 
liking and acceptance of the tasted product. The data con-
firm the fact that good communication practices and effec-
tive marketing strategies can be utilized to overcome
negative images created by risk perceptions or product
stereotypes and to significantly improve the probability of
consumer market success for foods processed by emerg-
ing technologies.

VIII. FUTURE DIRECTIONS IN 
CONSUMER RESEARCH

As the food industry continues to accelerate its development
of novel ingredients, processes and end-uses for foods, so
too will the need for new and novel approaches for meas-
uring consumer acceptance accelerate. The dramatic chal-
lenges to consumer acceptance that new food processing
technologies have raised to date will undoubtedly grow as
food science continues to push the frontiers of food pro-
cessing and preservation. These developments will require
new and more powerful methods for assessing the social,
psychological, health, and values-based aspects of these
new technologies on consumers’ liking and willingness to
purchase these future foods. In addition, much greater
reliance on novel consumer acceptance technologies will
likely result from the opportunities that the Internet and
other web-based interactive technologies provide for obtain-
ing access to large numbers of consumers with relatively
little cost or time-investment. The joint contribution of these
influences (advances in food science and web-based test-
ing) will continue to keep an important focus on the theo-
ries and methods required to conduct effective consumer
acceptance research on foods.

REFERENCES

1. HT Lawless and H Heymann Sensory Evaluation of
Food: Principles and Practices. New York: Chapman &
Hall, 1998.

2. AV Cardello, O Maller, JG Kapsalis, RA Segars,
FM Sawyer and C Murphy. Perception of texture by
trained and consumer panels. J Food Sci 47:1186–
1197, 1982.

3. R Shepherd, NM Griffiths and K Smith. The relation-
ship between consumer preferences and trained panel
response. J Sens Stud 3:19–35, 1988.

4. F Husson, S LeDien and J Pages. Which value can be
granted to sensory profiles given by consumers?
methodology and results. Food Qual Pref 12:291–
296, 2001.

5. AA Williams and SP Langron. The use of free-choice
profiling for the evaluation of commercial ports. J Sci
Food Agri 35:558–568, 1984.

6. JBEM Steenkamp and HCM van Trijp. Free choice pro-
filing in cognitive food acceptance research. In: DMH
Thomson. ed. Food Acceptability. London: Elsevier
Applied Science, 1988, pp 363–376.

7. HR Moskowitz. Experts versus consumers: a compari-
son. J Sens Stud 11:19–37, 1996.

8. HR Moskowitz. A reply note on experts versus con-
sumers: a comparison. J Sens.

9. HR Moskowitz. Consumers versus experts in the light
of psychophysics: a reply to Hough. J Sens Stud 13:
291–298, 1998.

10. J Dugle. Note on “Experts versus consumers: a compar-
ison,” J Sens Stud 12:147–154, 1997.

11. G Hough. Experts versus consumers: a critique, J Sens
Stud 13:285–289, 1998.

12. HR Moskowitz. New Directions for Product Testing and
Sensory Analysis of Foods. Trumbell, CT: Food and
Nutrition Press, 1985.

13. HR Moskowitz. Food Concepts and Products. Just in-
time Development. Trumbell, CT: Food and Nutrition
Press, 1994.

14. H Schutz. Multiple regression approach to optimization.
Food Technology 37(11):46–48, 62, 1983.

15. M Giovanni. Response surface methodology and prod-
uct optimization. Food Technol 37(11):41–45, 83, 1983.

16. H Martens and H Russwurm, Jr. Food Research and
Data Analysis. London: Applied Science, 1983.

17. K Greenhoff and HJH MacFie. Preference mapping in
practice. In: HJH MacFie and DMH Thomson, eds.
Measurement of Food Preferences. London: Blackie,
1994, pp 137–166.

18. P Schlich. Preference mapping: relating consumer pref-
erences to sensory or instrumental measurements. In
Bioflavour’ 95. Analysis/precursor studies/biotechnology,
eds. P Etievant and P Schreier. 1995, pp 135–150.

19. J McEwan. Preference mapping for product optimization.
In Multivariate Analysis of Data in Sensory Science.
London: Elsevier Applied Science, 1996, pp 71–102.

20. AM Munoz. Relating Consumer, Descriptive, and Labo-
ratory Data to Better Understand Consumer Responses.
ASTM West Conshohocken, PA: Manual 30, 1997.

21. S Arditti. Preference mapping: a case study. Food Qual
Pref 8(5): 323–326, 1997.

22. JM Murray and CM Delahunty. Mapping consumer
preference for the sensory and packaging attributes of
cheddar cheese. Food Qual Pref 11(5): 419–435, 2000.

56-16 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 16



23. JF Meullenet, VK Griffen, K Carson, G Davis, S Davis,
J Gross, JA Hankins, E Sailer, C Sitakalin, S Suwansri
and AL Vasquez Caicedo. Rice external preference map-
ping for Asian consumers living in the United States. 
J Sens Stud 16:73–94, 2001.

24. E Vigneau and EM Quannari. Segmentation of con-
sumers taking account of external data. A clustering of
variables approach. Food Qual Pref 13:515–521, 2002.

25. MJ Santa Cruz, MC Martinez and G Hough. Descriptive
analysis, consumer clusters and preference mapping of
commercial mayonnaise in Argentina. J Sens Stud
17:309–326, 2002.

26. AV Cardello. The role of the human senses in food
acceptance, Chapter 1, Food Choice, Acceptance and
Consumption, eds. HL Meiselman and HJH MacFie,
London: Chapman and Hall 1996, pp 1–82.

27. SS Stevens. Mathematics, measurement and psy-
chophysics. In: SS Stevens. ed. Handbook of Experimen-
tal Psychology. New York: Wiley, 1951, pp 1–49.

28. V Lagrange and JP Norback. Product optimization and
the acceptor set size. J Sens Stud 2:119–136, 1987.

29. DR Peryam and NF Girardot. Advanced taste-test
method. Food Eng 24:58–61, 1952.

30. DR Peryam and FJ Pilgrim. Hedonic scale method of
measuring food preferences. Food Technol 11:9–14, 1957.

31. M Meilgaard, GV Civille and BT Carr. Sensory
Evaluation Techniques, 3rd ed. Boca Raton, FL, CRC
Press, 1999.

32. AVA Resurreccion. Consumer Sensory Testing for
Product Development. Gaithersburg, MD: Aspen, 1998.

33. MA O’Mahony, C Marchisano1, SY Jeon, DS Suh, and
KO Kim. Food choice and preference tests: Consumers
report preferences when they should not — a cross-
culture study. In: IFT Annual Meeting Book of Abstracts.
Abstract #85–6, 2002, pp 202.

34. H Stone and JL Sidel. Sensory Evaluation Practices.
Orlando: Academic Press, 1985.

35. ASTM, Committee E-18. Sensory Testing Methods.
ASTM Manual series MNL26, 2nd ed. Conshokecken,
PA: American Society for Testing and Materials, 1996.

36. MC Gacula and J Singh. Statistical Methods in Food
and Consumer Research. Orlando, FL: Academic 
Press, 1984.

37. D Basker. Critical values of differences among rank
sums for multiple comparisons. Food Technol 42(2):
79–84, 1988a.

38. D Basker. Critical values of differences among rank
sums for multiple comparisons. Food Technol 42(7):
88–89, 1988b.

39. HL Meiselman and H Schutz. History of food acceptance
research by the US Army 1940’s–2003. Appetite, 40:
199–216, 2003.

40. BJ Kroll. Evaluating rating scales for sensory testing with
children. Food Technol, 44(11):78–80,82,84,86, 1990.

41. AV Cardello. Patient’s perceptions of meal acceptabil-
ity. In: Hospital Patient Feeding Systems. Washington,
DC: National Academy Press 1982, pp 31–103.

42. LL Birch, H McPhee, L Steinberg and S Sullivan.
Conditioned flavor preferences in young children.
Physiol Behav 47:501–505, 1990.

43. AW Chen, AVA Resurreccion and LP Paguio. Age
appropriate hedonic scales to measure the food prefer-
ences of young children. J Sens Stud. 11:141–163, 1996.

44. BH Ellis. Preferance testing methodology. Food
Technol 22(May):49–56, 1968.

45. AE Fallon, P Rozin and P Pliner. The child’s conception
of food: the development of food rejection with special
reference to disgust and contamination sensitivity. Child
Dev 55:566–575, 1984.

46. SA Kimmel, M Sigman-Grant and JX Guinard. Sensory
testing with young children. Food Technol 48 (3):
92–99, 1994.

47. HR Moskowitz. New Directions for Product Testing and
Sensory Analysis of Foods. Westport, CT: Food and
Nutrition Press, 1986.

48. HG Schutz and AV Cardello. A labeled affective magni-
tude (LAM) scale for assessing food liking/disliking. 
J Sens Stud 16:117–159, 2001.

49. HR Moskowitz and JL Sidel. Magnitude and hedonic
scales of food acceptability. J Food Sci 36:677–680, 1971.

50. HR Moskowitz. Psychophysical and psychometric
approaches to sensory evaluation. CRC Crit Rev Food Sci
Nutr 9: 41, 1977.

51. HR Moskowitz. Psychometric evaluation of food pref-
erences. J Foodserv Sys 1:149–167, 1980.

52. LV Jones, DR Peryam and LL Thurstone. Development
of a scale for measuring soldiers’ food preferences.
Food Res 20:512–520, 1955.

53. NT Gridgeman. A comparison of some taste-test meth-
ods. J Food Sci 26:171, 1961.

54. SO Olsen. Strength and conflicting valance in the meas-
urement of food attitudes and preferences. Food Qual
Pref 10(6):483–494, 1999.

55. AV Cardello, HG Schutz, C Snow and L Lesher.
Predictors of food acceptance, consumption and satis-
faction in specific eating situations. Food Qual Pref
11:201–206, 2000.

56. IFT Sensory evaluation guideline for testing food and
beverage products. Food Technol 35(11):50–59, 1981.

57. AV Cardello and O Maller. Relationships between food
preferences and food acceptance ratings. J Food Sci
47:1553–1561, 1982.

58. JL Sidel, H Stone, A Woolsey and JM Mecredy.
Correlation between hedonic ratings and consumption
of beer. J Food Sci 37:335, 1972.

59. H Tuorila, AV Cardello and LL Lesher. Antecedents and
consequences of expectations related to fat-free and 
regular-fat foods. Appetite 23:247–263, 1994.

60. L Lahteenmaki and H Tuorila. Consistency of liking 
and appropriateness ratings and their relation to con-
sumption in a product test of ice cream. Appetite 25:
189–198, 1995.

61. Z Vickers and L Mullan. Liking and consumption of 
fat-free and full-fat cheese. Food Qual Pref 8:91–96, 1997.

62. MK Head, FG Giesbrecht and GN Johnson. Food
acceptability research: comparative utility of three 
types of data from school children. J Food Sci 42:
246–251, 1977.

63. F Bellisle and J Le Magnen. The analysis of human feed-
ing patterns: the edogram. Appetite 1:141–150, 1980.

Sensory Science: Measuring Consumer Acceptance 56-17

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 17



64. EM Brobroff and HR Kissilef. Effects of changes in
palatability on food intake and the cumulative food
intake curve in man. Appetite 7:85–96, 1986.

65. F Lucas and F Bellisle. The measurement of food pref-
erences in humans: do taste-and -spit tests predict con-
sumption? Physiol Behav 39:739–743, 1987.

66. WD Baten. Organoleptic tests pertaining to apples and
pears. Food Res 11:84–94, 1946.

67. H Stone, J Sidel, S Oliver, A Woolsey and RC Singleton.
Sensory evaluation by quantitative descriptive analysis.
Food Technol 28:24–29, 32, 34, 1974.

68. ME Giovanni and RM Pangborn. Measurement of taste
intensity and degrees of liking of beverages by graphic
scales and magnitude estimation. J Food Sci 48:
1175–1182, 1983.

69. H Rohm and S Raaber. Hedonic spreadability optima of
selected edible fats. J Sens Stud 6:81–88, 1991.

70. G Hough, N Bratchell and I Wakeling. Consumer pref-
erence of Dulce de Leche among students in the United
Kingdom. J Sens Stud 7:119–132, 1992.

71. HT Lawless. The pleasantness of mixtures in taste and
olfaction. Sens Proc 1:227–237, 1977.

72. SS Stevens. The direct estimation of sensory magni-
tudes — loudness. Am J Psychol 69:1–25, 1956.

73. HR Moskowitz. Magnitude estimation: notes on what,
how, when and why to use it. J Food Qual 1:195–227, 1977.

74. HR Moskowitz. Product Testing and Sensory Evaluation
of Foods: Marketing and R&D Approaches. Westport,
CT: Food and Nutrition Press, 1983.

75. MR McDaniel and FM Sawyer. Preference testing of
whiskey sour formulation: Magnitude estimation versus
the 9-point hedonic scale. J Food Sci 46:182–185, 1981.

76. N Lavanka and J Kamen. Magnitude estimation of food
acceptance. J Food Sci 59(6): 1322–1324, 1994.

77. HT Lawless and GJ Malone. The discriminative effi-
ciency of common scaling methods. J Sens Stud 1(1):
85–98, 1986a.

78. HT Lawless and GJ Malone. A comparison of rating
scales: Sensitivity, replicates and relative measurement.
J Sens Stud 1(2):155–174, 1986b.

79. JH Pearce, B Korth and CB Warren. Evaluation of 
three scaling methods for hedonics. J Sens Stud 1(1):
27–46, 1986.

80. ASTM. Standard test method for unipolar magnitude
estimation of sensory attributes. In: Annual Book of
ASTM Standards. Vol. 15.07, End Use Products.
Conshohocken, PA: American Society for Testing and
Materials, 1995, pp 105–112.

81. BG Green, GS Shaffer, and MM Gilmore. Derivation
and evaluation of a semantic scale of oral sensation
magnitude with apparent ratio properties. Chem Senses
18:683–702, 1993.

82. LM Bartoshuk. Comparing sensory experiences across
individuals: recent psychophysical advances illuminate
genetic variation in taste perception. Chem Sens 25:
447–460, 2000.

83. VB Duffy, K Fast, Z Cohen, E Chodos and LM
Bartoshuk. Genetic taste status associates with fat food
acceptance and body mass index in adults. Chem Sens
24:545–546, 1999.

84. K Fast, VB Duffy and LM Bartoshuk. New psy-
chophysical insights in evaluating genetic variation in
taste. In: C Rouby, B Schaal, D Dubois, R Gervais,
R and A Holley, eds: Olfaction, Taste and Cognition.
New York: Cambridge University Press, 2000.

85. J Pokorny and J Davidek. Application of hedonic 
sensory profiles for the characterization of food quality.
Die Nahrung 8:757–763, 1986.

86. A Vickers. Sensory specific satiety in lemonade using a
just-right scale for sweetness. J Sens Stud 3:1–8, 1988.

87. JR Johnson and Z Vickers. Avoiding the centering bias
or range effect when determining an optimum level of
sweetness in lemonade. J Sens Stud 2:283–292, 1987.

88. R Shepherd, K Smith and CA Farleigh. The relationship
between intensity, hedonic and relative-to-ideal ratings.
Food Qual Pref 1:75–80, 1989.

89. JG Beebe-Center. The Psychology of Pleasantness and
Unpleasantness. Princeton, NJ: Von Nostrand, 1932.

90. DA Booth. Flavour quality as cognitive psychology: the
applied science of mental mechanisms relating flavour
descriptions to chemical and physical stimulation pat-
terns. Food Qual Pref 5:41–54, 1994.

91. DA Booth. The cognitive basis of quality. Food Qual
Pref 6:201–207, 1995.

92. MT Conner. An individualized psychological approach
to measuring influences on consumer preference In:
HJH MacFie and DMH Thomas eds, Measurement of
Food Preferences. Glasgow: Blackie 1994, pp 167–201.

93. AS Szczesniak, BJ Lowe and EZ Skinner. Consumer
texture profile technique. J Food Sci 40:1253–1256,
1975.

94. HR Moskowitz, DW Stanley and JW Chandler. The
Eclipse method: Optimizing product formulation
through a consumer generated ideal sensory profile. Can
Inst Food Sci Technol J 10: 1977, pp 161–168.

95. S Sinthavalai. Development of nutritionally balanced
snack product for urban school-age Thais. Ph.D. Thesis,
Massey University, Palmerston North, New Zealand,
1986.

96. HR Cooper, MD Earle and CM Triggs. Ratios of ideals —
a new twist to an old idea In: LS Wu. Ed. Product
Testing with Consumers for Research Guidance, ASTM
STP 1035, Philadelphia: American Society for Testing
and Materials, 1989, pp 54–63.

97. PE Green and V Srinivasan. A general approach to prod-
uct design optimization via conjoint analysis. J Mark
45:103–124, 1978a.

98. PE Green and V Srinivasan. Conjoint analysis in con-
sumer research: Issues and outlook. J Customer Res
5:103–124, 1978b.

99. P Pliner and K Hobden. Development of a scale to
measure the trait of food neophobia in humans. Appetite
19:105–120, 1992.

100. K Roininen, L Lahteenmaki and H Tuorila.
Quanitification of consumer attitudes to health and hedo-
nic characteristics of foods. Appetite 33:71–88, 1999.

101. HCM Van Trijp and J BEM Steenkamp. Consumers’
variety seeking tendency with respect to foods: mea-
surement and managerial implications. Eur Rev Agric
Econ 19:181–195, 1992.

56-18 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 18



102. DA Dillman. Mail and Internet Surveys: The Tailored
Design Method. 2nd ed. New York: John Wiley & 
Sons, 1999.

103. DA Aker, V Fumar, GS Day. Marketing Research. 2nd
ed. New York: John Wiley & Sons, 2000.

104. HG Schutz. A food action rating scale for measuring
food acceptance. J Food Sci 30:365, 1965.

105. HL Meiselman, D Waterman and LE Symington. Army
Food Preferences. Technical Report No. 75-63-FLS.
Natick, MA: U.S. Army Natick Development 
Center, 1974.

106. D Waterman, HL Meiselman, L Branch and M Taylor.
The 1972 Westover Air Force Base food preference sur-
vey and reliability study, Technical Report #75-25-FSL,
Natick, MA: U.S. Army Natick Laboratories, 1974.

107. ER Smutz, HL Jacobs, D Waterman and M Caldwell.
Small sample studies of food habits: 1. The relationship
between the Naval Construction Battalion Center,
Davisville, Rhode Island, Technical Report #75-52-FSL,
Natick, MA: U.S. Army Natick Laboratories, 1974.

108. WR Sullins Jr, LE Symington, JR Siebold and JG
Rogers. Food preference, acceptance, and consumption
in a simulated, isolated-duty station, Technical Report
#TR-78-027, Natick, MA: U.S. Army Natick Research
and Development Laboratories, 1977.

109. HG Schutz. Beyond preference: appropriateness as 
a measure of contextual acceptance of food, In: DMH
Thomson. Food Acceptability, ed. New York: Elsevier,
1988, pp 115–134.

110. HG Schutz. Appropriateness as a measure of the 
cognitive-contextual aspects of food acceptance, In: HJH
MacFie and DMH Thomson eds. Measurement of Food
Preferences, London: Blackie Academic, 1994, pp 25–50.

111. L Lahteenmaki and H Tuorila. Item by use appropriate-
ness of drinks varying in sweetener and fat content.
Food Qual Pref 8:85–90, 1997.

112. AV Cardello and HG Schutz. Food appropriate-
ness measures as an adjunct to consumer preference/
acceptability evaluation. Food Qual Pref 7:239–249, 1996.

113. AV Cardello. Consumer expectations and their role in
food acceptance. In HJH MacFie and DMH Thomson
Eds. Measurement of Food Preferences. Glasgow:
Blackie, 1994, pp 253–297.

114. R Deliza and HJH MacFie. The generation of sensory
expectation by external cues and its effect on sensory
perception and hedonic ratings: a review. J Sens Stud
11:103–128, 1996.

115. M Kalwani and A Silk. On the reliability and predictive
validity of purchase intention measures. Marketing Sci
1(Summer):243–286, 1982.

116. V Appel and B Jackson. Copy testing in a competitive
environment. Marketing. 39(January):84–86, 1975.

117. N Govoni, R Eng and M Galper. Promotional Manage-
ment. Englewood Cliffs, NJ: Prentice-Hall, 1986.

118. AJ Hill, PJ Rogers and JE Blundell. Techniques for the
experimental measurement of human eating behaviour
and food intake: a practical guide. Int J Obes Relat
Metab Disord 19:361–375, 1995.

119. RJ Stubbs, AM Johnstone, LM O’Reily and SD Poppitt.
Methodological issues relating to the measurement of

food, energy and nutrient intake in human laboratory-
based studies. Proc Nutr Soc 57:357–372, 1998.

120. American Journal of Clinical Nutrition. Proceedings of
the 2nd International Conference on Dietary Assessment
Methods. 65:1097–1368, 1997.

121. European Journal of Clinical Nutrition, 56 (Suppl 
2), 2002.

122. TJ Reynolds and J Gutman. Laddering theory, method,
analysis, and interpretation. J Advert Res 28(1):11–
31, 1988.

123. TL Greenbaum. The Practical Handbook and Guide to
Focus Group Research. Lexington, MA: Lexington
Books, 1988.

124. MA Casey and RA Krueger. Focus group interviewing.
In HJH MacFie and DMH Thomson eds, Measurement
of Food Preferences. Glasgow: Blackie 1994, pp 77–96.

125. ASTM, Committee E-18. ASTM Manual on Consumer
Sensory Evaluation. ASTM Special Technical
Publication 682. Philadelphia, PA: American Society
for Testing and Materials, 1979.

126. HR Moskowitz, A Fogman, B Itty, R Katz, M Manchaiah
and Z Ma. Rapid, inexpensive, actionable concept gen-
eration and optimization: the use and promise of self-
authoring conjoint analysis for the food service industry.
Food Serv Technol 2001, 1:pp 149–167.

127. HL Meiselman. Methodology and theory in human eat-
ing research. Appetite 19:49–55, 1992.

128. LL Garber Jr, EM Hyatt and RG Starr Jr. Measuring
consumer response to food products. Food Qual Pref
14:3–16, 2003.

129. M Cabanac. Physiological role of pleasure. Science.
173:1103–1107, 1971.

130. HR Moskowitz, V Kumraiah, KN Sharma, HL Jacobs
and SD Sharma. Effects of hunger, satiety and glucose
load upon taste intensity and taste hedonics. Physiol
Behav 16:471, 1976.

131. M Cabanac and L LaFrance. Postingestive alliesthesia:
the rat tells the same story. Physiol & Behav
47:539–543, 1990.

132. P Rozin and H Tuorila. Simultaneous and temporal con-
textual influences on food acceptance. Food Qual Pref
4:11–20, 1993.

133. R Bell, HL Meiselman, BJ Pierson and WG Reeve.
Effects of adding an Italian theme to a restaurant on the
perceived ethnicity, acceptability, and selection of
foods, Appetite, 22:11–24, 1994.

134. FM Kramer. The physical eating situation. In:
B Marriott, ed., Not Eating Enough: Overcoming Under-
consumption of Military Operational Rations. Washington,
DC: National Academy Press, 1995, pp 319–339.

135. HL Meiselman. The contextual basis for food accept-
ance, food choice and food intake: the food, the situa-
tion and the individual. In HL Meiselman & HJH
MacFie. eds. Food Choice Acceptance and Consump-
tion. Glasgow: Blackie, 1996a, pp 239–263.

136. HL Meiselman, ES Hirsch and RD Popper. Sensory,
hedonic and situational factors in food acceptance 
and consumption. In: DMH Thomas. ed. Food
Acceptability. London: Elsevier Applied Science, 1988,
pp 77–87.

Sensory Science: Measuring Consumer Acceptance 56-19

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 19



137. E Hirsch and FM Kramer. Situational influences on
food intake. In: B Marriott. ed. Nutritional Needs in Hot
Environments. Washington, DC: National Academy
Press, 1993, pp 215–244.

138. E Hirsch. The effects of ration modifications on energy
intake, body weight change, and food acceptance. 
In: B Marriott. ed. Not Eating Enough: Overcoming
Underconsumption of Military Operational Rations.
Washington, DC: National Academy Press, 1995,
pp 151–173.

139. AW Meyers, AJ Stunkard and M Coll. Food accessibil-
ity and food choice. l. Archiv Gen Psychiat 37:
1133–1135, 1980.

140. AW Logue, GR King, A Chavarro and JS Volpe.
Matching and maximizing in a self-control paradigm
using human subjects. Learning and Motivation, 21:
340–368, 1990.

141. R Lappalainen and LW Epstein. A behavioral econom-
ics analysis of food choice in humans. Appetite 14:
81–93, 1990.

142. HL Meiselman, D Hedderley, SL Staddon, BJ Pierson
and CR Symonds. Effect of effort on meal selection and
meal acceptability in a student cafeteria. Appetite
23:43–55, 1994.

143. HL Meiselman. Catering systems as laboratories for
studying the consumer. In: JSA Edwards. ed. Culinary
Arts and Sciences. Southampton, UK: Computational
Mechanics, 1996b, pp 447–456.

144. HL Meiselman, JL Johnson, W Reeve and JE Crouch.
Demonstrations of the influence of the eating environ-
ment on food acceptance. Appetite 35:231–237, 2000a.

145. PS Siegel and FJ Pilgrim. The effects of monotony on
the acceptance of food. Am J Psychol 71:756–759, 1958.

146. HG Schutz and FJ Pilgrim. A field study of food monot-
ony. Psychol Rep 4:559–661, 1958.

147. JM Kamen and DR Peryam. Acceptability of repetitive
diets. Food Technol 15:173–177, 1961.

148. HL Meiselman, C deGraaf and LL Lesher. The effects
of variety and monotony on food acceptance and intake
at a midday meal. Physiol Behav 70:119–125, 2000b.

149. FJ Simoons. Eat Not This Flesh. Madison WI: Univ
Wisconsin Press, 1961.

150. EJ Pliner. Family resemblance in food preferance. Nutr
Educ 15:137, 1983.

151. LL Birch. Effects of peer models’ food choices and eat-
ing behaviors on preschoolers’ food preferences. Child
Dev 51:489–496, 1980.

152. LL Birch, SI Zimmerman and H. Hind. The influence of
social-affective context on the formation of children’s
food preferences. Child Dev 51:585–861, 1980.

153. D Kahneman and A Tversky. On the psychology of pre-
diction. Psychol Rev: 80 (4):237–251, 1973.

154. D Kahneman and A Tversky. Choices, values, and
frames. Am Psychol 39 (4):341–350, 1984.

155. M Sherif and CI Hovland. Social Judgment: Assimilation
and Contrast Effects in Communication and Attitude
Change, New Haven, CN: Yale University Press, 1961.

156. RE Anderson. Consumer dissatisfaction: the effect of
disconfirmed expectancy on perceived product perform-
ance. J Mark Res. 10:38–44, 1973.

157. WO Bearden and JE Teel. Selected determinants of con-
sumer satisfaction and complaint reports. J Mark Res
22(Feb):21–28, 1983.

158. RL Oliver. Effect of expectation and disconfirmation on
postexposure product evaluations: an alternative inter-
pretation. J Appl Psychol 62(4):480–486, 1977.

159. RW Olshavsky and JA Miller. Consumer expectation,
product performance and perceived product quality. 
J Mark Res 9:19–21, 1972.

160. AV Cardello and FM Sawyer. Effects of disconfirmed
and consumer expectations on food acceptability. J Sens
Stud 7:253–277, 1992.

161. HNJ Schifferstein, APW Kole and J Mojet. Asymmetry
in the disconfirmation of expectations for natural
yogurt. Appetite 32:307–329, 1999.

162. C Lange, F Rousseau and S Issanchou. Expectation, lik-
ing and purchase behavior under economical constraint.
Food Qual Pref 10(1):31–40, 1999.

163. C Lange, S Issanchou and P Combris. Expected versus
experienced quality: trade-off with price. Food Qual
Pref 11:289–298, 2000.

164. U Hellemann, JI Aaron, RE Evans and DJ Mela. Effect
of expectations on the acceptance of a low-fat meal. In:
I. Taub and R Bell. eds. Proceedings of the Food
Preservation 2000 Conference. Hampton, VA: Science
and Technology Corp., 1993, pp 311–318.

165. C Starr. Social benefit versus technological risk. Science
13 (6):1232–1238, 1969.

166. B Fischoff, P Slovic, S Lichenstein, S Read and 
B Combs. How safe is safe enough? A psychometric
study of attitudes towards technological risks and bene-
fits. Policy Stud 9: 127–152, 1978.

167. P Slovic, B Fischoff and S Lichtenstein. Rating the
risks. Environment 21 (4):14–20, 36–39, 1979.

168. P Slovic, B Fischoff and S Lichtenstein. In: RW Kates,
C Hohenemser and JX Kasperson. eds. Perilous Progress:
Managing the Hazards of Technology, Boulder, CO:
Westview, 1985, pp 91–125.

169. CM Bruhn, HG Schutz and R Sommer. Food irradiation
and consumer values. Ecol Food Nutr 21:219–235, 1987.

170. CM Bruhn. Consumer attitudes and market response to
irradiated food. J Food Protect 58:175–181, 1995.

171. HG Schutz, CM Bruhn and KV Diaz-Knauf. Consumer
attitude toward irradiated foods: Effects of labeling and
benefit information. Food Technol 43:80–86, 1989.

172. RJ Bord and RE Conner. Risk communication, knowl-
edge and attitudes: explaining reactions to a technology
perceived as risky. Risk Anal 10(4):199–506, 1990.

173. B Moseley. Food safety: perception, reality and
research. In: Royal College of General Practitioners
Members Handbook. 1990, pp 346–351.

174. P Sparks and R Shepherd. A review of risk perception
research: implications for food safety issues. Report for
the Ministry of Agriculture, Fisheries and Food, AFRC
Institute of Food Research, Reading, England, 1991.

175. ID Wolf. Critical issues in food safety. 1991–2000. Food
Technol 46 (1):64–70, 1992.

176. RE Dunlap and CE Beus. Understanding public concerns
about pesticides: An empirical examination. J Consumer
Affairs 26:418–438, 1992.

56-20 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 20



177. LJ Frewer, C Howard and P Sparks. The interrelation-
ship between perceived knowledge, control and risk
associated with a range of food-related hazards targeted
at the individual, other people and society. J Food Saf
14:19–40, 1994.

178. LJ Frewer, C Howard, D Hedderley and R Shepherd.
Consumer attitudes toward different food-processing
technologies used in cheese production — the influence
of consumer benefit. Food Qual Pref 8:271–280, 1997a.

179. LJ Frewer, C Howard and R Shepherd. Public concerns
about general and specific applications of genetic engi-
neering: risk, benefit and ethics. Sci Technol and Hum
Val 22:98–124, 1997b.

180. LJ Frewer and R Shepard. Ethical concerns and risk per-
ceptions associated with different applications of
genetic engineering: interrelationships with the per-
ceived need for regulation of the technology. Agri Hum
Val 12:48–57, 1995.

181. HG Schutz and AV Cardello. Information effects on
acceptance of irradiated foods in a military population.
Dairy Food Envir San 17 (8):470–481, 1997.

182. L Bredahl. Consumer’s cognitions with regard to genet-
ically modified foods: results of a qualitative study in
four countries. Appetite 33:343–36, 1999.

183. KG Grunert, L Lahteenmaki, N Asger Neilsen, JB
Poulsen, O Ueland and A Astrom. Consumer perceptions

of food products involving genetic modification-results
from a qualitative study in four Nordic countries. Food
Qual Pref 12:527–542, 2001.

184. FE DeRuiter and J Dwyer. Consumer acceptance of 
irradiated foods: dawn of a new era? Food Service
Technology, 2002, 2:pp 47–58.

185. A Saba and M Vassallo. Consumer Attitudes toward the
use of gene technology in tomato production. Food Qual
Pref 13:13–21, 2002.

186. JA Fox. Influences on Purchase of Irradiated Foods.
Food Technol 56(11):34–37, 2002.

187. JA Fox, DJ Hayes and JF Shogren. Consumer pref-
erences for food irradiation: How favorable and unfa-
vorable descriptions affect preferences for irradiated
pork in experimental auctions. J Risk Uncertainty
24:75–95, 2002.

188. L Lahteenmaki, K Grunert, O Ueland, A Astrom,
A Arvola and T Bech-Larsen. Acceptability of genetically
modified cheese presented as real product alternative.
Food Qual Pref 13:523–534, 2002.

189. AV Cardello. Consumer concerns and expectations
about novel food processing technologies: effects on
product liking. Appetite, 40:217–233, 2003, In press.

Sensory Science: Measuring Consumer Acceptance 56-21

DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 21



DK9848_C056.qxd  10/Sep/05  11:39 AM  Page 22



57-1

57 Sensory Science: Methodology

Joel L. Sidel and Herbert Stone
Tragon Corporation, Redwood City

CONTENTS

I. Introduction and Overview ..................................................................................................................................57-3
A. Historical Background ................................................................................................................................57-3
B. Defining Sensory Evaluation ......................................................................................................................57-3
C. Classification of Sensory Methods ..............................................................................................................57-4
D. Sensory vs. Instrumental Testing ................................................................................................................57-4

II. Sensory Evaluation Facilities ..............................................................................................................................57-5
A. Testing ..........................................................................................................................................................57-5

1. Reception Area ......................................................................................................................................57-5
2. Test Kitchen Area ..................................................................................................................................57-5
3. Sensory Booths ....................................................................................................................................57-6

B. Panel Training ..............................................................................................................................................57-6
C. Administration ..............................................................................................................................................57-6
D. Satellite Facilities ........................................................................................................................................57-6

III. Organizing Sensory Panels ..................................................................................................................................57-6
A. Recruiting Subjects ......................................................................................................................................57-6
B. Screening and Qualifying Subjects ..............................................................................................................57-6
C. Scheduling Subjects ....................................................................................................................................57-7
D. Personal Requirements ................................................................................................................................57-7
E. Test Orientation and Instructions ................................................................................................................57-7
F. Incentives and Motivation ............................................................................................................................57-7
G. Performance Records ..................................................................................................................................57-7

IV. Applications ........................................................................................................................................................57-7
A. Product Development ..................................................................................................................................57-7

1. New Product Development ..................................................................................................................57-7
2. Pilot Plant Scale-Up ..............................................................................................................................57-8
3. Cost Reduction ......................................................................................................................................57-8
4. Ingredient/Process Change ....................................................................................................................57-8
5. Ingredients/Purchase Specifications ....................................................................................................57-8

B. Product Quality ............................................................................................................................................57-8
1. Sensory Specification ............................................................................................................................57-8
2. Production Benchmarking ....................................................................................................................57-9
3. Manufacture Quality ............................................................................................................................57-9
4. Shelf-Life and Stability ........................................................................................................................57-9
5. Distribution Product ..............................................................................................................................57-9

C. Marketing ....................................................................................................................................................57-9
1. Monitor Competition ............................................................................................................................57-9
2. Advertising/Claim Support ..................................................................................................................57-9
3. Category Review ..................................................................................................................................57-9
4. Product Optimization ............................................................................................................................57-9

V. Discrimination Methods ....................................................................................................................................57-10
A. General Requirements ................................................................................................................................57-10

1. Subject Selection ................................................................................................................................57-10

DK9848_C057.qxd  04/Nov/05  04:46 PM  Page 57-1



2. Test Design, N, and Replication ........................................................................................................57-10
3. Data Analysis ....................................................................................................................................57-10

B. Non-Directional Discrimination Tests ......................................................................................................57-10
1. A-Not-A Sequential Presentation ......................................................................................................57-10
2. A-Not-A Simultaneous Presentation ................................................................................................57-10
3. Duo-Trio ............................................................................................................................................57-11
4. Triangle ..............................................................................................................................................57-11
5. Matching and Sorting Tests ..............................................................................................................57-11

C. Directional Discrimination Tests ..............................................................................................................57-11
1. Paired Difference ..............................................................................................................................57-11
2. n-Alternative Forced-Choice..............................................................................................................57-11

VI. Descriptive Methods..........................................................................................................................................57-11
A. Flavor Profile ............................................................................................................................................57-12
B. Texture Profile ..........................................................................................................................................57-12
C. Quantitative Descriptive Analysis (QDA) ................................................................................................57-13

1. Subjects ..............................................................................................................................................57-13
2. Screening............................................................................................................................................57-13
3. Training ..............................................................................................................................................57-14
4. Testing................................................................................................................................................57-14
5. Data Analysis ....................................................................................................................................57-14

D. Sensory Spectrum Analysis ......................................................................................................................57-14
E. Free-Choice Profiling................................................................................................................................57-14
F. Other Methods ..........................................................................................................................................57-15

VII. Time-Intensity Scaling......................................................................................................................................57-15
A. Measurement ............................................................................................................................................57-15
B. Analysis ....................................................................................................................................................57-16

VIII. Data Analysis ....................................................................................................................................................57-16
A. Descriptive Statistics ................................................................................................................................57-16

1. Central Tendency ..............................................................................................................................57-16
2. Dispersion ..........................................................................................................................................57-17
3. Frequency Distributions ....................................................................................................................57-17

B. Inferential Statistics ..................................................................................................................................57-17
1. Non-Parametric ..................................................................................................................................57-17
2. Parametric ..........................................................................................................................................57-18

C. Correlation and Regression ......................................................................................................................57-18
1. Correlation ........................................................................................................................................57-18
2. Multiple Correlation (R) ....................................................................................................................57-19
3. Regression..........................................................................................................................................57-19

D. Additional Multivariate Methods..............................................................................................................57-19
1. Multivariate Analysis-of-Variance (MANOVA) ................................................................................57-19
2. Discriminate Analysis ........................................................................................................................57-19
3. Principle Components Analysis ........................................................................................................57-19
4. Factor Analysis ..................................................................................................................................57-19
5. Cluster Analysis ................................................................................................................................57-19

IX. Visual Presentation ..........................................................................................................................................57-19
A. Histograms ................................................................................................................................................57-20
B. QDA Spider Charts ..................................................................................................................................57-21
C. Sensory Maps............................................................................................................................................57-21

X. Conclusion ........................................................................................................................................................57-23
References ....................................................................................................................................................................57-24

57-2 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C057.qxd  04/Nov/05  04:46 PM  Page 57-2



I. INTRODUCTION AND OVERVIEW

Measuring the sensory properties of foods and relating these
properties to consumer acceptance is a major objective and
accomplishment for sensory evaluation. These achieve-
ments are possible as a direct result of advances in the sci-
ence, development of valid and reliable methods, education
of research and application professionals, development of
cost efficient and well run sensory programs, and institu-
tions and commercial companies that support these pro-
grams. The latter is directly related to the expected and
realized commercial benefit of sensory tests.

This chapter provides the reader with an overview of
sensory evaluation, its uses and limitations. We highlight
important developments, current thinking and the current
status of the science. The interested reader will find more
detail in several books published on the topic, most nota-
bly, Lawless and Heymann (1), Stone and Sidel (2), and
Amerine, Pangborn, and Roessler (3).

A. HISTORICAL BACKGROUND

The food industry, similar to other consumer product indus-
tries, traditionally viewed sensory evaluation in the context
of the technical “experts” who through education (e.g.,
learning to judge the quality of dairy products as part of
dairy science education) and years of accumulated experi-
ence were able to describe company products and set stan-
dards of quality by which raw materials would be purchased
and products manufactured and marketed. Three noteworthy
developments led companies to evolve away from reliance
on the single technical expert, and to reliance on formal sen-
sory panels and procedures. First, products became more
complex, and technical experts were less able to predict con-
sumer acceptance. Second, companies could not wait the
2 or more years for an “apprentice” to assume evaluation
responsibilities. Thirdly, the emerging field of sensory eval-
uation was demonstrating the need for, and value of, formal,
unbiased, and statistically relevant procedures for qualifying
subjects, evaluating products, and communicating action-
able results.

During the 1940s and 1950s, sensory evaluation
received additional impetus through the U.S. Army’s Quar-
termaster Food and Container Institute, which supported
research in food acceptance for the armed forces (4). It
became apparent to the military that adequate nutrition, as
measured by analysis of diets or preparation of elaborate
menus, did not guarantee food acceptance and consump-
tion by military personnel. The importance of the sensory
components of food was acknowledged, and resources
allocated to studies for determining how best to measure
food acceptability. Several psychologists were hired by the
military to develop methods for measuring food accept-
ance, and this practice was continued when the Army’s
food research laboratories were moved to Natick, MA in

the 1960s. The original group of psychologists chose to
not participate in the move to Natick. They disseminated
their knowledge and interest in sensory evaluation further
into the food industry by joining product companies (e.g.,
Coca Cola, Pillsbury, and General Mills), contract research
organizations (e.g., Battelle Memorial Institute) or founding
research companies (e.g., Peryam and Kroll Corporation).

Government and industry interest in sensory evalua-
tion encouraged additional developments. For example, in
the 1950s the Arthur D. Little Company introduced the
Flavor Profile Method (discussed below), a qualitative form
of descriptive analysis that did not rely on an individual
expert, and formalized subject screening and training pro-
cedures. Private contract research companies continue to
play an important role through sponsoring workshops,
developing proprietary methods, assisting product compa-
nies establish internal sensory capabilities, and conducting
research studies.

By the mid-1950s, a few universities were offering a
series of courses in sensory evaluation; most notably the
University of California at Davis (UCD). Many students
from the U.S. and abroad introduced the science into com-
panies, while others went on to teach the science at the uni-
versity level. Currently, a wide range of universities and
technical institutes worldwide offer programs in sensory
evaluation, and in 2002 UCD initiated a sensory course
online: “Applied Sensory Science and Consumer Testing
Certificate Program for Distance Learners.”

Also during the era of the 1950s and 1960s, various
technical and scientific societies organized activities and
published procedures focusing on sensory evaluation and
the measurement of flavor. These included Committee 
E-18 of the American Society Testing and Materials, the
Food and Agriculture Section of the American Chemical
Society, the European Chemoreception Organization, and
the Sensory Evaluation Division of the Institute of Food
Technologists.

B. DEFINING SENSORY EVALUATION

The Sensory Evaluation Division of the Institute of Food
Technologists defined sensory evaluation as “a scientific
discipline used to evoke, measure, analyze and interpret
reactions to those characteristics of foods and materials as
they are perceived by the senses of sight, smell, taste,
touch and hearing” (5). This definition emphasizes several
important points, including 1) the scientific focus of the
discipline, correctly distancing the discipline from art and
opinion; 2) although implied and not directly stated, the
foods and materials represent physical, rather than cogita-
tive, stimuli; 3) implicit in the definition is the concept of
the measurement and analysis of perceptions from infor-
mation obtained through the five senses; and 4) the defi-
nition forwards a distinction between the perceived
characteristics of foods and materials and their actual
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physical properties. To this latter point, the definition
focuses on the importance of perception for understanding
the impact of a product’s physical properties; implicit in this
is the notion that in sensory evaluation “perception is real-
ity.” This has enormous implications on determining how
subjects are selected, and, when necessary, trained, what
sensory evaluation should measure, and the measurement
method.

The evolution of sensory evaluation as an independent
discipline in the 1940s and 1950s produced unique meth-
ods for determining difference. These and other sensory
method developments are a reminder that although they
have a common lineage, psychophysics and sensory eval-
uation have very different objectives. Sensory evaluation
focuses on measuring the responses of people to products,
and application of findings to action-oriented decisions
about products. Psychophysics focuses on the measure-
ment process and explaining the behavioral mechanisms
behind sensory responses. Both objectives are important,
and each has its own criteria for success.

C. CLASSIFICATION OF SENSORY METHODS

There are several sensory methods, differentiated primarily
by objective, measurement procedure, subject qualification,
and various combinations of these factors; and new methods
continue to be developed. As reported in Stone and Sidel (2),
sensory tests are classified primarily by type of test in a three-
category classification system, which are: discriminative,
descriptive, and affective tests. (We view discriminative and
descriptive as analytical tests and thus could consider two
categories; analytical and affective tests.) There are several
different tests within each class, and they are described in
greater detail later. Discrimination tests measure whether
there is a perceived difference between products, descriptive
tests measure perceived attributes and their intensities for
a product, and affective tests measure product acceptance or
preference. Affective tests are discussed in the current
handbook under the topic of Consumer Testing.

D. SENSORY VS. INSTRUMENTAL TESTING

The development of instruments to measure food and bev-
erage characteristics such as appearance, aroma, taste, and
texture has a very long history, as has research into corre-
lating instrumental and sensory measures. Interest in this
relationship in the food and beverage industry is based in
part because it represents a potential means of reducing
reliance on the human judgment, which some view as vari-
able and subjective. Value, efficiency, and economy are
possible where instrumental measures can be effectively
substituted for sensory measures. This is especially true in
product quality assessment.

An extensive literature is available describing sen-
sory/instrumental relationships for texture measurement,

where mechanical devices for measuring texture have been
described in the literature for more than a century. Bourne
(6) provided an excellent review of the subject describing
mechanical devices to measure product changes, particu-
larly the fruit ripening process, or to simulate the chewing
process to measure meat tenderness. The interested reader
is also referred to the Journal of Texture Studies, especially
the publications of A.S. Szczesniak and her collaborators.
While such mechanical devices have undergone substan-
tive change in terms of sensitivity, measurement, design,
etc., the basic principles have remained unchanged, to wit,
creating a mechanical device to measure what humans
perceive.

The main difficulty in simulating sensory behavior by
an instrument is due to the complex simultaneous activity
ongoing in the mouth during eating and drinking. The upper
jaw remains stationary while the lower jaw is capable of sev-
eral different motions to hold, bite, tear, and masticate. At
the same time, the highly muscled tongue gathers, moves,
and compresses stimuli, the salivary glands contribute mois-
ture and lubricant to the process, and swallowing provides
control of volume in the mouth while momentarily limit-
ing intake to the mouth. To our knowledge, this multi-
dimensional activity cannot be reproduced with current
instrumentation.

The history of odor detection has always included both
human and instrument systems. The earliest instruments
began with measuring total volatiles. This was followed by
development of chromatographic techniques and gas-liquid
chromatography (GLC) which enabled separation of chem-
icals as well as ability to separate specific chemicals at
very low concentrations; e.g., ppm (parts per million), ppb
(parts per billion) and less, to facilitate their identification.
Subsequent developments enabled integration of the chro-
matographic separation with even more sophisticated
instrumentation such as mass spectroscopy to more pre-
cisely clarify chemical structure, and so forth. Amerine et
al. (3) describe limitations and early efforts to combine
GLC with sensory panel results. Volatiles from foods are
trapped and collected for sensory evaluation. Later refine-
ments included development of equipment containing mul-
tiple odor ports that delivered the separated odorant at
prescribed dilutions simultaneously to sensory panel mem-
bers. Gas chromatography-mass spectrometry are used 
to analyze perceived odors, and Noble (7) described the
use of instrumental analysis for the sensory properties of
foods.

During this same time period, Schutz, Veley, and Iden
(8) and Wilkens and Hartman (9) described their efforts to
devise other systems for the detection of odorants. Schutz
and co-workers investigated use of specific enzyme sys-
tems associated with olfactory tissue that were reactive 
to odorants and correlated results with the physical and
chemical properties of those odorants. At the time, the con-
straints of separation technology, enzyme stability, and
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related issues impeded further development of this
approach. Wilkens and Hartman, on the other hand, took
a very different approach to the problem; they devised an
instrument, an electronic analog that relied on microelec-
trodes made from combinations of metallic wires for the
detection of odorants. These authors were able to demon-
strate differential response sensitivity to various volatile
chemicals with just a few microelectrode metal combina-
tions. Today’s “Electronic Noses” and “Electronic Tongues”
represent significant advances in electrode specificity,
sensitivity to individual chemicals, use of computer chip
technology for analyses, and in accessing pattern recogni-
tion and neural network statistics as an aid in data inter-
pretation (10, 11, 12, and 13). Bleibaum et al. (11)
concluded from their research “the electronic tongue and
electronic nose, in combination, can be used to predict the
sensory characteristics and their relationship to the qual-
ity of apple juices measured by consumers.” The degree to
which these odor and taste detection instruments, or those
yet to be developed, are incorporated into routine product
development and quality control activities will depend on
how well they correlate to important sensory measures,
and are economical and safe to operate in those respective
environments.

Correlating sensory flavor attributes and chemical
measures has become almost routine in research and qual-
ity control, as has correlating sensory and Hunter color
measures. Instrumental and sensory correlations also have
been described for visual clarity and turbidity (14).

Before leaving this topic, we are reminded that sensory
information is uniquely different than information obtained
from a physical instrument (a point often overlooked when
creating a mechanical system to substitute for a physiolog-
ical system). It represents the relatively simultaneous inte-
gration of information from all the senses, in conjunction
with cognitive factors that include learning and expectation.
In this sense, sensory information is multidimensional
whereas instrumental information is almost entirely one
dimensional. Although we can instruct subjects to not pay
attention to certain attributes, it is false to assume that those
attributes do not influence the subject or his response.
Instruments can be useful in sensory evaluation when there
is a good understanding of the relationship between those
measures, sensory perception, and consumer behavior. At
present such relationships are the exception, and consid-
erably more needs to be accomplished before instruments
represent a practical alternative to sensory measures.

II. SENSORY EVALUATION FACILITIES

The typical sensory evaluation facility in a R&D center
consists of separate areas for testing, panel training, and
administration. Satellite facilities are sometimes required
to accommodate testing that cannot be accomplished in
the immediate vicinity of the research center.

A. TESTING

A product evaluation area typically consists of the following
three functional areas, adjacent to one another and sepa-
rated by walls and doors for easy communication and pas-
sage. This area is best located for its ease of accessibility to
the subjects and for its low level of odors, noise, and vibra-
tion associated with more intense R&D and manufacturing
activities.

1. Reception Area

The reception area is typically a well-lit and comfortable
room located off a main corridor, and offering easy access
to the test area. It is equipped with a receptionist desk and
chair, telephone for contacting subjects, comfortable chairs
where subjects are either seated while receiving instruc-
tions or where they wait prior to proceeding to an assigned
sensory booth. A blackboard or bulletin board is located
on a wall near the receptionist desk and identifies the prod-
uct category and number of products that are to be tested
in the session. A table is also provided for those situations
where subjects are offered a reward, or “treat” ( juice, cof-
fee, cookies, candy, etc.), immediately following participa-
tion in a test. The room should allow easy access to, yet
visual separation from, the sensory booth area to minimize
distraction from early arriving subjects to subjects still
seated in the sensory booths. The dimensions for the recep-
tion area depend on the number of subjects it has to accom-
modate prior to their proceeding to the sensory booths.

2. Test Kitchen Area

The test kitchen area and materials used in this area typi-
cally represent a well-equipped commercial, or heavy duty
home, kitchen. The area must accommodate preparation
and cleanup equipment, equipment and supply storage,
product preparation, holding and serving activities, and
workstations for kitchen staff. One or two large central
islands for product preparation, showings, and holding for
serving are recommended, and these must allow for unen-
cumbered foot traffic flow around them during product
preparation and serving. Airflow from this area is an impor-
tant consideration, and food preparation aromas from here
must be exhausted away from the sensory booths. Serving
counters need to be high enough to minimize posture
stress during serving, and wide enough to accommodate
products, supplies, and scorecards for subjects seated in sen-
sory booths with pass through into in the serving area. All
under- and above-counter space should be utilized for stor-
age, and an adjacent storage room is recommended where
possible. A door from the kitchen to the reception area will
facilitate any needed communication between the recep-
tionist and kitchen staff, and provide easy access to treats
and materials needed to clean and maintain the reception
area. Telephones in this area should be equipped with a
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visual alert, so that the auditory alert may be turned off
during testing.

3. Sensory Booths

Individual sensory booths need to minimize visual and other
potential distractions to the subjects from one another, from
the kitchen, and from the reception area during the evalu-
ation process. Dimensions, surface colors and materials,
lighting, ventilation, pass-through structure, expectoration
system, signal system, and direct data entry systems must
be considered when designing sensory booths for food
research. Clean filtered air should flow into the booth area,
and air should flow from the booths to the kitchen, and not
the reverse. The interested reader will find useful booth
design information in several texts, and is directed to
Eggert and Zook (15) and Stone and Sidel (2) for additional
detail. Most sensory booths are permanent structures; how-
ever, temporary booths can be constructed from sturdy
coated art board or plywood, and these can be made col-
lapsible or foldable with hinges or fitted slots for portability.
Temporary booths can be moved to off site testing locations.

B. PANEL TRAINING

Open discussion is required at various times during panel
training, and these discussions can be held in a conference
room, focus group facility, or a dedicated training room. The
room should be proximal to the test kitchen or product
preparation area, be readily accessible by subjects and sen-
sory staff, and free from distraction as described above.
Sufficient blackboard, wall, or easel space is required to
accommodate attribute lists developed by the panel during
training. A one-way mirror to an adjacent viewing room,
equipped with video and audio taping capabilities, can
accommodate observers without distracting subjects during
training.

C. ADMINISTRATION

The staff required to support project planning, report writ-
ing, data processing, and general administrative functions
should be located in a common area accessible from a
main corridor and near to the test kitchen. Access to the
administrative area should not require passage through the
test area.

D. SATELLITE FACILITIES

Most sensory tests are conducted in well equipped labora-
tories as described above and are associated with company
headquarters and a main research center. Tests also may be
conducted in locations specific to product quality mainte-
nance and production. Such satellite facilities are smaller,
as they require less preparation equipment and space, and
fewer booths. Regardless of where done, the same general

rules for maintaining these locations apply; that is, a clean,
quiet, and distraction-free test environment.

III. ORGANIZING SENSORY PANELS

There are several steps to developing and organizing effec-
tive sensory panels. Subjects must be recruited and quali-
fied, must participate in tests, be motivated, and have their
performance monitored.

A. RECRUITING SUBJECTS

Subjects for sensory panels may be recruited from a gen-
eral population of consumers local to the sensory facility,
or from a company’s employee list. Because sensory panel
membership is performance related, the decision about
which group is best to recruit is influenced by factors of con-
venience, cost and availability. Subjects may be recruited
randomly by telephone, mall intercept, or electronically.
Alternatively, recruitment notices can be sent to prospective
subjects, or posted in locations frequented by them. The
recruitment notice should state that people interested in
joining a food evaluation panel are being sought, and 
individuals who qualify will be required to participate for
1 to 3 hours a day for an extended period of time. People
responding positively to the recruitment request are
screened further for their availability and willingness to
evaluate specific food categories that will be tested. To
reduce early panel attrition, it is advisable that subjects are
likers and users of foods in the category. Twenty-five to
thirty interested and qualified subjects should be invited
for sensory screening.

B. SCREENING AND QUALIFYING SUBJECTS

Sensory panels require subjects who are qualified based
on their sensory skills and availability. A variety of tests
are used to determine sensory skills, with some being
method specific (e.g., Texture Profile®). Most popular, but
not most useful, screening methods used by sensory pro-
fessionals are: basic taste and odor thresholds, basic taste
intensity ranking, identification of selected taste and odor
compounds, texture stimuli for texture-specific panels, and
discrimination of simple compounds and more complex
finished products. Successful screening, especially when
based on the latter procedure, can eliminate poor per-
forming subjects, but does not guarantee successful per-
formance. No evidence has been provided that demonstrates
that threshold testing or use of “standards” actually iden-
tifies better performing subjects. However, eliminating
subjects who cannot discriminate product difference at bet-
ter than chance has proven to be a good predictor and is suf-
ficient justification for continuing the latter practice. For
discrimination and descriptive panels we recommend using
discrimination screening tests within the test product 
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category. Screening should involve at least ten product
pairs, given in replicate, covering all sensory modalities
and increasing in difficulty from easy (85 to 100% success
rate) to very difficult (50% or less success rate).

C. SCHEDULING SUBJECTS

Subjects should be scheduled to arrive at the sensory facility
at the same time, receive their instructions as a group, pro-
ceed to their assigned booth, and begin their evaluation.
Scheduling avoids conflicts, assures similar instructions and
products are given, provides order, and establishes this as a
serious professional activity. Allowing subjects to arrive at
the facility and begin testing whenever they like introduces
potential error from a variety of sources including product
stability, extending the session too long, and traffic conges-
tion in the test area. Most testing is done in the morning
from 9:00 to 11:30 and in the afternoon from 1:30 to 4:00.
Suppliers that use consumers trained for sensory panels may
schedule testing for the evening hours until 9:00 or 9:30 pm.

D. PERSONAL REQUIREMENTS

Subjects should be informed that they are expected to
arrive on time at the test location, and to not have con-
sumed food or flavored beverages, or smoked for approx-
imately ½ hour before testing. They are asked to not use
fragranced personal care products, perfumes, and so forth,
when reporting to the test site, and they are cautioned to
not wear clothing that has retained aromas from previous
contact with these products. Subjects are discouraged from
discussing product tests other than during sessions con-
ducted by the panel leader. In many cases they are required
to sign confidentiality agreements, and in tests involving
experimental ingredients or processes may be asked to
sign release of liability forms.

E. TEST ORIENTATION AND INSTRUCTIONS

Subjects reporting to a site are provided with a verbal ori-
entation. The orientation informs subjects about the prod-
uct category, number of products to be evaluated, the
evaluation procedure, and any procedural variations that
differ from previous evaluations. Written instructions are
posted in each test booth, and subjects are encouraged to
read those instructions before evaluating the first product,
and again during rest intervals between products.

F. INCENTIVES AND MOTIVATION

Positively motivated subjects are more likely to follow
test rules, have lower panel absenteeism, remain focused
on the task, and are less likely to be negative and disrup-
tive. Although positive motivation does not guarantee sat-
isfactory performance, it increases that likelihood, and is
beneficial for the other subjects and for the test staff.

Positive motivation begins with informing subjects that
the task is important, maintaining an efficient and profes-
sional test program, and providing positive reinforcement
where possible, without disclosing information that can
influence upcoming tests. Following testing, a daily treat,
such as a beverage, baked good, confectionery, fruit, veg-
etable and dip immediately reinforce subject participation.
These items need to be thoughtfully presented and fresh.
Once they become routine or are leftovers from previous
tests, they lose their reinforcing value. Where there is insuf-
ficient space for a treats table, or where one would interfere
with testing, a coupon of equal value and redeemable at the
company cafeteria can be substituted. Holidays provide the
opportunity to incorporate a special theme into the daily
treat.

Long term incentives include various forms of recogni-
tion rewarding participation and attendance rather than skill.
A letter of commendation from a senior executive, com-
pany newsletter recognition for the “taster of the month,”
an annual dinner out or panel party, and accumulating points
toward a gift or raffle have proved successful. Incentives that
reward the subject and publicize the sensory program are
always a good idea. Cash payments are usually reserved for
non-employee subjects. Employees should not be compen-
sated for their participation.

G. PERFORMANCE RECORDS

Sensory panels use a small number of subjects; therefore,
the performance of each subject is important. Performance
records track the number and type of panels on which the
subject participates and notes any sub-standard areas of per-
formance. An individual subject’s failure to find differences
where the panel result is statistically significant is noted in
the performance record. The information will help to iden-
tify where additional training is required for the subject or
the panel, or when a subject needs to be excused from a
panel.

IV. APPLICATIONS

The growth and success of sensory evaluation is directly
related to its positive contributions and variety of applica-
tions to product development and product quality. The fol-
lowing section describes many of these useful applications.

A. PRODUCT DEVELOPMENT

Product development is an activity that ranges from new
product development to several planned activities associ-
ated with changes to a product or process.

1. New Product Development

The new product development cycle begins with a prod-
uct idea generated from consumer research or technical 
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discovery, and is complete when marketing research
demonstrates sufficient consumer interest in the new prod-
uct. The amount and detail of direction consumer research
will provide about the sensory characteristics for a new
product will differ based on a company’s ability to obtain
that information. Trained panel (e.g., QDA) evaluations in
these consumer studies will provide an accurate description
of product differences and similarities, and when combined
with consumer preferences will identify sensory attributes
and intensities to optimize consumer acceptance. The sen-
sory description for the optimized product becomes the
development target. Trained descriptive panels and quali-
fied discrimination panels are used to determine when one
or more products satisfactorily achieve or approximate a
sensory optimized target.

2. Pilot Plant Scale-Up

A pilot plant is often used during product development as
a means for providing test products and quantities sup-
porting research and development without interrupting
manufacturing or requiring production size quantities. At
the conclusion of the R&D development process, the pilot
test product (i.e., formulation and process) will need to 
be converted to a production product, using production
equipment and processes. Differences between pilot plant
and production product usually is unwanted; however,
they are not unexpected. The manufacturer needs to deter-
mine that there is a perceived difference between the two
products, and if there is, what are the implications of that
difference. Where possible, sensory discrimination tests
are used to determine whether there is a perceived differ-
ence between the pilot and production products, and where
a difference is found, trained panel descriptive tests are
used to describe those differences. Product Development
will need to determine formulation or process variables
responsible for the difference and make necessary changes.
If the production product is different compared to the pilot
plant product and cannot be modified further, it’s impact
on acceptance will need to be assessed. This is achieved
either through comparison to an optimization model, if
one was developed during the development process, or in a
consumer test of the pilot and production product. Where
production product cannot be modified further and it does
not satisfy the company’s action standard for acceptance
for new product introduction, the new product may be
abandoned.

3. Cost Reduction

Cost reduction is an ongoing activity, and where possible
sensory discrimination tests are used to determine
whether there is a perceived difference between the con-
trol and cost-reduced product. Where no difference is
found, the cost-reduced product is accepted to replace the

current product. A difference usually results in rejection
of the cost-reduced product. Where a difference is found,
descriptive tests may describe differences to determine
whether the difference is for an important attribute or one
that may be readily corrected. Caution is advisable rela-
tive to using a series of discrimination tests where a suc-
cessful cost-reduced product replaces the control. For
example, if A is not significantly different compared to B
and B is not significantly different compared to C, and so
forth, A very well may be significantly different when
compared to Z. This transitivity can occur when a series
of non-significant differences result in a product that is
significantly different from the original control. This pos-
sibility can be minimized through the use of descriptive
analysis, comparing the descriptive profile of the proposed
new control to that of reproduced original control or to the
historical profile for the original control.

4. Ingredient/Process Change

Alternate ingredients, new equipment, and process changes
may be introduced at any time. All changes should be
evaluated to determine their potential effect on product per-
ception; the evaluation strategy is the same as described
for cost reduction. In situations where a change is required
by the business, even where sensory differences are
found, consumer tests are recommended to estimate the
impact of the change.

5. Ingredients/Purchase Specifications

Sensory requirements are designed into the purchase spec-
ification for many ingredients. For example, a prescribed
perceived heat level is required for hot peppers that will be
used in processed salsa.

B. PRODUCT QUALITY

The objective is to provide a consistent product of appro-
priate sensory quality, where appropriate sensory quality
is defined during the product development cycle. The fol-
lowing describes important areas where sensory evalua-
tion supports the quality mission.

1. Sensory Specification

A sensory specification describes the acceptable range for
the most important characteristics of a product. Specifica-
tion development requires products selected to represent
the broad range of production product and possible varia-
tion. Products are evaluated by a trained panel and by con-
sumers. The trained panel provides sensory descriptions
(e.g., QDA) for each product, and consumers, qualified as
likers and users of the product, provide the liking scores.
The data are analyzed to identify the most important accept-
ance predictors (usually about 10 to 12) and the tolerance
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range for each, and these results are used to train quality
control panels at manufacturing sites.

2. Production Benchmarking

Once a new product has been accepted for manufacture
and distribution, production samples are evaluated by a
trained descriptive panel to establish the sensory profile
for the product when first released for sale. The bench-
marking documentation is used for future comparisons
and references to the original product.

3. Manufacture Quality

In a manufacturing facility, subjects are screened and trained
to evaluate a product at one or more stages of production
(and where permitted according to GMP and HACCP
requirements). These evaluations can include ingredient
receipt and storage, during manufacture, and finished prod-
uct. For finished product, trained sensory panels evaluate
attributes included in the sensory specification. A sensory
professional coordinates the activity but is not a panel 
participant. Subjects evaluate attribute intensities, and the
sensory professional uses that information to determine
whether to recommend accept, hold for further evaluation,
or reject the product.

4. Shelf-Life and Stability

The sensory quality of products deteriorates over time, and
the rate of deterioration depends on factors related to ingre-
dients, packaging, handling, and storage. Several different
sensory related criteria are possible for determining when
the end of shelf-life occurs, and no one criterion is univer-
sally accepted. Using a qualified descriptive or discrimi-
nation panel, any statistically significant difference for a
sensory attribute compared to a control product is a popular
choice for determining end of shelf-life, albeit a conserva-
tive one. Where a sensory specification is available, stored
product is evaluated to access whether it deviates from
that specification. A loss of consumer acceptance is another
popular criterion used to determine end of shelf-life.

5. Distribution Product

Products may experience abuse after leaving the manu-
facturing facility; therefore, many companies audit product
quality at the retail level. Results from qualified descrip-
tive and discrimination sensory panels are used to measure
differences compared to data from the product benchmark
or sensory specification.

C. MARKETING

Sensory evaluation supports marketing and marketing
research activities beginning with new product development,

continuing through tracking product performance, and
contributing to special assignments such as developing tests
and data to support or challenge advertising claims. We
briefly describe the role of sensory evaluation in those activ-
ities.

1. Monitor Competition

Discrimination and descriptive panel information are used
to provide immediate intelligence about the similarity and
differences between competitive products and also for
tracking changes and trends over time.

2. Advertising/Claim Support

Sensory claims often appear on television, radio, and in
mass media print and trade oriented publications. Most
claims are comparative and preference related, others may
identify specific sensory differences. In either case, the
claims can be challenged and damages assessed where the
claim is not substantiated. All phases of the research,
including subject recruitment, selection, training, testing
and the data analysis are subject to examination and chal-
lenge. Therefore, it is important that sensory claims are
supported by appropriate research that can be defended in
the legal system. The research must demonstrate that it is
free of bias that could influence the outcome, and that sound
testing principals are used.

3. Category Review

A broad array of products, often between 12 to 24 and
representing the competitive and sensory range for a cate-
gory, are evaluated by a trained descriptive panel and by
consumers. Reviews for a rapidly changing product cate-
gory may be scheduled as frequently as 6 month or 12
month intervals. The information is used to monitor the
competitive market on a broad scale and to track changes
and trends over time.

4. Product Optimization

This category of sensory research is conducted for the
purpose of optimizing consumer liking for a product. Two
different approaches are used for selecting products for
this research; one is a design of experiments (DOE), and
the other is a category review (CR). The DOE limits prod-
ucts to those the researcher modifies according to a pre-
scribed experimental design (e.g., factorial, RSM); the CR
includes a range of products having sensory differences
representing the product category. A qualified discrimina-
tion panel may be used to eliminate redundant products
and a trained sensory panel to provide a descriptive analy-
sis of the products. The statistical analysis relates the con-
sumer, trained panel, and analytical (if included) data sets
to determine combinations of sensory and analytical
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attributes that best predict optimal consumer liking. The
descriptive panel is used for the follow-up research to eval-
uate test products until one or more satisfy the optimized
sensory target.

V. DISCRIMINATION METHODS

Discrimination tests are classified as analytical methods,
and are used primarily to determine whether there is a per-
ceived difference between products. The tests may be
directional, where the attribute of difference is named, or
non-directional, where the attribute of difference is not
named. Discrimination tests are relatively uncomplicated
to administer (most use a simultaneous sample presenta-
tion), analyze, interpret, and report. They are used in sensory
studies primarily to screen products as a prelude to other
types of tests (e.g., descriptive or consumer), or to screen
subjects for participation in descriptive and other sensory
analytical panels. Discrimination tests are used in quality
control and manufacturing to identify non-conforming prod-
uct. They may not be the method of choice where inherent
variability within samples is large.

Discrimination testing dates back to the psycho-
physics of the 1800s and procedures used for absolute and
difference threshold determination. The following section
discusses discrimination tests used by sensory scientists
to make product decisions, without reference to competing
psychophysical theories or models attempting to explain
the discrimination process.

A. GENERAL REQUIREMENTS

Following are some requirements for discrimination tests.
We are reminded that these tests are sensory analytical
tests, and as such use small numbers of screened and qual-
ified subjects. By small numbers, we mean 20 to 25; how-
ever, there is no rule that precludes more or fewer subjects.

1. Subject Selection

Subjects for sensory analytical tests are screened for their
sensory skill, and for discrimination tests this means for
their ability to detect differences between products. Using
consumers or other subjects that have not been screened
for sensory acuity is not common practice or is it recom-
mended. Unskilled subjects increase the risk of a Type II
error (i.e., missing a real difference); large numbers of sub-
jects, typical for consumer tests, increases the risk of a Type
I error (i.e., finding a false difference). A previous section
provides a detailed discussion about subject screening.

2. Test Design, N, and Replication

Balanced design serving orders are typical for discrimina-
tion tests within and between product trials, except for those
three sample tests where it is prudent to reinforce the sensory

characteristics of a control product that is a benchmark. For
each trial in this fixed order scenario, two of the three prod-
ucts are the control and the third is the test product.

Sensory analytical tests typically use small numbers of
subjects screened for their sensory skills, and the discrimi-
nation model is no exception. About 12 screened and qual-
ified subjects are optimal, and together with a recommended
replicate trial provide sufficient data for statistical analysis.
Replication is recommended for analytical sensory tests,
because each subject contributes a large percent of the data
and it is important to know which subjects have difficulty
replicating their response. An inability of a subject or a panel
to replicate responses can provide important information
about problems with the subjects, procedure, and products.

3. Data Analysis

Unless noted otherwise below, statistical testing for dis-
crimination data is typically based on expansion of the
Binomial distribution. Published tables are available in
the literature for determining the number of correct judg-
ments required for statistical significance (2, 15). These
tables provide for 1-tail and 2-tail tests and for chance
probability values of 0.5 and 0.33.

B. NON-DIRECTIONAL DISCRIMINATION TESTS

The following tests are classified as non-directional
because subjects are not instructed to select the different
product based on any specified attribute.

1. A-Not-A Sequential Presentation

Subjects are provided with two 3-digit coded products,
one followed by the other, and indicate whether the sec-
ond product is the same, or different from the first. The
first product is removed prior to serving the second to
eliminate a direct comparison of the two. This method is
used primarily to minimize observation of unimportant
visual differences between products, and to control expo-
sure time between products having significant carryover
effects. The probability of a correct judgement is 0.50;
data analysis is straightforward and based on the binomial
expansion, for which there are several published tables.
The A not-A method can be expanded to where two or
more coded products are given to the subject, one at a
time, without reintroduction of the first product. Although
this further reduces carryover effects, selection of this
serving option must be balanced against unwanted differ-
ences in subject’s memory skills.

2. A-Not-A Simultaneous Presentation

Subjects are provided with 2 products, side by side, and
indicate whether the products are the same or different.
They are instructed to try the product on the left first, and
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then the product on the right. This design should include
an equal number of pairs in which the products are in fact
the same, to reduce the impact of false hits from subjects
that always respond that there is a difference.

3. Duo-Trio

Three products are presented simultaneously to the subject,
where one is coded “R,” for reference, and the other two
products have unique 3-digit codes. The subject is instructed
to select which coded product is most similar to the refer-
ence. Similar to the A-not-A method, it does not require
selection based on a named attribute or training with that
attribute, has a p � 0.50, and one can use published tables
for the binomial expansion. As we will see, this method
requires less re-tasting and consequent potential for carry-
over effects than does the Triangle method. A sequential
procedure can be used to further reduce direct compar-
isons and carryover effects; however, it introduces unwanted
memory skill issues.

4. Triangle

Three 3-digit coded products are presented simultane-
ously, and the subject is informed that two of the products
are the same and one is different. The subject’s task is to
correctly select the product most different from the other
two. The triangle method requires more tasting to reach a
decision than does the duo-trio method. This is because
the triangle has 3 pairs of unknown products (A vs. B, A vs.
C, and B vs. C) compared to two pairs (Reference vs. A,
and Reference vs. B) for the duo-trio. The chance probabil-
ity for the triangle test is 0.33 to reflect that there are three
unknowns, and there are published tables available for
assessing significance between products.

5. Matching and Sorting Tests

A variety of non-directional discrimination tests are pos-
sible for matching unknowns to two or more controls or
standards (e.g., dual-standard method), sorting unknowns
into similarity groups, or indicating degree of “sureness”
that an unknown matches a previous sample. An example
of the latter is the R-index described by O’Mahony (17).
These methods require more tasting than do the methods
described above, and for this reason are not routinely used
for product evaluation.

C. DIRECTIONAL DISCRIMINATION TESTS

For directional difference tests, subjects are instructed to
make their choice based on a specified attribute.

1. Paired Difference

Subjects are provided with 2 products, side by side, and
indicate which product has more of a specified attribute.

They are instructed to try the product on the left first, and
then the product on the right. The order of tasting is bal-
anced across subjects and replications.

The primary criticisms of this method, and of all direc-
tional discrimination tests, is the time and effort required
to train subjects to evaluate the specific attribute, and know-
ing whether subjects actually selected a product based on
the specified criteria. Commercial products are often quite
complex, where an ingredient or process difference can
result in several sensory differences. Limiting the subject’s
response to a single attribute may result in a correct choice
based on incorrect criteria. For example, different sweet-
ener types and amounts for a beverage or baked product
may alter visual and textural characteristics. Products scored
different for sweetness actually may differ on some other
attribute. Several investigators (1,18,19,20) have convinc-
ingly argued that, all things being equal, a directional
method is superior to an equivalent non-directional method.
The problem is, seldom are all things equal. Where attrib-
ute information is required, sensory descriptive methods
are recommended.

2. n-Alternative Forced-Choice

The directional paired difference test can be expanded to
include several samples, and the subject instructed to select
the product that has the most, or least, of some attribute.
As in all discrimination tests, the probability value must
reflect the number of samples from which the subject must
select. For example, the probability value is 0.33 for a 
3-product test, 0.20 for a 5-product test, and so forth. AFC
tests are directional and have the same procedural problems
described for the paired difference test. They are multi-
sample tests where all the samples for a trial are simulta-
neously presented, introducing issues of sensory fatigue
for many commercial products.

AFC methods are have been popularized most recently
by researchers developing theoretical models to explain
sensory discrimination behavior (19,20). Signal Detection,
Thurstonian, and other competing approaches may well pro-
vide answers to important sensory discrimination issues,
and their examination is encouraged. To be useful for rou-
tine product evaluation, these approaches will need to
offer alternate procedures that are practical in a business
environment.

VI. DESCRIPTIVE METHODS

Descriptive analysis is the most sophisticated source of
information available about the perceived sensory proper-
ties of products. It is particularly important because it pro-
vides a focus for development efforts. Descriptive analysis
provides a basis for measuring the effects on perception 
of a process or of ingredients; it is used for correlating
instrumental measures, and it is essential for correlating
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consumer response behavior and for identifying those
product attributes that are most important to consumer
preferences. Before discussing specific methods, it is nec-
essary to define what is meant here by descriptive analy-
sis. Descriptive analysis is a sensory methodology that
provides quantitative descriptions of products based on
the perceptions from a group of qualified subjects. Based
on the method, it provides information about a specific
sensory modality or provides a total sensory description,
taking into account all the sensations that are perceived,
visual, auditory, gustatory, olfactory, and kinesthetic —
when the product is evaluated. The evaluation is usually
(but not always) done in a controlled environment, and
can include product handling, and, in this sense, it is a total
experience. The evaluation also can be done in a home
environment when normal preparation, use, and consump-
tion are required over a period of time.

The origins of descriptive information can be traced to
early brewmasters, perfumers, flavorists, and other product
specialists. These technical specialists described products,
made recommendations about the purchase of specific raw
materials, and also evaluated the effect of process variables
on product quality (as they determined product quality).
Companies used that information to determine that a par-
ticular product met their criteria for manufacture and sale to
the consumer. These early activities were the basis for the
foundation of sensory evaluation as a science, although at
the time it was not considered within that context. Formal
descriptive analysis received its major impetus from “flavor
profile,” an approach that demonstrated it was possible to
select and train individuals to describe the sensory proper-
ties of a product in some agreed sequence, leading to action-
able results, without requiring years as an apprentice to an
expert. The method attracted considerable interest and was a
milestone in the development of the science of sensory
evaluation. It also was the source of much controversy, and
since then other descriptive methods have been developed.

A. FLAVOR PROFILE

The Flavor Profile® method described by Cairncross and
Sjöstrom (21), Sjöstrom and Cairncross (22), and Caul
(23) was developed at the Arthur D. Little Co. and is the
only existing formal qualitative descriptive procedure.
The method utilizes a panel of four to six screened and
selected subjects who examine, discuss, and evaluate prod-
uct in an open session. Product attributes are scored for
intensity in the order of their perception. The intensity
scale was: 0 � none,) (� threshold,) (�1, 1 � slight,
1–2, 2 � moderate, 2–3, and 3 � strong. Once agreement
is reached on the description of the product, the panel
leader summarizes and reports the results without appli-
cation of any statistical analysis.

Six subjects are selected for training based on technical
background and a series of screening tests, including basic
taste recognition and intensity ranking, odor identification

for selected chemical compounds, and a personal inter-
view to evaluate interest, attitude and availability. Training
takes 6 months or more and includes instructional infor-
mation about the senses, introduction to the components
of the flavor profile, and direct experience evaluating
selected products. Training also includes threshold deter-
mination for the basic tastes, skills having little or no con-
nection with evaluation of products containing mixtures
of supra-threshold stimuli. Selected references are intro-
duced to demonstrate specific sensations, and practice
profiles obtained for products evaluated by an experi-
enced panel. During training all subjects serve as panel
leader until one is selected. The panel leader is key to this
method; they coordinate the testing and report results. This
individual assumes a leadership role, directing the conver-
sation and providing a consensus conclusion based on the
results. The role of panel leader as defined in the method
can have significant consequences without some inde-
pendent controls. Subjects could be led to a conclusion
without being aware this had occurred.

The method had considerable appeal because results
could be obtained rapidly. Subjects meet, as a group, for
about an hour to evaluate a product, reach a consensus about
its sensory properties, and provide the requestor with a
result. The developers of the method emphasized that there
would be confidence based on the collective professional
judgment of the panel and this would obviate the need for
statistics. The method is unique in that no direct judgement
was made concerning consumer acceptance of the product,
although most investigators assumed consumer acceptance
based on a result. An early recognized shortcoming of the
method was its focus on the single sensory modality of fla-
vor. Subsequent methods would extend screening, training,
and evaluation to one or more additional modalities.

B. TEXTURE PROFILE

Chronologically the next descriptive method of impor-
tance was the Texture Profile® method developed at the
General Foods Research Center (24, 25, 26). The method
was based on Flavor Profile, and extended descriptive analy-
sis into a second modality, texture. Brandt and co-workers
(24) defined a texture profile as “the sensory analysis of
the texture complex of a food in terms of its mechanical,
geometrical, fat and moisture characteristics, the degree of
each present and the order in which they appear from first
bite through complete mastication.” Several of the proce-
dures introduced by Texture Profile raise behavioral issues
related to panel training.

If the panel is to be used also for flavor assessment, sub-
ject screening includes tasks identical to those described for
Flavor Profile. Texture screening tests were devised for hard-
ness and viscosity ranking, and for geometric matching. As
many as 40 to 50 subjects may be screened, with 10 to 15
selected for training. Full or partial denture wearers were
not considered for panel membership.
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Texture training included a two week orientation phase,
a three month practice phase, and a three month expansion
phase. A standard set of references was used to demon-
strate taste, aroma and mouthfeel sensations. The concept
of the components of flavor profile was extended to include
what were described as mechanical, geometrical, and a cat-
egory of “other” (moisture and fat) characteristics, inten-
sity, and the order of appearance for the texture properties.
An effort was made to describe the physical properties of
texture and to provide a sensory definition for each des-
cribed physical property.

Initially, the texture terms and definitions were com-
piled, sorted, and categorized from both scientific/technical
and popular terms, the latter from laboratory or field situ-
ations in which common usage terms were used to describe
textural sensations. This led to the development of a clas-
sification of terms that were believed to encompass texture
sensations. Standardized rating scales were introduced for
the mechanical and geometrical properties of texture per-
ception, and these relied on commercially available products
to anchor each point of each scale. During training, subjects
were expected to learn these definitions and their associa-
tions. The product evaluation procedure used a Flavor
Profile approach with panelists discussing results in order
to reach a conclusion.

Although the method was useful for focusing attention
beyond flavor and on the relative importance of texture,
it had numerous problems of its own. In developing the
method, one objective was to eliminate subject variability
through use of a standard vocabulary, and standard rating
scales and references as part of the training program. There
are inherent risks in experimenter-assigned attributes. While
they may be meaningful to a chemist, one might question
the perceptual meaning of these technical definitions to a
subject. Other subjects could ignore a perception because
the characteristic was not among those selected for training.
Use of products as scale anchors presents their own set of
problems. Products are not invariant; they change over time
as a function of marketing and other considerations. Another
concern is the separation of texture from other sensory prop-
erties of a product such as color, aroma, taste, and so forth.
As a rule, perceptions are interdependent, and the exclusion
of a sensory modality from a scorecard does not eliminate
those perceptions. In effect, the subject is likely to use other
attributes to acknowledge these perceptions, and the visible
manifestation is increased variability and decreased sensi-
tivity. These other perceptions can influence the responses to
the textural perceptions and vice versa.

Profile methods and related “expert” systems treat
subject differences as unwanted error, and these training
programs resort to behavior modification procedures in an
attempt to eliminate this source of variance. The panel
leader trains subjects to provide what the leader judges to
be the correct response to stimuli, and subjects are trained
to agree and repeat those responses in the presence of the
stimulus. The approach ignores the reality of the situation,

and eliminates the opportunity to assess the importance of
individual differences for understanding and generalizing
results to consumers.

Interest in eliminating subject variability is, on the sur-
face, a reasonable (although not likely or practical) idea
but it must not give way to procedures that sacrifice the
validity of the measurement system. The human is a living
and changing organism, influenced by physiological and
psychological conditions that better support a concept of
expected variability. Products also are themselves variable.
For these reasons, a panel is used rather than a single sub-
ject, and replication has become a mainstay in most cur-
rent descriptive methods.

C. QUANTITATIVE DESCRIPTIVE ANALYSIS (QDA)

Development of the Flavor and Texture Profile methods
demonstrated a need for descriptive information and a for-
malized procedure for screening and training subjects, and
for evaluating products. They also stimulated interest and
research on alternative descriptive methods that would cor-
rect weaknesses previously identified: the extended amount
of time to select and train a panel, reliance on model systems
(e.g., compounds in water) for screening subjects, an exper-
imenter-derived descriptive language, the types of scales
used, qualitative rather than quantitative information, the
role of the panel leader, and the type and role of references.
The Quantitative Descriptive Analysis (QDA) method, first
described by Stone, Sidel, Oliver, Woolsey, and Singleton
(27) and taught by the Tragon Corporation, addressed
behavioral, measurement, and quantitative weaknesses of
the profile methods, reflecting scientific and technical devel-
opments in psychology and the consumer products industry.

The QDA method differs from the profile methods on
criteria of subjects recruited, screening procedure and
materials, subject training, testing, analysis, and reporting
for descriptive information.

1. Subjects

Consumer users in the product category are recruited, and
test results are then generalized to the consumer popula-
tion. Experts and others having technical degrees in the
product area are avoided as subjects because of the poten-
tial for biased responses based on their technical knowl-
edge of the product category, ingredients, and processes.
About 25 subjects are recruited, and it is expected that 12 to
15 will successfully qualify and complete training.

2. Screening

Discrimination tests are used, and screening stimuli are
selected from the product category rather than the simple
stimuli in water solutions popular with the profile methods.
The closer the screening stimuli are to the test stimuli, the
more likely that successful performance will be obtained
in the actual test. About 10 to 15 replicated pairs of product
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stimuli are used, increasing in difficulty from the first pair
(easy to discriminate) to the last pair (difficult to discrim-
inate), covering all sensory modalities, and including any
differences known to be relevant to consumers. Correct
selection of the different product in more than about 65%
of the trials, and consistency in correct selection across
replications are used as a guide for subject selection.

3. Training

QDA training focuses on language development and the
evaluation process, and provides subjects experience with
the range of products they will evaluate. Language devel-
opment is a consensus building process. The panel leader’s
function is to keep the panel focused on developing objec-
tive terms (in contrast to attitudinal terms) that can be
measured and obtain agreement amongst subjects on the
evaluation procedure. A typical QDA scoresheet includes
30 to 50 or more attributes covering all sensory modalities.
The language development process contrasts with the pro-
file methods, which teach a preconceived technical language
and use a prescribed set of “universal references” derived
from the experimenter. QDA uses references selected
directly from the product category, and only on an as-needed
basis. Consequently, QDA derived attributes and consumer
perceptions take less time to obtain, with the entire train-
ing process requiring between 5 to 10 hours, rather than
several months.

4. Testing

Subjects evaluate each product individually in a facility
equipped with test booths or partitions, or, for an extended
use QDA, in their own homes following product usage.
Subjects typically evaluate 4 to 6 products, and as many
as 24 or more when part of product optimization research.
Balanced block serving designs are used and each subject
provides 2 to 4 replicate evaluations. Subjects use a semi-
structured line scale to score the perceived intensity for each
attribute for a product. The scale consists of a 6-inch
(�15 cm) line, anchored ½ inch (�1.5 cm) from each end
to identify the direction (e.g., weak to strong) for each
attribute. This type of scale has no numbers and mini-
mizes word bias. It is very difficult for a subject to mem-
orize the location of previous judgements (assuring
greater independence of judgements from replication to
replication and product to product), and preserves the
interval character of the scale for data analysis.

5. Data Analysis

QDA was the first trained panel method to insist on, and
provide for, statistical analysis of subject performance and
product differences. Line scale responses are converted to
numerical values from 0 to 60 prior to analysis. A unique
method of graphing the data, QDA “spider graphs,” was
developed that readily communicated product similarities

and differences, and has become a standard in the food
industry. A proprietary statistical package was made avail-
able for analyzing QDA data, and included in Tragon’s
training program for panel leaders. The statistical package
uses one-way and two-way Analysis of Variance models
in prescribed ways to assess subject performance. Current
innovations to the package include algorithms for assess-
ing crossover and magnitude interaction, scale use, and
multivariate analysis and mapping techniques. QDA data
is well suited to the recent advances in statistical analysis
and computer technology.

D. SENSORY SPECTRUM ANALYSIS

This method positions itself as a hybrid of the three methods
described previously; however, it is primarily an extension
of the profile methods. Concepts first introduced for the
Texture Profile method are extended back to the recruiting,
screening, training, and testing for flavor panels as well.
Separate training programs are required for flavor, texture,
and each other modality. Training programs are quite
lengthy, a common element for all profile methods. Subjects
are taught about sensory processes, similar to the orienta-
tion programs found in the other profile methods. They
also are taught experimenter-assigned attribute vocabu-
lary and rating scales, the latter anchored at multiple points
with experimenter-assigned references. Subjects must learn
the required response to selected stimuli, independent of
their individual perceptions, as an attempt to produce
absolute scales. Teaching identical responses, independent
of individual perception, is possible; however, skeptics of the
method view this as a form of behavior modification and
contrary to understanding and predicting consumer per-
ception. QDA concepts included in the Spectrum method
include category-specific discrimination tests for subject
screening, intensity scales (although more nominal or ordinal
than interval here because of the training method), exposure
to a broad range of product in the category, evaluation in
individual test booths, and application of statistical analy-
sis. The statistics are generic and less specific than those
found in QDA and other recent developments in descrip-
tive methods. Curiously, variance data from panels trained
in the Spectrum method has not adequately demonstrated
the zero result necessary to support a claim of absolute
scales or counter the concept of individual differences.

E. FREE-CHOICE PROFILING

Williams and Langron (28) described a radically different
descriptive method that required no subject screening and
training, where each subject could use their own words
and scales to describe products. Generalized Procrustes
analysis, an iterative type of factor analysis, is used to
force fit individual data into a common space. While this
type of summary analysis can show differences between
very different products, it misses smaller, and possibly
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important, differences. The method does not demonstrate
any substantially unique advantages and may be better
suited to classification and comparison to other consumer
procedures than to trained panel procedures.

F. OTHER METHODS

Descriptive information is recognized as important, if not
crucial, as a means for providing a comprehensive product
assessment. Descriptive panels are used in several venues
including, and not limited to, product development, qual-
ity control, advertising claim support, and food science
education. Different needs have given rise to descriptive
panel variations other than the methods described above.
Many descriptive methods are generic and retain in varying
degree elements of the core methods; a few other methods
have established, or attempted to establish, themselves as
different. Larson-Powers and Pangborn (29) introduced the
use of a reference combined with a difference from refer-
ence scale. The method required simultaneously available
stimuli, reducing the number of different products that
could be evaluated in a session. The developers of the Flavor
Profile introduced a new version called Profile Attribute
Analysis (30) that included 7-point intensity scales allowing
for statistical treatment of the responses. Stampanoni (31)
introduced “Quantitative Flavor Profiling” as a hybrid
method based on Flavor Profile and QDA.

VII. TIME-INTENSITY SCALING

The temporal aspects of the sensory experience during food
and beverage consumption are apparent to even the casual
observer. Not unexpectedly, perceptual changes occur as
the physical properties of a food change during chewing, or
while in the mouth (e.g., ice cream and butter). Perceptual
change also can occur when the chemical properties of a
stimulus remain constant, as with taste, odor, and certain
mouth sensations (e.g., burning sensation from chemical hot
stimuli). Early psychophysical research into taste adapta-
tion included time as a variable, measuring changes in taste
threshold over time for simple adapting solutions. Hahn’s
(32) results demonstrated threshold differences based on the
concentration of the adapting solution and for the basic
tastes measured (salt, sugar, bitter, and acid). The research
also concluded that subjects complete recovery to the adapt-
ing solutions was not reached within the 30 seconds allowed,
and that there were individual differences. Individual dif-
ferences in time-intensity research continue to be reported;
for example, van Buuren (33), using principal components
to analyze time-intensity (TI) curves, concluded “TI curves
appear to be determined by characteristics that are related to
the judge and that may be unrelated to the product.” Given
that most time-intensity studies involve small numbers of
subjects and data are averaged, individual differences are
a vexing concern for generalizing time-intensity results to a
larger consumer population.

Time-intensity studies have been reported for the taste,
aroma, and texture of foods, and for a variety of products
including bread, chewing gum, beer, wine, ice cream, chili
pepper, gelatin, and chocolate. Commercial interest in syn-
thetic sweeteners in the 1970s prompted significant pub-
lished and unpublished research into the temporal effects
of these sweeteners compared to sucrose.

A. MEASUREMENT

Interest in time and intensity relationships in sensory eval-
uation is evident by the almost universal practice of meas-
uring aftertaste or aftereffect in descriptive analysis and
consumer research. Subjects in time-intensity studies typi-
cally receive instruction and practice with the test procedure,
scale, and any special apparatus used for data collection,
and may be screened for their ability to detect differences
for the attribute or attributes measured. Under these condi-
tions, the subjects are viewed as a special type of descriptive
analysis panel.

The simplest measurement practice involves scoring
the perceived intensity for overall aftertaste or aftereffect
(i.e., sensation remaining in the mouth), or for a specified
attribute, as a last task during routine product evaluation by
an ongoing descriptive panel. The panel is instructed to first
wait a prescribed amount of time (30 to 60 seconds or more
depending on the product) after completing other attribute
evaluations. This procedure can be expanded to include
intensity measures for several specific attributes obtained
at one or more designated points in time during the evalu-
ation. This approach is appealing because it uses an ongo-
ing panel, can measure several attributes at selected points in
time, and special data collection equipment is not required.
There is a practical limit to the number of attributes that
can be measured during a time interval, as it takes time to
score attributes. This and related issues should be resolved
during training. The primary disadvantage of this approach
it that measurement occurs at discrete points in time,
whereas, the perceived change may be continuous. Whether
the perceived change is different for different subjects is
more a data analysis issue than one of data collection.

Continuous measurement of the change in perceived
intensity requires an apparatus that simultaneously tracks
time and the subject’s intensity scores. While providing the
advantage of continuous measurement, the apparatus usu-
ally limits the number of attributes that can be measured
to one or two, and based on the apparatus requires varying
degrees of physical involvement by the subject. Pen type
strip-chart recorders were among the earliest devices used
for continuous measurement in time-intensity studies (34).
The recorder moves chart paper at a constant rate and an
intensity scale is fixed on the recorder perpendicular to the
direction of chart flow. The subject continuously records
perceived intensity for the selected attribute by keeping
the pen in contact with the chart paper, moving the pen in
the direction of increasing or decreasing intensity until the
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perceived intensity for the attribute has returned to base-
line. Data from early generation strip chart recorders was
handled much like that from similar tests using paper bal-
lots. The subject’s intensity score at several points in time
were hand measured and converted to numerical value for
data analysis. This was a labor-intensive process, depend-
ing on the number of time points examined.

Desktop computers linked to a joystick (35), or simi-
lar device, for measuring perceived intensity introduced
significant improvements in the time required to collect,
enter, and analyze data, and simplified the subject’s task
compared to strip chart recorders. These advances and
developments in statistical analysis and graphing software
that could be used with time-intensity data encouraged
greater use of the method for sensory research.

B. ANALYSIS

Time-intensity studies typically involve one or two attrib-
utes, and the results are readily graphed on x-y coordinates,
with attribute intensity on the y-axis and time on the x-axis.
Curves may represent individual data, averaged data for
the panel, or group data for subjects having similar results.
Measures of central tendency, such as means or medians,
are used to construct data points for selected time periods, or
data may be otherwise transformed to reduce or eliminate
subject differences. Data points are then connected to cre-
ate a time-intensity (TI) curve. Selected curve parameters
or discrete points are compared directly or analyzed for
statistical significance. Maximum intensity (Imax), time to
maximum intensity (Tmax), and duration (return time to
baseline intensity) are popular discrete points used for
comparing TI results for different products, and suitable
analysis of variance and multiple range tests are then per-
formed to determine significance for the observed differ-
ences. An examination of the literature on this topic reveals
views espousing and challenging a variety of curve param-
eters worthy of consideration, such as area under the curve,
peaks, plateaus, slopes, and so forth. Several investigators
have proposed combinations of these and other measures,
and developments are still forthcoming in this area. The
interested reader is directed to Lawless and Heymann (1) for
additional detail about TI research in sensory evaluation
and the different analysis methods proposed for the data.

One of the biggest challenges facing the experimenter
is how to deal with a subject’s error of anticipation; i.e.,
providing responses based on the subject’s guessing the
purpose of the test.

VIII. DATA ANALYSIS

Statistics is an essential part of the sensory evaluation
process, providing a means of summarizing information to
reach conclusions about subject performance and product
difference. For sensory evaluation there are several issues

that make the use of statistics especially challenging. First,
there are many different statistical procedures from which to
choose, and new tests are regularly introduced and described
in the literature. Second, statisticians as well as sensory sci-
entists differ in their view about how responses should be
treated, which type of analysis is more or less appropriate
and useful, the extent of any data transformation, and so
forth. Third, software packages and the power of the PC
make all methods for analysis easily obtainable in terms
of time and cost, but that does not make them appropriate.

This section provides an introduction to the use of sta-
tistics as a guideline for making sensory and business deci-
sions about products of interest. The focus is on statistical
applications rather than statistical theory and the proofs,
or various algorithms that would take far more than the
space allocated here for this topic. The interested reader
can find that information and worked examples in books
covering the general topic of sensory evaluation and other
books that focus on statistics for sensory evaluation (17,
36, 37). Sensory decisions based solely on the statistical
conclusions are the exception, not the rule. The statistics
that we describe will focus primarily on those analyses
found to be useful for the behavioral sciences; e.g., vari-
ance measures, and will focus less on statistics more typ-
ically used in the engineering and physical sciences.

A. DESCRIPTIVE STATISTICS

Sensory responses may take the form of discrete or scaled
data. An example of discrete data is found in discrimination
results where subjects select a product as similar or differ-
ent compared to one or more other products. An example
of scaled data is found where subjects score individual sen-
sory attributes. In this case scoring may be a ranking, or
rating on one form or another of an interval or ratio scale.
Descriptive data provides a summary of the individual
scores, and as such, is more manageable than the original
raw data. However, summary statistics by their very nature
can also mask or distort information and the sensory scien-
tist must be aware of this potential problem. Descriptive sta-
tistics are grouped into measures for central tendency and
dispersion, and are often displayed in tables and graphs.

1. Central Tendency

The mean, mode, and median are important measures for
summarizing individual data.

a. Mean
The arithmetic mean for scaled data is the sum of all scores
divided by the number of scores that have been summed.
The arithmetic mean is the most widely used measure in
sensory evaluation. It can be distorted by extreme scores,
in which case other means such as the harmonic mean or
geometric mean may be better choice. Rank means are pos-
sible when rank order scales are used.
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b. Mode
The mode is the response category that contains the largest
number of responses. This measure is not influenced by
extreme scores as is the arithmetic mean.

c. Median
The median is the category containing the 50th percentile,
dividing an ordered distribution in half. This measure is
also not influenced by extreme scores.

2. Dispersion

The range, variance and standard deviation are the three
most frequently used dispersion statistics reported in sen-
sory tests.

a. Range
The range refers to absolute difference between the lowest
and highest scores of an ordered distribution. The range is
easily influenced by one or more extreme scores, and by
itself has limited value. It is more informative when com-
bined with measures of central tendency, variance, and a
frequency distribution.

b. Variance
The variance provides a measure of deviation or dispersion
from a mean. To calculate the variance for a data set
requires that each score is subtracted from the mean, each
difference from that operation squared (to eliminate nega-
tive numbers), these squared differences summed, and then
divided by the number of scores minus 1. The calculated
variance resulting from this process is displayed as S 2 to
represent sample data rather than population data.

c. Standard deviation
The standard deviation is the square root of the variance
and displayed as S to represent sample data. As may be
expected, the standard deviation will always be a smaller
value than the variance, further reducing the impact of
extreme scores.

3. Frequency Distributions

Frequency is the number or percent response for each
response category. Frequency data are typically displayed
as tables or graphs, which provide useful information about
how well other measures, such as the mean and range, rep-
resent the data. For example, a flat distribution would indi-
cate that the mean value is not a good summary description
for the data. Sensory specialists routinely examine fre-
quency distributions for each product and serving order
combination, and different groups of subjects to identify
important trends in the data. Products having similar
shape distributions may readily be included in a variety of
statistical significance tests, whereas those with very dif-
ferent shape distributions may not.

B. INFERENTIAL STATISTICS

This category of statistics is used by the sensory
researcher to determine the risk associated with declaring
that an observed difference in a test represents a real dif-
ference that can be generalized to other test populations, or
to a larger consumer population. Using appropriate statistics
does not eliminate the risk of making a wrong decision;
nonetheless such errors can be minimized through proper
experimentation and analysis. There is not sufficient space
in this chapter to include discussion about probabilities
and hypothesis testing; therefore, the interested reader is
directed to the aforementioned publications (17, 33, 34).
We will limit our discussion to those inference statistics
used most frequently by sensory practitioners.

1. Non-Parametric

This category of statistical tests is used when data from
groups or products to be compared are in the form of counts
(i.e., frequencies), percents, or ranks. These are distribu-
tion free statistics, with no constraint regarding the shape
(e.g., symmetrical bell shape Gaussian curve referred to as
the normal curve) of the distribution. The number of non-
parametric tests is too large to discuss here, and the inter-
ested reader will find greater discussion and useful
references in the sensory statistics literature cited above.
We mention only a few of these tests below.

a. Binomial tests
Data from forced choice tests such as those described for
most discrimination tests can be analyzed for statistical
significance using tables based on the binomial expan-
sion. This has been described previously in this chapter.

b. Chi-square (χ2)
This is a useful statistic for determining whether the
observed number of responses is significantly different
from an expected number (derived from the total number
of responses). There are several variations of the formula
that can be used based on how the data are collected and
the number of classifications being compared. In sensory
evaluation the chi-square test is often used to determine
whether two response distributions are significantly dif-
ferent, and as a preliminary test for isolating and compar-
ing two response categories from among several. It is used
more in sensory consumer tests and less so in sensory dis-
crimination and descriptive tests.

c. Other non-parametric tests
The aforementioned texts include useful descriptions for
several other non-parametric tests worthy of note for sen-
sory analytical tests. Those statistical tests include, and
are not limited to; the McNemar test, Cochran Q test,
Wilcoxon test, Mann-Whitney U test, Friedman test, and
the Kruskal-Wallis test.
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2. Parametric

This category of statistical tests is reserved for data that
satisfies the constraints of the normal curve, which includes
equality of the scaled intervals. All things being equal,
which they seldom are, parametric tests are viewed as more
powerful than non-parametric tests. When response data
are clearly nominal (e.g., counting and classification data) or
ordinal (e.g., ranks), non-parametric tests are recommended.
Parametric tests are appropriate when data are clearly inter-
val or ratio. Having said this, the reader is cautioned that
most of the scales used in sensory evaluation have sufficient
interval characteristics to permit judicial use of paramet-
ric statistics. Underlying statistical assumptions and theory
is just that, assumptions and theory. In practice, results may
be reliable, valid, and useful even if they do not perfectly
satisfy underlying assumptions. In this event, it may be more
beneficial to modify the theory and assumptions, rather than
forgo the application.

a. t-test
The t-test is used to determine whether the means for two
products are significantly different. Different formulae are
available to accommodate various conditions such as: inde-
pendent and dependent observations, large and small N,
proportions, and equal and unequal number of observations.
The t-test is not the best choice for sensory tests where the
same subjects evaluate both products, the analysis-
of-variance can be substituted and it extracts more from the
error variance. The t-test also is inappropriate where more
than two products are to be evaluated and statistically com-
pared to one another. This constitutes multiple t-tests of the
same data, a common error.

b. Analysis of variance (AOV)
The analysis of variance is the primary statistical test used
for scaled sensory data. It is a versatile statistical procedure
that readily accommodates multiple products, treatment
conditions and groups of subjects. It is used to determine
whether an effect is statistically significant, and when a
difference noted is followed by a multiple range test to
determine which means are different. Several AOV models
are extensively used in sensory evaluation; these include the
one-way for independent means, the two-way for depend-
ent means, treatment x levels for different treatment con-
ditions (e.g., x-levels of different variables), and split-plot
models for different subject groups evaluating the same
and different treatments.

The primary challenges for selecting the best AOV
model are to select one that is appropriate for the specific
test conditions, to accurately account for all the sources of
variance in the test, and to select the appropriate error term
for testing the significance of an effect. Statistical signifi-
cance in the AOV is based on a calculated F ratio consisting
of an effect variance in the numerator and an error variance
in the denominator. Probability tables for the significance

of the calculated F are published in most statistics books;
most statistical packages for sensory and behavioral data
include the AOV analysis and exact probabilities for the
calculated F.

c. Multiple range tests
Multiple range tests are used following an AOV to deter-
mine from among a set of means for a significant variable
which ones are significantly different. Different range tests
reflect what is to be compared and the respective authors’
preference for controlling the various error rates possible
when making multiple comparisons for a single data set.
Too conservative a test will make it difficult to find statisti-
cal significance and result in more Type II errors, whereas
a less conservative test may result in false differences (i.e.,
Type I error). The sensory scientist is cautioned here that the
underlying theoretical assumptions for a multiple range
test may not agree with practical experience using that test.
Where this is the case, paying attention to the risk one can
still proceed cautiously. Frequently used multiple range 
tests include; Fisher’s LSD (least significance difference),
Dunnett’s test, Duncan’s test, some tests by Tukey, the
S-N-K (Student-Newman-Keuls) test, the Scheffé test, and
the Bonferroni test. Whichever test is selected, the results
must be examined to determine whether they agree with the
knowledge and expectation the researcher has about the
products and the sensory test.

C. CORRELATION AND REGRESSION

Sensory scientists are often interested in the relationships
between different sets of data. The interest may be bet-
ween different groups of subjects, products, attributes, or
combinations thereof. Because correlation does not imply
causation, summary statistics and graphs depicting asso-
ciation are useful for data reduction, substitution, predic-
tion, and generally improving understanding about
variables. As with inference testing, different statistics are
used for different levels of measurement (e.g., nominal,
rank order, or continuous).

These measures are used to examine and better under-
stand sensory and instrumental relationships, and in opti-
mization research where sensory attributes are used as
predictor variables for consumer acceptance.

1. Correlation

To understand a simple two-variable correlation it is best
to first graph results as a scatter plot with the data from
one variable on the X-axis and data from the second variable
on the Y-axis. For example, descriptive scores for sweet-
ness and bitterness for a set of products can be graphed
and a correlation for the relationship between the two attrib-
utes calculated. The Pearson product moment correlation
coefficient is used for continuous scaled data and is depicted
by r. Calculated r-values range from �1 to 0 to �1. The
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closer to 0, the less is the association between the two vari-
ables. The minus sign depicts an opposite relationship,
whereas a plus sign depicts a directionally similar rela-
tionship; unity represents a perfect correlation. Pearson’s is
useful only for linear data, curvilinear data can produce low
values approaching 0, misleading the casual observer to
conclude the variables are unrelated. Correlation can be
determined for non-continuous scaled data as well; an
example is Spearman’s rank order correlation coefficient
(ρ Greek lowercase rho).

2. Multiple Correlation (R)

Multiple Correlation is used to assess the degree of asso-
ciation between a dependent variable and a set of predictor
variables. In product optimization research several sensory
attributes (independent variables) may be included as
important predictors of consumer acceptance (dependent
variable), and the multiple correlation (R) describes the
degree of association between the dependent and independ-
ent variables. Several books have been published on the
topic of Multiple Regression/Correlation (MRC), and the
interested reader is directed to Cohen and Cohen (38) for an
in-depth discussion.

3. Regression

Regression is a general term applied to equations that fit a
line to observed data points. Simple linear, non-linear, and
multiple regression are possible, and the resulting regres-
sion line is often used to predict values of the dependent
variable (y) from values of the independent variable (x). The
sensory scientist will use regression equations, for exam-
ple, to predict perceived intensity for an attribute based on
ingredient concentration. In optimization research, multi-
ple regression is used to predict consumer liking from a
combination of sensory attributes and their intensities.
Analytical measures may also be used as predictor vari-
ables for acceptance in optimization, alone or in conjunc-
tion with sensory measures.

D. ADDITIONAL MULTIVARIATE METHODS

Several tests in addition to those already described are used
in sensory evaluation to simultaneously examine multiple
variables. Multivariate analysis often provides understand-
ing of important relationships imbedded within the data
and not readily observable by other means. The interested
reader will find that the book by Dillon and Goldstein (39)
offers a useful integration of theory, explanation and illus-
tration for the topic.

1. Multivariate Analysis-of-Variance (MANOVA)

This analysis is used to test the significance of a set of vari-
ables. A good example would be descriptive panel data
where several attributes are evaluated for a product set.

2. Discriminate Analysis

Discriminate analysis is a methodology for finding linear
combinations of the independent variables that can act as
scoring functions to estimate to which of several classifi-
cation categories an observation belongs. Sensory scientists
use this and related procedures (e.g., canonical correlation)
in optimization research to identify lifestyle, attitude, and
classification information that best identify membership
in different consumer preference groups.

3. Principle Components Analysis

This data reduction technique transforms the original set
of variables into as few linear combinations as possible to
explain as much of the total variation in the original data.
The linear combinations, identified as the factors or compo-
nents, are independent from all other factors. The method
is often applied to sensory descriptive panel data to reduce
the number of attributes, or to identify a smaller set of
independent attributes to include as independent variables
in developing multiple regression models for optimization
research. It is also used in optimization research to identify
products that form independent groups based on sensory
attributes.

4. Factor Analysis

Similar to principle components analysis, factor analysis
is a data reduction technique, except it focuses on that part
of the total variation that a variable shares with other vari-
ables in the set. Some sensory researchers prefer to build
optimization models using factor scores rather than attrib-
utes identified through principle components analysis.
However, such a result has limited value when applying the
information to make product change, for example.

5. Cluster Analysis

This data reduction technique is used to find a smaller num-
ber of groups whose members have elements more similar
to one another than to members of another group. Cluster
analysis is used in sensory optimization research to identify
unique consumer preference groups, and it is used in the
same way in descriptive analysis to identify unique subject
groups. In the latter situation, uniqueness may indicate the
need for additional panel training.

IX. VISUAL PRESENTATION

Visual presentations are an important part of understanding
and communicating data. They reveal events and trends in
data not readily observed any other way, and they simplify
results for less technical and non-statistical audiences (40).
Increased availability of desktop computers capable of man-
aging large amounts of data has proven to be of great bene-
fit to sensory scientists. The sensory scientist can stretch,
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shrink, rotate, organize and reorganize large and small
amounts of data with a simple keystroke or two, and in
doing so examine countless relationships among subjects,
attributes and products. In addition to the large number of
generally available analysis and graphing software pro-
grams, such as SAS and SAS/JMP (SAS Institute Inc., Cary,
NC), S-Plus (MathSoft Inc., Seattle, WA), SPSS and BMDP
(SPSS Inc., Chicago, IL), custom programs have been
developed by several companies for application in sensory
evaluation. For the latter, the interested reader is directed to:
Camo, Inc. Corvallis, OR; Compusense, Guelph, Ontario,
Canada; Sensory Computer Systems, Lancaster, PA; and
Tragon Corporation, Redwood City, CA. A few examples of
graphs useful to the sensory scientist are described below.

A. HISTOGRAMS

Frequency histograms, together with central tendency and
variance measures, provide important information about
sensory responses to products and how well the data satisfy
assumptions required for other statistical tests, and allow
for comparisons between products. Figure 57.1 illustrates 
a different Product by Serving Order distribution for 
24 subjects, where each subject evaluated both products
(i.e., 12 subjects per serving sequence). The means are lower
for both products in the second serving order, demonstrat-
ing a possible order bias, a not uncommon finding in sen-
sory studies, and the primary reason for using balanced
serving orders. The bimodal distribution and variance 
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differences for Product A when served in the second order
would alert the sensory researcher that it may be risky, or
even inappropriate, to conduct statistical tests for this
result if homogeneity of variances is an issue.

B. QDA SPIDER CHARTS

Figure 57.2 represents a popular way for graphing
descriptive panel results (2,27). Figure 57.2 displays results
only for mouthfeel from a study that included additional
modalities. Examining Figure 57.2, we readily see product
differences for individual attributes, relationships among
the attributes, and the overall tendency for a product to score
low (Wine D), high (Wine K), or in the middle (Wine G)
compared to other products evaluated.

C. SENSORY MAPS

Mapping is frequently used for displaying results of opti-
mization research involving consumer acceptance and

descriptive panel data. The maps often group well liked
products together with sensory attributes and consumer
information (e.g., lifestyle and attitude) identified as
highly related to those product preferences. In the case of
descriptive panel data, it is often helpful to visually dis-
play products by attribute results. Figure 57.3 is such a
graph, and demonstrates how products may differ, or
group, based on several attributes across different modal-
ities. Here we see that Wines K and D are scored high for
several different attributes; whereas, Wine G falls between
the two. We would conclude that Wine K is a strong and
high impact product in several areas.

Figure 57.4 is an example of a density map based on a
cluster analysis of consumer acceptance scores for a broad
range of products of the type typically included in a cate-
gory review optimization. The cluster map reveals three
reasonably unique preference groups embedded within
the aggregate population. An appropriate follow-up sen-
sory strategy is to use multiple regression techniques 
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to develop sensory models that best fit each unique pref-
erence group as well as one or more models for the aggre-
gate population.

Figure 57.5 is based on a discriminate analysis of indi-
vidual subject scores for the three wines. This information
provides one way to visually identify how well subjects
discriminated among the products. Examining Figure 57.5,
we see that two subjects differed most among the panel
regarding scores for Wines G and K. This information can
be used to determine when additional training for subjects
is required, or when a subject may be removed from a panel.
In either case, these types of visual displays are readily

obtainable and provide important insights about products
and subjects.

Figure 57.6 is a sensory map that includes consumer
acceptance and sensory panel results. The spatial relation-
ships displayed in these types of maps (41) provide use-
ful information to product developers and marketing
researchers. In this case, the map identified which sensory
attributes were most associated with which products, and
that there is a development opportunity to optimize con-
sumer liking for the product category. Sensory maps are
typically derived from Factor Analysis (FA) or Principal
Component Analysis (PCA) output, similar to that seen in
Table 57.1.

X. CONCLUSION

Sensory evaluation is a valuable resource for the food sci-
entist, and has yet to realize its full potential within the
food industry. This is partly due to a lack of awareness of
what it can do and how to best organize and operate sen-
sory capabilities. The science is dynamic and its applica-
tions are almost endless, especially as it relates to its role
in consumer research. The sensory sciences outlook is
bright as more academic institutions teach and research
the topic, and more qualified professionals enter the field.
In recent years there has been a significant increase in the
use of sensory methods as multinational and domestic
companies introduce these procedures on a global basis.
This trend will continue, creating new opportunities and
demands for the science. Future success will depend in
large part on how well sensory professionals and those

TABLE 57.1
Factor Analysis Summary for Consumer Liking and
Sensory Attributes

Factor 1 Factor 2 Factor 3

Clear Appearance 0.935
Grape Aroma 0.510
Coating �0.804 �0.554
Body �0.909
Grape Flavor 0.732 0.557
Fruity Aftertaste 0.702
Consumer Liking 0.533
Tears �0.551
Bitter Flavor �0.557
Biting Mouthfeel �0.888
Perfumy Aroma 0.950
Smoky Flavor 0.873

Total
% Variance Explained: 41.13 21.92 19.83 82.88

DK9848_C057.qxd  04/Nov/05  04:46 PM  Page 57-23



that teach and employ them understand that sensory eval-
uation is about perception; and how best to measure, ana-
lyze and communicate sensory information.
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I. INTRODUCTION TO SENSORY 
EVALUATION

To measure sensory properties and thus determine if the
overall objective was achieved is and will continue to be a
major accomplishment for sensory evaluation. The devel-
opment of knowledge and the achievements made possi-
ble through this gain regarding the attributes of a product
or other pertinent information is another great source lay-
ered upon current sensory research and its general knowl-
edge base. The capability of researchers and industry to
perform sound sensory science techniques is at all time high.
Growth in the area of sensory science has been excep-
tional during the last decade. Newly applied techniques
and development of new modes of observation and data
retrieval continue to be implemented and are thrusting
sensory science continuously further.

The measurement of human behavior is now directed
at a more systematic and professional approach to the test-
ing process. Much of the prior accomplishments were
achieved from an indirect method either through market-
ing services, relations to new product development, or
through the dedication of a few select individuals devoted
to the sensory profession. Advances in this field were ini-
tially slow due to the lack of interest and dedication in sen-
sory science. Today, sensory science is a leading research
tool applied to many processes and products.

The importance of the relationship between reliability
and validity of results and the credibility of proposed rec-
ommendations is often a challenging process in sensory
evaluation. Often, evaluations are performed, data is
obtained, and results generated which in turn are shuffled

into the “meaningless” grouping due to the misunder-
standings of and between the separate working group sec-
tors within an organization. Tactics such as these decrease
the viability of the sensory group performing the proce-
dures because the achieved information was not properly
reported. The success of sensory evaluation, in particular
its credibility, begins with an organized effort, and the
assurance that the testing process followed accepted pro-
cedures and practices in all respected areas of work.

The field of sensory evaluation, being a relatively new
discipline, has provoked many divergent opinions and
philosophies from both within and outside its parameters.
It would be difficult to state the one or two progressive
developments that were initially responsible for the emer-
gence of sensory evaluation as a discipline and the limited
base of acceptance that ultimately defined the discipline.
Agriculture and the international branching of such that
began in the 1960’s has been seen as one of the major pivo-
tal areas providing growth and interest in sensory evalua-
tion as a necessary function. Also, internationalization of
the marketplace as a whole has greatly influenced this
growth and interest.

The formal definition of sensory evaluation can be
expressed in several different ways. However, the Sensory
Evaluation Division of the Institute of Food Technologists
(1, 2) has expressed a definition that provides meaningful
insight into the subject:

Sensory evaluation is a scientific discipline used to evoke,
measure, analyze and interpret reactions to those charac-
teristics of foods and materials as they are perceived by
the senses of sight, smell, taste, touch and hearing.
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This definition makes it clear that sensory evaluation uti-
lizes all senses in determinations about products. Often,
only taste is of consideration and the industry tends to
overlook that sensory evaluation is not just “taste testing.”
Also, this definition emphasizes the many disciplines that
are involved with the complete and correct workings of
sensory evaluation. Sensory evaluation is a quantitative
science in which numerical data are collected to establish
specific relationships between product characteristics and
human perceptions (3). Sensory evaluation is a science 
of measurement. Like other analytical test procedures,
sensory evaluation is concerned with precision, accuracy,
sensitivity, and avoiding false positive results (4).
Analysis of data is a critical part of sensory evaluation.
Data generated from subjects are often highly variable.
There are many sources of variation in individual responses
that are extremely difficult to control in sensory testing.
Examples include the participants’ individuality in per-
sonality traits, habits, attitude, acuity of perception, pro-
duct familiarity and frequency of consumption.

The interpretation of results is one of the most dif-
ficult parts of the formal sensory evaluation process. Once
the data are obtained and results generated, it is the
tedious job of the sensory analyst to carefully write the
report and supply the information to the necessary party
of interest. Many persons housed in separate departments
within a business or research facility take this information
and focus on it in an incorrect manner due to the outcome
often times not being as they would have liked.

II. PRINCIPLES OF SENSORY EVALUATION

The sensory technique chosen for a particular test is deter-
mined by the objective of the study. When testing for
acceptability, trained panels should not be used; consumer
groups should also not be used to generate descriptive
data. Product samples should be labeled with three-digit
random codes to alleviate bias. The sample order should
be randomized to assist in reducing biases. Panelist influ-
ences should be kept to a minimum during evaluation.

A. SENSORY PERCEPTION

Sensory adaptation, due to continuous exposure of a par-
ticular stimulus, will lead to a significant decrease in
responsiveness. Foods can be complex mixtures encom-
passing all attributes. Due to the complexity of a mixture,
suppression within modalities will occur. Thus, the per-
ceived intensity will be affected and could possibly be
recorded as a lower value than if the intensity were to be
recorded as a single attribute, which would represent a
truer representation of the value describing intensity.

Taste and smell can be confusing. Many people can-
not distinguish between the two due to olfactory sensa-
tions arising from volatiles of the food matrix. If subjects

are untrained, these sensations can be recorded incorrectly
as either representing taste or smell inappropriately.

B. SENSORY TESTING

Sensory testing was initially developed from an industry
standpoint to perform an economic function. It can deter-
mine the worth or acceptability of a product as its final
result. The principal uses of sensory evaluation are in
research, product development and maintenance, quality
assurance and as a marketing tool. Sensory testing encom-
passes many fields other than food. Its primary function is
to conduct valid and reliable tests that will in turn provide
necessary data upon which sound business decisions can
be made.

If sensory analysis is to be dependable, the skill of the
sensory analyst in optimizing the proper techniques in
sensory testing is of critical importance. There are several
general steps that should be followed in sensory testing.
The first step is to define the problem, followed by method
choice, decision on panel type, experimental design, data
analysis, and report generation. The method selection can
be a decisive decision. The three categories of sensory
techniques are: discrimination procedures, descriptive
analysis, and affective testing. The discrimination proce-
dures are designed for difference detection; descriptive
analysis is focused on sensory changes; affective testing
gathers consumer, preference, or hedonic data.

The selection of the subjects who will be the measur-
ing instruments of the designated study is a critical step in
sensory testing. Humans are excellent relative measuring
instruments but poor absolute measuring instruments. The
basis of qualification of human subjects can be one of the
most time consuming sections of the sensory project.
Subject or panel maintenance, performance measurement,
participation monitoring, and other concerns are neces-
sary duties that must be continually kept in the forefront
of the sensory study.

III. SENSORY EVALUATION OF FROZEN
FOODS

Before frozen food can be evaluated properly, quality
measurements must be determined and properly defined.
The definition of the sensory quality of a food or food
product is “the acceptance of the sensory characteristics
of a product by consumers who are regular users of the
product category, or who comprise the target market for
the product” (5).

The effects of prolonged storage of foods in the freez-
ing range are varied. In some instances, such as with butter
or fatty foods, the odor may become unpleasant by a
process such as rancidity. In other foods, such as peaches,
the process of oxidation may alter the appearance or color.
In some products, such as fish, off-flavors may develop by
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both physical and chemical processes. In other cases, such
as asparagus, the texture may become undesirable. And 
in many cases, the nutritive value of the fruit or vegetable
may be affected by processes of hydrolysis and oxidation.
All these criteria that go into food quality — odor, appear-
ance, flavor, texture, and nutritive value — are important
in the defining of “satisfactory” food storage.

For example, frozen peas will lose their desirable bright
green color and acquire a yellow to brown tinge at tem-
peratures above 15°F (6), owing to a slow destruction of
chlorophyll, the characteristic pigment of green vegeta-
bles and other plants. This change is not evident when the
storage temperature is maintained at 0°F or less.

Yet tasting panel tests on frozen and stored halibut (7)
and salmon (8) have clearly demonstrated that the temper-
ature of storage is more important in maintaining quality
than is the freezing rate. Even the texture of twice-frozen
foods cannot be the equal of fresh-frozen quality produce.
The following sections are brief overviews of selected
foods and food groups. The authors selected the most pre-
dominant sensory aspects as the primary focus of discus-
sion and review.

A. WATER

The Safe Drinking Water Act (SDWA) establishes regula-
tions for maximum contaminants (primary and second-
ary). It is not the aim of this section to review primary
contaminants that may affect the health of consumers, but
to review the secondary contaminants that can cause fla-
vor problems in water itself and/or products in which
water with such defects are used. The International
Association of Water Quality (IAWQ) specialist group of
taste and odors developed a Drinking Water Flavor Wheel
that includes the four basic tastes recognizable by the
tongue (sour, sweet, salty, bitter) and eight odor descriptors
(chemical, medicinal, fishy, fragrant, swampy, grass/woody,
chlorinous). Mouthfeel is a descriptor considered as part
of the flavor component (9).

Table 58.1 shows the secondary contaminants in water
according to the Environmental Protection Agency (EPA).
Major problems encountered are the metallic taste cause
by copper, iron, manganese, and zinc. Salty taste is caused
by chloride, sulfate, and total solids dissolved. Bitter taste
is produced by foaming agents, manganese, and low pH
(10). Iodinated trihalomethanes, which are disinfection
by-products, are considered to cause medicinal odor with
odor threshold concentrations of 0.1 to 8.9 g/L. Using fla-
vor profile analysis (FPA), these odorants are described as
sweet, solvent, and medicinal (11).

To control taste in water, it is necessary to control
inorganic ions. However, organic compounds such as 2-
alkyl-5,5-dimethyl-1,3-dioxanes and 2-alkyl-4methyl-1,3-
dioxolanes, malodorous compounds have been identified
in groundwater as well as in river water and tap water

(12). The use of threshold odor number (TON) for odor
detection in water seems to not be the most adequate
method; therefore, the use of flavor profile analysis (FPA)
has been suggested (13,14). Some of the most common
odor reference standards used in raw and finished drinking
water for FPA are: geosmin (earthy), 2-methylisoborneol
(earthy), trans-2-cis-6-nonadienal (cucumber, green vege-
tation), m-xylene (sweet solventry), benzofuran (moth-
balls), cis-3-hexe-1-ol (fresh grass, green apple), and
dimethyl sulfide (septic, musty) among others (15).

However, especially for drinking water samples from
river sources, there may be 200-300 volatile organic com-
pounds present at concentrations greater than 1 ng/L as
measured by capillary gas chromatography (GC). Any of
these chemicals alone or in combination can cause water
sample odor. The odor-causing compounds are often
unknown. The concentrations of individual compounds are
usually below their odor threshold concentrations (OTCs).
Since the identification of all the GC peaks of a typical
drinking water sample by GC/MS is usually not possible
and the consideration of all compounds is desirable, sta-
tistical correlation methods can be used to mathematically
describe the relationships between volatile chemicals and
tastes and odors (16).

In the food industry, secondary contaminants have 
a zero tolerance for turbidity, color, odor and taste. To
achieve these criteria several water treatments are avail-
able. The traditional water treatment is coagulation/floc-
culation. An alternative is the multiple barrier treatment
that includes the use of Ultrafiltration/Reverse osmosis.

58-4 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 58.1
USEPA* National Secondary Drinking Water 
Contaminant Standards (10)
Contaminant Effects SMCL** mg/L 

Aluminum Colored water 0.05–0.2
Chloride Salty taste 250
Color Visible tint 15 color units
Copper Metallic taste, blue-green stain 1.0
Corrosivity Metallic taste Noncorrosive
Foaming agents Bitter taste, odor 0.5
Iron Metallic taste, orange staining 0.3
Manganese Bitter metallic taste 0.05
Odors Musty or chemical smell 3 TON***
pH Low pH- bitter metallic taste, 6.5–8.5

high pH- soda taste
Sulfate Salty taste 250
Total dissolved Salty taste 500
solids
Zinc Metallic taste 5

* USEPA — United States Environmental Protection Agency.
** SMCL — secondary maximum contaminant level.
*** TON — threshold odor number.
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B. BAKERY PRODUCTS

Baked goods are highly perishable, and their attractive-
ness declines rapidly within a few hours of being taken
from the cooking mechanism. Freezing is the most-used
preservation method that significantly retards quality
changes. This is the main reason for the huge market for
frozen bakery goods. The history of the frozen food mar-
ket began with frozen pizzas and doughnuts. The market
has expanded tremendously in the last decade.

Like all foods with a significant level of water activ-
ity (aw � 0.9), baked foods are subject to microbial con-
tamination and growth during storage. Freshly baked bread
is sterile; contamination with mold spores is deposited 
on the bread surface during cooling and/or packaging.
Staling is another limiting factor in the shelf-life of baked
goods. During baking, the starch granules present in the
flour gelatinize. Upon cooling and storage at ambient
temperatures, this gelatinized starch slowly recrystallizes.
This retrogradation contributes to an increase in crumb
firmness, and leads to a harsh, dry mouth-feel when the
product is eaten (17).

Freezing of freshly baked product that has been pro-
perly formulated, frozen, stored and refreshed (regardless of
the time it has been in the freezer) has sensory properties
comparable with the same unfrozen product less than 1 day
after baking (17). Quality defects observed in frozen,
thawed fully baked products can be traced, for the most part,
to migration of water during freezing, storage and thawing.
Defects of migrational sorts are: slimy icing, disappearance
of icing, wet surface area. Staling is accelerated at low tem-
peratures, which can often lead to toughness of product.
This toughness is mostly due to denatured protein. A high-
gluten flour gives a tougher product than a low-gluten flour.

The icings, glazes, and fillings of baked goods depend
on a fine balance between water, sugars and hydrocolloids
to achieve the desired product characteristics (17). These
properties include a dry appearance coupled with flexibil-
ity and short body, no free water and good suspension of
solid fruit pieces for fillings. Freezing can alter the inter-
action between water and hydrocolloids so that on thawing,
free water is present; this results in melting or disappear-
ance of icings and glazes and leads to wet, leathery, unap-
petizing fillings. Ice crystals formed from free water are
prone to sublime during frozen storage and a rim of ice on
the inner surface of the packaging indicates that the water
has not been adequately bound and stabilized in the icing or
filling (17).

The sensory properties of bread and rolls can be
greatly altered by the handling of the products. The
importance of complete cooling is utmost and greatly
affects the quality. Bagels have a chewy texture, and
improper freezing techniques can lead to a leather-like
texture. Also, soggy dough is a problem with bagels.
Croissants are made with layered dough that is rolled into

a thin sheet that is spread with shortening or butter. The
detrimental freezing attributes here are decreased flaki-
ness, chewiness, and often wetness. Pizza dough is ideally
suited for frozen storage. Having a high surface-to-mass
ration, the dough freezes quickly and efficiently in a
freeze tunnel. Waffles and pancakes are much like bread
and rolls regarding proper handling techniques before
freezing. Sogginess and wetness is often a problem with
waffles and pancakes.

Cakes and other such sweet products have been suc-
cessfully frozen without loss of sensory attributes.
However, it has been noted that loss of volume by as much
as 20% during frozen storage has occurred with certain
formulations (17). Moister cakes show better volume
retention, whereas dry crumb cakes such as chocolate tend
to develop a crumblier texture after being frozen. Pastries
that are frozen develop a dryness and hardness. If they are
filled with filling, the filling will often be gluey or rubbery.

Biscuits, due to their low moisture content, are suc-
cessfully frozen for lengthy periods of time. Freezing of
biscuits imparts flavor retention and is an excellent
method for preserving baked goods of this type. Cookies
or cookie dough have similar properties of biscuits when
frozen. Products of this type have very good retention of
sensory attributes when thawed.

Pies are handled very similar to cakes, but they suffer
a greater number of detrimental effects when thawed.
Syneresis can be a major problem with pie that has
meringue, or certain fillings. The fillings of crème pies can
develop a rubbery or gluey texture after extended frozen
storage and improper handling techniques. The filling
must be formulated to withstand freeze-thaw cycles and
still retain stability. Custard-type pies freeze well and typ-
ically thaw well with minimal loss of sensory attributes.

C. DAIRY PRODUCTS

The changes that occur during freezing vary among dairy
products from minimal to extremely severe. The lower the
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TABLE 58.2
Sensory Attributes in Frozen Bakery (17)
Product Attribute

Bread Crumb firmness
Harshness
Dry mouthfeel

Icing, glazes Wetness
Leathery
Unappetizing

Croissants Flakiness
Chewiness
Wetness

Pizza Sogginess
Wetness

Cakes Crumbliness
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temperature at which the product is stored, the slower the
deterioration rate of the product, and the better the prod-
uct quality after defrosting. Since the storage temperatures
depend on the type of product (frozen or non-frozen), there
is a different relationship between the product in question,
the storage temperature, and the product quality. Freezing
points of dairy products should not be used as the temper-
ature at which to freeze the product. This is due to the fact
that storing products at a temperature above which ice is
formed may successfully attain preservation, in some
cases. As a result, one needs to understand the impact
frozen storage has on product quality before choosing
freezing as a preservation method. For a number of dairy
products the changes during freezing are minimal while
for others the changes are very serious. In liquid dairy
products freezing causes destabilization of proteins and
fat. The destabilization (dehydration) of the protein is
accompanied by an increased concentration of mineral
constituents and lactose in the unfrozen part. Ice crystals
and fat crystals contribute to the destruction of the fat glob-
ule membrane leading to the formation of free fat. The
lower the temperature, the slower the speed of the deterio-
rative reactions and the better the quality after defrosting.
For every dairy product there is a different relationship
between storage temperature and time it takes to undergo
a certain amount of quality change (18,19).

1. Milk

Fresh milk may be frozen if storage is required for con-
sumption at a later date or if shipment of the product is
required. When thawed, however, the product should still
taste relatively “fresh.” The flavor of unfrozen whole milk
is pleasantly sweet, possessing neither a foretaste nor an
aftertaste other than that imparted by the natural richness
(20). In addition, it should have no off-colors or lumps
visible to the eye. These attributes are often retained bet-
ter through freezing than any other method. However, if
raw or pasteurized milk is improperly frozen, flavor dete-
rioration may occur. Oxidized flavors may appear as a
result of the destruction of the milk-fat globule membrane
(21). These flavors may increase in intensity the longer
the product is frozen. Tressler et al (22) stated that the
occurrence of the traditional oxidized flavor defect can be
reduced by adding small amounts of ascorbic acid, pas-
teurizing at relatively high temperatures, homogenizing
and controlling the daily ration of the dairy cow.

Preservation of milk by deep-freezing also causes
changes in the physicochemical balance, and separation
of milk solids occurs upon thawing. Freezing milk
at �10°C results in the destabilization of proteins and fat,
whereas storage of milk at �30 to �40°C aids in retain-
ing milk’s stability longer (23). This destabilization, in
turn, increases the mineral constituents and lactose pre-
sent. By increasing the concentration of these components,

tricalcium phosphate is precipitated and the pH value of
the milk is reduced. Fat globule aggregation occurs and
milky layers and butterfat lumps are noticed (23). Milk fat
and total solids are lower in frozen milk samples.
Therefore, milk should be stored at lower storage temper-
atures to minimize separation of the milk components and
increase the quality of the product. Milk fat and total
solids have been shown to be lower for frozen samples
than for those analyzed fresh. Babcock fat test was also
affected by rate of freezing and possibly by an interaction
between freezing and thawing rates. Milk fat, protein, and
total solids in fresh milk can be accurately predicted from
determinations on milk which had been frozen and
thawed (24).

Thawing of the frozen milk is also critical in mini-
mizing sensory defects. Thawing the container of frozen
milk in warm water or in a refrigerator overnight are con-
sidered satisfactory methods with minimal adverse
defects (22). However, if the product is thawed improp-
erly and lumps or gels are noticed, warming and stirring
the milk may aid in redispersing the protein.

2. Cheese

Quality and acceptability defects from freezing are prob-
ably most noticed in cheese. Cheeses vary based on the
type of milk they are made from, the method of milk
coagulation used, amount of whey retained in the curd,
whether the curd is ripened or unripened, method of ripen-
ing and the type of milk used to make the cheese (goat, cow,
sheep). Structure and quality of the cheese are greatly
affected by the fat content. The variances among cheese
types affect the overall color, texture, odor, and flavor of
the product. Freezing is not usually recommended with
ripened cheese as a preservation method due to the phys-
ical breakdown in the body and structure of the product.
However, it is useful in preserving unripened cheese like
cottage curd. Previous studies have indicated no differ-
ences in the variables between the control and the frozen
cheeses. The increase in pH at the end of ripening was less
pronounced in the frozen cheese but not significant.

Processed cheese does not freeze well even with the
incorporated emulsifiers typically found in these types of
cheese foods. Gordon (25) stated that on no account is
processed cheese to be stored below freezing point since
freezing has a deleterious effect on the cheese structures
as in normal cheese. The appearance of structural defects
in processed cheese depends on the temperature, the con-
centration of water-soluble substances in the cheese and
its fat content. The physical change of the structure of
frozen cheeses does not affect the subsequent quality of
the processed cheese manufactured from them. In a time
of surplus Gouda and Cheddar cheese can be stored for 
1 year (or even longer) at �10° to �20°C and can then 
be used for the manufacture of a good quality processed
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cheese. This method of preservation does prevent the
development of off-flavors or unpleasant sharp flavors
found in cheese stored for a long time at normal ripening
temperatures. According to Burkhalter (26), Emmental
and Gruyere cheese used for making processed cheese
may be stored frozen (at �20°C), but otherwise untreated,
for approximately 18 months, provided that the outer zone
(rind) with its tallowy, soapy flavor is removed. Storage
at �10°C for 5 months had no significant effect on the
structure and quality of processed cheese while the same
type of cheese stored at �30°C became mealy. A cheese
spread was even stable at �30°C.

Storage experiments carried out on skim milk cheese
and cream cheese at �10°C and �25°C showed that these
cheeses could be stored for up to 6 months. Apart from a
slight whey separation after thawing, the texture remained
smooth and the flavor was good. American Cottage became
somewhat softer and had a rancid and sharp flavor. The
off-flavor was probably due to the poor quality of the cream
used for dressing. The results indicated that cream cheese
can successfully be stored at �20° to �30°C for 4 to 12
months depending on the initial quality of the cheese (23).

External characteristics of cheese are the first items
noticed by a consumer and qualified judge. The color is less
intense in frozen cheese. Luck (23) stated this might be due
to the microstructural changes of the paste, which occur due
to the formation of ice crystals resulting from freezing the
product. The structural changes give rise to a more open
structure increasing the refraction and clarity of the cheese.
In addition, the number, size and distribution of eyes formed
in Swiss cheese are reduced and irregularly distributed.

Consumers observe the internal body and structural
characteristics next, which include the texture and flavor
of the product. This is where the major defects occur in
cheese that is frozen. The physical structure of the cheese
is broken down during the freezing and thawing stages.
The extent to which the structure and body are affected
depends on the degree of ripening, amount of salt used in
the formulation, and the moisture content in the cheese
variety. This in turn affects the degree to which ice crys-
tals are formed when the cheese is stored between �1°
to �16°C and the degree to which the defects are noticed.
Hydrogen bonds in the polypeptide chains break down
causing water to separate from the protein. A crumbly and
mealy body is produced. The grainy texture of the body of
cheeses is intensified by slower freezing speeds (27). The
main defect of cheeses made from frozen curd is in body
and texture. The external appearance of cheese pieces is
usually normal whereas internally they were made up of
layers, similar to those observed by Schulz in soft
cheeses. This layered structure may be from ice crystal
formation in the serum phase between the casein micelles
although the deep-freezing was rapid (30 minutes
at �40°C). The method used in France for deep-freezing
curd is only for hard cheese. In this case mechanical stirring

of curd or its mixing with freshly made curd before fur-
ther cheese making, can be used to reduce this texture
defect. Deep-freezing of curd is applicable for making
Teleme from ewe’s milk. The cheese produced is not infe-
rior to the cheese made under normal conditions in con-
stituents or sensory qualities. Deep-freezing of curd is
applicable for making Teleme from ewe’s milk (28).

The odor intensity, overall taste and acidity are also
modified by freezing and storage. An increase of hardness
and decrease in creaminess in frozen cheeses after 3 months
of storage has been reported by (29). However, the acid-
ity, odor, flavor and intensity decrease during storage (29)
producing a very mild cheese. Frozen storage did not
result in significant alterations in overall compositional,
rheological and sensory properties or the level of lipolysis.
The extent of proteolysis was slightly lower in the cheeses
frozen prior to ripening. Although, some satisfactory results
have been achieved when freezing soft cheeses (30).

The grainy aspect of cheese can be significantly
affected by storage time. Quality parameters remained
relatively constant up to 180 days storage typically fol-
lowing a sharp increase thereafter. This increase is a clear
sign that the texture of the cheese is considered altered
and granulous properties therefore determined. The grain-
iness of cheeses frozen at slow speeds and for 9 months
have been shown to be significantly different to that of the
other storage methods of cheeses. Cheese graininess is
therefore more intensely affected at slower freezing
speeds and when the frozen storage period exceeded 6
months. In this respect, Luck (23) reported that freezing
caused a breakdown in texture, prompted by the formation
of ice crystals and the subsequent alteration of proteins.

Although some authors have described changes in the
texture of frozen cheeses, it is recognized that intensity 
is greater with slower freezing processes (27). Neither the
storage time nor the freezing process significantly modi-
fied the hardness and creaminess of the cheeses during
storage. Slower freezing processes should be implored to
minimize the flavor, odor, aroma and textural defects
when processing cheese. The changes of the texture due to
freezing can be prevented by storing the cheese at tem-
peratures just above its freezing point (�2° to �5°C).
This is a successful method of preservation. Camembert
cheeses frozen immediately after making were acceptable
after defrosting under normal conditions for up to 3
weeks. Not only does a slower freezing process minimize
quality defects, it is more economical from the industry’s
viewpoint. When the freezing process is implored in this
manner it is a practical and economical method in regu-
lating the quality of cheese products, especially that of ewe
cheese (29). Consequently, once the cheeses have been
frozen, these attributes would not be modified by exces-
sively long storage times. In this respect, Diefes (31) con-
cluded that freezing lead to local protein dehydration, due
to the destruction of the protein matrix, giving rise to
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greater hardness of cheese. Differences are typically not
seen during more prolonged periods of frozen storage in
terms of the attributes characteristic of the appearance of
the paste, color, appearance and eyes, due to the specific
freezing procedure used. Odor, flavor intensity, acidity,
and grainy appearance change as a consequence of frozen
storage. With up to 6 months storage, practically no dif-
ferences can be detected with respect to the nonfrozen
cheeses; however, after 9 months storage, the acidity, odor
intensity, and flavor decreased and the grainy body
increases substantially. Saltiness was not affected by
freezing nor by frozen storage. The speed of the freezing
process only affects the graininess of the cheese, which is
slightly greater in slowly-frozen cheeses. From the senso-
rial standpoint, freezing is therefore a suitable method for
regulating the cheese market.

Cheeses could be stored at �20°C for at least 3–6
months, ensuring their availability for sale throughout the
year. Slow freezing speeds are recommended, since the
small deficiencies in quality detected in cheese frozen at
slow speeds are recovered from an economic standpoint,
since the faster process is much more costly. Alterations in
texture (28, 27) and the presence of oxidized flavors were
the main problems detected in cheeses after thawing.
However, some of these studies have not reported any defi-
ciencies in frozen cheeses (32), occasionally obtaining a
higher sensorial quality with respect to nonfrozen cheeses
(33). Odor intensity, intensity taste, and acid taste were
modified by freezing and storage, so that to the 270 days of
frozen storage were significantly descended. Significant dif-
ferences have not been detected between salty taste of non-
frozen cheeses and frozen cheeses and stored in freezing.

Texture is substantially altered by freezing and frozen
storage, with noticeable increases in the grainy body at 9
months of frozen storage. In the same way, an increase of
hardness had been detected and a decrease in creaminess
in frozen cheeses from 3 months of frozen storage. The
external characteristics of the cheeses also demonstrate
important changes after freezing. Color is less intense in
frozen cheese. This could be due to microstructural
changes in the paste, produced by the formation of ice
crystals, giving rise to a more open structure, increasing
refraction and making the cheese seem clearer. The num-
ber, size and distribution of the eyes are reduced after 90
days of storage in freezing, probably due to the destruc-
tion of the structure or wall forming the eyes. These usu-
ally decrease in size and in some cases disappear, giving
rise to a more irregular distribution. Even though salty fla-
vor is not modified by either storage time or the freezing
process used, the intensity of flavor decreases signifi-
cantly with longer frozen-storage times. Flavor intensity
remains practically stable up to 6 months frozen storage,
decreasing rapidly thereafter, and regardless of the freezing
process use. Some authors have reported no differences in
terms of flavor intensity between cheeses prepared from

frozen curds and unfrozen cheeses (33), although others
have also described very low scores in slowly frozen cheeses
and thawed immediately (34). Similarly, other authors
have reported no modification in the flavor of Cheddar
cheese undergoing frozen storage (35).

As with regards to the intensity of acidity, frozen-stor-
age time has a significant influence on the acidity of the
cheese. Texture alteration is one of the adverse effects of
freezing in cheese. This quality defect has customarily
been attributed to the formation of ice crystals and the
resulting mechanical effects. However, other findings sug-
gest that alterations in cheese texture are a consequence of
changes in protein structure, such as breaking of hydrogen
bonds in the polypeptide chains and changes in water-
binding capacity. Such changes lead to more active pro-
teolysis in cheeses that have previously been frozen. In
prefrozen cheeses, unordered structures increase immedi-
ately after thawing. The proportion of unordered and turn
structures is apparently higher in the cheeses frozen more
slowly in a plate freezer than in the cheeses frozen more
quickly in liquid nitrogen vapor (27).

Slower freezing processes should be implored to min-
imize the flavor, odor, aroma and textural defects when pro-
cessing cheese. The changes of the texture due to freezing
can be prevented by storing the cheese at temperatures just
above its freezing point (�2° to �5°C). This is a success-
ful method of preservation. Camembert cheeses frozen
immediately after making were acceptable after defrosting
under normal conditions for up to 3 weeks. Not only does
a slower freezing process minimize quality defects, it is
more economical from the industry’s viewpoint. When the
freezing process is implored in this manner it is a practical
and economical method in regulating the quality of cheese
products, especially that of ewe cheese (29).

3. Ice Cream

Freezing is the standard method for processing and pre-
serving ice cream. The quality, palatability, and yield of
the finished product are all dependent upon freezing of the
ice cream mix. Since no two individuals will execute the
details of the freezing operation exactly the same each
time, programmed freezers are becoming widely used in
the industry to control quality of the product. An ideal ice
cream possesses a fresh, clean, pleasant and delicate fla-
vor with a smooth texture. It has a natural color; melts
slowly into a liquid state and any particulates present are
evenly distributed (36). Regardless, however, of freezer
automation, defects can still occur in the flavor, body and
texture of the product.

Texture defects are the most common result of improper
freezing of ice cream. The most frequently noticed texture
defect is referred to as coarse. It is observed by a grainy 
or icy feeling and accompanied by unusual coldness.
Numerous factors contribute to this widespread defect.
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Higher fat mixes decrease the occurrence of this defect in
the product because fat globules obstruct the growth of ice
crystals. Dipping cabinets are usually kept around �15°C.
At this temperature it is reported that ice crystals can dou-
ble in size increasing the coarseness of the ice cream (36).
Therefore, temperature control in dipping cabinets should
be more closely regulated to minimize this particular texture
defect. A greasy mouthfeel is often associated with the
buttery defect. The cause is over agitation of the ice cream
mix in the freezer and can be reduced through automated
freezing operations. One of the most objectionable defects
in ice cream is known as a sandy texture. A gritty mouth-
feel results from crystallization of lactose when tempera-
ture fluctuations and extended storage times occur. Again,
temperature control is critical in controlling texture defects
in ice cream.

Flavor and body defects usually result from the addi-
tion or absence of ingredients. However, one body defect
resulting from temperature fluctuations during storage is
that known as shrunken. The ice cream product does not
contact fully the sides of the container according to
Marshall and Arbuckle (36). When products are frozen to
unusually low temperatures or if the product is allowed 
to warm and then is refrozen, the pressure on air cells
changes and results in a shrunken appearance not desired
by consumers.

4. Yoghurt, Cultured Milk and Buttermilk

Normal yoghurt, cultured milk and buttermilk are not suc-
cessfully frozen to prolong their storage life. After a stor-
age period of 3 months at �10°C the flavor is satisfactory
but the texture is completely broken. There is an intense
whey separation and the products give a mealy sensation
on the tongue. Stirred yoghurt may be successfully frozen
(�26°C) provided that the total solids content of the
yoghurt is sufficiently high as in the case of plain yoghurt.
Storage experiments carried out at �25°C on yoghurt of

higher solids content did not confirm these results. The
texture of the defrosted products was only slightly
improved. The quality of the yoghurt was such that it
would hardly have a chance on the market. Because it is
possible to make frozen yoghurt dessert, it will probably
be possible in the future to preserve yoghurt by freezing
after adding a suitable stabilizer. At this stage fermented
milks are not suitable for preservation by freezing.

D. FISH AND SEAFOOD

Human perception of food is complex and may be influ-
enced by the sensory characteristics of the food material
but also by the personal experience of the observer, psy-
chological state, ethnic origin, religious conviction (37).
Analytical testing to determine differences or similarities in
seafood, to identify quality attributes, or to estimate relative
intensity of sensory attributes is usually accomplished in
a laboratory setting. Difference tests are designed to iden-
tify samples that differ in terms of sensory characteristics.
Ranking tests (ordinal scaling) are used to determine the
rank order of a set of samples for degree of a specified
sensory attribute. Scalar testing methods are used to pro-
vide information about quantitative relationships among
product samples. Descriptive analysis is the most demand-
ing of any sensory method. Panelists determine the quali-
tative characteristics of aroma, flavor, texture, aftertaste,
etc., and they describe a set of descriptors. The traditional
flavor profile method requires intensive training (38).

Changes in appearance and eating quality that occur
during frozen storage of fish are of great commercial
importance. Freeze burn appears on the surface of frozen
fish due to loss of moisture, cooked muscle flavor may
possess a characteristic “cold store” note and toughness
and dryness increase rendering a less acceptable fish.
Tasting and determination of sensory attributes still
remains the method of choice to detect changes during
frozen storage. Sensory methods used to assess frozen fish
can be classified into three categories: a) those in which
tasters are asked to assess the fish on a scale of acceptabil-
ity; b) those in which certain diagnostic features are rated
on intensity scales; and c) those in which comparisons
between two samples are made in order to distinguish the
sample under test. Sensory factors that change during
frozen storage include toughness and dryness and flavor.
Scoring systems based on odor, texture, and flavor have
been developed for fish inspectors. Freezing and frozen
storage affect the appearance of fish on thawing (39).

The first quality judgment made by a consumer about a
fish product at the point of sale is based on its color/discol-
oration. The next judgment is about the product’s texture:
any gaping or ragged fillets. This is followed by odor judg-
ment. A standard sensory evaluation for fish should include
color of the flesh, odor and visual texture, absence/
presence of blood clots and of bruising and discoloration,
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TABLE 58.3
Sensory Attributes of Frozen Dairy Products
Product Attribute

Fresh milk Sweetness
Off-colors
Oxidized flavors
Lumping
Gelation

Cheese Color- intensity
Odor- intensity
Flavor- overall, oxidation
Off-flavor
Texture- structure, crumbly

mealy, grainy, hardness
Ice Cream Texture- coarse, greasy

sandy, gritty
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absence/presence of physiological abnormalities, and
workmanship (40). Aroma is one of the most important
freshness determinants of fresh fish and fishery products.
Sensory assessments are desirable because they provide
immediate quality information. Initial changes in the
aroma of freshly caught fish involve the shift from the
fresh, planty aromas to a neutral, flat-sweet odor. This
characteristic sweet aroma appears to be contributed by
alcohols and 3,6-nonadien-1-ol, which has a sweet melon-
like aroma (41).

Frozen storage is an important preservation method
for seafood. Freezing and frozen storage contribute to
changes in texture as a result of protein denaturation.
Also, the thawing method is important since it is recog-
nized that this can affect the sensory attributes of seafood.
Myofibrillar proteins undergo denaturation and aggrega-
tion during frozen storage. Different species of fish have
different degrees of susceptibility. Ingredients such as
triphosphate, lecithin and sucrose ester have been used in
order to prevent these changes that will affect the textural
properties of muscle (42).

Considering all foods under the category seafood,
there is a large range in texture. As long as texture falls
within the normal range, it does not influence preference
as do flavor and appearance. Texture is a critical factor for
shellfish, surimi-based products, and squid (43). The tex-
ture of fish muscle changes from soft, moist and succulent
to unacceptably firm, hard, fibrous and dry. The unaccept-
ability of fish flesh/muscle as food is caused by its
increased tenderness due to myofibrillar fragmentation.
At �8 and �20°C, carp shows degradation in its myofrib-
rillar fraction after six months (44). Freeze–thaw cycles
affect the loss of protein solubility and the physicochemi-
cal and enzymatic properties of cod muscle proteins (45).

Sensory analysis is used to assess the quality of fish
products. However, it is considered subjective and prompt
to error. During frozen storage there is an alteration of
functional properties of muscle proteins, loss of water-
holding capacity, juiciness, and changes in texture.
Mechanical properties can be measured. Shear resistance
can be measured using the Kramer shear-compression cell.
Correlation between sensory analysis and shear resistance
measured by Kramer has been reported in fish hardened
as a result of time in storage and also in fish stored at dif-
ferent temperatures. Shear resistance can also be meas-
ured using the Warner-Bratzler shear cell. Shear resistance
as analyzed by the W-B cell has been found to increase
significantly with time in frozen storage under different
forms of pre-processing. The puncture test consists of
measuring the force required to push a plunger into a food
sample. This method assesses changes in texture during
storage in ice as associated with the onset of rigor mortis.
Tension analysis measures the force required to break a
sample when is held by two parallel clamps. This test is
sensitive enough to measure the viscoelastic properties of

fish muscles and has been used to quantify textural
changes in the mantle of squid. In compression analysis,
the deformation is measured upon application of com-
pression force. This analysis can be performed in one or
two successive compression-relaxation cycles. In minced
or cooked fish products a deformation of 50% is customary.
However, for some mince products and fillets a deforma-
tion of 30 and/or 10% is used. Firmness generally tends to
increase with time in frozen storage. Correlations between
one-cycle compression measurements and sensory para-
meters such as elasticity in mackerel (Scomber scombrus)
and hake (Urophycis tenuis) have been reported. When the
first compression-relaxation cycle is followed by a second
compression cycle, the test is known as texture profile
analysis (TPA) (46).

Common descriptor terms for cooked seafood
include: flavor intensity, fresh fish, gamey, old fish, sweet,
briny, sour, seaweed, bitter, fish oil, buttery, nutty, musty,
ammonia, metallic, shellfish, flakiness, firmness, moist-
ness, chewiness, mouth-drying, fibrousness, oily mouth
coating, cohesiveness, whiteness, and darkness (47). The
Flavor Profile™ method is used to describe the aroma,
flavor-by-mouth, and aftertaste attributes of cooked fish
muscle. Intensity of aroma and flavor character notes are
rated on the traditional 4-point profile scale: 0 � just rec-
ognizable or threshold; 1 � slight; 2 � moderate; 3 �
strong; a designation of 0.5 was used to show an interme-
diate level of intensity. To describe 17 species of North
Atlantic fish the following aroma descriptors were used:
briny, sweet, fresh fish, old fish, stale fish, sour, shellfish,
gamey fish, fish oil, earthy, nutty-buttery, musty, and
scorched. The flavor descriptors were: salty-briny, sour,
sweet, fresh fish, old fish, stale fish, shellfish, gamey fish,
fish oil, earthy, nutty-buttery, canned salmon, bitter, metal-
lic, mouth drying, and mouth filling (48).

A new seafood nomenclature system, to be used on the
sensory or “edibility” characteristics of fish, has been devel-
oped by the National Marine Fisheries Service (NMFS) of
the U.S. Department of Commerce. The goal of this sys-
tem is to enable consumers to make educated choices
among novel species by providing the comparative sen-
sory data necessary to select a desired flavor, texture, etc.
of fish. Standardized methodology for evaluating the sen-
sory properties of cooked fish has been developed (49).

1. Bluefish

Bluefish has a strong total aroma and flavor impact, with
a highly aromatic distinctive gamey, fresh fish, sour, fish
oil character. The amplitudes (overall impressions) are
moderate, with character notes blending together to give a
very full aroma and flavor. The aroma of Bluefish has an
early impact of a slight to moderate briny, moderate fresh
and gamey fish notes, slight fish oil and sour notes, and a
very slight sweet. The flavor has an early impact of slight
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sweet, moderate fresh fish, slight to moderate gamey fish
and sour (sharp), very slight fish oil and salty-briny, and
slightly mouth drying. This fish has a distinctive sour (sharp)
at a higher intensity than in most fish. In both aroma and
flavor, the gamey and fish oil notes seem to be related.
They are found at higher intensities in the dark flesh
(especially near the skin), but are also present in the
lighter flesh. The aftertaste is strong and persistent. The
reported Profile integrates proportionate light and dark flesh.
The most common sample variation was in the intensity of
flavor of the fish oil and sour notes, and sometimes the
flesh and gamey notes (48, 49, 37).

2. Blackback Flounder

Blackback flounder has a low total intensity aroma and
flavor with a delicate, fresh fish character. The aroma
amplitude is just below moderate and the flavor amplitude
is moderate. The aroma is slight sweet and briny, slight to
moderate fresh fish and very slight sour. The flavor is slight
sweet, slight to moderate fresh fish, below slight salt-
briny, sour and mouth drying. The aftertaste is a low level
fresh, mouth drying and sweet (48, 49, 37).

3. Catfish

Frozen catfish (Clarias gariepinus Burchnell) fillets
frozen and stored at �20°C for 11 month using an oxygen-
permeable packaging (OPP) material and a vacuum pack-
aging (VP) showed no significant differences between any
of the aroma, appearance, texture or flavor attributes for
the two packaging materials over time during frozen stor-
age. Texture of the catfish fillets changed after 7 months,
becoming more flaky with few ice crystals between the
fiber, more so in the fillets packed in the OPP. No color
changes were observed during the 11 months of storage.
After this period of time the frozen catfish fillets were
acceptable (50). In another study, channel catfish
(Ictalurus punctatus) was evaluated during frozen storage
concluding that regardless of size, channel catfish is
acceptable after 12 months of frozen storage (51). On the
other hand, channel catfish fillets treated with ascorbate
and kept frozen at �6°C for up to 6 months showed less
rancid flavor (52).

4. Cod

The flavor of cod (Gadus callarias L.) has been described
as sour and slight cooked potato. Common flavor descrip-
tors are: buttery, green, biscuit-like, roasty, mushroom
like, cabbage-like, fatty, and metallic. The malty flavor
defect is caused by a strong increase of 3-methylbutanal
(53). Cod (market) has a moderately low total intensity
aroma and flavor, with a low sweet, fresh fish character.
The aroma and flavor amplitudes are moderate, as the over-
all impression of Cod is of a mild fish with an uncomplex

aroma and flavor. The aroma is slight to moderate briny
and flesh fish, and below slight sweet, sour and shellfish.
The flavor is slight sweet and mouth drying, slight to
moderate fresh fish, very slight salty-briny and sour, and
below slight shellfish. The aftertaste is fresh fish and sour.
Occasionally, samples of Cod have a stale fish character
note. Cod (scrod) has a moderately low total intensity
aroma and flavor, with a low sweet, fresh fish character.
The flavor is below slight sweet, slight to moderate fresh
fish, very slight salty-briny, sour, and earthy (slight cooked
potato), and slight mouth drying. The aftertaste is fresh
fish, mouth drying, and sour. Some cod (scrod) samples
have produced a stale fish character note and/or a metal-
lic note.

During processing and storage, fish quality may
decline due to oxidation of unsaturated lipids causing off-
flavors and odors. In lean fish the production of formalde-
hyde (FA) is important along with protein denaturation
and texture changes. Cod (lean fish) and haddock (non-
FA-forming) show hydrolytic activity during frozen storage.
Storage at �30°C decreases hydrolytic activity (54). For
cod, deterioration in texture of the thawed product is a seri-
ous problem. The presence of formaldehyde due to enzy-
matic degradation of trimethylamide oxide (TMAO) into
dimethylamine (DMA) and formaldehyde (FA) is an
increasing factor of the denaturation of proteins. The qual-
ity index method (QIM) is normally used to evaluate fresh
and frozen cod. This method is based on a selected num-
ber of independent parameters, which describes the quality
of thawed cod. The scores for all single parameters are
added to give the total quality index. For fillets the para-
meters are texture, color, bloodstains and gapping, which
vary from 0 to 3, and odor and parasites, which vary from
0 to 2 (55).

Cod fillets are generally frozen after catch. It is recom-
mended that fish filleted prior to rigor mortis must be
frozen to diminish the risk of shortening and deforming.
Cod fillets kept at frozen storage for 17 months and eval-
uated by a trained panel showed that fillets frozen before
rigor keep fresher than those frozen after rigor after two
months of frozen storage. The attribute ‘dry/succulent’
is rated in a scale from 0 to 100. Cod receives a score
between 60 and 70 after two months of frozen storage.
After 12 months fillets are evaluated ‘drier’ (score � 40).
There is a direct relationship between frozen storage and
the attribute ‘succulent/dry.’ The same relationship has
been reported for frozen storage and ‘tough/tender’ (56).

North sea cod kept for 2, 5, 8, 14, and 17 days in ice,
filleted and frozen in an air blast at �34°C and stored
at �14°, �22°, and �29°C showed a gradual develop-
ment of unpleasant odor and flavor called ‘cold storage
odor.’ At the same time the fish becomes firmer and drier
until it becomes tough and dry. Freshness flavor is unaf-
fected by the freezing and thawing treatment, while firmness
and dryness increase significantly (57). During freezing
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at �20°C loss of tenderness and of water-holding capac-
ity and fish flavor changes may occur. Prolonged storage
of fish causes deterioration of texture as described in
increased toughness, chewiness, rubberines, or stringi-
ness. Toughness increases over time, whereas cohesive-
ness decreases during storage. Higher storage temperature
results in faster rates of textural deterioration of cod muscle
(58). Frozen cod fillets change texture over frozen storage
(59) as a result of muscle proteins denaturation causing
toughness of the muscle. Rapidly-frozen and slowly-
frozen cod show no more denaturation after one year of
storage than newly frozen fillets (60). Sensory attributes
of thawed and refrozen cod include color, flavor (strength,
fresh fish, saltiness, sweetness, stale, rancid, bitterness, and
other flavors), and texture (firmness, flakiness, resilience,
juiciness, cohesiveness, fibrousness, roughness, and fiber
size). Thawing/freezing cycles do not affect the structure
of the muscle even after 9 months of storage. However,
slow thawing followed by refreezing resulted in fish that
was grayer in color and staler in flavor. Storage time
affected the sensorial attributes (61).

Frozen cod can develop off-flavors during storage.
The main component for this off-flavor is hept-cis-4-enal.
Samples stored for 18 months at �15°C had some of the
following compounds: hept-trans-2-enal and hepta-trans-
2,cis-dienal. These two compounds were examined and
described as cold storage flavor (cardboard, musty).
Threshold study showed that hept-cis-4-enal is detectable
on very low concentrations (0.00004 ppm). Aldehydes
present in cod samples originated from lipid oxidation and
tend to increase with temperature of storage. The major
aldehyde produced was hepta-trans-2,cis-dienal (62).

5. Cusk

Cusk has a moderately low total intensity aroma and fla-
vor, with a low sweet, fresh fish character. The aroma and
flavor amplitudes are below moderate, as this fish lacks
fullness and blending, especially in flavor. The aroma is
below slight sweet, slight to moderate fresh fish, slight
briny and sour, and below slight shellfish. The flavor is
below slight sweet and shellfish, slight to moderate fresh
fish, slight salty-briny and mouth drying, and very slight
sour. The flavor is flat, washes out quickly, and is affected
by the chewy, slightly tough texture. The aftertaste is fresh
fish, sour, and mouth drying (48, 49, 37).

6. Haddock

Haddock has a moderate total intensity aroma and a mod-
erately low total intensity flavor, with a sweet, fresh fish,
shellfish character. The aroma amplitude is just below
moderate and the flavor amplitude is moderate, as this fish
has a fullness of flavor and an interesting shellfish char-
acteristic. The aroma is slight to moderate briny, and fresh

fish slight sweet, shellfish, and mouth drying, fresh fish at
slight to moderate, sour at below slight, and salty-briny at
very slight. The sweet, fresh fish, and shellfish flavors
seem to be related, and the sour taste is fleeting. Earthy
(slight cooked potato) and metallic notes, particularly in
the dark flesh portion, have been recorded. The aftertaste
is fresh fish, sour and shellfish. There was some variation
within a session and between sessions in the Haddock
samples, particularly in aroma, and was evidence as stale
fish character notes (48, 49, 37).

7. Hake

White Hake has a moderately low total intensity aroma
and flavor, with sour (dishrag) aroma, and an earthy note
in flavor. The aroma and flavor amplitudes are low to
moderate due to the old fish, sour (dishrag), and earthy
notes, which indicated a lack of blended characters. The
aroma of White Hake is a slight to moderate sour
(dishrag) and fresh fish and below slight sweet and briny.
Aroma notes mentioned by panelists are old fish, earthy
(slight cooked potato), and shellfish (clam). The flavor is
slight sweet, sour (sharp), and mouth drying, slight to
moderate fresh fish, below slight salty-briny and earthy
(slight cooked potato). There was an unblended quality to
the flavor, and when both earthy and old fish occurred,
they seemed related. The aftertaste is fresh fish, mouth
drying, sweet, earthy, and sour. This fish often showed
great variation in the fresh fish and old or stale fish 
characteristics.

Quality of hake species (Merluccius merluccius,
M. hubbsi, and M. capensin) varies for many reasons
ranging from inappropriate fishing and freezing methods
to inefficient distribution. Textural (mechanical) analyses
such as puncture test, Warner-Bratzler, and Kramer press
have been used in order to account for the variance of
frozen fillets. As a result of this, four clusters were identi-
fied, ranging from excellent quality (low texture, high vis-
cosity) to very poor (high texture, low viscosity). The
parameters required for this classification are viscosity,
maximum force from Kramer and maximum force and
energy from the puncture test (46). Frozen Patagonian hake
fillets (Merluccius hubbsi) evaluated by using the cook sen-
sory assessment (CSA) shows that fillets remain acceptable
for over 12 months both at �20 and �30°C (63).

8. Halibut

Halibut has a moderate total intensity aroma and flavor,
with a sweet, fresh fish character, and a very slight gamey
fish flavor note. The aroma and flavor amplitudes are
below moderate as some samples lack a blended flavor.
The aroma is slight briny, slight to moderate fresh fish,
below slight sweet and sharp, sour (pungent). The flavor
is very slight sweet, slight to moderate fresh fish, above
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slight sour, slight salty-briny and mouth drying, below
slight gamey and fish oil. The definite sour flavor note is
higher than in most fish. The aftertaste is predominantly
sour and mouth drying, with some fresh fish and another
hard-to-describe note that seems to be a combination of
fish oil and gamey (48, 49, 37).

9. Herring

Whole herring (Clupea harengus) wrapped in polyethyl-
ene film and block-frozen using plate freezers and frozen
for 32 days at �24°C were beheaded and salted. Ten
trained panelists conducted a sensory analysis to evaluate
taste using the following descriptors: ripened, raw,
malty/creamy, stockfish, salty, sweet, spicy, and aftertaste.
The attributes for texture were: softness, watery and
toughness. Spice-salted herring taste characteristics were
typical with a dominant malty/creamy taste and a fairly
low intensity of stockfish character. The thawed salted
herring achieved higher values of the ripened taste during
the first few weeks in comparison with the fresh salted
herring. Also, the thawed spice salted herring appeared to
become soft quickly during storage, indicating a faster
rate of ripening. Hardness increased after salting but
decreased steadily. Hardness of fresh spice-salted herring
at 21 weeks was comparable with thawed herring kept for
16 weeks (64).

Herring is susceptible to lipid oxidation during pro-
cessing and storage. Pre-freezing storage in refrigerated
seawater followed by minimal tissue disruption, removal of
oxygen, fast freezing, and low freezer storage temperatures
reduces rancidity and gives the longest shelf life. Fillets of
herring kept on ice prior to storage at �18°C for up to 84
days show that samples held for 6 days on ice formed oxi-
dation product at the highest rate during frozen storage. Ice
storage had a greater impact than frozen storage (65).

10. Grouper

Grouper has a moderately low total intensity aroma and
flavor, with a low level of aromatics. The aroma and fla-
vor amplitudes lack full-bodied characteristics, have a low
impact of blended character, and low intensity of fresh
fish characteristics. The aroma of Grouper has an early
impact of slight sweet, and briny notes, and slight to mod-
erate fresh fish, followed by a very slight sour (pungent),
and a shellfish note. The flavor is very slight sweet, salty-
briny, slight fresh fish, sour (sharp), and shellfish, and
slight to moderate mouth drying (the highest intensity for
the fish tested). The aroma and flavor shellfish note has a
clam character. There are confusing overtones to the sour
and shellfish notes that are difficult to describe. The after-
taste is persistent and consists of a moderate level mouth
drying and sour, and a low level of fresh fish. The dry
tough texture is difficult to ignore. The samples seemed
relatively consistent within a session, and the greatest

variations between sessions seemed to be in the sour,
shellfish notes, with confusing overtones (48, 49, 37).

11. Mackerel

Mackerel has a strong total aroma and flavor impact, with
a highly aromatic distinctive gamey, fresh fish, fish oil
character. The amplitudes are moderate, with character
notes blending together to give a very full aroma and fla-
vor. The aroma of Mackerel has an early impact of mod-
erate gamey and fresh fish notes, a slight to moderate fish
oil, and slight sweet, briny and sour notes. The flavor has
an early impact of moderate gamey and fresh fish notes, a
slight to moderate fish oil, slight sweet and sour (sharp),
and a very slight salty-briny and mouth drying. The mouth
drying characteristics seem largely overpowered by the
oiliness. In both aroma and flavor, the gamey and fish oil
notes seem to be related. They are found at higher inten-
sities in the dark flesh, but are also present in the lighter
flesh. The reported profile integrates proportionate light
and dark flesh. The gamey fish note of Mackerel is heavy
and sometimes associated with a burnt or scorched char-
acteristic. Despite the intensity and heaviness of this fish
characteristic, it is typical of fresh Mackerel and not indica-
tive of aged fish. The aftertaste is strong and persistent
(48, 49, 37).

12. Monkfish

Monkfish has a moderately low total intensity aroma and
flavor. Its distinguishing characteristic is a distinctive
shellfish aromatic note similar to lobster and clam. The
aroma and flavor amplitudes are moderate as this fish 
is full, complex and blended with interesting notes. The
aroma is slight to moderate briny (fresh, seaweed), fresh
fish and shellfish, and slight sweet and sour. The dark
flesh and gelatinous areas near the skin have more intense
briny-seaweed and shellfish-clam character than with
flesh. The flavor is slight sweet and sour, slight to moder-
ate shellfish and fresh fish, threshold salty-briny, and very
slight mouth drying. The shellfish note adds interest and
complexity to the aroma and flavor. The sweet, shellfish,
fresh fish and buttery notes seem closely related and give a
full flavor. The aftertaste is sweet, fresh fish, and shellfish
(48, 49, 37).

13. Pollock

Pollock has a moderately low total intensity aroma and
flavor with sweet, fresh fish, low shellfish character. The
aroma and flavor amplitudes are moderate, as they are
blended with some interest notes. The aroma is slight
sweet, briny and sour (sharp), slight to moderate flesh
fish, and below slight shellfish-clam. The flavor is slight
sweet, sour (sharp) and mouth drying, slight to moderate
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fresh fish, below slight shellfish-clam, and very slight
salty-briny. Some of the samples had a small amount of
dark flesh which a hard to define character related to
gamey and fish oil. The aftertaste is sour, fresh fish, and
sweet, with a persistent mouth drying. Metallic and stale
fish notes can be found with this fish also (48, 49, 37).

14. Salmon

Flavor profiles of fish aroma and intensity differ among
species. For fresh salmon, a fish oil characteristic is com-
mon. Also, bitter, metallic, nutty/buttery, and sour charac-
teristics are often observed. Homogenates of salmon
stored for 26 weeks at �60°C and �13°C and evaluated
using aroma extract dilution analysis (AEDA) and gas
chromatography-olfactometry (GC-O) gave some of the
odor descriptors such as sweet, buttery, vegetable-like,
green, cabbage like, mushroom-like, citrus-like, and
cucumber-like. Green (Z-3-hexenal) and fatty green (Z,Z-
3,6-nonadienal) are responsible for flavor defect in boiled
salmon when stored frozen for a long period. The levels of
these two compounds are higher in salmon because of its
higher content of n-3 unsaturated fatty acids (53).

Components of low volatility can be the key com-
pounds causing off-flavor. Formation of less volatile oxi-
dation products could also explain why the volatile
components identified in the stored salmon did not show
significant time-temperature interaction effects nor did
they correlate to the sensory attributes.

The most noticeable sensory change during frozen
storage of salmon is an increase in intensity of train oil
taste, bitterness and metal taste. This change is produced
by compounds of low volatility but most of all due to free-
fatty acids. Palmitoleic acid and linoleic acid, eicosapen-
taenoic acid, and docosahexanoic acid have high intensity
of train oil, bitter and metallic taste (66). Frozen salmon
(Salmo salar) become rancid after a few months of frozen
storage. Also, fat content of fish diet has a direct relation
in some sensory attributes such as color (redness) and the
taste of salmon. Fish fed with 17% fat diet has shown dif-
ferences in color (less red) and taste (less strong). Frozen
storage temperature also influences color, hedonic consis-
tency, hardness and juiciness (67).

Rancidity in fatty fish such as salmon is not well char-
acterized and has been described as fish oil taste (67, 68)
and as fatty and train-oily odors (53). The rancid off-flavor
in salmon is caused by formation of volatile oxidation prod-
ucts such as aldehydes and ketones (53). Some of these
volatile compounds have very intense odors and flavors
and are, even in small concentrations, able to affect the
sensory quality. The rancid off-flavor of salmon is mainly
caused by an increase in (E,Z)-2,6-nonadienal with a
cucumber odor, (Z)-3-hexanal with a green odor, and
(Z,Z)-3,6-nonadienal with a fatty odor (53).

The odor of fresh raw salmon is characterized as
cucumber-like with weak sweet, sourish, and fish oil

notes. For the fresh and cooked salmon the same descriptors
were used, but a boiled potato odor has been described as
the most pronounced attribute instead of cucumber.

Panelists normally recognize sensory changes of
frozen salmon. For train oil, metal, and bitter taste signif-
icant time-temperature relations have been determined.
The intensity of these attributes increased during storage
at �10° and �20°C. Changes in texture are also noticed
at �10° and �20°C. Fresh cooked salmon is described as
flaky, form, and juicy. After storage, salmon changed to
firmer, less juicy and more fibrous (69, 70).

15. Shrimp

Texture, color and flavor of shrimp are influenced by
frozen storage. Quality of frozen-stored shell-on and
shell-off prawns at �29°C depends on thawing method and
frozen storage time. Muscle proteins of freshwater prawn
tails are susceptible to freezing-thawing processes, parti-
cularly during the first month of frozen storage. Protein
destabilization is independent of the freezing method
(blast versus still) and the presence or absence of shell,
but is affected by thawing rate (71). Quick frozen prawns
(Machrobrachium rosenbergii) stored at �18°C for up 
to 225 days and tasted after 1 day of freezing were rated
acceptable. At 133 and 225 days, prawns had acceptable
texture but thawing time must be increased from 4 hours, for
133 days old, to 24 hours for the 225 days old. Moreover,
prawns should be cooked unthawed or after thawing for
no more than 4-8 hours to retain its texture (72).

Shrimp are frozen shortly after catch and kept frozen
until they reach the consumer. Shrimp kept in frozen stor-
age can develop white spots in the shell, which definitely
influence their appearance. During continued frozen stor-
age the spots increase in size; therefore, the quality
decreases. White spots are usually developed after 25 days
of frozen storage; however, this is a result of the time a
shrimp takes to pass through the production process. More
important is the storage temperature. Alternating storage
at �25°C and �29°C results in increased white spot for-
mation compared to constant storage at �29°C (73).

Sensory variables for cooked, peeled and individually
frozen shrimp (Pandalus borealis) include evaluation of nat-
ural red color, yellowish discolor, dehydration, shininess,
smoothness, natural shape, total odor intensity, fresh odor,
stale odor, fishy, ammoniacal odor, urine-like odor, sour
odor, old seaweed odor, sulfide odor, rancid odor, cardboard
odor, mud-like odor, total flavor intensity, fresh, sweet fla-
vor, stale, fishy, sour, metallic, acrid, cardboard, stockfish-
like flavor, rancid, mud-like, salty and aftertaste (74).

16. Squid

Studies indicate that squid has excellent freezing charac-
teristics. Glazing or packing of the frozen blocks is essen-
tial in order to prevent desiccation during frozen storage.
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Quality tests indicate that frozen squid at �18°C or lower
can be kept for one year in storage. The sensory charac-
teristics to be assessed in a sensorial examination are:
appearance, texture, and odor of raw product, and texture,
odor and flavor of cooked product. Freshness of cooked
squid can be expressed in a 10-point flavor score scale
that includes: fresh (sweet, meaty), slight loss of freshness
(creamy, sweet, meaty, metallic), slightly sweet (slightly
meaty, creamy, milky), No sweetness, slightly sour, sour
(musty, cabbage), slightly bitter (overripe cheese, oily,
slight sulphide), bitter (sulphide), and strongly bitter.
Texture can be grouped into three categories: 1) normal
(firm and rubbery); 2) borderline (mushy, slightly sticky
or very firm and rubbery); 3) unacceptable (extremely
mushy and sticky or extremely firm and rubbery) (75).

Squid is one of the most highly potential sources of
fish protein. Frozen foods and surimi-based products
using squid as raw material have become a trend in recent
years. The mantle muscle of squid has a specific tough-
ness that is maintained after a second freezing and thaw-
ing process. The mantle toughness (hardness) of fresh
Argentinian squid (Illex argentinus), neritic squid (Loligo
edulis) and cuttle fish (Sepia pharaonis) increase after
frozen storage after 120 days. The protein pattern of
Argentinian squid mantle refrozen and thawed does not
change. Histological samples show that muscle fibers are
injured and aggregated over time being that these changes
are the ones responsible for toughening of mantle (76).

17. Striped Bass

Striped bass has a total intensity of aroma above moderate
and total intensity of flavor at moderate. It is a moderately
strong flavored fish with a fresh, gamey, fish oil character.
The aroma and flavor amplitudes are moderate, with char-
acter notes blended to give a full aroma and flavor. The
aroma has an early impact of fresh and gamey fish at
slight to moderate, slight sweet, sour and briny, and below
slight fish oil. The flavor also has an early impact of fresh,
gamey fish, and sour notes at slight to moderate, sweet,
salty-briny, and mouth drying at slight, and fish oil at
below slight. The sour flavor note is stronger than in most
fish. Particularly in flavor, the gamey and fish oil vary,
being more intense in the dark flesh. The aftertaste is
sweet, sour, and fresh fish, with some gamey fish character
(48, 49, 37).

18. Swordfish

Swordfish has a moderately low total intensity aroma and
flavor, with a sweet, fresh fish, shell fish character. The
aroma and flavor amplitudes are moderate, complex,
tightly blended, and the fish has full flavor, with complex
first notes, sour (sharp), and mouth filling characteristics.
The aroma is just below moderate fresh fish, slight to
moderate shellfish, slight sweet and briny, below slight

sour, and very slight nutty-buttery. The flavor is just below
moderate fresh fish, slight sweet, shellfish, mouth drying,
and mouth filling, slight to moderate sour (sharp, citric),
very slight canned salmon, salty-briny, and fish oil. The
fish oil appears late in the flavor. In aroma and flavor, the
fresh fish, shellfish, and nutty-buttery seem rich, closely
related, and to have a salmon or tuna character. The
canned salmon flavor note is also related and hard to
define. The sour (citric) flavor is almost lemon and is
stronger than in most of the fish tested. The aftertaste is
sour, fresh fish, sweet, and shellfish (48, 49, 37).

19. Tilefish

Tilefish has a moderately low total intensity aroma and
flavor, with a sweet, fresh fish, shellfish character. The
aroma and flavor amplitudes are moderate, as this fish is
rich and full, complex, and blended. The aroma is slight to
moderate fresh fish, below slight sweet and sour (pun-
gent), and slight shellfish and briny. The sweet, fresh fish,
and shellfish notes seem closely related and associated
with a rich character like butter, lobster or scallop. The
aftertaste is fresh fish and sweet (48, 49, 37).

20. Trout

Frozen fillets of rainbow trout (Oncorhynchus mykiss)
stored at �18°C, wrapped with either polyethylene or
polyethylene/polyamide (vacuum), and subjected to a
light/dark environment have shown that packaging mate-
rials have a strong effect on the development of rancid fla-
vor. Also, the fillets stored in darkness generally received
better appearance scores than the ones stored in light (77).

21. Tuna

White tuna (Thunnus alalunga) possess white color, firm
texture, flavorful flesh, and high nutritional content. To
extend production, frozen Albacore tuna is used as raw
material in the canning industry. Measurement of sensory,
chemical, and physical changes has shown that deterioration
of fish quality continues during frozen storage. Quality
tests include visual appearance evaluation based on gen-
eral external appearance, eyes, gills, consistency, and ven-
tral cavity. These parameters are used to classify Albacore
tuna in four quality categories (highest quality, good qual-
ity, fair quality, and rejectable). Frozen tuna quality is good
after 12 months of frozen storage. However, after 6 months
some specimens developed a slight rancid odor (78).

22. Weakfish

Weakfish has a moderate total intensity aroma and flavor,
with a weak fresh fish, gamey, briny (seaweed) character,
and a late, low level fish oil flavor. The aroma and flavor
amplitudes are below moderate, as the character notes are

Food Sensory Attributes 58-15

DK9848_C058.qxd  14/Oct/05  07:24 PM  Page 15



not fully blended. The aroma is slight to moderate briny
(stronger than in most fish, with a seaweed character),
slight fresh fish, gamey and sour, and very slight sweet.
The flavor is slight to moderate fresh fish, slight sweet and
sour, below slight gamey, and salty-briny, above slight
mouth drying, and very slight fish oil. Gamey and fish oil
are more intense in the dark flesh. The aftertaste is mouth
drying, fresh, gamey fish, with sweet, and sour notes.
Compared to other fish, this aftertaste is stronger and
more persistent. The character notes of individual samples
varied more than in most fish, especially in the levels of
gamey and fish oil notes, which depended largely on the
amount of dark flesh present (48, 49, 37).

23. Minced Fish

Turbot (Atheresthes stomias), grey cod (Gadus macro-
cephalus), Dogfish (Squalus acanthias), shortspine
thornyhead (Sebastolobus alascanus), pollock (Theragra
chalcogramma), red-banded rockfish (Sebaster babcocki),
and ocean perch (Sebaster alutus) have been evaluated to
produce frozen minced fish flesh. Significant differences
were found after one month of storage in odor and taste
quality. Pollock, pollock/red-banded blend and ocean
perch were given relatively high odor and taste scores.
After 3 months, no significant differences in odor quality
were found among the different fish species. Differences
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TABLE 58.4
Aroma, Appearance, Texture and Flavor Attributes Measured in Selected Fish

Sensory Attributes

Product Aroma Appearance Texture Flavor

Catfish (Clarias gariepinus) Earthy fresh Color Juiciness Earthy fresh
(50) Rancid (oil) Juiciness Mushy/soft Sweet

Off-aroma Flakiness Gelatinous Salty
Sponginess Sponginess Sour
Stickiness Stickiness Earthy muddy

Bitter
Rancid
Off-flavor
Aftertaste

North Atlantic Fish Briny Salt-briny
(48) Sweet Sour (Sharp)

Fresh fish Sweet
Old fish Fresh fish
Stale fish Old fish
Sour Stale fish
Shellfish Shellfish
Gamey fish Gamey fish
Fish oil Fish oil
Earthy Earthy
Nutty-buttery Nutty-buttery
Musty Canned salmon
Scorched Bitter

Metallic
Mouth drying
Mouth filling

Salmon (Salmo salar) Boiled potato Color Firmness Earthy taste
(69) Train odor Juiciness Fish oil

Fibrousness Train oil
Bitter
Metallic

Cod (Gadus morhua) Color Firmness Strength
(61) Flakiness Fresh fish

Resilience Saltiness
Juiciness Sweetness
Cohesiveness Stale
Fibrousness Bitterness
Roughness
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were found in taste quality, turbot and ocean perch were
given the highest scores. After 5 months, there were no
differences in odor quality but significant differences
were found for taste quality. After this point Pollock was
scored unpalatable. Texture of the flesh of the different
species can be grouped into three categories: relatively
firm, intermediate in firmness, and relatively soft. Color of
the minced flesh for all species changes only in the light-
ness of hue (79).

Atlantic cod (Gadus morhua) frame mince without
kidney tissue, responsible for ‘chemical’ and ‘petroleum’
type flavors, was stored at �14° or �40°C. Aroma, juici-
ness, texture and flavor of the cooked samples was evalu-
ated. Instron hardness scores were reduced during storage
observing a soft, mushy texture. Color is one of the most
important factors for mince quality. Panelist scored fillet
mince samples juicy with a soft and moderate texture. No
off-odors or off-flavors were detected. Frame mince sam-
ples were also juicy but more fibrous and firm than fillet
mince (80).

Raw, thawed cod mince texture is commonly evalu-
ated for springiness (0 � completely plastic, 10 � very
springy) and stickiness (0 � breaks down, 10 � very cohe-
sive). The frozen deterioration of cod mince is reflected in
an increase of cohesiveness (81). Texture scores in cod
frame mince stored at �7°, �14°, and �40°C for springi-
ness and cohesiveness are higher for mince stored at �7°
and �14°C. Changes during frozen storage change senso-
rial properties of the mince (82).

Quality changes of fish muscle are normally due to
autolytic chemical reactions, microbial proliferation, and
physical property alterations. Frozen storage of catfish
mince at �20°C can increase storage life to at least 
3 months (83). Washed and unwashed catfish mince do not
change color during frozen storage at �20°C (84).
Washing of catfish mince using sodium citrate, sodium
erythorbate, sodium citrate plus sodium erythorbate,
sodium citrate plus sodium erythorbate, and polyphos-
phate reduce lipids and increase Hunter ‘L’ values (85).

E. FRUIT AND VEGETABLES

The most common problems in frozen fruits and vegeta-
bles are reactions that cause changes in flavor, color, tex-
ture, and nutritional value. A major result of freezing on
fruits and vegetables is usually a loss of tissue firmness.
Freezing causes disruption of the membranes of cells, and
excessive softness (86).

Fast freezing rates produce a large number of small
ice crystals that causes less damage. Freezing large-size
foods involves problems due to thermal gradients. With
the high-pressure-shift method, samples are cooled under
pressure (200 MPa) to �20°C without ice formation, and
then pressure is released to atmospheric pressure (0.1 MPa).
This technique leads to uniform and rapid ice nucleation

throughout the volume of the specimen. This method
maintains the original tissue structure of the sample (87).

Blanching is often used to inactivate undesirable
enzymes that cause unfavorable effects on the quality of
frozen vegetables and some fruits. The use of peroxidase
as an indicator of the blanching process may result in the
loss of color, flavor, texture, and nutrients of vegetables
and fruits. Off-flavors from the deteriorated vegetables or
fruits can result from the oxidation products created by
the action of free fatty acids and/or peroxides degrading
enzymes (88).

1. Fruits

Fruits as a class are the most difficult of all products to
freeze without causing a radical change in their appear-
ance, texture, flavor, and color. Of all the common fruits,
the cranberry is about the only one that can be frozen
without special treatment and yet retains its flavor, color,
and appearance. All other fruits require packing in sugar
or syrup, or some other treatment. Without it, most black-
berries turn brown and become sour and flavorless (89).
Many of the tropical fruits are even more difficult to
freeze. Bananas turn black during thawing. Whole
oranges may break open, and upon thawing, become very
flabby and bitter and lose their characteristic flavor (89).

Raspberries, frozen without sugar or syrup, become
very soft and lose their characteristic flavor. Most plums
become so sour that they are almost sharp and also become
very flabby. Blueberries get very soft and lose much of
their flavor and aroma. Unripe fruit, which is still hard,
does not yield a product of desirable texture, flavor,
aroma, and color. Immature fruit when frozen and thawed
is usually very sour and often very bitter; furthermore,
color and aroma are usually lacking. Moreover, browning
and discoloration are more pronounced and, as a rule, the
texture is not good (89). Frozen fruits allowed to stand
after thawing are not as palatable as when served while
still slightly frosted. They tend to collapse with resultant
poor texture. Unless treated to prevent change, they dis-
color (90). Thus the nutrients, the desirable juices, the
sanitary quality, and the firm texture of fresh frozen food-
stuff may disappear with varying rancidity once the pro-
duce is left in the thawed condition.

Tree or vine-ripened fruit usually yields a better
frozen product as it is generally considered to have better
color and flavor than fruit that has been picked while still
immature and ripened in storage (89). On the other hand,
overripe fruit bruises easily and deteriorates rapidly even
when handled carefully and can develop undesirable off-
flavors in the frozen product (89).

Most blackberries are altered in color, flavor, and tex-
ture by freezing and thawing. Most of the common varieties
of blackberries and many of the dewberries turn brown and
become rather sour; consequently, most varieties are not
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suitable for freezing in small packages for use as desserts
(89). The English Morello variety is preferred for certain
purposes because of its more pronounced flavor. It is much
darker in color than the Montmorency and is considered
less desirable for freezing because of this characteristic
(89). Some authorities recommend the Early Richmond
variety for freezing but, although this cherry has a desirable
bright red color, it is likely to be soft and lacking in flavor
(89). The Royal Duke and May Duke varieties possess a
more pleasing cherry flavor than the standard red sour
cherry, the Montmorency. They are more meaty and conse-
quently do not collapse on freezing and thawing to the same
extent as does the Montmorency (89). Most varieties of
sweet cherries brown (oxidize) badly during freezing, stor-
age, and thawing. A marked change in flavor occurs simul-
taneously. Sweet cherries are mild in flavor; freezing and
thawing cause some loss of flavor, consequently frozen
sweet cherries are likely to be lacking in flavor (89).

The Mission variety of figs is considered best for
freezing because of pronounced flavor, good texture, and
attractive color. The Kadota and Adriatic varieties remain
unchanged in appearance but not so in the case of flavor.
The Calimyrna variety is inferior because of the develop-
ment of off-flavors in the skin and therefore unsatisfactory
unless peeled before frozen. Brown Turkey discolors badly
and has inferior flavor after being frozen (89).

New York state grapes retain flavor and other charac-
teristics during freezing and subsequent storage (89).
Muscat of Alexandria retains flavor and appearance best
after being frozen. The Thompson Seedless had a flavor
loss, but remain pleasantly sweet after frozen storage.

Pears become soft and watery during freezing and
thawing. They also lose much of their flavor. Because of
these undesirable changes, pears are not recommended for
freezing (89).

Black raspberries possess a delectable flavor and are
not altered appreciably by freezing. Unfortunately black
raspberries have a tendency to be seedy; further, the seeds
are much more noticeable and objectionable after freezing
and thawing (89).

In order to be desirable for freezing preservation, a
strawberry should have a pleasing potent flavor and acid-
ity that should be retained during freezing and thawing; it
should be a uniformly deep, bright red and should retain this
color during a long period of freezing storage. The berries
should be of uniformly good size and of firm texture.

Color is one of the most important attributes of food,
both for its aesthetic value and for quality judgment. In
strawberries, two anthocyanin pigments mainly determine
the red color: pelagornidon (Pgd)-3-glucoside and cyanidin-
3-glucoside in a ratio 20:1. These pigments are not very
stable chemically and may change easily if not properly
protected. (89). Freezing is one of the most important unit
operations to retain fruit quality during long-term storage.
Raspberry fruits (Rubus idaeus L.) frozen at �80°C and

stored at �20°C retain sensorial (color and aroma) and
nutritional qualities after 12 months (91). Freezing does
not change the volatile components that contribute to the
aroma of raspberry (α-pinene, citral, β-pinene, phellan-
drene, linalool, α-ionone, caryophyllene, and β-ionone).
However, freezing causes some cellular disruption that
increases the release of caryophyllene. The volatile con-
stituents of raspberry aroma remain after one year of frozen
storage (92).

Papayas have unusually high amounts of bound water.
This bound water has a high affinity for polysaccharides and
proteins, and remains unfrozen even at �20°C. Frozen stor-
age develops off-flavors and color modification after pro-
longed storage as a consequence of enzyme action. When
Papaya slices are cryogenically frozen at �80°C and
stored at �24°C for 12 months, proteins are denatured
and the activity of soluble peroxidases increase as a result
of mechanical damage produced by the growth of the ice
crystal and leading to color and texture modification (93).

Storage of custard apple (Annona squamosa L.) has lim-
itations, since it is perishable, and cold storage is not prom-
ising due to the development of brown color. The custard
apple pulp is frozen at �25°C and stored at �18°C. The
sensory attributes were evaluated using a 10-point hedonic
scale, and the conclusion formed that frozen pulp quality is
affected by freezing as compared to the fresh pulp (94).

The flavor of most fruit juices can be preserved better
by freezing than by any other method of preservation.
Despite this fact, the freezing of fruit juice has not devel-
oped nearly as extensively as the other food freezing
industries. The two principal reasons for this are: (1)
Properly prepared flash pasteurized juices are nearly as
good, and may be kept at ordinary room temperatures with-
out appreciable change of flavor; (2) thawing of juices
requires much time, and, if not carefully carried out, the
thawed juice may be inferior in quality to a good grade of
pasteurized juice.

If berries are pressed without heating or freezing, the
yield of juice is low, the juice obtained is pale in color, very
mild in flavor, and oxidizes very quickly due to oxidative
enzyme action (89).

Freezing and thawing of berries prior to pressing is
desirable as it extracts much color and relatively little tan-
nin (89). When Montmorency or English Morello cherries
are pitted much juice leaks from the fruit. This juice is
usually saved, and some of it is preserved by freezing.
Although this juice is of fine flavor, it is very pale in color
and so is not considered to be of high quality (89).

In the case of orange juice, slow frozen juice is likely
to have an “oxidized” flavor, whereas properly handled
quick frozen juice should not have this off-flavor.

The slush-freezing operation requires only six min-
utes, consequently, the system is very effective in rapidly
reducing the temperature of the juice to the point where
changes in flavor take place very slowly.
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Concentration of fruit juices involves sublimation, it
is possible to dehydrate fruit juice to a dry powder with-
out materially changing its flavor, although some of the
more volatile components are lost. The process not only pro-
duces less change in flavor than any other method of dehy-
dration but also yields a product that rehydrates almost
instantaneously.

If the original flavor of the juice is to be retained unim-
paired, it is important not only to thaw the juice quickly,
but also to keep the juice below approximately 10°C.

The anthocyanin contents of certain juices, i.e. straw-
berry, significantly decreases during frozen storage and
the addition of sugars significantly improves the pigment
retention (89).

2. Vegetables

It is more difficult to produce frozen vegetables with tex-
tural quality than to produce quality frozen fish and meat.
Textural quality of fruits and vegetables lessen upon
freezing and thawing, resulting in excessive softening (95,
86, 96, 98). This is the prime defect of frozen fruit and
vegetable products.

There is no single key enzyme that is responsible for
all the vegetable quality changes during frozen storage.
Quality changes include off-flavor development (lip-
oxygenase, lipase, protease), textural changes (pectinase,
cellulose), and color changes (polyphenol oxidase,
chlorophyllase, peroxidase, lipoxygenase) (99). In gen-
eral, if the blanching treatment is not sufficient to inacti-
vate catalase and peroxidase, frozen vegetables will
develop off-flavors. The development of hay like flavors,
bitterness, and odors in unblanched frozen vegetable may
be due to amino-aldehyde reactions (100).

The effect of low-temperature long-time blanching
(60°C for 2 hours or 74° to 79°C for 20 to 3 minutes) on
improvement of texture of frozen vegetables was observed
in several studies on different foodstuffs preserved by dif-
ferent methods, such as canned vegetables (101, 102) and
frozen carrots (103, 100, 104).

Processing conditions like blanching and freezing result
in substantial dissolution, depolymerization and apparent
destruction of cell wall pectins. As a result, pectins are
broken down into smaller sized polymers, lost interpoly-
mer associations, or were released from the primary cell
walls and middle-lamella, or remained loosely bound to the
walls by relatively sensitive bonds (101, 102, 103, 100, 104).

3. Mushrooms

Since most vegetables and fruits consist of many kinds of
enzymes, enzymatic reactions such as oxidation reaction,
browning reaction and discoloration present a problem to
the frozen vegetable industry. In order to keep better quality,

including color, flavor, aroma, taste, texture, and appear-
ance of the frozen vegetables, a lot of chemical additives
are occasionally used for this purpose. Because mush-
rooms are one of the easily browning vegetables caused
by enzymatic and chemical oxidations, there are many
kinds of enzyme inhibitors or antioxidants recommended
to prevent those quality lowering. While numerous factors
are involved in quality loss in frozen mushrooms, the most
detrimental is the enzymatic browning reaction (105).

Problems may occur during freezing and storage of
frozen mushrooms, e.g. loss of weight, decrease in nutri-
tive value, tendency of product to stick together, and
sometimes development of undesired color and off-flavor.
Shelf life of fresh mushrooms (Agaricus bisporus) is lim-
ited to 1 to 3 days at room temperature, 5 to 7 days at 0 to
2°C. Washing, freezing, and 1 day storage of mushrooms
contributed to the loss of ‘L’ value. No changes have been
reported in whiteness of frozen mushrooms after 90 days of
storage. However, washing with water increases browning
of frozen mushrooms. Immersion in boiling water increases
toughness as the storage time of frozen mushrooms
increased more than 14 days. The blanching process itself
reduces the initial mushroom whiteness (106), and blanched
frozen mushrooms show a remarkable toughness after
thawing and cooking. Frozen whole mushrooms, blanched
for 5 minutes have a tougher texture than those blanched
for 1 or 2 minutes.

Mushrooms immersed in boiling water before freez-
ing are quite acceptable for the consumer for all time stor-
age even though there is typically a loss of whiteness as
compared with mushrooms washed in water containing
sodium metabisulfite. Dipping mushrooms in 0.1% or
0.5% sodium metabosulfite solution for 5 minutes after
blanching has resulted in the best color and other quality
characteristics after freezing (107) of mushrooms in boil-
ing water before freezing was harmful to their texture.
Appearance and color of unblanched frozen mushrooms
were most affected by washing them in sodium
metabisulftite solution before freezing. Storage time of
frozen mushrooms results in lower discoloration of mush-
rooms washed in water containing sodium metabisulfite or
immersed in boiling water for 20 seconds than mushrooms
washed in water only. Their texture (shear-press reading)
was higher. Immersion in boiling water containing
sodium metabisulfite had a dual effect: a marked loss of
whiteness and a significant decrease of SO2 content. Also,
the sodium metabisulfite treated mushrooms tend to show
a marked toughness during storage.

Chemical dipping methods were effective in main-
taining desirable color of frozen whole and sliced mush-
rooms stored for 3 months (108). Excellent results in
stabilization of the color of frozen mushrooms by inhibiting
undesired discoloration have been obtained after washing
fresh mushrooms in sodium metabisulfite solutions (109).
The better quality of frozen mushrooms treated with sodium
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bisulfite solution was obtained before and after blanching.
EDTA and NaPO3 do not improve the color and other
quality such as dripping loss, texture, and sensory evaluation
scores.

Sodium bisulfite and sodium diethyldithio carbanate
after blanching has a higher ascorbic acid retention and
less dripping loss, but its organoleptic evaluation scores
were poor. Since sulfites are essential additives with impor-
tant effects on the whiteness stability of frozen mushrooms,
determination of the minimum amount of SO2 required to
maintain optimum of frozen mushrooms quality seems to
be necessary.

Loss of frozen mushroom whiteness after 1d has been
compared with fresh ones varying an average of 6% to
about 17%. No significant change in whiteness of frozen
mushrooms during 90 days of storage was detected when
short-time dipping in boiling water was applied. Storage
time of frozen mushrooms results in lower discoloration
(110). Most mushrooms are frozen commercially by air
blast or plate freezing methods. However, after freezing
some undesirable color and off-flavor may occur. The frozen
mushrooms made by individual quick freezing process
were better in quality, firmer in texture, and lower drip-
ping loss than that made by air blast freezing process.

The effects of processing vary with the chemical, phys-
ical, and sanitary conditions and sensory quality of the
frozen mushrooms. IQF mushrooms show better color and
higher sensory scores. After 120 days of frozen storage,
color and texture of mushrooms changed (107). Frozen
whole mushrooms blanched for 5 minutes had markedly
tougher texture than mushrooms blanched for 1 or 2 min-
utes. As the storage time of frozen mushrooms increased
from 3 to 6 months, shear press values increased very sig-
nificantly. The texture of Freon frozen and plate frozen
mushrooms was similar after 3 months storage. Blanching
time did not affect texture of frozen sliced mushrooms
significantly, but storage time did.

4. Leafy Vegetables

Texture is important in frozen leafy vegetables. After
freezing-thawing, firmness and crispness decrease and
rupture strain increases. The optimum freezing rate of
Chinese cabbage has been established at 5°C/minute
because of its high moisture, low sugars and thin cell walls;
therefore, freezing effects are more notable. Chinese cab-
bage frozen at 100 MPa and at 700 MPa shows an increase
in rupture strain. However, texture of samples frozen at
200 MPa, 340 MPa, and 400 MPa keep intact (111).

The green color of organically grown spinach
(Spinacia oleracea L.) evaluated by sensory evaluation
and Hunter ‘L’ value after 6 months of storage at �24°C
shows that color and sensory attributes of spinach depend
on the cultivar and these differences should be considered
during freezing (112). Lipid-acyl hydrolases (LAHases)

are responsible in lipid degradation during storage of veg-
etables. LAHases are found in spinach that naturally con-
tains large amounts of galactolipids and phospholipids,
substrates for LAHases. Formation of volatiles is the
result of oxidation of lipids in vegetables. The enzymes
involved in this process are lipases, phospholipids-
degrading enzymes, galactolipid-degrading enzymes, and
lipoxygenase. In spinach leaves, unsaturated fatty acids
are present in large portions and are oxidized to peroxides.
The resulting peroxides are decomposed to aldehydes,
ketones, and alcohols, causing off-flavors (88).

5. Asparagus

Studies have shown no significant difference in texture,
flavor or general acceptability differences in asparagus
existed due to blanching treatment (113). Blanching of
green asparagus (Asparagus officinalis L.) before freezing
is necessary to inactivate enzymes, which cause quality
changes during frozen storage. One of the changes is the
formation of aldehydes such as hexanal, that is described
as a green aroma and is a flavor compound formed during
auto-oxidation of linoleic acid. There is no difference in
texture of asparagus frozen using cryogenic and blast
freezing but there are differences on texture when aspara-
gus are kept at �30 or �70°C. During storage, shear force
values slightly increased (114). Blanched asparagus
stored at �18°C for 4 weeks and evaluated for appear-
ance, color, texture, natural flavor, off-flavor and general
acceptability showed that unblanched asparagus scored the
highest in appearance, while microwaved and unblanched
asparagus had the highest color scores. Flavor of aspara-
gus changed regardless of the blanching treatment. After
frozen storage, unblanched asparagus stems were signifi-
cant darker than blanched stems. Blanching had no effect
on lightness of asparagus stems or tips. Asparagus were
greener after blanching and less green after frozen stor-
age, also they were yellower after frozen storage (113).

6. Carrots

Freezing destroys the cytoplasmic structure, producing
loss of turgor, weakness of the cell wall and some degree
of cell separation. All these changes affect texture of the
product. The freezing temperature is the most critical fac-
tor that changes the cell structure of carrots; and the rate
and type of freezing that is the critical factor in tissue
damage. Firmness of frozen sliced carrots decreases by
about 50% as compared to raw samples (115). Quick
freezing results in better texture than slow freezing in car-
rots (100). The effect of freezing rate on firmness of raw
carrots is greater than that on firmness of blanched carrots.
The final temperature of freezing does not affect firmness
of thawed carrots. As the freezing rate from 0°C to �10°C
was quick, firmness of thawed carrots was maintained.
The amount of drip increased as freezing rate decreased.
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Effect of freezing rate on firmness of blanched carrots has
been shown to be the same as that of raw carrots. 
Consequently, quick freezing (�5°C/min) is best for accept-
able texture of frozen carrots (100). Tamura (116) found
that when carrots were preheated for 30 minutes at 60°C,
frozen at �30°C, thawed in a refrigerator and then cooked,
softening of carrots was greatly diminished but cell dam-
age was observed. Carrots frozen at �30°C, had great
amounts of cell separation, thus the optimum rate of freez-
ing for carrots has been determined to be �5°C/min
(117). Low-temp-blanched carrots frozen at �5°C/min
using a program freezer, should have minimization of
softening. Preheating increases firmness and rupture
strain of carrots, while freezing-thawing decreases firm-
ness and increases rupture strain. Firmness of carrots
decreases when frozen and thawed, except for raw carrots
frozen in a program freezer and thawed. Raw and pre-
heated disks frozen quickly (�5°C/min) using a program
freezer are typically firmer than those frozen at �35°C
using a conventional freezer. Differences in firmness of
blanched disks as compared to unblanched, have not been
noted. Quick-freezing results in better texture (firmness
and rupture strain) than slow-freezing, and also improves
the texture of frozen carrots. Texture of frozen carrots dif-
fers from that of boiled carrots (100). Blanching, High-
Temperature-Short-Time (HTST) and rapid freezing
at �4.5°C/min is recommended as optimum thermal pro-
cessing and conditions for improvement of textural qual-
ity in frozen carrots (118).

Also, freezing causes extensive degradation of cell
wall pectins in carrot tissue. This is evident by the loss 
of firmness. Freezing at rates of �4.5°C/min causes less
softening than slow rates (�0.19°C/min). Slow rates causes
loss of pectin material and structural damage due to grow-
ing ice crystals (118).

Before freezing, carrots are blanched to inactivate
enzymes that cause flavor deterioration during frozen
storage. Unblanched carrots develop an off-flavor due to
fatty acids released by estarases. The off-flavor is charac-
terized as ‘stearin’, ‘paraffin’, and ‘soap’. Loss of textural
quality during blanching, freezing and thawing includes
dehydration, damage, drip loss, tissue fractures and
mechanical damage from ice crystals during freezing.
Steam-blanched carrots subjected to blast or cryogenic
freezing and stored at �24°C for five months showed dif-
ferences in textural quality between blast and cryogenic
freezing. Decreasing the temperature from �30° to �70°C
resulted in increased toughness but no changes are
observed over time (119).

Studies have shown that carrots immersed in liquid
nitrogen (LN2) cracked and became unacceptable in
appearance, but those frozen at �5°C/min or �2°C/min
using a programmed freezer (final temp, �30°C) had a
better texture than those frozen in a conventional freezer
at �80°C, �30°C, or �20°C (117).

7. Broccoli

Broccoli (Brassica oleracea) is a highly perishable fresh
vegetable that, at ambient temperatures, will yellow and
become unmarketable in 1 to 3 days. About 37.8% in flo-
rets and 61.1% losses of chlorophylls a and b in stems
occurred during freezing storage at �20°C (120). This
loss of green color is a major limiting factor in shelf-life of
broccoli. Boiling-water blanched broccoli stored at �18°C
for 4 weeks has excellent sensory scores for visual appear-
ance and color (121). Blanching has a significant effect on
yellow color intensity (b* value, Hunter). Immediately
after blanching, stems and florets are more yellow than
unblanched samples. These differences remain after
frozen storage for florets but not for stems. All blanching
treatments increase chroma (color saturation) of broccoli
florets and stems compared to unblanched broccoli (122,
121). To avoid the development of dimethyl sulfide (off-
aroma) in frozen broccoli, florets must be blanched for 
90 seconds before freezing (123). After frozen storage no
significant lightness differences due to blanching treat-
ments have been noted in recent findings.

8. Green Beans

Brewer et al (124) reported no difference in either visual
color or appearance scores of frozen green beans due to
blanching treatment. Brewer et al (124, 121) found that
blanching treatment had significant effects on flavor, off-
flavor, tenderness and crispness of green beans and broc-
coli that had been in frozen storage. Brewer et al (124)
reported that blanched green beans were greener (higher
hue angle) than unblanched beans; this trend was still evi-
dent after frozen storage.

Samples of green beans have been shown to be more
yellow (higher Hunter b value) after frozen storage than
immediately after blanching. Immediately after blanch-
ing, blanched asparagus tips were yellower than fresh and
blanched tips. These differences were lost after frozen
storage. No differences in yellowness of stems existed
either immediately after blanching or after frozen storage.
Brewer et al (121) reported similar blanching and freezing
effects on yellowness of broccoli florets and stems.
Similar color changes have been reported in blanched
green beans during frozen storage (125). Sensory charac-
teristics, such as color, texture and flavor, are affected by
blanching. For green beans, appearance, beany aroma,
sweetness, green flavor, aftertaste (metallic/astringent),
tenderness, crispness, and wetness are the principal sensory
attributes to evaluate in frozen products. After four weeks
of frozen storage, color values drop by 50%. Blanching
treatment have no effect on visual color, appearance,
aroma, sweetness, raw starchy flavor, green bean flavor,
overcooked flavor, aftertaste, tenderness, crispness, and
wetness of frozen green beans (124). After 12 weeks of
frozen storage, panelists detect no differences in color,
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sweetness, aroma, firmness, and presence of off-flavors.
Off-flavor is detected in frozen cooked samples that are
blanched using microwaves. This off-flavor is describes as
grassy, bitter and stored (122).

Bennion (126) stated that two results of chemical
changes that may occur during frozen storage of foods are
off-odors and off-flavors. Campbell et al (127) noted that
one of the principal reasons for off-flavors is rancidity of
the fatty material in unblanched frozen vegetables. Noble
and Winter (128) reported that in unblanched frozen green
beans marked off-flavors developed rapidly by the end of
four weeks. Off-flavor descriptions for unblanched frozen
green beans reported by Moriarty (129) included earthy,
sour and bitter.

Bennion (126) suggested that off-odors in frozen raw
or insufficiently blanched vegetables may be attributed to
the accumulation of volatile carbonyl compounds during
frozen storage. Chow and Watts (130) reported that rancid
odors in frozen green beans were related to malonalde-
hyde values, used as an index of unsaturated fatty acid
oxidation. Lipid oxidation as determined by both the thio-
barbituric acid test and acetaldehyde formation from anaer-
obic fermentation contributed to flavor deterioration in
frozen green beans.

After frozen storage, steam-blanched and boiling-
water blanched beans had the lowest shear values. Visual
color was poorest for microwave-blanched. Microwave
blanching green beans for 3 minutes in a covered con-
tainer or bag prior to 4 weeks frozen storage resulted in a
product that was not different in retention of color from
boiling-water blanched beans; however, these bean sam-
ples differ in tenderness and crispness from boiling-water
blanched beans.

Katsaboxakis and Papanicolaou (125) found that
blanching green beans (30–90 seconds) increased negative
aL values and aL/bL ratio during frozen storage. Negative
Hunter ‘a’ values measure sample greenness. Unblanched
green beans have higher odor and flavor scores before
storage but are considered organoleptically unacceptable
for the same attributes after the first months of frozen stor-
age and at all subsequent storage times. Blanched samples
for 30-90 seconds are slightly superior in sensory qualities
compared to those receiving more drastic heat treatment.

Hue angle (tan�1(b/a)) has been shown to be higher
for boiling-water, steam, microwave-blanched fresh beans.
The same general trend for hue angle has been shown to
still be evident after 4 weeks in frozen storage and cook-
ing. Higher hue angles indicate that the sample color was
greener.

After 4 weeks in frozen storage and cooking, chroma
was greater for steam and microwave-blanched beans than
for unblanched green beans. Total color values drop by
nearly 50% after storage and cooking for most blanching
treatments; total color of microwave-blanched beans has
been shown to drop over 70%. Katsaboxakis and

Papanicolaou (125) reported significant color loss (Hunter
L value, a/b ratio) due to green bean blanching time and
time in frozen storage.

After frozen storage, blanching treatment had no effect
on visual color, appearance, aroma, sweetness, raw starchy
flavor, green bean flavor, overcooked/canned flavor, after-
taste, tenderness, crispness, wetness or degree of liking of
cooked green beans. Microwave-blanched beans had more
aftertaste than boiling-water blanched beans (125).

Sensory evaluation after 9 months of frozen storage
found no significant difference in green bean off-flavor
between short and long blanch times at any storage tem-
perature. Off-color was significantly higher in green beans
that were blanched for 63 seconds, however, indicating
that in this commodity color may be the limiting factor 
in frozen storage. In the case of green beans, off-flavor is
eliminated by a one min blanch, but off-color prevention
may require a longer time (125).

9. Peppers

A major problem of jalapeño peppers (Capsicum annuum)
is the soft texture after exposure to heat and salt brines with
a pH less than 3.5. To overcome this problem, jalapeños
can be frozen. The maximum firmness of frozen jalapeño
pepper is 4.8 times that of unfrozen samples (131).

10. Tomatoes

Sensory characteristics of tomatoes include appearance,
red color intensity, tomato flavor intensity, texture, natural-
tomato flavor, off-flavor and general acceptability. After 
6 weeks of frozen storage, boiling-water blanched toma-
toes have the highest scores for appearance, tomato flavor
intensity, and natural tomato flavor. Steam blanched toma-
toes have the lowest appearance scores. Unblanched
frozen tomatoes are usually mushy and least firm after
storage (132). Tomatoes blanched (4 minutes) using con-
ventional boiling water, steam, microwaved in a glass
container, and microwaved in boilable bags demonstrated
that though visual color and sensory attributes were high-
est for boiling water blanched tomatoes, microwaved-
blanched tomatoes retained more nutritive value in the
finished product (132). Pectin methylesterase (PME) can
cause texture deterioration in processed tomatoes during
storage. Blanching, which reduces the loss of product tex-
ture, inhibits PME activity as well as the activities of other
deteriorative enzymes (132).

Lycopene, the primary pigment in tomatoes, is affected
not only by exposure to oxygen from the air, but also by
heat during processing, which may cause isomerization of
trans-double bonds in the pigment to cis forms (133). This
shift in structure can cause a reduction in color intensity
of a variety of food products (134). Preliminary acceptance
or rejection of a food is usually influenced by the visual
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appearance including color and texture (135). Any changes
in blanching technique must take into account the alter-
ations in product color that often occur. This reduced, but
still substantial, PME activity may be the reason for poor
sensory texture of unblanched frozen tomatoes; as PME
breaks down pectic substances, tissues lose structural
integrity becoming soft and mushy (132).

Immediately after blanching, microwave-blanched
tomatoes have been shown to be lightest (Hunter L value) in
color. Boiling water-blanched tomatoes are redder (Hunter
a value) with a similar trend for yellowness (Hunter b value).
However, after frozen storage, steam-blanched tomatoes
are lighter in color followed by microwave-blanched and
unblanched tomatoes. Lightness of steam and microwave-
blanched tomatoes change little during storage. Although
total carotene content does not change as vegetables are
heated in water, there is a shift in the visual color: orange
carrots may become more yellow, and red tomatoes may
become more orange-red (135).

Blanched tomatoes have lower hue angles than do
fresh tomatoes indicating that blanched tomatoes are more
“true red” than fresh tomatoes. Hue angles decrease after
frozen storage.

Chroma increases by two-fold as a result of the
blanching process. After frozen storage, total color drops
significantly. After 6 weeks of frozen storage, boiling
water-blanched tomatoes have the highest scores for
appearance, tomato taste intensity, and natural tomato fla-
vor followed by microwave-blanched tomatoes. Brewer et al
(121) found a similar trend for broccoli. Steam-blanched
tomatoes had the lowest appearance scores. Unblanched
tomatoes were most mushy and least firm after storage.
No texture differences exist among boiling water and
microwave-blanched samples.

Begum and Brewer (113) found only moderate
acceptability scores for asparagus (3.27–3.48 on 5-point

scale) for all blanching treatments and reported that
appearance and color appeared to have greater impact on
acceptability than did flavor. Unblanched tomatoes had
the lowest scores for general acceptability as compared to
blanched by various methods. Stone and Young (122) also
reported that, in general, microwave blanched vegetables
are less acceptable in terms of texture and flavor than
those that are steam or water blanched. Some microwave-
heated vegetables exhibit toughening and may have grassy
or strong off-flavors and aromas (136, 122). These results
may be attributed to the amount of water used during
blanching, high microwave power level or extended
heating time. However, tomatoes are softer products that
are likely to soften even more as pectic substances are 
solubilized.

Individually quick freezing (IQF) versus blast freez-
ing does not influence texture of sweet corn and green peas.
Also, no changes in color are observed in green aspara-
gus, green beans and green peas. Asparagus and green
beans blast frozen show softening and sweet corn higher
color values (137). For sweet corn on the cob (Zea mays),
frozen using a blast freezer it is recommended to reduce
blanching time from the sensory point of view because
longer blanching times results in reduced firmness and
freshness and also increase cooked flavors (123).

Freezing method does not affect the color of green
vegetables but does affect corn. Blast frozen sweet corn has
higher blue (less yellow) color than the IQF sweet corn.

In many vegetables the limiting quality attribute dur-
ing frozen storage is off-flavor development, which is
most often catalyzed by lipoxygenase. Williams et al
(138) evaluated the sensory character of blanched veg-
etable purees to which isolated enzymes had been added
and found that lipoxygenase was the enzyme most active
in aroma deterioration in English green peas and green
beans. Lipoxygenase is widely distributed in vegetables
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TABLE 58.5
Color, Appearance, Aroma, Flavor and Texture of Selected Vegetables

Sensory Attributes

Commodity Color Appearance Aroma Flavor Texture

Green beans Green Plump Grassy/green Sweet Tenderness
(124) Beany Green bean Crispness

Overcook Wetness
After taste

Tomatoes Intensity Uniformity of color Aroma Bitter Intact
(132) Wholeness Natural flavor Mushy

Sweet Firm
Off-flavor

Broccoli Green Plump Grassy/green Sweet Tenderness
(121) Starchy Crispness

Broccoli Wetness
Overcooked
After taste
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and evidence is mounting to support its involvement in
off-flavor development and color loss.

In the case of corn, green beans, and green peas, there
is fairly strong evidence that off-flavor development is the
limiting factor in frozen storage and lipoxygenase activity
is the primary culprit.

Supersweet corn is popular as a fresh, frozen or dried
product, however blanching often results in carameliza-
tion of these high sugar varieties and formation of an
undesirable gray or brown product. Industrial blanch con-
ditions were established based on the requirement for per-
oxidase inactivation, however off-flavor catalyzed by
lipoxygenase is the greatest limitation to storage life.

Sensory results for stored kernel corn indicated that
unblanched kernels were significantly less desirable in
appearance, texture, flavor, and overall desirability. It
would appear that a one min, or possibly shorter, blanch was
adequate to ensure the sensory quality of frozen Supersweet
kernel corn.

Corn-on-the-cob sensory results show that, although
the appearance of both unblanched and 3 minute blanched
samples were preferable to those blanched longer, a
longer blanch treatment resulted in better flavor and over-
all desirability after all storage times.

There have been shown to be no significant differ-
ences in off-flavor or off-color between the short and long
time blanched corn after 9 months storage at �8°C, 0°F,
or �8°F.

F. SPICES, HERBS, AND SEASONING BLENDS

A spice is any aromatic vegetable substance in whole,
broken, or ground form, except for those substances that
have been traditionally regarded as foods, such as onions,
garlic, and celery; whose significant function in food is
seasoning rather than nutritional; that is true to name, and
from which no portion of any volatile oil or other flavoring
principle has been removed (139).

The shelf-life of spices is greatly extended while kept
in their whole form, but when ground the shelf-life is
reduced. The ideal condition for storage of spices is to
keep them cool, dry, and protected from light. These stor-
age conditions, in addition to airtight packaging, will
reduce oxidation. Freezing is a prime choice of storage
condition. The freezing of spices has little to no affect on
the sensory properties of spices. Freezing is the means in
which the “Gold standard” of a spice is typically pre-
served. The sensory properties of spices and herbs include
aroma, appearance, color, flavor, pungency, and in some
cases textural aspects. Sensory profiles can be used to
define broad parameters, backed by specific and measur-
able physical parameters such as moisture, particle size,
bulk density, color, and where appropriate, heat units.
Several of the physical parameters, such as particle size

and solubility, although not primarily responsible for fla-
vor, influence this attribute (140).

The shelf-life of a spice, herb or seasoning blend will
depend upon many variables that are typically character-
istic of either the raw materials or the packaging, the dif-
ferent characteristics of the spice or herb, or possibly the
different types of ingredient(s) used singly or in blended
form. Typically, the detrimental properties would be loss
of flavor and/or product lumping. Flavor deterioration is a
problem when the more volatile ingredients are used,
especially spice extracts, oils, and liquid flavors, which
have been plated onto a non-absorbent base, such as salt,
dextrose, malto-dextrin, or possibly starch. There is virtu-
ally a non-existent barrier by which to hold these volatiles
in the compounded blend into which they have been
incorporated. Thus, even to freeze these types of products
would be of little benefit for flavor and aroma retention.
From an appearance standpoint, the product could appear
slightly faded, but could possibly appear quite normal in
color, size, shape, texture and so on. Rancidity is another
concern for flavor and aroma deterioration. In particular,
spices that have high oil contents often develop rancidity
if not properly stored. Freezing most definitely delays this
deleterious property (140).

Flowability is a concern for spices and spice-herb sea-
soning blends because loss of moisture in the product
causes lumping, as well as moisture absorption causing
stickiness with certain spice oils. Free-flow agents are
often added to spice blends to assist with this problem.
Freezing does not tend to detrimentally affect these types
of spice–herb blends. Most seasoning blends typically have
a shelf-life of 3–6 months if properly stored. However, if
frozen, this timeline can be extended to 6 months to 1
year. Many spice “houses” and distributors store spices,
herbs, and seasoning blends up to 2 years without loss of
quality and sensory attributes. However, this shelf-life
extension becomes an argument for what the end con-
sumer is willing to accept in terms of perceived freshness
of the product. Cryogenic milling of certain spices avoids
the volatilization, oxidation and enzymatic damage asso-
ciated with conventional milling techniques. The higher
volatile content of these spices (e.g. nutmeg, mace, and
cinnamon) provides improved shelf-life and flavor percep-
tion. Thus, using cryogenics these can be extended (140).

G. MEATS

Preservation by some means is absolutely essential for
prolonging shelf-life, and for storage of all fresh meat and
most processed meat products. Regardless of the method
used, preservation is accomplished by restricting, or in
some instances completely inhibiting, microbial activity,
as well as enzymatic, chemical, and physical reactions that
would otherwise cause deteriorative changes and spoilage.

58-24 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C058.qxd  14/Oct/05  07:24 PM  Page 24



The purpose of freezing is the preservation of the original
characteristics of the product for an extended period of time.
The main requirement is that the product before freezing
is in an optimal condition from both microbiological and
chemical standpoints. The quality of frozen meat is affected
by conditions during freezing and subsequent frozen stor-
age, and the length of the storage period. Quality changes
occurring during storage at temperatures less than �10°C
(14°F) are unrelated to bacterial growth or metabolism
and are of (bio)chemical origin (e.g., drying and oxidation).
In lean muscle at �5°C (23°F), approximately 85% of 
the water is frozen; at �30°C (�22°F) nearly 100% of 
the water is frozen. Due to the presence of solutes,
the freezing point of muscle is approximately �2°C
(28°F) (141).

The major physical/chemical changes which occur
during storage of frozen foods are typically a result of (1)
oxidation of lipids, (2) denaturation of proteins, (3) dis-
coloration of product, (4) sublimation of ice, and (5)
recrystallization of ice crystals. Chewiness, juiciness, and
rancidity are the sensory attributes to be monitored during
the storage. Freezing is one of the most effective methods
for meat preservation. Low temperature not only protects
the product from microbiological spoilage but also slows
down the rates of other degradative biochemical reactions.
In spite of the many advantages however, freezing causes
certain unfavorable changes in meat quality. Ice occupies
a greater volume than water, and the exclusion of solutes
from ice crystals causes an increase in the ionic strength
in unfrozen water. Together these phenomena cause a loss
in tissue structure and a partial denaturation of some mus-
cle proteins, in turn reducing protein solubility and gela-
tion capacities (142).

Freezing and frozen storage produce or enable delete-
rious changes that can reduce meat quality depending on
storage time, temperature, freezing rate, and protective
packaging used. Secondary breakdown products of lipid
oxidation, especially malonaldehyde, have been shown to
precipitate on and crosslink muscle proteins, resulting in
reduced ability to hold water under physical or thermal.
Low-molecular-weight aldehydes and ketones are known
to have strong odors and flavors at low concentrations,
some of which are objectionable to sensory panels (143).

Color may be the most important characteristic affect-
ing consumer decision-making on acceptability of meat
and meat products (143). Such discrimination may be
warranted, as meat color is the quality trait most suscepti-
ble to alteration by environmental conditions (144).

Consumers associate color with good quality (145,
146). Freezing or frozen storage generally does not affect
the color of cooked meat (147). In frozen meat, color
changes as a result of storage time, temperature, freeze-
thaw cycles, and exposure to light (148, 149).

If flesh tissue is frozen rapidly, the cellular fluids remain
in their location and freeze as tiny crystals uniformly 

distributed throughout the tissue. The faster the transition
from 0° to 5°C, the less the translocation of water during
freezing (150). Slow freezing results in more thawing drip
and less expressible juice than quick freezing (151). Slow
freezing causes fluid in the extracellular spaces to freeze
first, thus increasing the concentration of solutes and
drawing water osmotically from the still-unfrozen cell
through the semi-permeable cellular membrane. There is
therefore extensive translocation of the tissue fluid such
that the fibers appear shrunken and, in some cases, dam-
aged through rupture of the myofibrillar walls. Drip loss
is not only disadvantageous economically but can give
rise to an unpleasant appearance. Drip loss is due to denat-
uration of proteins by the high ionic strength of extracel-
lular fluid.

Drip losses, cooking losses, and shear strength
increased with time in frozen storage. Samples with 30%
fat had greater drip and cooking losses than did samples
with 15% fat. Storage temperatures affected drip and
cooking losses but not shear strength. Increased storage
time also resulted in loss of color.

Protein damage is a function of time and the quantity
of drip will tend to increase as with time in storage (152).
Furthermore, the free moisture is a medium for potential
bacterial spoilage, and also represents loss of flavor in the
meat as nutrients such as vitamins, proteins, and minerals
are dissolved in the exudate. Slow freezing rates product
greater damage to the mitochondria in the cells than fast
freezing, and consequently there is a greater release of
enzymes (153).

Freezing is recognized as an excellent method for
preservation of meat. It results in fewer undesirable changes
in qualitative and sensory properties of meat than other
methods of preservation. In addition, most of the nutritive
value of meat is retained during freezing and through frozen
storage. Some loss in nutritive value occurs when water-
soluble nutrients are lost in thawing drip, but the amount
of drip and nutrients varies with freezing and thawing
conditions. Nutrients found in drip include salts, proteins,
peptides, amino acids, and water-soluble vitamins. A
study by Anon and Calvelo (154) confirmed that drip loss
is reduced by shortening the freezing period, although
Bechtel reported that protein in the drip was unaffected by
the freezing rate. Meat proteins are less affected by freeze
concentration; Jalang et al (155) found that regardless of
species, frozen muscle at �19°C provided more express-
ible (press) fluid than fresh muscle, although pork had
more press fluid than beef or lamb. Wagner and Anon
(156) explained the effect of freezing rate on denaturing
by noting that myofibrillar proteins denature in two
stages, with an initial rapid reaction followed by a slower,
second stage, with the myosin molecule continuing to
denature and leading to a decrease in solubility and vis-
cosity (157). None of the nutrients present in meat is
destroyed or rendered indigestible by freezing. Dark color
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of fresh frozen meat brightens upon exposure to oxygen or
air. Thus, qualitative properties of frozen meat approximate
those of fresh meat (158).

In general, sensory characteristics such as rancid,
acid, sour and bitter odor and flavors, and rubbery texture
increase over time in frozen storage when juiciness
decreases. Exclusion of oxygen appears to have the greatest
impact on preservation of sensory characteristics. Based
on sensory data, apparently, frozen storage of ground pork
should be limited to 26 weeks even with vacuum-packaging
if “fresh pork” sensory and physical characteristics are to be
maintained (158).

Apart from temperature, the nature of the muscle food
product is a decisive factor in determining storage time.
Ground product with its greater surface area and potential
for oxygen penetration is more sensitive to oxidation (ran-
cidity) than whole pieces of meat. As pork contains more
unsaturated fatty acids, it is more susceptible to oxidative
rancidity than beef. Undesirable oxidation and dehydration
occurring during frozen storage may be limited by proper
packaging (159).

The length of time meat is held in refrigerated storage
prior to freezing affects ultimate frozen meat quality. To
preserve optimum quality, meat to be frozen must be han-
dled with the same care as refrigerated meat, especially if
products are going to be in freezer storage for several
months. Some deterioration continues to occur in meat
even at freezer storage temperatures. In addition, quality
of frozen meat is influenced by freezing rate, length of
freezer storage, and freezer storage conditions i.e., temper-
ature, humidity, and packaging materials used. Included
among changes that may occur during frozen storage are
development of rancidity and discoloration, with the latter
change being due to surface dehydration due to micro-
bial and enzymatic activity. At temperatures below
about �10°C, most deterioration due to microbial and enzy-
matic activity is essentially curtailed. On the other hand,
in meat with relatively high microbial loads or in improp-
erly chilled meat, slow freezing rates may allow consider-
able microbial growth (158). The main effect of freezing
upon microorganisms is a cessation of growth. Some micro-
bial destruction will occur during the freeze/thaw process,
but freezing should not be regarded as a reliable means of
destroying microorganisms other than parasites (160).

Tempering produces the most rapid increase in myoglo-
bin and lipid oxidation. This is probably the result of both
the thawing process and temperature fluctuations. Thawing
provides an ideal environment for the formation of new,
large ice crystals and the temperature fluctuations during
tempering further enhance ice crystal growth and formation
(161). The formation of large ice crystals enhances muscle
fiber shrinkage and distortion and increases the solute con-
centration, which disrupts the integrity of the muscle cells.
Such changes permit catalysts of oxidative reactions to
come into contact with myoglobin and lipids (162).

Freezing rates affect physical and chemical properties of
meat. They may be influenced by temperature of the freez-
ing medium, type and movement of the freezing medium,
packaging materials used, and composition of meat pro-
ducts to be frozen. In the latter case, tissues containing fat
have lower thermal capacity than lean tissues, and there-
fore freeze more rapidly (158). A key property for all the
components and membranes of muscle foods is their elas-
ticity. The elasticity determines the consequences of freez-
ing and quality of the resulting thawed material (157).

Undesirable physical and chemical effects occurring
in meat during freezing are associated with one or more of
the following factors: (1) formation of large ice crystals in
extracellular locations, (2) mechanical damage to cellular
structures resulting from volume changes, and (3) chemi-
cal damage caused by concentration of solutes, such as
salts and sugars. Nonvolatile solutes lower the freezing
point and therefore, meat freezes at approximately �2°C
to �3°C. Extent of damage to meat tissues attributable to
these three factors is influenced by freezing rate (158).

During slow freezing, temperature of meat products
remains near the initial freezing point for an extended
time. As a result, a continuous freezing boundary forms
and proceeds slowly from exterior to interior. During the
process of slow freezing, long periods of crystallization
time exist, producing numerous large extracellular masses
of ice crystals that are easily lost as drip during thawing.
Mechanical damage due to volume changes is more likely
to occur during slow freezing because of expansion asso-
ciated with formation of large ice masses, as well as con-
comitant shrinkage of muscle fibers that have lost water to
extracellular pools. Such muscle tissue has distorted
structure in frozen form that completely obliterates nor-
mal striations (158).

Cryogenic freezing is a rapid freezing method utiliz-
ing condensed gases such as liquid nitrogen, nitrous oxide
(N2O) and dry ice (CO2). This rapid freezing is primarily
the consequence of very low initial temperature. Costs for
cryogenic freezing are greater than for conventional freez-
ing. Justification for this method is better achieved quality
(163). During cryogenic fast freezing, meat product tem-
peratures fall rapidly below the initial freezing point.
Numerous small ice crystals with filament-like appear-
ance are formed both intra- and extracellularly at approx-
imately the same speed. Because of rapid rates of heat
transfer, small ice crystals formed have little opportunity
to grow in size.

Thus, fast freezing causes spontaneous formation of
many small ice crystals resulting in discontinuous freez-
ing boundaries and very little translocation of water. Since
most of the water inside muscle fibers freezes intracellu-
larly, drip losses during thawing are considerably lower
than in thawing of slowly frozen meat. In addition, mus-
cle fiber shrinkage and distortion are minimized during
fast freezing, resulting in near normal ultrastructure in the
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frozen state. Volume changes are less and periods of crys-
tallization are shorter than in slowly frozen muscle and,
consequently, mechanical damage is correspondingly less.
Filament-like ice crystals entrap solutes and thus mini-
mize the ion concentration effect. In addition, smaller and
more numerous ice crystals in rapidly frozen meat reflect
more light from meat surfaces, resulting in lighter color
than that of slowly frozen meat (158).

Conditions under which frozen meat is stored are even
more important for maintaining quality. The length of
time frozen meat may be successfully stored varies with
species, type of product, freezer temperature, temperature
fluctuations, and quality of wrapping and/or packaging
materials. In general, lowering storage temperatures may
extend storage time of all types of frozen meat. Rates of
chemical deterioration are greatly reduced by freezing,
but reactions such as oxidative rancidity continue slowly
even in the frozen state. Most chemical changes could
essentially be eliminated by reducing temperatures
to �80°C, but such temperatures are not economically
feasible in most storage facilities. Growth of putrefactive
and spoilage microorganisms, and most enzymatic reac-
tions, are greatly reduced, if not entirely curtailed, at tem-
peratures below �10°C. In general, storage temperatures
of less than �18°C are recommended for both commer-
cial and home freezer units. Most of these units operate at
temperatures between �18 and �30°C. Although it is
expensive to maintain the lower temperatures of this
range, length of meat storage life may be significantly
extended (158).

Temperature fluctuations during frozen storage
should be avoided as much as possible, to minimize the
ice crystal growth, formation of large crystals, and associ-
ated drip losses. Almost all water in meat is frozen at
about �18°C. However, as temperature increases,
unfrozen proportions increases and become especially
marked above �10°C. Small ice crystals are thermody-
namically less stable than large crystals. Water molecules
migrate from small crystals through unfrozen pools of water
to recrystallize and form large ice crystals. Migration,
recrystallization, and ice crystal growth are enhanced by
relatively high storage temperatures and by temperature
fluctuations. Fluctuating storage temperatures also may
cause excessive frost accumulation inside packages, much
of which is lost as drip upon thawing (158).

Acceptable quality may be maintained in frozen meat
products for several months, only if certain critical pack-
aging requirements are met. These requirements include
use of vapor proof packaging material to keep moisture 
in and oxygen out of packages. Moisture losses, due to
improper packaging materials or techniques, result in
dehydration and freezer burn, and oxygen from air in
packages causes oxidative changes, including rancidity.
Another requirement for quality maintenance for extended
periods of time, is to eliminate as much air as possible

from packages. Other requirements include use of odor-
less, grease proof packing materials that are strong when
wet and resist scuffing, tearing, and puncturing under nor-
mal handling conditions (158).

The amount of time meat may be held in frozen stor-
age, while maintaining acceptable quality, depends on
degree of saturation of meat fats. Since fish, poultry and
pork fats are more unsaturated than beef and lamb fats, they
are more susceptible to oxidative changes. Hence, recom-
mended frozen storage times differ for various species.
Gradual decreases in flavor and odor acceptability during
frozen storage are primarily due to oxidation of lipids
(158). The freezing process causes changes in the struc-
ture and color of the muscle. Storage temperature, light
intensity, type of display area and packaging all affect the
rate of deterioration. The color of frozen meat is known 
to vary with the rate of freezing. Taylor (164, 165) found
that, with lower freezing rates, the appearance of the pro-
duct changed and at very low rates, there was a marked
development of translucence leading to a lighter product.
Zaritky et al (166) concluded that small crystals, formed
by fast freezing, scattered more light than large crystals
formed by slow freezing and hence, fast frozen meat was
opaque and pale and slow frozen meat was translucent 
and dark.

Length of frozen storage is influenced by processing
state of meat products i.e., fresh, seasoned, cured, smoked,
precooked, comminuted, or chemically preserved. Salt
enhances development of rancidity, and processed meat
products containing salt have limited frozen storage life. It
is generally recommended that cured and smoked products
not be stored frozen or stored only for very limited time.
Sliced meat products such as bacon and luncheon meat,
should not be frozen unless vacuum packaged because air
incorporated during slicking, together with contained salt,
lead to rancid flavor development in a matter of days or
weeks. Precooked frozen meat and poultry products lose
their “fresh cooked” flavor during frozen storage and
develop “warmed over” flavor due to lipid oxidation.
These oxidative changes increase with cooking time, but
are minimized to some degree by treatment with polyphos-
phates, bases or gravies. Oxidation is inhibited by pH
increases caused by polyphosphates and by natural antiox-
idants present in many bases. Frozen storage life of pre-
cooked meat products also may be extended by packaging
in inert gas, such as nitrogen, in which case elimination
of oxygen from packages is responsible for inhibition of
oxidation (158).

Sensory quality after freezing in restructured meat
products can be similar to that of processed meats. In the
manufacture of restructured products, there are additional
factors which may also accelerate the rate of discolor-
ation, which is the main sensory quality altered by low
temperature storage. Of these factors, (1) grinding and
mixing (167), (2) addition of sodium chloride (168, 169),
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and (3) tempering of frozen meat logs (161) attribute also
to loss of sensory appeal. Several serious problems,
namely, color instability and fat oxidation, are encoun-
tered in restructured meats. Variable color patterns of
restructured meat, especially beef products, continue to
trouble processors, and color instability is a prime limita-
tion to acceptance of restructure meat products in the
retail trade (170).

Cured meats develop rancidity more rapidly than
frozen fresh meats. It is customary to freeze bellies or
hams only before curing. In addition to rancidity, changes
in flavor and texture occur in frozen cured meats. The rel-
ative stability of refrigerated cured meats decreases the
need for frozen storage; however, the end user may desire
to freeze portions of large products, such as ham. This can
be done if the meat is properly wrapped and not held in
the freezer for more than a few weeks. Longer storage
periods lead to flavor changes (163). Mitchell et al (171)
found that while freezing and thawing steaks did not seri-
ously affect the quality of the meat, steaks cooked directly
from the frozen state were more juicy and had more flavor
than those thawed first. However, they found that steaks
thawed before cooking were slightly more tender than
unthawed steaks, although there was little difference
between steaks thawed in a microwave oven, in a refriger-
ator, or in air, a result also established by Moody et al (172).
The lower juiciness ratings for thawed steaks were attributed
to drip loss during thawing (173).

The thawing process probably does greater damage to
meat than freezing. Several factors are responsible for
damaging effects occurring during thawing. Thawing
occurs more slowly than freezing, even when temperature
differentials are the same. Further, temperature differen-
tials in thawing are generally much less in practice than
those used in freezing. During thawing, temperatures rise
rapidly to the freezing point, then remain there throughout
the entire course of thawing. This situation increases the
duration of thawing compared to freezing and provides
greater opportunity for formation of new, large ice crystals
(recrystallization), for increased microbial growth, and for
chemical changes. Thus, time-temperature patterns of
thawing are more detrimental to meat quality than those
of freezing (158). Time required for thawing frozen meat
depends on a number of factors: (1) temperature of meat,
(2) thermal capacity of meat (lean products have higher
thermal capacities and therefore thaw more slowly than
fat products), (3) size of meat products, (4) nature of
thawing medium (water provides faster heat transfer than
air), (5) temperature of thawing medium, and (6) move-
ment of thawing medium (158).

Factors affecting quality of frozen meat can be
ranked, in order of importance as follows: (1) frozen stor-
age conditions, (2) thawing conditions, (3) freezing rate,
and (4) prefreezing treatment and handling. Frozen storage,
as conducted under commercial and household conditions,

is the most damaging phase in handling and processing of
frozen meat. Even though damage due to recrystallization
of ice occurs during thawing, it is generally less severe
than that occurring during storage because of shorter times
involved. Original differences in product quality, caused
by fast rather than slow freezing rates, gradually diminish
during several months of frozen storage. In addition, cook-
ing further reduces differences in quality caused by dif-
ferent freezing rates (158).

The single factor exerting most damaging effects on
meat products during frozen storage is temperature, par-
ticularly as it fluctuates. Deleterious effects produced by
temperature primarily result from ice crystallization.
Damage occurring during frozen storage can be minimized,
but not entirely prevented, by maintaining low, constant
storage temperatures, and by limiting duration of frozen
storage (158). During freezer storage an excessive loss of
moisture from meat surfaces will result in localized areas
of dehydration and discoloration. This condition is called
freezer burn and is characterized by cork-like texture and
gray to tan coloration. It can result when wrapping and/or
packaging materials have been punctures, or when mois-
ture-proof wrapping and/or packaging is not used.
Improper maintenance of temperature, with frequent
cycles of partial defrosting followed by refreezing during
storage, also contributes to freezer burn. During develop-
ment of freezer burn, proteins become denatured and rehy-
dration is poor. Meat with severe freezer burn is dry and
tasteless or, if oxidative rancidity has developed, bitter
in flavor (158). Freezer burn can be prevented by a skin-
tight covering (moisture-impermeable film or dip or spray
coatings) or an ice glaze (163).

Freezing may cause damage to meat structure, partic-
ularly if it is frozen too slowly. Water may collect extra-
cellularly and freeze in large pools, forming spikes of ice
crystals that puncture muscle fibers, releasing even more
moisture. Physical damage caused by slow freezing
results in great loss of fluid from meat when it is thawed.
This fluid collects in packages upon thawing, and is called
drip. Excessive drip results in unattractive packages, loss
of nutrients, and dryness in cooked meat (158). Profound
effects on the structural and chemical properties of mus-
cle foods, including changes in the muscle fibers, lipids,
and proteins result from slow freezing. All of these have the
potential for significantly influencing the quality attributes
of meat and meat products.

Alterations in protein have been observed in frozen
meat. Sarcoplasmic proteins are less soluble after freezing
muscle tissue. The total extractable protein, sarcoplasmic
protein and actomyosin extractability decrease with frozen
storage. Evidence indicates quality of protein and fat dete-
riorates, and comminuted products manufactured from
frozen meat block components gradually decrease in qual-
ity characteristics (163). While Miller et al (174) found no
acute emulsion instability during 37 weeks of storage, the
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trend indicated an eventual failure on further storage. The
first signs of change were evident after only one week of
freezing and by 25 weeks all observed characteristics
showed significant degradative changes.

During refrigerated storage, meat loses moisture from
its surfaces, resulting in weight loss called shrinkage. Other
than economic losses associated with shrinkage, loss of
moisture during the first few days of refrigerated storage
seldom has adverse effects on meat acceptability. How-
ever, physical changes accompanying shrinkage during
prolonged refrigerated storage include surface dehydra-
tion and discoloration (158).

The texture and consistency of meat render it highly
susceptible to the absorption of volatile materials. Meat
tissues readily absorb aromatic compounds from other
foods, such as apples or onions. Consequently, off-flavors
may occur when meat is stored in the presence of such
products (158). The beneficial effect of low temperature
storage is the tenderization of meat. Beef increases con-
sistently in tenderness as freezing temperatures are lowered.

The morphology of ice in the frozen tissue and the
size and distribution of ice crystals formed in the intra- or
extra-cellular spaces are particularly important. These
cause changes in the water-holding capacity of the mus-
cles when thawed, in the texture, and in the surface color.
Freezing of meat results in an increase in the amount of
drip fluid when the meat is thawed, causing changes in the
sensory properties of the meat after it is cooked.

The rate of freezing is of great importance, especially
between �1° and �4°C (30–25°F). When frozen slowly,
ice crystal formation starts in the aqueous intracellular
compartments. Subsequently, water in the connective tis-
sue freezes due to a lower salt content than muscle tissue.
The remaining water is more concentrated and the higher
osmotic value will result in water diffusing out of the mus-
cle cell and condensate on the outer cell ice. Eventually,
the intracellular water will freeze. Under improper freez-
ing conditions, ice crystals may grow to 150 �m (diameter)
and damage the muscle cell (141). When the critical tem-
perature (�1 to �4°C; 30 to 25°F) is passed rapidly
(within 80–120 minutes), the water in the muscle cell
freezes before substantial diffusion can occur. The exis-
tence of numerous small ice crystals limits the risk for cel-
lular deformation. Fluctuation in storage temperature may
permit the small ice crystals to thaw, leading to recrystal-
lization and the formation of large crystals. This may lead
to extensive membrane damage and subsequent problems
with increased rancidity and drip or purge (141).

Deteriorative changes occurring during freezing are
often due to oxidation. The oxidation of meat during
frozen storage is largely due to changes in the triglyceride
fraction. Susceptibility to lipid oxidation is influenced by
species differences, as well as differences between tissues.
For example, beef lipids are more stable than those of
chicken white meat. Temperature and length of holding

can alter the rate of oxidation of lipids in meat. Even
at �30°C (�22°F), lipid oxidation may occur. Oxidation
during frozen storage is especially a problem with
processed meat products, as salt acts as a catalyst in
oxidative reactions. Auto-oxidation proceeds faster during
storage at high temperatures. The susceptibility of frozen
food systems to oxidation is related to low water activity.
Whereas fresh meat has a aw of 0.99, muscle tissue frozen
at �18°C (0°F) has a aw of 0.60. At water activities of
0.60–0.80, heme pigments appear to initiate lipid oxidation.
Porcine myoglobin seems less stable to oxidation than
myoblobin from other species. Other substances found in
meat products are also known to accelerate oxidation.
Lipases and liposydases will, especially at a lower pH,
induce lipid oxidation and rancidity (141).

Color deterioration of frozen meat can be a problem.
Freezing accelerates metmyoglobin formation, causing an
undesirable color change. Rapidly frozen meat is lighter in
color than slowly frozen meat. Localized tissue dehydra-
tion, or freezer burn, may result in a lightening of dark tis-
sue or a browning of light-colored tissues such as chicken
skin. Freezer burn is an irreversible condition. It may be
prevented by proper packaging. Even with proper freezing
techniques, a concentration of soluble salts within the
muscle cell will occur. This will cause denaturation of 
proteins, and the pH of the product will change (141).
MacDougall’s (147) contention that major color problem
during frozen storage was photo-oxidation of pigments
indicating therefore that meat was best preserved by alu-
minum foil packaging. MacDougall’s theory (147) that
frozen meat oxidized from the surface inwards (compared
to fresh meat, which oxidized from the interior outwards)
can be demonstrated by the use of packaging techniques.

Freezing of muscle foods should not start before rigor
has set in. The primary textural change occurring in prop-
erly frozen red meats and poultry is an increase in poros-
ity. Freezing and frozen storage of seafood can result in an
undesirable textural change. The muscle may become
tougher, drier, and lose its water-binding capacity. The
overall decrease in protein extractability is attributed pri-
marily to alterations in the myofribrillar fraction (myosin-
actinomyosin binding). The nature of the reactive groups
responsible for the aggregation is not well understood.
Formaldehyde, a product of decomposition of trimethy-
lamine oxide, is highly reactive with a variety of func-
tional groups and it has been suggested that it is involved
in the covalent cross-linking of proteins in frozen-stored
fish. The loss of water-binding capacity is probably due to
an increase in the number of cross-linkages between
myofibrillar proteins. As fish lipids contain highly unsatu-
rated fatty acids, fish muscle is very susceptible to oxidation
(141, 175).

Thawing of meats has been a largely ignored subject.
Slow thawing will result in a better product than fast thaw-
ing, meaning that thawing at refrigeration temperatures is
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preferable to thawing at higher temperatures. Thawing time
should be too long, as it may lead to microbial growth. An
important consideration in a thawed product is the amount
of exudate. The exudate, containing soluble proteins, vita-
mins, and salts, will be increased when cell damage is exten-
sive. Slow thawing allows for reabsorption of the fluids by
the tissue (141).

Bulk frozen meat, typically in block form of up to 25 kg,
can be processed immediately at temperature of �20°C
to �30°C or below. Heavy duty pre-breakers in the form
of guillotines, chisel-type implements or strong cutter
blades can rapidly reduce whole blocks into pieces suit-
able for further comminution (157). Similarly, heavy duty
mincers or similar machines can operate at very low tem-
perature and effectively reduce meat into small particles.
However, the brittle state of meat and the ice contained
within the tissues at these temperatures causes consider-
able shattering of muscle and fat structures, with the con-
sequences of the meat being in a very finely fragmented
state. This can be desirable for very fine comminutes of 
a homogenous character, but undesirable for products
where larger particles and retention of muscle structure
are required (157). The temperature at which the pre-
breaking of frozen meat blocks takes place can have a
major influence on the ultimate particle-size distribution
of comminuted products, with meat pre-broken at lower
temperatures having smaller particles. The perception of
particle size is itself a key determinant of burger texture
(176). The breakage of meat and the considerable defor-
mation of internal particle structure, often to the structural
level of individual muscle fibers, is characteristic of minc-
ing/grinding and in turn determines the particulate charac-
ter of many burger, sausage, and other meat products (157).

Beef could be satisfactorily preserved in the frozen
state for at least 554 days at temperatures below 0.9°C. 
A later report (177) indicated that uncured pork cuts were
in an excellent state of preservation after being stored for
9 months at �35.5 to �36.7°C and that such cuts were still
edible after 16 months under these conditions. A recent
report (178) indicated that uncured pork chops and roasts
could be stored at �30°C for at least 196 days, regardless
of the protective wrap used.

Frozen storage does not affect any of the surface or
partial compression properties of meat. However, on the
first bite fresh samples are slightly more cohesive and dur-
ing mastication are chewier, require a greater number of
chews, and are more cohesive than frozen and thawed
samples. However, stored samples release slightly more
moisture during mastication. After swallowing, the mouth
coating from fresh samples consist of a higher proportion
of particles, and the particles from fresh samples consist
of a higher proportion of appropriate residual particles
described as being fibrous, grainy, crumbly, and mealy,
while the particles from stored samples consisted of a higher
proportion of appropriate residual particles described as

being fibrous and grainy. As a result of these differences,
stored samples received higher texture amplitude ratings
than their stored counterparts.

Present findings clearly indicated that freezing, frozen
storage, and thawing produced beneficial effects on texture
properties that enhanced texture amplitude. Such effects
resulted in a slight tenderizing effect, a slight improvement
in juiciness, and a breakdown to move appropriate parti-
cles, as evidenced by stored samples being less cohesive,
easier to chew, and releasing more moisture during masti-
cation. However, it is also clear that freezing, frozen stor-
age and thawing produced detrimental effects that
detracted from flavor amplitude. For instance, the higher
moisture release during mastication observed substanti-
ates previous findings that the juiciness of pork roasts
improved slightly with freezing and frozen storage (178)
and is on agreement with the results of Tuma (179) on beef.
In addition, present findings that pork loins were less
cohesive during the first bite and mastication, and were
less chewy and required fewer chews during mastication
lends support to, and aids in explaining, previous reports
that the tenderness of meat improved during freezing and
frozen storage (180, 181, 182, 183, 184, 178). However,
the low flavor amplitude ratings received by frozen and
thawed samples clearly indicates that freezing, frozen
storage, and thawing results in a less appropriate and less
well balanced and blended flavor. Present findings also
appear to be in agreement with previous conclusions that
uncured pork palatability can be maintained for at least 6
months (177, 178).

Furthermore, present findings regarding moisture
release, cohesiveness, and chewiness coupled with the fact
that frozen and thawed samples appeared to break down to
more appropriate particles clearly indicated that freezing
and frozen storage is beneficial to the textural properties
of pork loins. There is some evidence (185) that rapid freez-
ing affects a greater tenderization because the ice crystals
are formed within the muscle fibers, causing a disintegra-
tion of the fiber with an accompanying increase in tender-
ness. In one study comparing the eating quality of rib
roasts of beef frozen under ten different conditions, it was
concluded (186) that the more rapidly the meat was frozen,
the better was its all-round quality. It has been claimed
(187) that freezing is important in the maintenance of
“bloom,” or fresh appearance of poultry. This report refers
to a “dark color which results from slow freezing.” With a
lower freezing temperature and hence a faster rate of cool-
ing tenderness appears to be somewhat improved. As far
as the authors are aware, there is no satisfactory data to
indicate that freezing, regardless of its rapidity, has an
important effect on other palatability criteria in meats.
Appearance, odor, and taste seem to be unaffected. Some
(188) claim that a short interval between formation of the
first ice crystals and the complete freezing of the fruit is
essential for the maintenance of texture, palatability, and
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satisfactory superficial appearance. There is little question
that freezing does “tenderize” or soften vegetable tissues.
The final test — and the ultimate one, that of appearance,
odor, flavor, texture — was equally negative. The slow-
frozen vegetables were as acceptable to the palate as the
fast-frozen ones. However, it does seem evident that rapidly
frozen fish have a higher taste-panel acceptance than very
slowly frozen ones. In appearance, odor, flavor, and nutri-
tive value, the home-frozen product can usually vie with the
quick-frozen food in commerce as being a quality item.

H. POULTRY AND EGGS

1. Poultry

Flavor, texture and juiciness of smoked broilers stored
at �18°C for up to 12 months does not change (189).
When broilers are fed with a diet containing rosemary and
sage, and frozen stored at �20°C no rancidity is detected
after 4 months (190). Chicken hot-drumettes containing 2%
cayenne pepper are scored 2.5 after cooked (1 � no hot-
ness, 5 � extremely hot) after four days of frozen storage
(191). A duo-trio sensory evaluation of the flavor of breast
meat from broilers fed with marine algae, vacuum pack-
aged, and frozen stored at �23°C showed no changes
among fresh breast samples and frozen stored samples
after 3 days of storage. Feeding 5.5% marine algae or 2.1%
menhaden oil increase the flavor scores after 82 days of
storage (192). Leg meat frozen produces more substantial
oxidative decomposition of fats (193). The evidence indi-
cates that juiciness, tenderness, and general palatability of
broilers are the same whether the birds are frozen with 2
hours of slaughter or are held until the body temperature
has dropped to the temperature of the cooler. Furthermore,
as the period between slaughter and freezing is increased,
the greater is the tendency for the fat in poultry to turn
rancid during zero storage (194).

Frozen turkey breast does not show rancidity after 150
days of frozen storage. Oxidized aromas are normally
detected. Color scores increase if the level of vitamin E in
their diet is increased. In mechanically deboned chicken
and turkey meat stored frozen for 6 months, some color is
lost but still acceptable for use in emulsion products (195).
Chicken thigh meat patties formulated with 5 to 20% fat,
cooked and stored for up to 9 months does not show ran-
cidity (196). Patties made with ground, dark turkey meat
frozen and kept for 3 weeks are scored low if only
polyphosphates or water are added but those with alkaline
tripolyphosphates receive higher sensory scores (197).

2. Eggs

Partial freezing, light freezing or super chilling has been
used to preserve freshness of food products. Liquid whole
egg, liquid yolk and liquid yolk stored at �0.5 and �3°C
temperature for up to 50 days length of storage do not affect

the palatability test for scrambled eggs (198). Liquid eggs
are used as ingredients in candy, baked good, salad dress-
ing, and ice cream. One-third of all pasteurized liquid egg
is frozen prior to distribution to extend shelf-life. It has
been reported that pasteurization and frozen storage influ-
ence liquid egg rheological properties and functional
properties such as emulsifying properties, decrease in
foaming and whipping. Pasteurized frozen eggs stored for
up to 80 days show changes in the solubility of certain
proteins such as lipovitellin and livetin, which are respon-
sible for the emulsifying properties of eggs (199, 200).
The lumpy character of the thawed yolk is an undesirable
quality that generally must be avoided. Egg yolk subjected
to linear electron beam irradiation at �2.5 kGy dosage
and frozen stored at �15°C for 60 days show that hue of
irradiated samples is more yellow than the nonprocessed
samples after 60 days of frozen storage. The saturation
index is lower for the irradiated samples. Storage effect in
redness and hue are also observed. Color of egg yolk
becomes slightly less reddish yellow during storage or the
yolk lost pigment during storage (201).

I. PEANUTS

Roasted peanut paste kept at �20 and �10°C does not
change its sweetness sensory attribute; however, bitter-
ness (cause by saponins) and tongue burn tends to change
over frozen storage. The most important sensory attribute
that changes over frozen storage is ‘staling’ that is used to
describe light lipid oxidation and the characteristic flavor
that results. This attribute has also been described as ‘old,
cardboardy, strawberry-like note.’As lipid oxidations pro-
gresses, changes are described as ‘painty.’ The fruity
attribute in roasted peanut paste develops from abusive
environmental and handling exposure but also increases
over frozen storage. There is no change for the ‘roasted
peanut’ attribute during storage at low temperature (202).

J. SOYBEANS AND SOY PRODUCTS

Food companies and consumers alike use the versatile raw
ingredient known as soybeans in various food products for
numerous reasons. Soy concentrates have the ability to
bind and hold natural flavors and moisture, resulting in
products that stay moist and flavorful even after reconsti-
tution in conventional, convection, or microwave ovens
(203). Soy flour has a blander flavor and is able to retain
meat juices; while many lactose intolerant individuals con-
sume soymilk. As a result, soybeans and their constituents
are gaining popularity and usage in the food industry.

Soybean producers claim that consumers seek the
sweetness, pleasantness and firm, nut-like texture of the
soybean. Young et al (204) has reported that females are
likely to purchase frozen soybeans to use in recipes as an
alternative to meat as a result. However, if improperly
processed, soybeans and soy products develop objectionable
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off-flavors and off-aromas. Bitter, astringent, and sour fla-
vors are common flavor defects reported in soybean-based
products. A chalky texture may be detected in some pro-
ducts such as soymilk due to improper processing. In other
soy protein products, the freeze-thaw cycle will result in a
gummy and unacceptable product. These off-flavors and
textures are important limiting factors in the use of soy-
beans and soy constituents in products that are shelf sta-
ble and/or frozen. These off-flavors may be the result of
the high proportion of unsaturated fatty acids found in raw
soybeans. There are two major interrelated causes for
development of such flavors. One is the high proportion of
unsaturated fatty acids, particularly linolenic acid, in the
soybean oil fraction, and the other is the abundant pres-
ence of lipoxygenases in soybeans. The enzyme catalyzes
the oxidation of polyunsaturated fatty acids of soy lipids,
producing hyperoxides. Degradation of hyperoxides leads
to formation of various types of volatile compounds, many
of which have an objectionable odor or flavor, described
as beany or greeny.

Soymilk and soy products tend to have an objection-
able aftertaste that has been described as sour, bitter, and
astringent. These undesirable characteristics probably result
from the presence of some minor compounds in soymilk
including phenolic acids, saponins, oxidized phospholipids,
and isoflavones. Soymilk, if it is not properly processed,
tends to have a chalkiness defect. The freezing of this
product tends to worsen this defect (205).

There are many different soy derived products that are
incorporated into foods for functional, nutritional, pro-
cessing, and other properties. These ingredients can actu-
ally improve the nutrition, flavor, texture, and consumer
acceptance of foods. If properly formulated, these types of
soy based or enhanced foods freeze well with little detri-
mental attributes developed in the freezing process.

Soybean isolate is made from a spun soybean oil and
is almost flavorless and the taste of which, therefore —
exclusive of texture — depends to a large extent upon the
quality and expertise involved in adding the flavors.
Freezing has the tendency to make soybean isolates
gummy. However, depending on the product in which it is
incorporated, this may or may not lend the product unac-
ceptable. Soy protein isolates have been perfected that
make possible a hot dog that contains only 3% fat, yet
cannot be differentiated in flavor and texture from those
one might be accustomed to and are competitive in price.
These types of soy products tend to freeze well with vir-
tually no loss of flavor or texture quality.

Extruded soybean extender, which can be in dry form
as flour or pellets, often has off-flavors and must be blended
with products or must have flavors or spices added that are
strong enough to override the flavor of soy itself. Typically,
this product freezes well and due to the nature of the fla-
vor system, is not seen as being hindered by freezing. For
example, there is a great deal of meatless chili made, both

frozen and unfrozen, and the strong chili-powder flavor
completely dominates the mixture. In this case, the soy
extender is added to give the texture of the meat without
the much higher cost of meat. There are even “beef” stews
of this sort with no beef at all in them, but the generous
quantity of spices present in all such stews drowns out the
beany flavor of soy (206).

Formulating with textured soy proteins or such exten-
ders is more complex than a direct substitution of another
type of muscle food into a food system. Processors some-
times forget that meat is naturally about 80% water and
when an extender is used that absorbs too high a quantity
of water it changes the texture and flavor of the beef by
increasing the percentage of water to solids. If the product
is frozen, this leads to an unacceptable product. Often too,
saturation occurs, the cells become ruptured and the pro-
duct becomes separated and soggy. This is an unacceptable
quality attribute for products of this type.

Soy meat extender has also proven valuable in impart-
ing proper texture to mechanically de-boned meat. This
product tends to freeze well and no “off” flavors or texture
attributes are typically observed. Soy flour has the advan-
tage of holding the juices in meats. Its disadvantage is that
of taste and physical feel in the mouth.

Soy proteins are used extensively in breads, doughnuts,
rolls and sweet goods. They are not necessarily cheaper
than the flour they replace, but they hold the moisture levels
at an accepted and desired level thereby producing a better-
textured product. Some of those using it don’t know whether
to attribute the better texture to moisture retention or to some
interaction of the soy proteins with the other ingredients
that has not been adequately researched as yet (203).

Soy-protein burgers, with taste and mouthfeel of beef,
are an excellent source of protein. The grain-based burg-
ers are usually higher in dietary fiber and are marketed to
people who want a convenient food that has interesting
textures and flavors, not necessarily imitating meat. The
only caution is to avoid freeze-thaw cycles, because they
make soy protein products gummy. However, most of
these products are found in the grocer’s freezer case, and
are accepted well by consumers.

When used as emulsifiers, binders, moisture retainers,
and stabilizers, soy proteins can alter or improve the appear-
ance, taste, and texture of the finished product. Flavor-wise,
the white flake (soy flour and soy grits) has a bitter, beany
taste. The toasted product is darker in color and the enzyme
and anti-trypsin activities are destroyed (207). The flavor
is also improved to the point where it takes on a sweet nut-
like taste (208). The intermediate or cooked product has
properties between the two.

Although the cost of soy protein concentrate is more
than double that of soy flour (18½–28 cents per lb.), it is
rapidly replacing the soy flour used in emulsion products
because of its blander flavor. Soy protein concentrates
tend to become over-saturated and are unable to retain
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moisture when incorporated into certain food systems and
then subjected to freezing. Product shelf-life can be short-
ened if the temperature of the freeze-thaw cycles is not
carefully controlled.
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I. INTRODUCTION: THE NOTION OF 
A MEGA STUDY AND CONCEPT
RESPONSE DATABASE FOR FOOD AND
BEVERAGE

One of today’s pressing needs is to better understand the
mind of the consumer in order to spot newly emerging
trends in the market, and to capitalize on them. Data them-
selves are no longer the choke point in the market.
Researchers and businesses are awash in data. Data that
cannot be easily obtained by subscribing to information
services can be obtained by commissioning a custom
study. In one way or another the marketer, the product
developer and the researcher can answer most of the ques-
tions about new and current products, advertisements, and
consumer attitudes.

Given this abundance of information the question one
might naturally ask is why bother with more data? What
is missing? Why would the rational businessperson invest
in new data when there is so much data from which to
choose? The answer is quite simple. There are lots of
sources of data, but unfortunately there is no systema-
tically developed database about the “mind of the con-
sumer” that can be interrogated to identify patterns of
what communications about products drive acceptance.
The situation in the food world today can be likened to an
amalgam of differently sourced computer programs that
perform the gamut of tasks from spreadsheets to presenta-
tions to document control and preparation. Until Microsoft
came out with its Office Suite® there were many relatively
unconnected alternatives for each task. Going from one task
to another, e.g., from document preparation to computation
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to presentation, meant learning all sorts of new tasks, find-
ing how to do things, and then doing the task. In the mean-
time the effort was spent on learning the steps to move
from one system to another, rather than on the information
to be communicated.

There is no systematic knowledge or database available
to understand how consumers respond to different brand
names, features of products, emotional aspects of products,
or aspects of the buying situation. Most of the knowledge
resides in unrelated sources, such as corporate offices,
trade and academic journals, and the experience of devel-
opment and marketing professionals. A lot of information
resides in disparate documents available to the public and
accessed either by some intelligent search engine such as
Google®, or by some “pay-as-you-go” system such as
Lexis/Nexis®. A cross-sectional and longitudinal database
to understand the “algebra of the consumer mind” is a
major contribution to academic and business oriented
product development, marketing, and consumer sciences.

This article presents the structure of the integrated
database for food and drink, showing how consumers
respond to messaging about food, and how their responses
can be better understood by looking at how the respon-
dents profile themselves in a classification questionnaire.
The approach is known as the It!™ system. It!™ uses the
power of primary research, with a powerful, state of the
art research tool (conjoint measurement), executed in-depth
for specific categories, and applied to a related set of
20–40 different related products or services. This approach
generates one integrated mega-database. Through this
integrated database of 20–40 related studies in a specific
area it becomes possible to:

1. Identify the features and messages that drive
interest

2. Compare these features and messages across
different but related product categories

3. Divide people by their profile of attitudes
4. Segment consumers on the basis of the pattern

of features and communications that interest
them

5. Prescribe new product concepts based upon the
winning elements for each segment

6. Assess trends in the population based upon the
patterns across years of utilities from the con-
joint measure

The “mega-categories” for the food and beverage
industries that have been already developed using the
approach below are:

1. Food acceptance (reported here as the Crave
It!™ Study), for the US and European respon-
dent, and for teenagers

2. Healthful foods (Healthy You!)

3. Beverages (Drink It™)
4. Fast Foods (It’s Convenient)

However, the approach to create these “mega-studies”
and their databases has further been used for a number of
other categories outside of food such as

5. Insurance (Protect It!™)
6. Consumer Health
7. Charity (Give It!™)
8. The shopping situation (Buy It!™)
9. Personal items (mine™)

10. Financial investments (Finance It!™)

II. THE BASIC TOOL FOR CONCEPT
RESEARCH — CONJOINT ANALYSIS

Conjoint measurement refers to a set of research proce-
dures, often called trade-off analyses. The idea behind con-
joint measurement is that the respondent cannot easily tell
the researcher how concept elements might work in com-
bination, but can respond to concepts as a tonality from
which the behavior of the individual concept elements can
be deduced. For the researcher to understand the dynam-
ics of concept elements requires an experimental design,
or systematic combination of different concepts in such a
way that the part-worth contribution of each element can
be readily measured. Conjoint analysis uses the experi-
mental design as a structure within which to combine the
concept elements systematically, and then requires respon-
dents to rate the concept as a totality (1). From the set of
ratings assigned to the concepts the researcher deduces the
contribution of the component elements. Conjoint analy-
sis has evolved into a widely used, well respected tool for
the practical development of concepts in the business
community (2, 3).

Conjoint analysis can take several forms, such as the
direct selection of alternatives for the concept elements
(so-called trade-off analysis), or response to complete
concepts (called full profile). No matter which approach
the researcher selects, the goal is always to identify the
utility or contribution values of the individual elements.
Conjoint analysis was developed in the 1960s as a basic
measurement technique by mathematical psychologists
(4), but soon found a home in the marketing community
(5). More recent adaptations have moved the method to
handle hundreds of elements (6), and have seen the migra-
tion of the approach to the Internet (7).

A. SETTING UP THE STUDY

The concept elements appear independently, as prescribed
by the experimental design. The experimental design
ensures that the elements appear statistically independently
of each other, allowing regression to be used. Various
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methods are used to create the design. Elements cannot be
randomly combined, but rather appear in a systematic
fashion, dictated by the experimental design. Table 59.1
presents a specific experimental design, comprising four
variables (A,B,C,D), and six options for each variable 
(1–6). In some concepts a specific variable may be absent,
denoted by the value “0” for the particular variable, for
that particular concept (e.g., in Concept #1 variables C
and D do not appear).

B. MODELING CONSIDERATIONS

The independence of the concept elements allows the
researcher to create a model using ordinary least squares
(OLS), which relates the presence/absence of the concept
elements to the rating. The OLS modeling follows the
convention of market research, which focuses on the pro-
portion of respondents who say that they are interested in
the concept, rather than focusing on the intensity of inter-
est. To work within the market research framework we 
re-code the concept ratings, so that ratings of 1–6 (low
end of the scale) are changed to the value “0,” whereas rat-
ings of 7–9 (high end of the interest scale; so-called “top
3 box”) are changed to 100. The equation is expressed as
a simple additive model of the form:

Top 3 Box � k0 � k1(Element 1) � k2(Element 2)
… k36(Element 36)

The foregoing equation is written for 36 elements, the
usual case for the mega-study. The additive constant, k0, is
the conditional probability that the respondent would be
interested in the concept if the elements were not present.
The additive constant is a baseline value, estimated purely
from the data, since all of the concepts comprised 2–4 ele-
ments by design. The coefficients k1 …k36 are the additive
or subtractive conditional probabilities that the respondent
would be interested in the concept if the element were
added to the concept.

The utility values for the additive constant or for a
particular element are aggregated across a relatively large
number of respondents to arrive at an average value.
Typically the data should come from at least 20 respon-
dents, at which point the results begin to stabilize (7).

C. SEGMENTATION

Segmentation refers to the division of respondents accord-
ing to specific criteria. The criteria can be developed on
the basis of how the respondents classify themselves (e.g.,
sex, market in which they live, etc.). These segments or
subgroups of respondents typically generate highly corre-
lated utility values. That is, what one subgroup likes its
complementary subgroup will probably like as well. Quite
often the correlations across 36 elements for such com-
plementary subgroups are as high as 0.85 or more, and
quite often above 0.60.

Another way to look at subgroups identifies groups of
respondents in the population with similar response pat-
terns. These are called concept-response segments. Seg-
mentation using utility values is particularly easy using
today’s statistical computing power. The method used for
the mega-studies is known as k-means clustering (8). The
ratings for each respondent are subject to a second analy-
sis by ordinary least-squares, this time without any prior
transformation to 0/100, but rather using the “raw” ratings
assigned by the respondent as the dependent variable.
Each respondent generates a second set of utilities, one
utility for each concept element. The method of k-means
clustering creates an index of “distance” between each
pair of respondents by computing the statistic (1-R),
where R � Pearson correlation coefficient. All of the util-
ities for each pair of respondents are used, with the excep-
tion of the additive constant. The statistic (1-R) can vary
from a low of 0 when the two respondents show perfectly
related patterns (what one person likes the other likes as
well), through a middle value of 0 (where they are not
related), through a high of 2 (what one person likes the
other person dislikes, so the patterns are inverse). The
clustering divides the respondents so that individuals in
the same cluster are “close” to each other based upon the
statistic (1-R); i.e., pairs of individuals located in the same
cluster have low values for this statistic (9).

D. ESTABLISHING CONSISTENCY (AND VALIDITY)
OF CONJOINT METHOD RESULTS

In order for results to be believable one must establish a
criterion of validity. This is especially the case for conjoint
measurement studies executed over the Internet, where
there is no way to ensure that the respondent is paying
attention, and where the interview length may be as long
as 15–20 minutes. Since the conjoint measurement
approach uses ordinary least-squares at the individual
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TABLE 59.1
Example of an Experimental Design
Concept A B C D

1 1 5 0 0
2 6 2 0 1
3 3 2 2 3
4 4 5 6 4
5 6 5 3 5
6 6 0 4 4
7 1 3 2 4
8 2 6 4 1
9 1 4 6 1

10 3 4 1 4
11 0 3 3 3
12 0 2 4 0
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respondent level, it is straightforward to compute a good-
ness-of-fit measure at the individual level. This measure is
the multiple R2 statistic which shows the proportion of
variability accounted for by the equation. The statistic
varies from a low of 0 corresponding to random data, up
to a high of 1.00 corresponding to a perfect relation between
model and data. With 36 elements, the usual number of
elements in a mega-study, empirical data suggests that
80% or more of the respondents show consistent results,
as shown in Figure 59.1.

III. MEGA-STUDY: A BRIEF OVERVIEW OF
THE DATA BASE DESIGN, FIELD 
EXECUTION, AND ANALYSIS

The approach to create the database uses up to 30–40
linked conjoint studies, following these seven steps:

Step 1 — Identify the general topic area and the specific
products for a mega-study. Each mega study comprises
20–40 smaller studies. For example, the aforementioned
Crave It! study reported here really comprised 30 differ-
ent studies. Each study deals with a specific food or bev-
erage (e.g., hamburger, potato chip, coffee). Thus the
scope of the mega-study is larger than a typical study that
deals with a single product or related set of products. The
inspiring metaphor for the mega study is the holistic view
afforded by genomics (10).

Step 2 — Develop the experimental design. Conjoint
measurement works by main effects experimental design
(1). The stimuli or elements are mixed and matched in
such a way as to produce different combinations. The sta-
tistical objective is to identify the appropriate and efficient
experimental design, have a sufficiently large number of

independent elements to provide good content (i.e., wide
range of concept elements), and enough but not too many
concepts to ensure a pleasant interview that does not last
too long. The mega-studies use the same type of experi-
mental design, i.e., four independent variables or “cate-
gories,” and nine alternative concept elements per
category. The experimental design dictates the combina-
tion of these elements into 60 different combinations. Each
combination comprises either one or no element from each
of the four categories. The choice of the experimental
design is dictated by the desire to minimize the number of
combinations that any particular respondent must evaluate,
as well as ensure that it is possible to run an ordinary least
squares regression on the ratings for the individual. The 60
combinations accomplish both objectives.

Step 3 — Identify the categories and the concept ele-
ments. Categories comprise elements that are related to
each other. Thus one category might be “primary attrib-
utes.” The categories are a method for “bookkeeping.” The
experimental design calls for four “silos” or independent
variables, each of 9 elements (E01–E09, E10–E18,
E19–E27, E28–E36, respectively). A single category fits
into a silo. There may be several categories in a single silo,
as Table 59.2 shows. The objective of the bookkeeping
approach using silos and categories is to ensure that a con-
cept contains only one message of a certain type, such as
emotional reward or product description, so that the con-
cept is logically coherent and does not contain fundamen-
tally conflicting information such as two brand names.

The concept elements in one particular study are com-
parable to elements in another. The text of the element is
appropriate for the particular study, but fundamentally
true to the basic overarching design. Furthermore, in quite
a number of cases the same text can be used across the
studies. This common structure across the studies allowed
for meta-analyses, showing patterns transcending a partic-
ular study. Emphasis in each study is on the balance of
functional and emotional elements (11).

Step 4 — Create a classification questionnaire. The
questionnaire deals with different types of issues, such as
geo-demographics (age, gender, income, market), what is
important in making a decision, state of hunger, time of
test, etc. Table 59.3 presents a general set of questions.
Where relevant the different answers are given. The clas-
sification questionnaire remains virtually the same across
individual studies within a mega-study, allowing for com-
parisons across studies.

Step 5 — Invite respondents to participate. Internet-
based research is becoming increasingly easy to execute.
More people are obtaining Internet access each week,
increasing the number of available respondents. No longer
is it a problem to find individuals who have Internet con-
nections, and no longer is the representativeness of respon-
dents on the Internet an issue as it was some years ago.
Various service providers have sprung up to deliver either
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FIGURE 59.1 Distribution of R2 statistic (consistency and
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R2 value exceeding of 0.65 is high significant (p � 0.05).
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TABLE 59.2
Example of Categories, Elements, and their Rationales
El Category Rationale Hamburgers Chocolate Candy

E01 Primary Attributes Basic physical attributes Fresh grilled hamburger A smooth, dense piece of chocolate
E02 Primary Attributes ** (Continuum: basic to A chargrilled hamburger with Smooth appearance with a light

complex/detailed physical attributes) a taste  you can’t duplicate chocolate flavor and a creamy
in some cases … ” healthy” texture

E03 Primary Attributes ** (Continuum: basic to complex/ A grilled aroma that surrounds a Crispy wafers coated in thin layers 
detailed physical attributes) thick burger on a toasted bun of milk chocolate

E04 Primary Attributes ** (Continuum: basic to complex/ Moist bites of bun, burger, Real chocolate made with 
detailed physical attributes) in some and onion ingredients like chocolate, cocoa
cases … ” real” butter, vanilla, and sugar

E05 Primary Attributes ** (Continuum: basic to complex/ Juicy burger with the crunch of White chocolate with crunchy
detailed physical attributes) lettuce and tomato cookie pieces throughout

E06 Primary Attributes ** (Continuum: basic to complex/ Gooey grilled burger with rich Heavy dense chunk of chocolate
detailed physical attributes) sauce and fresh lettuce and with complex flavors, velvet

tomato appearance ... enticing aroma
E07 Primary Attributes ** (Continuum: basic to complex/ Layers of burger, sauce, pickles, Dense chocolate with swirls of dark

detailed physical attributes) and lettuce on a moist chocolate and chocolate sprinkles
sourdough sesame seed bun on the surface

E08 Primary Attributes ** (Continuum: basic to complex/ Lots of crispy bacon and cheese Clusters of chocolate and nuts, with
detailed physical attributes) on a juicy grilled hamburger on caramel & marshmallow 

a lightly toasted bun throughout
E09 Primary Attributes Complex physical attributes; Burger smothered in onions Golden milk nougat with whole

details and cheese almond pieces on top, caramel
drizzled over them and enrobed
with semi - sweet chocolate

E10 Secondary Party pleaser/inviting Burgers are a party pleaser When it’s cold outside, chocolate is 
Attributes/Mood cozy and inviting

E11 Secondary Beverages With a chilled glass of water … With a hot cup of coffee, tea, hot 
Attributes/Mood or carbonated beverage cocoa … or carbonated beverage

E12 Secondary With … With great tasting french fries … Bite size pieces; ready for a fast
Attributes/Mood and that special sauce taste … with a chocolate truffle

filling
E13 Secondary Premium quality/ classic taste Premium quality … that great Premium quality … that great 

Attributes/Mood classic taste, like it used to be classic taste, like it used to be
E14 Secondary Savor it … You can just savor it when You can just savor it when you 

Attributes/Mood you think about it during work think about it during work and 
and school school

E15 Secondary All natural/ changing flavors 100% natural … a real 100% natural … and new choices
Attributes/Mood beef burger! every month to keep you

tantalized
E16 Secondary With all the extras you want … With all the toppings and sides With fruit fillings in any flavor

Attributes/Mood you want … pickles, relish, you want
jalapenos … lettuce, tomato,
chips … whatever

E17 Secondary Imagine the taste … You can imagine the taste as You can imagine the taste as you 
Attributes/Mood you walk in the door walk in the door

E18 Secondary Lick your lips twice … So tasty & juicy you practically So good … you practically have to 
Attributes/Mood have to lick your lips twice lick your lips twice after each bite

after each bite
E19 Emotional Quick/ fun/ alone Quick and fun … eating alone Quick and fun … eating alone 

doesn’t have to be ordinary doesn’t have to be ordinary
E20 Emotional Have to have it … can’t stop When you think about it, you When you think about it, you

have to have it … and after you have to have it … and after you
have it, you can’t stop eating it have it, you can’t stop eating it

E21 Emotional Fills that empty spot … Fills that empty spot in you … Fills that empty spot in you … just 
just when you want it when you want it

(Continued)
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pre-qualified respondents to the study on a pay-per-
respondent basis, or are in the business of sending out
invitations to e-mail lists of respondents, and charging
only by the number of e-mails. The invitation to the
respondent appears in Figure 59.2. An interesting invita-
tion letter generates a large number of respondents, so that
it is important at the time of invitation to provide an incen-
tive such as a chance to win a cash prize (sweepstakes).

Step 6 — Execute the interview on the Internet. The
respondent is first brought to a “wall,” where he can select
the study of interest (Figure 59.3). The wall is set up so that
the least popular study (fewest respondents participating)
is at the top left, and the most popular study (most respon-
dents participating) is at the bottom right. The locations of
the studies are dynamically changed at frequent intervals
according to this rule. This strategy ensures that the stud-
ies are not be biased by location. When the base size
reaches a specific cut-off, the study option disappears and
the button for the particular project disappears from the
wall. After selecting the study, the respondent goes to a
particular interview. The interview is structured, begin-
ning with an orientation page (Figure 59.4), proceeding to
the conjoint analysis portion which presents the test con-
cepts (Figure 59.5), and finishing with the classification
page. At the end of the interview the respondent is shown
the winning concept synthesized for the total panel and
the winning concept synthesized for the respondent him-
self (informational feedback; Figure 59.6).

The basic structure of the experimental design driving
the combination of concepts remains constant, but the par-
ticular combinations of elements vary across respondents
by a systematized permutation. In this way each respon-
dent’s data can be separately analyzed, but there is no need
for concern that a particular combination unduly influences
the results. That cannot happen, because each respondent
evaluates different combinations. For any particular food,
there are 200 different experimental designs created, each
comprising 60 combinations of the 36 elements, 2–4 ele-
ments at a time. A respondent is randomly allocated to a
specific experimental design. No more than three respon-
dents are ever allocated to the same design. This strategy
ensures minimal bias due to a particular combination.

The respondent rates the concept (systematic combi-
nation of elements) on an evaluative measure. For the
Crave It! data base the respondent rates degree of crave-
ability on an anchored 1–9 scale. The anchors are appro-
priate for each scale, located at the low-scale value of 1
and the high-scale value of 9.

The final portion of the interview comprises the self-
profiling classification. The objective here is to have the
respondent profile himself after the conjoint measure-
ment, in order to better understand his geo-demographics,
values, and patterns of behavior pertaining to the specific
food. The information provides a snapshot of how the
respondent sees himself. Furthermore, the results can be
analyzed from the perspective of each particular food.
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TABLE 59.2
(Continued )
El Category Rationale Hamburgers Chocolate Candy

E22 Emotional Cheers you up … When you’re sad, it makes When you’re sad, it makes you 
you glad glad

E23 Emotional Escape routine/celebrations Now you can escape the Now you can escape the routine …
routine … a way to celebrate a way to celebrate special
special occasions occasions

E24 Emotional Multi-dimensional sensory A joy for your senses … seeing, A joy for your senses … seeing,
experience smelling, tasting smelling, tasting

E25 Emotional With family and friends An outrageous experience … An outrageous experience … 
shared with family and friends shared with family and friends

E26 Emotional Ecstasy … Pure ecstasy Pure ecstasy
E27 Emotional Satisfies hunger … It feeds THE HUNGER It feeds THE HUNGER
E28 Brand or Benefit Basic brands/experiences At White Castle From Hershey’s
E29 Brand or Benefit ** (Continuum: basic to premium brands) At Jack-in-the-Box From M&M/Mars
E30 Brand or Benefit ** (Continuum: basic to premium brands) At McDonald’s From Nestle
E31 Brand or Benefit ** (Continuum: basic to premium brands) At Wendy’s From Cadbury
E32 Brand or Benefit ** (Continuum: basic to premium brands) At Burger King From Lindt
E33 Brand or Benefit Premium brands/experiences At Fuddruckers From Godiva
E34 Brand or Benefit Fresh … for you … by you Fresh from the grill, Made fresh … especially for you

especially for you … by you
E35 Brand or Benefit Best in world … Simply the best burger in the Simply the best chocolate in the 

whole wide world whole wide world
E36 Brand or Benefit Safety … With the safety, care and With the safety, care and 

cleanliness that makes you trust cleanliness that makes you trust it
it and love it all the more and love it all the more
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From these self profiling data the researcher can create a
profile of foods and occasions/situations when they are
most desired and/or consumed. It is important to note,
however, that these results are strictly from the self-profiling
done in the classification questionnaire.

Step 7 — Analyze the data, set up the database. The
data from any single study in a mega-study comprises the
utility values from respondents, as well as results from 
the self-classification questionnaire. The utility values are
arranged by total panel and by key subgroups. Subgroups
include respondents of different ages, respondents who
say that they accept a product for specific reasons, as well
as segments of respondents based upon their pattern of
utility values. Each product in a particular mega study
generates its own database. By creating databases with the
same subgroups, and by linking together elements with
the same rationale across studies, the researcher ensures
that database transcends any particular product.

IV. A SAMPLE OF RESULTS FROM 
A MEGA-STUDY; THE CRAVE IT! STUDY

In a short article is impossible to do justice to the contents
of any of the mega-studies. Thus the remaining part of this
article provides the reader with a sense of the type of data
that one might obtain by running these studies. The data
will be taken from the 2001–2002 Crave It! studies, which
dealt with rated craveability of a variety of foods.

a. Number of respondents in a study as a measure
of latent interest in the product. The respondents
can choose any study that they find interesting.
Either the rate at which a study fills up or the total
number of respondents in the study gives a sense
of latent interest. Respondents tend to choose
studies that they find interesting. Table 59.4
shows the final number of respondents, and the
proportion of men and women respondents in 19
of the Crave It! studies (2001 data). The study
was run until every food had at least 150 respon-
dents. Data of this type show that commonly
crave foods include chocolate candy, pizza, and
ice cream. Furthermore, by looking at the pro-
portion of men versus women the researcher gets
a sense of the type of foods that interest the gen-
ders. It is clear from these results that although
women participate more, there are gender-linked
product preferences driving more men to partici-
pate frequently in a study dealing with steak than
in a study dealing with a sweet baked product
such as cheesecake. The foods differ, with men
responding relatively more frequently to protein
items, and women responding relatively more
frequently to fat/sweet products.

b. What aspects of the food or beverage drive
craveability? In the self-profiling questionnaire
the respondent was instructed to select three
answers from a set of 16. Across the full set of
30 foods, and across all 4700� respondents,
the answers most frequently given were “taste,”

TABLE 59.3
Types of Classification Questions Asked in the 
Mega- Studies
Q1: Tell us your gender
Q2: How hungry are you right now? [check one]
Q3: What time is it? [check one]
Q4: Please tell us your age. [check one]
Q5: How often do you eat �FOOD NAME�? [check one]
Q6: Where do you typically purchase �FOOD NAME�? [check two]

M1. Food store
M2. Convenience store
M3. Warehouse or club stores, like BJ’s or Sam’s Club
M4. Superstores, like Wal-Mart or Target
M5. Quick service restaurant, like McDonald’s, KFC, or Taco Bell
M6. Local chain restaurant, like Applebee’s or Friday’s
M7. Local eatery, known only in your area
M8. Specialty shop
Etc.

Q7: Which 3 product attributes MOST influence your craving
for �FOOD NAME�?

M1. Appearance
M2. Aroma
M3. Texture
M4. Taste
M5. Memories
M6. Associations
M7. Brand
M8. Advertising
M9. Packaging
M10. Portion size
M11. Social situation
M12. Mood
Etc.

Q8: On what 2 occasions do you typically crave �FOOD
NAME�MOST? [check two]

M1. In the morning or at breakfast-time
M2. Mid-morning
M3. Around lunch-time
M4. Mid-afternoon
M5. Just before dinner or while dinner is being prepared
M6. After dinner
M7. When shopping in the food store
M8. On the way to or from work or school
M9. After school
M10. Watching TV
M11. When I am alone
M12. When I am with friends or family
M13. When I want to celebrate
M14. When I’m bored and restless
M15. When my hormones are going crazy
M16. When my kids/siblings are bugging me
M17. When I just need to escape
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Take our survey and win CASH!! The more surveys you take, the more
chances to win!!

Are you the kind of person who loves FOOD and DRINK? Whatever you
eat or drink, here is a survey for you! Tell us what kinds of foods and

beverages you CRAVE ... choose from up to 32 different kinds ... then
qualify to receive one of four CASH PRIZES and join one of The

Understanding & Insight Group's exclusive consumer panels.
Simply click on the link below (if your email does not support hotlinks, cut

and paste the link into your browser) and choose one of the easy-to-
answer surveys.

http://12.109.160.54/uics2y4/craveit2002.asp
You will only have until NOON on XXX to complete this survey, so be sure

to respond as quickly as possible. Your opinions are important to us!
Depending on your connection speed, each survey should take between

15 and 20 minutes to complete.
Forward this survey to your friends and family so that we know what kinds
of food and beverages they CRAVE, too! Everyone's opinion is important!

Please be assured that any information you provide will be held in the
strictest confidence. You will not be contacted by any sales or other

research organization as a result of your participation in theis survey.
If you have any difficulty accessing the survey, you can contact Tom

Farrar at testmaster@theuandigroup.com.
Thanks in advance for your input, and have fun!

The Crave IT! Team

FIGURE 59.2 Invitation to participate in a “mega study,” sent to respondents by e-mail.

FIGURE 59.3 The “wall” which shows the available studies. The respondent picks a study and proceeds.
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FIGURE 59.4 Orientation to the study.

FIGURE 59.5 Example of a test concept.
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“thirst,” “aroma,” and “general feel,” as shown
in Table 59.5.

c. How the different elements perform for a single
product (e.g., chicken). The utilities constitute

the heart of the database because they show the
reaction of consumer respondents to the differ-
ent communications. We illustrate the utilities
value with data from the 2002 Crave It! database.
The study dealt with chicken, comprising 241
respondents and 36 elements. Utilities for the
36 elements for chicken appear in Table 59.6,

FIGURE 59.6 Winning concept synthesized for the individual respondent versus for the respondents who had previously participated.

TABLE 59.4
Number of Completes, and Proportion of Men and
Women Respondents for 19 Foods
Food Total Respondents %Men %Women

Chocolate Candy 478 14 86
Pizza 324 33 67
Ice Cream 321 26 74
Cola 239 26 74
Coffee 208 31 69
Cheesecake 173 16 84
Steak 168 44 56
Potato Chips 153 24 76
Chicken 153 27 73
Cinnamon Rolls 152 20 80
French Fries 151 19 81
Taco 151 21 79
Pretzels 151 25 75
Nuts 151 33 67
BBQ Ribs 151 38 62
Hamburger 151 40 60
Tortilla Chips 150 20 80
Olives 150 24 76
Cheese 150 27 73
Peanut Butter 150 31 69

From the 2001 Crave It! Database

TABLE 59.5
Aspects of the Foods that Drive Craveability
Attribute Percent

Taste 64
Thirst 44
Aroma 42
General mood/feeling 30
Brand 23
Product appearance 19
Texture 15
Portion size 12
State of being (e.g., relaxed vs. on the go) 7
Environment and social situation 6
Association with family or friends 6
Advertising 4
Season 4
Weather 3
Stress level 3
Packaging 2
None of the above 2

Data from the 2002 Crave It! Study
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TABLE 59.6
Utility Values for the 36 Elements for Chicken from the 2002 Crave It! Database

Segment 1 of 3 Segment 2 of 3 Segment 3 of 3

Total Sample Elaborates Imaginers Classics

Base Size 241 43 101 97
Constant 47 14 56 53

E01 Classic taste … the way you remember it �1 �1 1 �2
E02 Fresh grilled chicken 2 9 5 �5
E03 Fresh chicken … slow roasted for added flavor, hot off the rack 6 17 7 0
E04 Everything you want … all in one place … a mixture of 2 6 3 �1

tastes and textures
E05 Chicken with a touch of red pepper spice to wake up your mouth �10 7 �5 �24 
E06 Marinated chicken for added flavor and a guaranteed 2 11 6 �6

juicy texture
E07 Exactly the way you always imagined it 0 0 2 �3
E08 Char-grilled chicken … cooked over an open fire for a  4 16 9 �7

smoky grilled taste
E09 Prepared just to your liking … add whatever your  4 7 4 1

heart desires
E10 Premium quality … the best Chicken in the whole world 5 10 2 7
E11 Available at a value price 0 8 �4 1
E12 Cut into strips and served on top of, or mixed into, a bed of 0 16 0 �8

crisp salad greens … it’s all about crunch
E13 Coated in your favorite batter and spices, then deep fried  7 22 1 6

for a crunchy good taste
E14 Cut into strips and served with onions, peppers, cheese, �8 32 �15 �18

tomatoes, sour cream and guacamole in a soft flour tortilla 
E15 Baked into a buttery, crispy crust with peas, carrots, and �1 30 �17 3

roasted potatoes 
E16 Covered with a delicious wine sauce �9 11 �3 �24
E17 With great tasting french fries, a baked potato, or creamy 7 27 2 4

mashed potatoes covered in gravy
E18 With your favorite beverage 0 0 1 �1
E19 So delicious, just thinking about it makes your mouth water 4 5 4 3
E20 When you think about it, you have to have it … and once  2 4 1 4

you have it, you can’t stop eating it
E21 You’d drive any distance … at any hour … 0 6 �1 �1

to get it exactly the way you want it 
E22 Relaxes and refreshes you … inside and out 1 �2 1 3
E23 Reminds you of great home cooking 3 4 3 3
E24 Eating it makes all the stress just melt away 2 �2 1 4
E25 A quick snack for when you’re on the run �1 �3 1 �3
E26 To be enjoyed while surrounded by family and friends 4 3 3 6
E27 A special treat … you will savor every bite 4 3 5 5
E28 At Popeye’s �11 2 �24 �2
E29 At McDonald’s �17 �6 �23 �16
E30 At Wendy’s �10 �1 �17 �6
E31 At KFC �2 2 �17 10
E32 At Boston Market �6 1 �13 �2
E33 At TGI Friday’s �6 2 �7 �8
E34 Ready-to-eat, easy to pick up 1 2 �5 7
E35 Certified to be natural and organic �6 �9 �3 �8
E36 Guaranteed to be safe for you to eat �2 �1 �4 �1

Winning elements for total panel and the three segments

Top Three Winners — Total Panel
E13 Coated in your favorite batter and spices, then deep fried 7 22 1 6

for a crunchy good taste

(Continued)
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for total panel and for the three concept-
response segments. The numbers additive 
constant shows the predisposition of the respon-
dent to feel that the chicken is craveable. We
see at least two simple patterns emerging:
I. The total panel shows only a few elements

scoring well. Segmentation reveals more ele-
ments that do well, suggesting that in the pop-
ulation there are countervailing forces whose
interaction diminishes the utilities of the ele-
ments. It is clear from these data and this exer-
cise that for the total panel there are a few
winners, but the real information comes from
the segmentation. The big opportunities come
from identifying the concept-response seg-
ments, and building products for them.

II. The additive constants show the predisposi-
tion of respondents to find chicken craveable.
The Elaborates show the lowest predisposi-
tion, with the elements doing the most work.
The Imaginers and Classics show much
higher predispositions, with the elements
doing far less work.

d. How does the same element perform when pre-
sented in the context of different foods? By
embedding the same element in different stud-
ies with various products it becomes possible 
to determine whether the element performs 

differently by product. The difference in the 
performance of a claim, for instance, appears
moderate when the claim is “simply the best
� FOOD NAME � in the whole wide world.”

TABLE 59.6
(Continued)

Segment 1 of 3 Segment 2 of 3 Segment 3 of 3

Total Sample Elaborates Imaginers Classics

E17 With great tasting french fries, a baked potato, or 7 27 2 4
creamy mashed potatoes covered in gravy 

E03 Fresh chicken … slow roasted for added flavor, hot off the rack 6 17 7 0
Top 3 Elements — Segment 1 (Elaborates)

E14 Cut into strips and served with onions, peppers, cheese, �8 32 �15 �18
tomatoes, sour cream and guacamole in a soft flour tortilla

E15 Baked into a buttery, crispy crust with peas, carrots, and �1 30 �17 3
roasted potatoes

E17 With great tasting french fries, a baked potato, or creamy 7 27 2 4
mashed potatoes covered in gravy

Top 3 Elements - Segment 2 (Imaginers)
E08 Char-grilled chicken … cooked over an open fire  4 16 9 �7

for a smoky grilled taste
E03 Fresh chicken … slow roasted for added flavor, 6 17 7 0

hot off the rack
E06 Marinated chicken for added flavor and a guaranteed 2 11 6 �6

juicy texture
Top Three Elements — Segment 3 (Classics)

E10 Premium quality … the best Chicken in the whole world 5 10 2 7
E34 Ready-to-eat, easy to pick up 1 2 �5 7
E26 To be enjoyed while surrounded by family and friends 4 3 3 6

TABLE 59.7
Utility for the Element “Simply the Best” �� FOOD
NAME �� in the Whole Wide World

Total Male Female

Cinnamon rolls 7 3 8
Ice cream 5 3 6
Hamburger 5 5 5
Tacos 5 7 4
BBQ Ribs 4 6 3
Chocolate Candy 4 5 4
Pizza 4 6 3
Olives 3 6 3
French fries 3 4 3
Cheesecake 3 7 2
Peanut butter 3 0 4
Tortilla chips 3 �4 4
Coffee 2 �1 4
Chicken 2 �1 3
Nuts 2 1 2
Pretzels 1 4 0
Cheese 1 0 1
Potato chips 0 0 0
Cola 0 3 �1
Steak �1 2 �2
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For cinnamon roles this phrase generates a
strong claim (utility � �7), whereas for steak
this is a weak claim (utility � �1). Table 59.7
shows these results. Men, in turn, tend to be
more swayed by this type of claim than women,
but the pattern is somewhat ambiguous. The
key here is that the same element can take on
different utility values depending upon the con-
text in which it is presented.

e. Foods and mood. Mood is often associated with
food, and associated with craveability. The mega
study assess the proportion of respondents who
feel that a food is associated with mood. Table
59.8 shows these results. The data from the 2002
Crave It! database suggests, without surprise,
that chocolate is the food item most frequently
associated with mood, whereas pizza, barbecue
ribs and steaks are the least associated with
mood. It is data like these, cutting across prod-
ucts and respondents that provide the additional
insight about how consumers respond to foods.

f. Trends over time. One of the objectives of the
mega study was to identify the trends of food
acceptance over time, by comparing both the
basic level of craveability and the utility values.
A sense of changes in craveability over two
years comes from Table 59.9. It is clear that
some foods, such as pizza, changed more in

craveability than did others, such as chips (both
tortilla and potato chips). Data of this type
developed year after year show changes in how
consumers desire food, and may portend trends
in the population.

V. USING THE MEGA STUDIES DATABASE
TO DRIVE NEW PRODUCT 
DEVELOPMENT

The mega-study databases can be viewed as both a knowl-
edge building tool and as a practical guide to product
development. Most product developers are accustomed to
consumer specifications of products in the form of a prod-
uct concept. Conjoint analysis in particular and the mega
study in general provide a blueprint for product develop-
ment, albeit a blueprint to be used with judgment. Concepts
are statements about a specific concept. The output of
conjoint analysis is a set of interlocking variables that can
be mixed and matched at the end of the study in the same
way that they are mixed and matched during the actual
consumer research.

To make the best use of the study data requires the
researcher to work with the results in the form of a table
that can be sorted. The researcher can sort the elements
from winning to losing, and select the combinations that
make the greatest sense, and which, from the consumer
point of view, look most promising. For example, Table
59.10 shows the chicken data, this time sorted to produce
a product idea for each segment. It is important to keep in
mind, however, that the mega-study does not prescribe
simply one product, but rather provides the product 

TABLE 59.8
Proportion of Respondents Saying that “Mood” is Key
Fact in “Craveability” for 20 of the Foods in the Crave
It! Study

Total Panel Crave - Mood Proportion (%)

Chocolate 472 226 48
Ice Cream 316 115 36
Cola 237 86 36
Nuts 149 52 35
Pretzel 148 50 34
Coffee 206 69 33
Olives 147 42 29
Tacos 148 42 28
Tortilla Chips 148 41 28
Potato Chips 151 41 27
Cheesecake 172 45 26
French Fries 148 36 24
Hamburger 150 31 21
Cinnamon Roll 149 29 19
Cheese 149 28 19
Chicken 148 27 18
Peanut Butter 149 27 18
Pizza 318 55 17
Steak 168 22 13
BBQ Ribs 149 17 11

Source: Data from the 2002 Crave It! Database

TABLE 59.9
The Additive Constant for Different Foods for 2 Years
(2001 and 2002)

2001 2002 Change

Pizza 30 45 15
French Fries 34 48 14
Pretzels 29 42 13
Hamburger 30 43 13
Tacos 34 47 13
Cheesecake 41 53 12
Nuts 35 45 10
Coffee 38 48 10
Ice Cream 40 49 9
Steak 41 50 9
Cinnamon Rolls 38 45 7
Chocolate Candy 39 46 7
Chicken 40 47 7
Cheese 36 42 6
BBQ Ribs 44 49 5
Tortilla Chips 27 29 2
Potato Chips 40 36 �4
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developer with a mechanism by which to estimate
whether a specific combination will meet with consumer
success.
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Additive Constant 47 14 56 53
A product for Segment 1 (Elaborates)

E14 Cut into strips and served with onions, peppers, cheese, �8 32 �15 �18
tomatoes, sour cream and guacamole in a soft flour tortilla 

E06 Marinated chicken for added flavor and a guaranteed juicy texture 2 11 6 �6
E10 Premium quality … the best Chicken in the whole world 5 10 2 7

Total - Segment 1 46 67 49 36
A Product for Segment 2 (Imaginers)

E08 Char-grilled chicken … cooked over an open fire for a smoky grilled taste 4 16 9 �7
E06 Marinated chicken for added flavor and a guaranteed juicy texture 2 11 6 �6
E23 Reminds you of great home cooking 3 4 3 3

Total - Segment 2 56 45 74 43
A Product for Segment 3 (Classics)

E10 Premium quality … the best Chicken in the whole world 5 10 2 7
E34 Ready-to-eat, easy to pick up 1 2 �5 7
E13 Coated in your favorite batter and spices, then deep fried for a crunchy good taste 7 22 1 6
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DK9848_C059.qxd  14/Oct/05  07:27 PM  Page 14



60-1

60 Flavor of Frozen Foods

Edith Ponce-Alquicira
Departamento de Biotecnología, Universidad Autónoma Metropolitana

CONTENTS

I. Introduction............................................................................................................................................................60-1
II. Non-Volatile Constituents......................................................................................................................................60-1

III. Aroma Constituents ..............................................................................................................................................60-2
IV. Chemical Reactions Responsible for Flavor ........................................................................................................60-2

A. Maillard Reaction ..........................................................................................................................................60-2
B. Lipid Oxidation ..............................................................................................................................................60-3

V. Off Flavor Development During Freezing Storage ..............................................................................................60-3
A. Changes in Flavor of Frozen Foods Associated to Cell Damage ..................................................................60-4
B. Changes in Flavor of Frozen Foods Associated to Lipids ............................................................................60-4
C. Changes in Flavor of Frozen Foods Associated to Proteins ..........................................................................60-5

VI. Conclusions............................................................................................................................................................60-5
References ......................................................................................................................................................................60-5

I. INTRODUCTION

Flavor is one of the main attributes that, together with color
and texture, influences the overall acceptability of foods.
Generally, flavor is the result of a complex combination of
sensations perceived by the chemical senses taste and
smell. Taste is perceived by the taste buds on the tongue
and other parts of the mouth, and mainly described as sweet,
sour/acid, salt, bitter, astringency, metallic, hot, cooling and
umami. The sense of smell detects certain odorous mole-
cules in the air above the food that stimulate the olfactory
receptors at the top of the nasal cavity. This volatile sub-
stances are detected before we eat, as well as during eating
as they pass in the breath from the mouth, through the pos-
terior nares into the nasal cavity. Therefore, compounds
contributing to flavor can be divided into aroma and taste
or non-volatile compounds [1].

Non-volatile precursors include lipids, peptides, amino
acids, reducing sugars, vitamins and nucleotides, among
others. Interaction of these compounds and/or their break-
down products generates a large number of intermediates
and volatiles that contribute to flavor development during
processing and storage [2]. Mechanisms by which flavor
compounds are formed are important to improve flavor of
the starting materials, during processing to gain optimum
flavor, and during storage to maintain the flavor quality.
This chapter describes the development of flavor precursors

during processing, as well as off-flavors derived during
freezing storage.

II. NON-VOLATILE CONSTITUENTS

Non-volatile or taste compounds are water-soluble; these
can cause salty, sour or acid, bitter, sweet, umami, and hot
or cool sensations. Salty taste is caused by the presence of
inorganic salts as sodium or potassium chloride, together
with monosodium glutamate and monosodium aspartate.
Sweetness is produced by sugars (glucose, fructose, ribose)
and some L-amino acids (glycine, alanine, serine, threo-
nine, lysine cysteine, methionine, asparagine, glutamine,
proline and hydroxyproline). Bitter tastes are generally
caused by hypoxanthine, peptides such as anserine and
carnosine, and the L-amino acids histidine, arginine, lysine,
methionine, valine, leucine, isoleucine, phenylalanine, tryp-
tophan, tyrosine, asparagine and glutamine. While sour and
acid tastes are caused by organic acids (lactic acid, and
acetic acid), amino acids (aspartic acid, glutamic acid, his-
tidine and asparagine) and acidic phosphates. Hot and cool
sensations or trigeminal responses do not contribute to the
flavor of unprocessed foods, but addition of spices like chili
and pepper usually contributes to the flavor of processed
products. Finally, the umami taste has a characteristic savory
quality supplied by glutamic acid, monosodium glutamate
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(MSG), 5�-guanosine monophosphate (GMP), 5�-inosine
monophosphate (IMP) and some other peptides recog-
nized by their flavor-enhancing properties [1, 2].

It has been suggested that amino acids, peptides, pro-
teins and nucleotides are most important for the taste of
red meats, fish, poultry and dairy products [3]. Meat fla-
vor compounds are present in flesh and do not require
cooking for their generation; but cooking and further pro-
cessing may affect their concentration. It has been
reported that concentrations of reducing sugars decreased
by up to 20% during heating, while concentrations of free
amino acids increased according to the cooking tempera-
ture from 55 to 95°C [4]. Therefore, changes in sugars,
amino acids, and nucleotides that occur during processing
and storage will affect not only the taste but also the over-
all flavor, because many of these compounds are precur-
sors of the aroma components [1].

III. AROMA CONSTITUENTS

Aroma compounds are largely formed during processing
by several mechanisms; most raw foods have none of the
aroma of their processed foods. For instance, the charac-
teristic aroma of cooked meat is largely generated during
processing, when heating gives rise to a several reactions
that result in the formation of a complex mixture of chem-
icals. Aldehydes, ketones and sulfur compounds provide
the meaty, toasted, roasted, fatty, fruity and sulfurous desir-
able meat aroma [2].

In the same way, major flavor compounds of sweet
corn include 2-acetyl-1-pyrroline and 2-acetyl-2-
thiazoline, dimethylsulphide, 1-hydroxy-2-propanone, 2-
hydroxy-3-butanone, 2,3-butanediol, pyridine, pyrazine,
alkylpyrazines, and 2-acetylthiazole. However, concentra-
tions of volatiles in canned corn are many times higher than
those present in frozen and fresh sweet corn [5]. Moreover,
fermented foods as Manchego-type cheeses develop their
characteristic flavor during ripening because of lipoliytic
and proteolytic enzyme activity [6]. Furthermore, several
routes intervene for the characteristic flavor formation of
white bread; first enzymes that regulate the metabolism of
the grain produce the flavor precursors, that later are trans-
formed by yeast during dough fermentation. Finally, nonen-
zymically browning reactions that take place during baking
are responsible for the roasty, malty, and caramel notes. 
If the dough is fermented for longer time, 3-methylbutanol
and 2-phenylethanol are formed in high concentrations and
responsible for the “yeasty” flavor impression [7].

Aroma profiling is also affected by handling and stor-
age. For instance, more than 20 compounds have been
reported to be responsible for the yogurt flavor (acetone,
lactic and acetic acids, diacetyl, acetaldehyde, and ethanol);
during storage the acetaldehyde content increases, while
acetic acid and diacetyl decrease, although acetone is
unaffected [8].

In the same way, pasteurized guava puree shows a
noticeable increase in ethyl alcohol, n-hexanal, decanoic
acid, dodecanoic acid and ethyl acetate when stored at 
0 and �10°C, but when stored at �20° a slight decrease
in alcohols and hydrocarbons were detected [9].

The study or aroma is a complex task, many aroma
compounds have relatively high odor thresholds and make
little contribution to the overall flavor; others may be pres-
ent at very low concentrations but due to their very low
thresholds have an enormous effect on flavor. In recent
years, developments in analytical instrumentation and
methodology have allowed the identification of many aroma
compounds for several foods. Techniques for aroma col-
lection include either solvent extraction, concentration by
means of adsorption through a static or dynamic gas-purging
headspace (DHA) [8, 10, 11, 12], selective extraction
using supercritical fluid extraction method (SFE) [13], or
solid-phase microextraction (SPME) [14]. Separation and
identification is usually performed by gas chromatography-
mass spectrometry (GC-MS) or gas chromatography-
olfatometry (GC-O), using several ionization tools as
electron impact (EI), fast atom bombardment (FAB), field
desorption (FL), laser desorption (LD), and electrospray
(ESI), among others.

IV. CHEMICAL REACTIONS RESPONSIBLE
FOR FLAVOR

Interaction of non-volatile precursors and/or their break-
down products generates a large number of intermediates
and volatiles that contribute to flavor. Maillard reaction,
lipid oxidation, degradation of thiamine and, proteolytic
and oxidative enzyme activities are the main mechanism
involved in flavor generation.

A. MAILLARD REACTION

Maillard reaction also known as nonenzymatic-browning
is one of the most important routes that provide a large
number of compounds that contribute to flavor in cooked
foods. This reaction involves several pathways that result
in many aromatic products and high-molecular weight
melanoidins; high temperature, low water activity and
longer storage favor this reaction. The produced flavors
can be pleasant or unpleasant, and typically described 
as caramelized, bready, nutty, roasted, or meaty. Coffee,
roasted meats, bakery, and toasted nuts base their flavor
on the Maillard reaction [15].

The initial stage involves condensation of a free
amine group and a carbonyl group of a reducing sugar to
form a glucosylamine. The glucosylamines from aldoses
condensation undergo Amadori rearrangement to yield
compounds such as 1-amino-1-deoxy-2-ketoses; while
condensation of ketoses is usually followed by the Heynes
rearrangement to form 2-amino-2-deoxy-aldolases [16].
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The intermediate stage comprises dehydratation, fission,
cyclization and Strecker degradation; giving rise to a widely
spectrum of compounds that modify color, taste, odor and
other properties of foods. The final stage involves con-
densation into high molecular weight melanoidins.

Concentrations of Amadori and Heyns compounds
vary according to the reaction conditions; at pH 4–7, they
can deamidate to give carbonyls as deoxyosones, which
yield many secondary products. Subsequent stages of the
Maillard reaction involve interaction of these secondary
products with amines, amino acids, aldehydes, hydrogen
sulfide and ammonia, among others. An associated reac-
tion is the Strecker degradation that involves transamina-
tion between deoxyosones and amino acids. The amino
acid is decarboxylated and deaminated to produce an
aldehyde, while deosysones produce a-aminoketones or 
a-aminoalcohol. If the amino acid is cysteine hydrogen
sulfide, ammonia and acetaldehyde are produced [17].
Besides, the amino-ketones can yield pyrazine derivatives
that together with aldehydes are powerful aroma con-
stituents [7, 15,16]. Therefore, volatile products formed by
fission and aldehydes from Strecker degradation are mainly
involved in the production of flavors and off-flavors.
Aroma compounds come from simple sugars dehydration
and fragmentation (furans, pyrones, cyclopentenes, car-
bonyls, acids), amino acids degradation (aldehydes, sulphur
compounds) or derived from further reactions (pyrroles,
pyridines, imidazoles, pyrazines, oxazoles, thiazoles) [18].

B. LIPID OXIDATION

There are three classes of lipids in foods: triacilglycerols,
phospholipids and cholesterol. All of them contribute to
the perception and development of flavor. Phospholipids
are located in membranes of cells and subcellular organelles,
while triacilglycerols predominate in lipid droplets and fat
depots. Proportion of saturated, monounsaturated and
polyunsaturated fatty acids (PUFAs) varies within foods
and process. For instance poultry meat that contains more
polyunsaturated fatty acids than red meat is more suscep-
tible to oxidative changes and fed supplements with high
n-3 fatty acids appear to be responsible for variations in
the aroma profile of meat [19, 20].

Free fatty acids and triglicerides are capable of being
oxidized by autoxidation or by enzymes called lipoxyge-
nases, but polyunsaturated fatty acids are especially suscep-
tible to autoxidation. The initial step of autoxidation involves
production of free radicals R° from lipids RH by their inter-
action with oxygen in the presence of heat, light, high-
energy radiation, metal ions or metalloproteins. Particularly,
the heme iron of myoglobin and haemoglobin accelerates
lipid oxidation in meat and meat products, during cooking
as myoglobin denatures and iron is liberated. Furthermore,
disruption of lipid membrane as in mechanically separated
meat facilitates lipid oxidation reactions [19].

The free radical R° reacts to form a lipid peroxy radical
ROO° that can react to give a hydroxyperoxide ROOH.
The second step or propagation provides further free rad-
icals in a self-propagating-chain process that can be ter-
minated by combination of two free radicals. The enzyme
lipoxygenase is widely distributed in plants and animal
foods; it is very specific about the substrate and how the
substrate is oxidized leading to hydroperoxides. Lipid
hydroperoxides are very unstable and break down to alkoxy
free radicals, which decompose, leading to undesirable ran-
cid flavors and odors, mainly aldehyde products, including
n-alkanals, trans-2-alkenals, 4-hydroxy-trans-2-alkenals
and malonaldehyde [21]. The type and source of lipids,
the presence of lipoxygenase and inhibitors also affect the
rate of lipid oxidation. Major volatile compounds generated
from the oxidation of arachidonic and eicosapentaenoic
acids by 12-lipoxygenase are 1-octen-3-ol, 2-octenal,
2-nonenal, 2-nonadienal, 1,5-octadien-3-ol, and 2,5-octa-
dien-1-ol. However, addition of lipoxygenase inhibitors,
esculetin, and butylated hydroxyanisole (BHA) reduced
formation of volatiles [22]. Susceptibility to oxidation
also depends on the molecular differences of isozymes pres-
ent in foods. As an example, the usual corn genotype and
three genotypes varying in sweetness were blanched or
unblanched, and stored for up to 12 months at �20°C. All
genotypes contained an isozyme of 80 kDa/pI 4.5, sweeter
genotypes also contained a peroxidase of 13.8 kDa, but
after 12 months of frozen storage, an additional isozyme
appeared in some extracts giving rise to differences in the
flavor profile [23].

Reactive oxygen species and free radicals such as
superoxide anion (°O2�), hydrogen peroxide (H2O2),
hydroxyl radical (°OH), alkoxyl radical (RO°), peroxyl
radical (ROO°) and singlet oxygen (1O2) are unstable and
highly reactive; they can be formed in foods by prooxidative
enzymes, lipid oxidation, and irradiation or derived from
injured cells. These compounds react easily with lipids,
polypeptides, proteins and nucleotides increasing off-flavor
development during frozen storage [24].

Additionally, saturated and unsaturated aliphatic alde-
hydes derived from lipid oxidation may participate in the
Maillard reaction to yield long chain alkyl-thiazoles and
alkyl-pyridines that contribute to the fatty fried aromas [17].

V. OFF FLAVOR DEVELOPMENT DURING
FREEZING STORAGE

During frozen storage and distribution, foods are exposed
to a wide range of environmental conditions such as tem-
perature variations, reduced water activity, oxygen, and
light that trigger several chemical and physical changes.
Deterioration in texture, flavor and color are the most seri-
ous problem causing shelf-life reduction, particularly when
poor freezing practices are used or when the quality of the
starting material is low [25]. Fluctuating temperatures
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may cause recrystalization leading to undesirable sandy
texture in dairy products, and phase changes involving
melting and solidifying of fats on lipid containing foods.
In addition, to temperature, other environmental factors
such as oxygen, water activity and pH induce chemical
and enzymic harmful changes. Deterioration of flavor
involves rancidity, bitterness or undesirable fishy taste,
due to the formation of low molecular weight compounds
from lipid oxidation or protein denaturation. Enzymes
such as lipoxygenase, if not denatured during blanching
process can also influence food quality even at sub-freezing
temperatures [25, 26].

A. CHANGES IN FLAVOR OF FROZEN FOODS

ASSOCIATED TO CELL DAMAGE

Freezing has a negative effect on the textural properties on
several fruits and vegetables such as mashed potato, broc-
coli blueberries and strawberries. Freezing and fluctuation
in temperature will produce cell damage by ice recrystal-
ization and dehydration. This may be reflected in a more
open structure of the frozen product, which permits a
greater ingress of oxygen, thus increasing oxidation, vitamin
loss and flavor deterioration [25, 27].

The open structure of frozen foods increases migra-
tion of fluids containing cell nutrients that can facilitate
loss of micronutrients, microbial contamination, and devel-
oping of off-flavors during thawing [28]. As observed in
frozen and freeze-dried blueberries that loses several fla-
vor compounds, including the typical blueberry aroma
(1,8-cineole) [29]. On the other hand, very low tempera-
ture can promote the production of off-flavors in frozen-
thawed strawberries when stored at �40 and �80°C; as
freezing causes disruption of cells and decreases the pH of
the cytosol, thus facilitating the subsequent release of sul-
phide ion as H2S, and therefore off-flavors formation [30].
Loss flavor as a result of freezing was associated to a peel
injury and cell damage in navel oranges stored at various
freezing conditions with large emissions of ethanol, ethyl
butanoate, methyl hexanoate and ethyl octanoate [31].

B. CHANGES IN FLAVOR OF FROZEN FOODS

ASSOCIATED TO LIPIDS

Lipids play a multifunctional role in flavor; they influence
both the physical (mouthfeel) and chemical flavor percep-
tion, as lipids act as a carrier for lipophilic flavor mole-
cules including off-flavors. Reduction in the fat content
will result in higher flavor loss during storage due to fla-
vor volatility. On a molecular level, triglycerides lower the
vapor pressure of lipidic flavor compounds, thus increas-
ing their thresholds [32, 33]. It has been reported that the
use of fat replacers such as maltodextrine can overcome
flavor perception and sensory properties in low fat ice
cream [33].

Lipids also bring their inherent flavor and are precur-
sors for flavor development by lipolysis and lipid oxida-
tion [34]; there is a high correlation between reactions
involving lipids and the development of off-flavors, during
storage. Lipid oxidation is influenced by several factors,
such as temperature and the presence of oxygen in the
immediate vicinity of foods; but water activity also plays an
important role, because at very low values lipid oxidation
occurs at high rates as it is found in frozen foods [7, 26].

The presence of unsaturated fatty acids in foods is 
a prime reason for the development of rancidity and off-
flavors during frozen storage as long as oxygen is available.
The generation of free radicals during rancidity also leads
to undesirable reactions such as loss of vitamins, alter-
ation of color and deterioration of proteins and texture,
which modify the whole flavor perception. Warmed-over
flavor (WOF) is a flavor defect that occurs in reheated
foods, and it is of special concern for precooked frozen
foods. This occurs in cooked products that are stored
under refrigeration or freezing conditions, where lipid
oxidation initiates during storage and warm temperature
of the reheating process accelerates the oxidation process
with the outcome of rancid flavors, resulting in WOF [28].
Furthermore, NH3 exposition due to refrigerant leakage is
related to rancid flavors in foods with a considerable
reduction in the frozen storage life; off-flavors in lamb
were detected by consumers after 3 to 6 months storage
at �20°C [35].

It is well known that lipid oxidation products as hexa-
nal and TBA reactive substances (TBARS) are highly cor-
related to the development WOF during frozen storage.
Attempts have been made to reduce lipid deterioration
during frozen storage by addition of vitamins, antioxidants,
or phosphate. Incorporation of a commercial oleoresin rose-
mary (OR)-coated salt (0.5 or 1 g/kg), sodium tripolyphos-
phate (STPP; 3 g/kg) or TBHQ (0.2 g/kg) in meat batters
decreased hexanal production by 95% [36]. Furthermore,
dietary vitamin E (DL-alpha-tocopheryl acetate) equiva-
lent to 5x, 10x and 25x the NRC recommendations levels
for the diet improved the oxidative stability and function-
ality of turkey breast meat, and produced the most typical
and acceptable meat flavor with the fewest oxidized off-
flavor notes in fresh and frozen turkey meat [37]. Besides,
frozen meat from birds feed with docosahexaenoic acid
(DHA) was more acceptable and stable due to a higher
lipid and flavor stability during storage at �23°C for up to
82 days [38].

Although, ascorbic acid is mainly recognized as antiox-
idant, due to its radical and O2 scavenging effect. At low
concentrations (800 ppm) ascorbic acid may act as a
prooxidant, especially in the presence of metal-catalyzed
oxidation. Ascorbic acid is able to reduce Fe3� to Fe2�.
Nevertheless, the reduced Fe2� catalyzes the breakdown of
hydroperoxides ROOH (ROOH � Fe2� → RO° � OH �
Fe3�) to free radicals at a higher rate than Fe3� (ROOH �
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Fe3� → ROO° � Fe2�) [39]. However, it has been reported
that phosphatidic acid and phoshatidylserine can reduce
the lipid oxidation catalytic activity of nonheme iron and
hemoproteins [40].

Additionally, cholesterol a monounsaturated sterol
present in animal foods such as biscuits, snacks, cheese,
raw and cooked meat, egg powder, etc. Cholesterol can be
oxidized during storage giving rise to a more than 60 oxi-
dation products such as 7-ketocholesterol through a free
radical reaction; cholesterol oxides are toxic and may be
involved in flavor deterioration during storage [41].

In order to reduce lipid oxidation and off-flavor devel-
opment during storage, it is commonly the use of antioxi-
dants such as free radical terminators or metal quelating
agents. These compounds can react with peroxyl or alkoxyl
radicals and terminate the chain reaction by scavenging
chain-propagating radicals. BHA and butylated hydroxy-
toluene (BHT) are effective free radical scavengers in a wide
variety of foods including meat and dairy products. Also
natural antioxidants such as sesamol, quercetin, tocopherols,
carotenoids, and polyphenols, among others have proved
their efficiency to prevent lipid oxidation in foods [24, 42,
43, 44]. On the other hand, addition of phosphates [dis-
odium phosphate (Pi), tetrasodium pyrophosphate (PP),
sodium tripolyphosphate (TPP), sodium tetrapolyphosph-
ate (TTPP) and sodium hexametaphosphate (HMP)] or
sodium ascorbate monophosphate (SAsMP) in 0.3 and
0.5% levels reduce formation of rancid and soapy flavors
in frozen vacuum packaged cooked turkey; with the addi-
tional decrease in cooking losses and the increase in mois-
ture retention after thawing [45, 46].

Packaging also plays an important role to control off
flavors, in particular modified packaging has been used to
improve flavor and aroma of cooked beef, where samples
stored under vacuum and N2/CO2 atmospheres were
meatier, less warmed-over, less cardboardy, and less oxi-
dized and had lower TBA, than those in air-containing
packages [47].

C. CHANGES IN FLAVOR OF FROZEN FOODS

ASSOCIATED TO PROTEINS

Flavor release and perception is caused by interactions of
flavor components with protein molecules by physical
adsorption via van der Waals interactions, and by chemi-
cal reactions via covalent or electrostatic linkages, includ-
ing salt, amides, ester formation and condensation of
aldehydes with NH2 and SH groups. The specific distribu-
tion of hydrophilic and hydrophobic regions in proteins
determines their shape, functionality and the binding of
volatile compounds; therefore, alterations in the protein
moiety can lead to distortion of the sensory profile [48].
Protein denaturation during freezing storage is due to sev-
eral factors including changes in moisture, interaction
with lipids or products derived from lipid oxidation, and

by the activity of specific enzymes as lipoxygenases and
TMA-oxidase [25].

First, formation of ice crystals induces dehydration
and increases salt concentration that promotes protein
aggregation. Distribution of hydrophilic and hydrophobic
binding depends on the dielectric constant, pH and ionic
strength of the media. Thus, high salt concentrations will
disrupt the existing equilibrium leading to denaturation. It
has been observed that denatured proteins irreversibly bind
sulfur-contain flavors by interchanging protein sulfhydryl
groups and disulfides, where disulfides containing allyl 
or furfuryl groups are more reactive than saturated alkyl
disulfides [49].

Free fatty acids derived from lipid hydrolysis can
attach themselves hydrophobically or hydrophilically to
the protein creating a more hydrophobic regions resulting
in a decrease of protein solubility [25]. Moreover, free rad-
icals can abstract a hydrogen from SH-side groups forming
protein-free radicals that interact with other proteins or
lipids forming protein-protein or protein-lipid aggregates.

Additionally, secondary lipid oxidation products as
malonaldehyde, propanal and hexanal can react covalently
with side-chain groups of histidine, methionine, cysteine
and lysine residues; these interactions increase the
hydrophobicity of proteins and may decrease the flavor
binding ability [25]. In particular, aldehydes are more sta-
ble than free radicals and can diffuse into the cellular
media inducing protein modifications [25, 50]. In particular,
products derived from lipid oxidation denaturate proteins
as myoglobin, where the heme iron is exposed increasing
its prooxidant activity [51]. However, it has also been
reported that α,β-unsaturated aldehydes enhance oxida-
tion of ferrous oxymyoglobin to ferric metmyoglobin than
their saturated counterparts [50, 52].

VI. CONCLUSIONS

Flavor perception and stability is related to proteins, lipids,
and carbohydrates as well as the conditions of storage.
Although, freezing offers an exceptional food safety and
extended storage time, many reactions such as moisture
migration, lipid oxidation and protein denaturation promote
off-flavor formation. Therefore, stability can be achieved
with a more integrated understanding of the flavor interac-
tions within the complexity of foods. Also, attention should
be focused on the quality of raw materials and the overall
product technology to reduce oxidation and flavor loss.
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Freezing is used to preserve and maintain the quality of
many foods. These include beef, chicken, pork, fish, and
other muscle foods; fruits and vegetables; egg products;
dairy foods; doughs and breads; and a wide variety of
entrée items (Table 61.1). Relatively low temperatures,
the formation of ice as a separate phase, and the freeze
concentration of dissolved substances contribute to condi-
tions that limit the growth of microorganisms and pre-
serve quality factors such as flavor and color.

One critical quality factor influenced by freezing is
food texture. Texture can be defined as those properties of
food determined by the rheological and structural nature

of the food and determined by the tactile senses. Many
foods are thawed from the frozen state and eaten directly
or cooked before consumption. In some cases, the texture
of the thawed material is close to that of the fresh and
unfrozen food. In other cases, the texture may be changed
by the freezing process, yet result in a thawed product that
is still acceptable to consumers. For a few foods, freezing
results in dramatic changes that are unacceptable to con-
sumers. Yet another class of foods is those consumed frozen,
such as ice cream, sherbet, or ice pops. In these foods, the
specific composition and freezing process profoundly
affect the perceived texture.
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In this review, we will cover issues regarding the effects
of freezing on the texture of major food groups. We will dis-
cuss primary texture attributes of specific foods, as well as
the fundamental mechanisms that reduce texture quality,
and outline basic procedures before and during freezing that
are used to ensure the optimal quality of frozen foods.

I. VEGETABLES

Frozen vegetables make up a significant portion of the
frozen food market. Vegetables that are commonly frozen
include potatoes, corn, peas, green beans, broccoli, cauli-
flower, brussels sprouts, and pumpkin. Freezing extends
the availability of vegetables and preserves quality during
transportation and storage. In some cases, it allows for
more convenient processing of the food. For example,
pre-cut and treated French fries can be stored frozen for
extended periods, with required portions available for
immediate baking or frying.

A. TEXTURE ATTRIBUTES

The textural attributes of importance to most vegetables
are firmness, tenderness, and crispness. Firmness implies
that there is an immediate resistance to biting. Tenderness
indicates that the material can be easily separated into
increasingly smaller pieces, particularly when sheared.
Crispness is a complex attribute related to the sound and
discontinuous breakdown of the product.1 In vegetables,
firmness is directly related to structure of the vegetable
cells (Figure 61.1).2 Turgor arises in cells that are fully
hydrated, and, as a result, push the plasma membrane
against the surrounding cell wall. Firmness also depends
on the cell walls that surround the cells. The cell walls pro-
vide a semi-rigid scaffolding, holding the cells in a specific
formation. Cell walls are composed of bundled strands of
cellulose, along with lesser amounts of lipid, pectin, and
proteins. A primary cell wall is formed in young plants. As

plants age, one or more rigid secondary cell walls form
which incorporate lignin into thick cellulose layers.2

Adjacent cell walls, and thus cells, are held together at the
middle lamella by a sticky, pectin-rich substance.

During freezing, several factors converge to cause
degradation of texture related to changes in the cell mem-
brane, cellular contents, cell wall, and middle lamella
(Figure 61.2).3 Particularly during slow freezing, ice
forms primarily in extracellular spaces (Figure 61.3). This
results in a water activity gradient that causes water to
leave the cell. Concurrently, the cell shrinks, the ionic
strength of the cytoplasm increases, and the pH changes.
These changes may result in protein denaturation, disrup-
tion of the plasma membrane, and changes in intracellular
organelles. In addition, ice crystals may penetrate the cell
wall, and ice formation in the inner lamella may pull cell
walls apart.

Several physical tests are available for assessing texture
in intact vegetables. Firmness is measured by the force
developed as the sample is compressed. Measurements can
be made through continuous readings of force and defor-
mation, or through a variety of penetrometers.4 Tenderness
is often measured by the shear force developed when a
series of blades is run through the sample. Other specific
tests, such as the pea texturometer, may be used.

B. PROCESSING AND STORAGE

The texture of frozen and thawed vegetables will never be
better than that of the material before freezing. Vegetables

61-2 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 61.1
Frozen Food Sales in the United States
Type of Frozen Food Sales ($) 2001

Baked goods 1.4 billion
Breakfast foods 1.05 billion
Fish, Shrimp, Seafood 1.18 billion
Frozen desserts, Fruit, Toppings 786 million
Ice cream, Novelties 6.4 billion
Juices, Drinks 827 million
Meat 333 million
Pizza, Snacks, Prepared foods 12.33 billion
Poultry 890 million
Vegetables 2.9 billion

All Frozen Foods 28.1 billion

Source: American Frozen Food Institute (www.affi.com).
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FIGURE 61.1 In the typical plant cell, the intact cell membrane
(PM) is pushed back against a rigid cell wall (CW). Internal
organelles such as chlorplasts (C), mitochondria (M), and the
nucleus (N) are occluded by a large central vacuole (CV).
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with good flavor and texture should be used for freezing,
and lots should be chosen so as to assure uniform matu-
rity.5 After initial cleaning, many vegetables may be cut,
sliced, or otherwise processed prior to freezing. Such

commodities include sliced or diced carrots, French fry
cut potatoes, and corn without the cob.

Most vegetables require blanching prior to freezing
(Table 61.2). Blanching is the use of hot water or steam to
de-activate enzymes in the vegetable.6 Several enzymes can
cause undesirable changes in frozen vegetables. For exam-
ple, lipases and lipoxygenases lead to the formation of 
off-flavors.7 With respect to texture, pectin-hydrolyzing
enzymes would cause excessive softening of the tissue dur-
ing frozen storage. Blanching has the added benefit of
reducing microbial load and internal gases.

Unfortunately, the heat of blanching induces significant
changes in texture.8,9 Blanching disrupts the normal cell
structure. The cell membrane may be damaged, allowing
water to enter the cell. Internal organelles may be distorted
and may begin to leak their contents. Heating may also
denature proteins, as well as gelatinize starch found in cel-
lular granules. This starch may subsequently retrograde dur-
ing frozen storage. The major impact of blanching on
texture is the reduction of cell turgidity caused by the loss of

Frozen Food Texture 61-3

TABLE 61.2
Advantages to Blanching
1. Deactivate lipases and lipoxygenases which cause off-flavors
2. Deactivate pectinases which soften tissue
3. Reduce microbial load
4. Reduce internal gases

1

2

6

3
4

5

FIGURE 61.2 Formation of extracellular ice (1) causes move-
ment of water from cells (2), resulting in shrinkage of the plasma
membrane (3), concentration of internal solutes, and disruption
of the membrane (4). Ice may penetrate cell walls (5) or separate
adjacent cells at the middle lamella (6).

Slow
freezing

Rapid
freezing

FIGURE 61.3 Large extracellular ice crystals form during slow freezing, while numerous small intra- and extracellular crystals form
during rapid freezing. (After Meyman, 1963.)
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cell membrane function. When cells do not push up against
the cell wall, the tissue becomes flaccid and less firm. In
addition, during blanching, pectic substances are released
from the cell wall. This decreases cohesion between adja-
cent cells, and enhances breakdown of the structure.

Blanching methods and times depend on the particu-
lar vegetable, and, in some cases, on the particular culti-
var. In general, it is advantageous to use cultivars that
require minimal blanching, thus reducing textural changes
caused by heating.

There is some evidence that the particular blanching
regimen affects the texture of the thawed product.10,11

Brussels sprouts preheated to 52°C subsequently required
20% less blanching.10 Carrots blanched at 76°C were
firmer than those blanched at 100°C.12 Similarly, green
beans blanched at lower temperatures were firmer and
exhibited less sloughing.12

There have been some studies on changes occurring
after blanching. The breakdown of pectins is enhanced in
high acid conditions,13,14 and continues at neutral pH.
Firmness may be enhanced by the interaction of demethy-
lated pectins and divalent cations. In addition, added cal-
cium may help increase firmness in some vegetables.14,15

Low temperature blanching may increase calcium availabil-
ity or pectin methylesterase activity.16,17,18 Subsequent link-
ing of demethylated pectin by calcium increases firmness.

For most vegetables, rapid freezing results in optimal
texture. Rapid freezing allows less time for osmotic dehy-
dration of cells and the associated freeze-concentration of
solutes. The particular freezing method depends on the
type of vegetable, its size, and its structural features. Air
blast and cryogenic freezing methods have been used suc-
cessfully with most vegetables. In limited cases, freezing
in blocks may be warranted.

II. FRUITS

Many fruits are frozen to extend their availability through-
out the year as well as to further shelf life through lengthy
distribution. In general, fruits have a less fibrous structure
than vegetables, and often suffer more textural changes
during freezing and storage (Figure 61.4).19 Thus, direct
consumption of frozen/thawed fruits is not as widespread
as that of vegetables. Many frozen fruits are destined for
further processing, as for use in muffins, ice cream, yogurt,
or jams. In addition, large whole fruits do not freeze well.
Fruits such as apples, peaches, melons, or pineapples are
typically cut into slices, chunks, or segments prior to freez-
ing. Smaller fruits, such as blueberries, strawberries,
blackberries, or grapes, may be frozen whole.

A. TEXTURAL ATTRIBUTES

As with vegetables, firm yet tender fruit is desirable for
freezing. In general, freezing does not improve fruit texture,

so that fruits that are hard, mealy, too soft, or weepy
should not be frozen, particularly if they will be consumed
directly. Loss of water holding capacity is also a problem
for many frozen fruits. Such fruits exhibit excessive drip loss
on thawing, and may lack proper juiciness when chewed.

B. PROCESSING AND STORAGE

Obviously, the quality of raw ingredients is important to
the texture of frozen/thawed fruit. In some cases, the freez-
ing of slightly unripe fruit results in a firmer texture with
lower drip loss.20,21 For example, underripe apricots, cher-
ries, and plums display lower drip loss after freezing and
thawing.21 Similar results have been seen in slightly
unripe blackberries.22

The fruit variety may also be a factor in freezing per-
formance. Differences in the texture of thawed fruit due to
variety differences have been found for strawberries,23,24 red
and black currants,25,26 and raspberries.27 However, fruit
maturity and grade are probably more important factors
than cultivar differences on the texture of thawed fruit.28,29

Immediate freezing of fruit after harvest can also
improve texture. For example, strawberries frozen within
two hours of picking and stored for three months resulted
in better texture than those frozen after five hours.30 In
some cases, harvested fruit may be stored for longer times
at lower temperatures and in modified atmospheres prior
to freezing without affecting textural quality.20,30

Fruits are seldom blanched before freezing. Any ben-
efits to be had by blanching are outweighed by the signif-
icant cellular damage it causes. Fruits do not have the more
extensive fibrous network of vegetables, and therefore
become mushy or even disintegrate upon heating. There
are some exceptions to the rule, however. For example,
polyphenol oxidase can be inactivated in bananas by blanch-
ing, without causing unacceptable changes in firmness.31

61-4 Handbook of Food Science, Technology, and Engineering, Volume 2

Fresh Frozen/Thawed

FIGURE 61.4 Fresh strawberries are firm with no juice leak-
age. Typical of many fruits, frozen/thawed strawberries are flac-
cid, have poor color, and have drip loss.
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Similarly, blanched breadfruit segments display accept-
able texture when thawed and cooked.32 Some work has
also been done on non-thermal blanching of fruits. For
example, gas mixtures with sulfur dioxide have been shown
to inhibit enzyme activity in sliced and frozen apples.33

Many fruits are cut or diced prior to freezing, and have
pits or stones removed. As freezing rate is of particular
importance to the quality of frozen fruit, pieces with the
shortest dimension greater than 2–3 cm are not typically
frozen.34,35,36 Freezing times increase somewhere between
linearly with or as the square of the shortest dimension for
heat transfer. In addition, much fruit is used for further
processing, and fruit cut prior to freezing is often easier to
cut and of better quality than fruit cut after freezing and
thawing.37,38 Removal of pits in apricots, plums, and cherries
may cause greater drip loss in thawed fruit, but may be
necessary for other reasons.21,30

Various ingredients may be added to enhance the qual-
ity of frozen fruits. Sugar is often used to improve color,
texture, and flavor.39,40 Water is drawn out of the cells by
osmosis, leading to a lower freezing point and a decreased
fraction of ice at a given frozen storage temperature. An
extension of this is osmotic dehydration, in which high
concentrations of sugar solutions are used. With this
approach, fruit cells may lose up to 40 to 70% of their
water. Fruits such as strawberries, apricots, cherries, and
pineapples have been subjected to osmotic drying prior to
freezing.41,42 In general, such fruits are sweet, firm, and
have lower drip loss.

In some cases, calcium salts may be infused into fruits
to enhance firmness. These act by cross-linking the inter-
nal pectic substances. Research has indicated that pectin-
melthylesterase can be infused into fruit, allowing enhanced
action of the calcium.43

The formation of extracellular ice concentrates the
solutes in the surrounding aqueous phase, which, in turn,
drives water from the cells. The higher concentration of
intercellular solutes, coupled with the decreased flexibil-
ity of the frozen phase, produces cell and cell membrane
damage. In addition, cell wall substances, particularly
pectins, may be extracted or solubilized from the cell walls,
reducing structural rigidity.

Various freezing methods, including air-blast freezing,
fluidized-bed freezing, and cryogenic freezing have been
used successfully with fruits. Individual quick frozen (IQF)
methods are preferred. Contact plate freezing of fruit in
blocks is infrequently used in current practice. A significant
body of work exists to show that rapid freezing results in
the best retention of quality in thawed foods.36,37,44,45 This
is especially important in frozen fruits, which are subject
to greater textural changes in the freezing process. Rapid
freezing results in smaller ice crystal size, less cell dehy-
dration, and less cell damage.38,44 Comparative studies on
mangoes,46 strawberries,47 apples and peaches,48 and
blueberries49 have shown that rapid freezing rates result in

thawed products with the best texture and least drip loss.
Cryogenic freezing with liquid nitrogen often results in
the best texture. However, prolonged immersion in cryogens
may cause “freeze fracturing” at the surface.50,51 Sprays of
liquid nitrogen generally cause less freeze-fracture damage
than immersion.52

III. MEAT

Many muscle foods are frozen to preserve quality, includ-
ing red meats (primarily beef and pork), fish and other
seafood, and poultry. Properly frozen and stored meat will
maintain good texture and flavor for many months. All
muscle foods are high protein foods composed of cells
containing an orderly sarcomere structure, and with tissues
held together by membranes and collagenous material
(Figure 61.5). Each requires the proper mix of firmness
and tenderness for optimum texture, as well as the reten-
tion of moisture for optimum juiciness. Unlike fruits and
vegetables, virtually all meats are cooked before con-
sumption with the goal of affecting muscle texture. This
occurs as sarcomeric proteins are denatured and solubi-
lized to form soft gel networks, and as collageneous mate-
rials melt and reduce muscle toughness.53 Differences in
muscle type, metabolic processes, and production prac-
tices exist, dictating variations in freezing practices. In
this section we will discuss texture changes during freez-
ing of red meat, with fish, seafood and poultry meats cov-
ered in subsequent sections.

A. TEXTURE ATTRIBUTES

In general, meats have a more challenging texture for con-
sumers than vegetables and fruits. Intact meats should be
relatively firm and cohesive, offering a certain amount of
bite resistance; however, cooked meat should be tender
enough that excessive chewing is not required. Meat
toughness is largely dependent upon the properties of the
connective tissue proteins.54 For example, as an animal
ages, irreversible cross-links develop in the collagen, caus-
ing the meat to become tough.

Muscle tenderness is usually measured by the amount
of force required to shear through the meat. In the Warner-
Bratzler shear method, cylinders of cooked meat are cut
into cylinders and placed in a holder. A knife blade with a
triangular opening is passed through the sample, and the
maximum force attained before the sample is cut through
is used as the measure of tenderness.4 Irregular shaped
pieces, or restructured products, may be tested with a
multi-blade apparatus such as the Kramer shear device.

Quality meat should also be juicy and have maximum
water holding capacity (WHC). Meats lacking WHC are
dry, tough, and yield unsightly losses of liquids during
thawing and cooking. Thaw and cook loss can be quanti-
fied by weighing before and after thawing or cooking and

Frozen Food Texture 61-5

DK9848_C061.qxd  11/Aug/05  04:19 PM  Page 5



calculating the drip loss by the difference in these weights.
WHC can also be measured by compressing cooked sam-
ples, such as 1 cm cubes, by a given force or deformation,
and weighing the amount of liquid expressed onto a filter
paper.

B. PROCESSING AND STORAGE

The biochemical state of meat is one of the prime factors
determining quality after freezing. After slaughter, most
meat must undergo aging and conditioning before being
frozen. Much of the meat quality is related to the pH in the
muscle. As muscle ages, glycogen in the muscle is con-
verted to lactic acid, which, in turn, reduces muscle pH.
The meat is aged in a cold room, so that an ultimate pH
will be attained.55,56,57 An ultimate pH of about 5.6 is
attained within a few days, which results in the best meat
texture. Typically, the process is speeded up by electrical
stimulation of the carcass.58

Animals with low glycogen levels may result in meat
with higher ultimate pH, which, in turn, causes a dark,
firm, and dry (DFD) meat.59,60,61 In addition, if muscle pH
remains high during cold storage, “cold shortening” of the
muscle may occur.62 Such meat is very tough and often
unacceptable.63 Shortening is particularly a problem in
meat that has been removed from the bone,63 but can be
minimized with proper cooling.64 Conversely, if muscle
glycolysis occurs too quickly, a pale, soft, exudative (PSE)

meat will result,65 particularly in pork. PSE meat has high
drip loss before and after freezing, resulting in colorless,
dry meat that lacks juiciness.

As found with most foods, rapid freezing results in
optimal texture of the thawed, cooked meat. In some cases,
freezing may even increase the tenderness and juiciness of
the final product.66 Slow freezing results in larger ice crys-
tals, greater cell dehydration, more extensive cell damage,
and greater protein denaturation.67,68,69 The movement of cell
water to extracellular spaces during slow freezing results in
decreased water holding capacity. Such meat is more likely
to incur thaw and cook loss, and, consequently, to be 
less tender and juicy. Freezing times of less than 
20 minutes were found to produce the least amount of exu-
dates in frozen or thawed meat.70 The amount of time that
the product spends at temperatures near �3°C may be par-
ticularly important, as the freeze-concentration of ions at this
temperature produces the greatest protein denaturation.69

Air-blast, cryogenic, and contact plate freezing have
all been successfully used for meat freezing. Fast freezing
rates attained with cryogenic freezing may be advanta-
geous, but such methods are limited to meat pieces of
modest volume that can be individually exposed to the
cryogenic fluid.

Frozen meat may also incur a drying of the meat sur-
face known as “freezer burn.” Although a slight amount of
surface drying is useful for limiting microbial growth,
excessive drying results in a pale, dry-looking surface with
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Meat 

Myofibril

Repeating sarcomere structure

Muscle bundles 

FIGURE 61.5 Muscle foods have a complex hierarchy of structure. In addition to bone and fat, meat is composed of muscle bun-
dles surrounded by a tough connective tissue. Muscle bundles contain many long, parallel myofibrils. Each myofibril, a multinucle-
ated cell, contains a repeating mesh of overlapping proteins, organized into sarcomeres.
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greater toughness and reduced juiciness. Freezer burn may
occur during freezing, and is a particular problem during
extended frozen storage. It is enhanced by low humidity
and fast moving air, and meat with less surface fat tends to
suffer more surface dehydration.71 Appropriate wrapping
can help limit the occurrence of freezer burn.72,73

Other textural changes can occur during frozen storage,
and storage temperatures below �18°C are recommended
to limit these changes. Ice recrystallization is a problem in
that it encourages protein denaturation, and subsequent
toughening and loss of water holding capacity are all pos-
sible. Higher temperatures, and, in particular, repeated tem-
perature fluctuations, are detrimental to texture quality.

Thawing methods can also affect the final texture of
the meat. Unfortunately, not many thawing alternatives
exist. Rapid thawing, particularly through temperatures
near �5° to 0°C, prevents further toughening and loss of
WHC.70 In some cases, thawing and holding the meat may
help improve tenderness. By this logic, thawing in a
cooler or refrigerator would seem not to be recommended.
However, thawing at higher temperatures may result in
parts of the product reaching elevated temperatures before
all of it has thawed. This would subject the meat to greater
microbial spoilage. Thawing by direct immersion in water
can be beneficial. In a few instances, meat may be cooked
directly from the frozen state, but the possibility for uneven
cooking or uncooked centers limits this approach. Research
on vacuum, dielectric, infrared, and microwave thawing is
ongoing.

IV. FISH AND SEAFOOD

Although fish and seafood are muscle foods, they do have
unique characteristics that distinguish the way they are
processed for freezing. First, harvesting of particular fish
has more seasonal variability, so that freezing becomes
necessary to ensure availability throughout the year. In
addition, fish are harvested at locations remote from where
they are frozen and stored. Fish also have shorter muscle
fibers and less connective tissue than land animals, and
are expected to be more tender than red meat and poultry.
Different metabolic processes also lead to more substantial
flavor changes in frozen fish.

A. TEXTURE ATTRIBUTES

Changes in flavor are perhaps the greatest concern in
frozen fish. Fish have different types of muscle fibers, and
do not have the large skeletal system and great amounts of
connective tissue associated with land animals. Fish meat
is generally expected to be firm but tender, and remain
juicy and succulent. Some changes in texture do occur in
the freezing process, and are often associated with protein
denaturation and drying out of the meat.

B. PROCESSING AND STORAGE

Fresh fish are often chilled, placed in ice, or frozen while
on board ship. Ice glazes using salts, phosphates, antioxi-
dants, or sodium alginate help prevent surface drying and
lipid oxidation during transport.74 Moisture-proof packaging
is important to prevent dehydration, and vacuum-packaging
is useful for limiting lipid oxidation.75 In some on-board
operations, fish are individually placed in plastic bags and
vacuum-sealed, then frozen in brine freezers.76

Like red meats, fish and seafood should be frozen as
rapidly as possible. Slow freezing results in cell dessica-
tion and damage, resulting in toughness and lack of mois-
ture retention. Fish is especially subject to protein
denaturation during freezing and frozen storage.77,78,79

Freeze concentration of solutes enhances the denaturation
of myofibrillar proteins. Some fish, particular cod and
deep water fish, contain trimethylamine oxide (TMAO).
TMAO breaks down to dimethylamine and formaldehyde
in frozen storage, creating protein crosslinks that produce
a spongy texture.74 Such fish release moisture quickly,
leaving behind a dry, tough texture.

V. POULTRY

Poultry is another excellent source of protein, and the
poultry market has enjoyed substantial growth in the last
few decades. Much of the chicken and turkey sold these
days has been further processed. Most chicken is sold in
cut pieces rather than as whole birds, and often incorpo-
rates phosphate or other marinades. Turkey may be sold as
whole birds or pieces, and is usually injected with salt and
phosphate solution. According to USDA regulations,
poultry that is held at temperatures below 0°F must be
labeled as “frozen,” while “fresh” poultry is that held at
temperatures above 26°F.

A. TEXTURE ATTRIBUTES

As with other muscle foods, poultry meat is expected to
be tender and juicy. Loss of juices during thawing can be
a particular problem. Meat from different parts of the bird
typically have different textural characteristics. Red meat
has more fat, is generally less dry, and has more lubrica-
tion when chewed. White meat has more of a tendency to
be dry and tough if improperly processed. Simple tests,
similar to those used for red meats, are used to assess
chicken texture, including Warner-Bratzler shear tests, water
holding capacity tests, and analysis of yield, drip loss, and
cook loss characteristics.

B. PROCESSING AND STORAGE

As with all products, the quality of the commodity before
freezing is perhaps the most important factor in determining
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final texture. The USDA provides grades (A, B, C) which
may or may not be indicators of good texture in the cooked
meat. The age of the bird at slaughter is one determinant of
texture.80 Young “broilers” tend to have more tender meat
than older hens. Similarly, young turkey fryer-roasters
have more tender meat than older hens and toms.

Rough handling during processing may result in car-
cass damage, but the effects on texture are not known. In
general, poultry must be chilled to 4°C within 4–8 hours
to meet USDA specifications. Although used primarily to
limit microbial growth, rapid chilling also ensures opti-
mum tenderness. During ice-water chilling, moisture may
be absorbed, but must be limited to less than 8% for
chicken and 4.3% for turkey. This water, in turn, may
increase freezing times and influence final juiciness. In
general, freezing immediately following slaughter is not
recommended. As with other meats, poultry should be
aged to allow development of the ultimate pH, which
results in the most tender meat.80,83 For chicken, the hold
period is 6–8 hours, while for turkey it is 12–24 hours.81

The aging time for poultry is much shorter than that for
red meat, and some studies suggest that the pre-freeze hold
time is not a major factor affecting quality after frozen
storage.82 Generally, poultry should be frozen to less
than �18°C within 72 hours.80 Although, not strictly
freezing, there has been a move towards deep-chilling of
poultry to �2 to �3°C, particularly for younger broilers.

A wide variety of further processing operations are
performed on poultry, including deboning, chopping, form-
ing, and breading. Poultry must be raw or fully cooked
prior to freezing. Operations that slice, cut, or expose more
surface area allow for greater drip loss. However, drip loss
may be controlled in such products. In particular, marina-
tion combined with tumbling or injection has a profound
affect on the yield, tenderness, and juiciness of poultry
meat.53 The solubilization of muscle proteins and break-
down of sarcomeric structure result in lower shear values,
enhanced swelling of myofibrils, and greater water hold-
ing capacity.

Appropriate packaging is critical to maintaining quality
during freezing.83 In addition to preventing oxidation and
flavor changes, moisture barriers help prevent dry meat by
limiting surface dehydration and “freezer burn”. In general,
vacuum packaging or gas flushing is used to limit flavor
changes, while also preventing overly slow freezing.

As with other muscle foods, rapid freezing provides
the best product quality. Excess time spent at sub-freezing
temperatures is detrimental, and leads to protein denatura-
tion, resulting in toughening and drip loss. Rapid freezing
also helps ensure a light, chalky surface.84

Poultry is frozen by a variety of methods, including
air-blast, cryogenic, and immersion freezing. As long as
the freezing rate is sufficiently rapid, there does not seem
to be much effect on meat texture for different freezing
processes. Some research has shown that tenderness in

chicken breast is not dependent on freezing rate,85,86 but
rapid freezing may decrease the amount of drip loss.87,88,89

Fried broiler pieces frozen with liquid nitrogen have
shown greater tenderness than those frozen in air90. It has
been recommended that the freezing front progress at rates
greater than 2–5 cm per hour.81 Combination freezing,
which is initial freezing with liquid nitrogen or by immer-
sion followed by air-blast freezing at less than �30°C,
may be advantageous.

If properly stored, some poultry meat may be kept in
frozen storage for up to two years without significant
deterioration in quality.91 Storage temperatures should be
below �18°C for optimum quality. Some studies suggest
that drip loss may increase during extended frozen stor-
age.92 As with other frozen foods, large temperature fluc-
tuations are particularly detrimental. The resulting
recrystallization and formation of large crystals leads to
toughening and drying of the meat.

Pre-processing and freezing seem to be greater factors
than thawing method on drip loss and tenderness. Thawing
of whole turkeys is especially of interest. However, studies
have shown that different thawing procedures have little
effect on texture and moisture retention.93,94

VI. EGGS

Egg products are used extensively in restaurant and fast-
food establishments, and as an ingredient in baked goods
and entrees. Much of the eggs are prepared at an egg-
breaking facility, then dried, cooked, or pasteurized and
frozen. The resulting products are frozen liquid eggs or
frozen cooked eggs. Eggs lack the fibrous structure of
vegetables and muscle foods, so are not subject to the
same deterioration of structure. Although the physical
process of freezing is the same, eggs have unique charac-
teristics that determine how they are processed and frozen.
The freezing of eggs is governed by USDA regulations.

A. TEXTURE ATTRIBUTES

In products in which eggs are a minor ingredient, the texture
of eggs is not a major issue. However, the functionality of
egg proteins in such products is important, as it may deter-
mine foam or gel structure and emulsification properties. As
a liquid product, the viscosity of thawed, uncooked eggs is
characterized by its viscosity, and viscosity is usually a good
indicator of the suitability of liquid eggs for further process-
ing. The texture of eggs cooked from frozen liquid eggs
should be similar to that of unfrozen eggs. In general,
cooked eggs should be firm but tender as well as have ade-
quate cohesion and little run-off. The association of egg
white proteins produces a gel network. However, excessive
cross-linking may produce an undesirable rubbery texture.

Eggs have clearly distinct phases, the egg yolk and egg
albumen, and these have unique chemical compositions.
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The albumen is approximately 89% moisture, 10% protein,
0.5% carbohydrate, 0.5% ash, and 0.03% lipid.95 The yolk
contains 48% moisture, 16% protein, 0.8% carbohydrate,
1.1% ash, and 33% lipid. In addition, the functionality of
protein and lipid differs in each region. Compositional
factors produce differing rheological properties for egg
yolk and albumen, while functional properties also dictate
the textural characteristics of products made from eggs or
egg components.

B. PROCESSING AND STORAGE

Most pre-processing of eggs includes washing, breaking
of the shell, and relatively low temperature pasteurization.
In addition, yolks may be separated from the whites, then
later remixed or sold as separate products. Due to compo-
sitional differences in egg yolk and albumen, the effects of
freezing are different for each.

Liquid egg white has a relatively high level of solutes,
including protein, glucose, and salts. Freeze concentration
during freezing produces high solute concentrations and
ionic strength. This, in turn, may cause denaturation of the
egg white proteins.96 The concurrent aggregation of dena-
tured protein reduces functionality. However, egg whites
are not greatly changed by the freezing process. Cakes
and other baked goods made from frozen/thawed egg
white have volumes similar to that made from unfrozen
egg white.97 However, gels made directly from
frozen/thawed egg white are firmer than those from
unfrozen egg white.98 Viscosity and denaturation depends
somewhat on the freezing rate. Rapidly frozen egg white
has a viscosity, foam stability, and native protein content
closest to that of unfrozen eggs.99 Lower freezing rates
result in greater denaturation, lower viscosity, and less
foam stability. In some cases, adjuncts may be added to
modify the rheological properties of egg albumen. The
addition of 5–10% sucrose helps to prevent loss of protein
functionality caused by freezing. Gels made from egg
white with added sugar have higher gel strength and elas-
ticity.100 The addition of 5–10% NaCl, however, reduces
gel strength, elasticity and viscosity.

Egg yolk undergoes greater changes in texture during
freezing than does egg albumen. The yolk contains granules
and lipoprotein micelles that can become unstable and
aggregate. Freezing causes thickening and partial gelation of
the yolk101,102 at freezing temperatures below �6°C, with
maximum gelation occurring at temperatures below �18°C.
The degree of gelation increases during frozen storage.
Textural changes occur as freeze concentration of salts
and changing pH produces protein denaturation.103,104,105

Gelation has also been attributed to interactions between
granules and low density lipoproteins.106

While deterioration of egg yolk is ameliorated by
rapid freezing, storage at low temperatures increases the
amount of yolk gelation.106 Gelation is also reduced by the

addition of low molecular weight solutes such as sucrose,
NaCl, or glycerin.107,108

Liquid egg products are generally frozen in cans or
pouches in air-blast freezers. Cryogenic freezing with liq-
uid nitrogen or carbon dioxide provides more rapid freez-
ing, but is used mostly for cooked egg products. These are
generally flat, thin sandwich eggs or omelets. In addition,
there has been some promising research on drum freezing
of liquid eggs to form flakes.96

VII. DAIRY PRODUCTS

Unlike fruits, vegetables, and muscle food products, most
frozen dairy products are eaten while still frozen. Such
products include ice cream, sherbet, and frozen yogurt.
Products such as milk, cheese or butter are typically
refrigerated and consumed within relatively short periods.
However, in some cases, dairy products are frozen in
order to extend shelf life.

A. TEXTURE ATTRIBUTES

Desirable texture attributes vary with the type of dairy
product. The chemical composition of milk, cheese,
yogurt, butter, and frozen desserts are narrowly defined.
Processing methods are also usually standardized, so that
uniform texture is expected for most dairy products. Liquid
milk is typically expected to have a certain viscosity and
mouthfeel, be free of aggregated material, and have some
cling in the mouth. As protein and carbohydrate content
are similar in most milk, the serum viscosity does not vary
much. Fat content plays a more important role in viscos-
ity. Milk with more fat has greater viscosity and mouth-
feel. The degree of homogenization has some affect on
viscosity; however, most homogenization schemes produce
particle sizes between 0.25 to 3 µm. Milk with much
larger particle sizes would tend to separate. Milk with
higher average fat particle size will have higher viscosity.
Changes in particle size which occur through aggregation
or coalescence will have a profound effect on the fluid
rheology.

Cheeses have perhaps the most textural variety. The
firmness, cohesiveness, adhesiveness, and chewiness vary
with the moisture and fat content, the type of milk used,
and the preparation procedure. For example, cream cheese
is expected to be soft, smooth, cohesive, and spreadable.
Hard cheddar cheese should be firm, less cohesive, and
more springy.

Ice cream may also have some textural variety. An
ideal ice cream should be cold but not icy, firm but not too
hard, have a smooth body and meltdown, and be free of
any grittiness. Some textural differences are expected, for
example, in soft-serve ice creams or frozen shakes. Some
differences in texture may be attributed to price and com-
position. Premium ice cream has higher fat (14–18%) and
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contains lower levels of stabilizers. Shorter shelf life and
more stringent distribution channels may be needed to
ensure product stability. Other ice creams have at least
10% fat, and may incorporate a variety of stabilizers, sugars,
and dextrins. These help prevent changes in ice crystal
structure during frozen storage, but may contribute to
stickiness or unexpected meltdown characteristics.

B. PROCESSING AND STORAGE

Very little fluid milk is frozen for storage. Concentration
of milk prior to freezing increases the efficiency and
improves the quality of frozen milk.109 However, signifi-
cant textural changes can occur in frozen milk.109,114 Due
to freeze concentration, casein micelles tend to precipitate
or coagulate, resulting in increased serum viscosity. In
addition, fat separation can be significant, and fat must be
redispersed after thawing. The texture of milk has been
found to deteriorate in frozen storage.110 When stored
at �10°C, the texture has been found to deteriorate signifi-
cantly after two months of frozen storage.

There is a greater potential for freezing of high fat
cream for use in other products. Cream with more than
25% fat can be frozen with minimal separation. The addi-
tion of up to 10% sucrose increases stability. The use of
drum freezing to produce flaked cream has been
researched.111 The texture of butter is little affected by
freezing, although lipid oxidation may occur at storage
temperatures above �20°C.109 Cheese can also be frozen
to good effect, particularly for cheese to be used on pizzas
or entrees that are cooked or baked. However, frozen and
thawed cheese has a tendency to be more “crumbly” than
unfrozen cheese.112

Ice cream and dairy desserts comprise the major por-
tion of frozen dairy products. Ice cream is a complex food
in which air is incorporated in a composite of ice, unfrozen
aqueous solution, and oil in water emulsion. The formula-
tion and processing of ice cream has a profound effect on
the final texture. Higher fat content produces a rich, smooth
texture and body, with excellent melting properties.113

During freezing, the protein-stabilized fat membrane can
disrupt, producing coalescence with other fat particles. 
A modest amount of coalescence can increase smoothness
and richness. Excessive coalescence is produced when
there is too much shear. The resulting ice cream has a
“churned” quality reminiscent of butter.

The nonfat solids present in ice cream products include
milk proteins, lactose, minerals, and other components.
The surface active milk proteins help stabilize the rela-
tively small (0.5–2 µm) fat globules produced during
homogenization.114 The proteins also contribute to serum
viscosity, and help stabilize the foam structure produced
during initial freezing.115

To produce ice cream, homogenized and pasteurized
ice cream mix is placed in a swept-surface heat exchanger.

Air is incorporated into the product, either by whipping or
direct injection of compressed air.116 as the heat of fusion
is removed by the freezer. The amount of air, or overrun,
in the product, as well as the air bubble size have an
important effect on ice cream texture. Up to half the vol-
ume of the frozen ice cream may be air. Increased air pro-
vides a lighter, less dense texture. Generally, smaller,
more uniform air bubbles produce better texture.116

After approximately 50% of the water in the product
is frozen, the soft-frozen ice cream is placed in packages,
and then stored in hardening freezers. Once the ice cream
reaches the consumer, perhaps the most important deter-
minant of texture is temperature. At progressively lower
temperatures, more and more water exists as ice, and the
ice cream becomes progressively harder. As the tempera-
ture is increased towards the freezing point, the ice cream
becomes softer.

Several defects in texture may occur during frozen
storage. Crystallization of lactose causes a gritty texture
known as “sandiness.” Lactose often exists as a supersat-
urated solute in the unfrozen phase. Crystallization is lim-
ited by control of diffusion by high viscosity.117 In this
sense, the incorporation of whey protein and hydrocolloid
stabilizers may help limit sandiness. Current stabilizers
include carrageenan, locust bean gum, gelatin, guar gum,
and sodium alginate.118,119,120

Iciness is another defect in texture that is manifest
during frozen storage. Small ice crystals produce smooth
body in ice cream, but, unfortunately, are inherently unsta-
ble. Larger crystals produce a texture that lacks smooth-
ness and is overly cold (Figure 61.6). At constant
temperature, “Ostwald ripening” causes migration of water
from small crystals to form larger ones. Temperature 
fluctuations are even more detrimental to texture. As 
the temperature rises, ice melts. As the temperature is
lowered, this water refreezes slowly to form relatively
large ice crystals. Stabilizers provide some protec-
tion against recrystallization and subsequent iciness.121,122

Presumably, stabilizers limit diffusion of water, prevent-
ing continued growth of large crystals in neighboring
regions.

VIII. BAKED GOODS

A variety of doughs and baked products are made from
cereal-based flours. In the United States, bread is a major
staple of the diet. However, the flavor and texture of bread
deteriorates quickly, and it would be advantageous to
develop processing systems to extend shelf life. Freezing
is one technique that has had some success in preserving
the quality of dough and bread. Currently, it is more
advantageous to freeze dough than to freeze bread. With
the advent of in-store baking in supermarkets and fast
food restaurants, the accessibility of frozen dough allows
for the continuous production of fresh bread.
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A. TEXTURAL ATTRIBUTES

Bread has a semi-solid foam structure, which incorporates
different levels of air depending on the bread type. Dense,
heavy breads have less air cell structure while light, fluffy
breads have more air cells. Bread is expected to be rela-
tively soft and easy to shear, but firm enough to resist the
forces of spreading. Bread is particularly susceptible to
changes in texture due to staling. Linked primarily to the
recrystallization of starch, staling causes a firm, tough,
dry texture. Firmness is normally measured by the maxi-
mum resistance developed when a cylindrical probe com-
presses a bread sample.

B. PROCESSING AND STORAGE

When freezing dough, the most important consideration is
retention of yeast activity. After thawing, the dough should
expand as carbon dioxide is formed from yeast fermenta-
tion. This provides the finished bread with a lighter, softer,
less dense texture. Curiously, slow freezing is the least
harmful to yeast activity.123,124,125 Although slow freezing
produces more yeast cell dehydration, it has been proposed
that this helps protect the cells from freeze damage.124 It
has also been found that freezing should be done as soon
as possible after dough formation.126,127 Dough systems in
which fermentation has commenced prior to freezing dis-
play lower yeast activity after thawing. Yeast strains with
greater freeze-thaw tolerance have been developed for use
with frozen dough.128 Rapid rise yeast does not withstand
freezing as well as slower rising varieties. Adding higher
levels of yeast initially may help make up for loss of activ-
ity during freezing and frozen storage.129 Loss of yeast
activity increases with time in frozen storage.

Weakening of the gluten network is also a problem dur-
ing freezing and frozen storage of dough. Weakened dough
is less able to retain the gases produced during fermenta-
tion. One way to mitigate the effects of dough weakening is

to add more protein to the initial mix. French bread made
from 12.8% protein, as opposed to 11.1% protein, yielded
better dough properties and texture in the finished bread.130

Protein content may be increased by using a harder wheat
or by adding vital wheat gluten. A weaker dough has also
been associated with high amylase flour131 as well as exces-
sive dead yeast cells.132,126 Using 3–5% less water in the
dough mix can also help improve dough quality.

Non-flour ingredients also affect the dough proper-
ties. Oxidants can help strengthen the dough.133,131 Adding
higher levels of shortening can help improve the quality of
frozen dough.134 Surface active agents can also improve
dough properties and, subsequently, the loaf volume of
the baked bread.135,136

Doughs meant for freezing are usually prepared at
lower temperatures to limit pre-freezing fermentation,137

with best results achieved with mixing temperatures around
20°C.138 A compromise freezing rate is needed to freeze the
dough, slow enough to maximize yeast activity but fast
enough to limit dough weakening. Freezing rates of 0.3 to
1.2°C/min have been recommended.125 Air-blast and contact
freezers have been used successfully for freezing dough.

Baked bread can also be frozen, and studies have shown
that freezing can retard staling.139,140 However, as retrogra-
dation proceeds faster at temperatures between �3°C to
5°C, it is important to cool and freeze the bread rapidly.141

Cryogenic freezing is an excellent means for freezing bread,
but air-blast freezing can also be effective.142 Avoiding dead
spaces in the wrapping helps enhance the rate of freezing.

Moisture loss during frozen storage can result in a dry,
firm texture.143,144 The useful storage life of frozen bread
is often limited by the pickup of undesirable flavors.
Storage temperatures should be less than �18°C to pre-
vent retrogradation during storage.144 As with other frozen
foods, temperature fluctuations in frozen storage are par-
ticularly detrimental to textural quality. Proper thawing of
bread is also important to limit staling, firming, and loss
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of moisture.145 Breads rapidly thawed at 40–60% relative
humidity display the minimal changes in texture.146

IX. CONCLUSIONS

Due to the chemical and structural differences in different
food groups, each has unique issues associated with changes
in textural quality. With the exception of bread dough, most
food groups suffer the least changes in textural quality when
frozen at a rapid rate. In addition, storage at low tempera-
tures is preferential, and particular care should be taken to
limit temperature fluctuations during frozen storage.
Methods of thawing can also affect the texture of foods.
However, the variety of thawing regimes is limited, particu-
larly as much thawing is accomplished by consumers.

This chapter has reviewed the effects and processes of
freezing major food groups. In addition to these, there are
a number of further-processed entrees and heterogeneous
foods that are frozen and prepared as convenience meals.
Although the issues associated with these foods are 
too numerous to cover here, it is hoped that this chapter
can also be used as a starting guide for understanding 
such foods.

REFERENCES

1. Vickers, ZM. Crispness and crunchiness — textural
attributes with auditory components, In Food Texture:
Instrumental and Sensory Measurement. HR Moskowitz,
Ed. Marcel Dekker, New York. pp 145–166, 1987.

2. Mohsenin, NN. Structure and retention of water,
In Physical Properties of Plant and Animal Materials.
NN Mohsenin, Ed. Gordon and Breach, New York. 
pp 15–50, 1970.

3. Fennema, OR, Powrie, WD, Marth, EH. Characteristics
of food photosystems and their behavior during freeze-
preservation, In Low-Temperature Preservation of
Foods and Living Matter. Marcel Dekker, Inc., New York.
pp. 363–369, 1973.

4. Bourne, MC. Food Texture and Viscosity: Concept and
Measurement. Academic Press, New York. 1982.

5. Cano, MP. Vegetables, In Freezing Effects on Food
Quality. LE Jeremiah, Ed. Marcel Dekker, New York. 
pp 247–298, 1996.

6. Heldman, DR, Hartel, RW. Pasteurization and blanch-
ing, In Principles of Food Processing. DR Heldman,
RW Hartel, Eds. Chapman and Hall, New York. 
pp 34–54, 1997.

7. Haard, N. Characteristics of edible plant tissues, In
Food Chemistry, 2nd. Ed. O Fennema, Ed. Marcel
Dekker, New York. pp 857–912, 1985.

8. Ulrich, R. Modifications de la structure et de la compo-
sition des fruits et legumes non blanchis et consequences
du blanchiment. Revue Generale du Froid 73:11, 1983.

9. Adams, JB. Blanching of vegetables. Nutrition and
Food Science 73:11–13, 1981.

10. Dietrich, WC, Neumann, HJ. Blanching brussel sprouts.
Food Technology 19:1174, 1965.

11. Monzini, A, Crivelli, G, Buonocore, C, Bassi, M.
Structural modifications in frozen vegetables. Bulletin
de l’Institut International du Froid, Annexe 3:239, 1974.

12. Brown, MS. Texture of frozen vegetables: effect of
freezing rate on green beans. Journal of the Science of
Food and Agriculture 18:77, 1967.

13. Keijbets, MJH, Pilnik, W. β-elimination of pectin in the
presence of anions and cations. Carbohydrate Research
33(2): 359–362, 1974.

14. Van Buren, JP. The chemistry of texture in fruits and
vegetables. Journal of Texture Studies 10(1):1–23, 1979.

15. Lee, CY, Bourne, MC, Van Buren, JP. Effect of blanch-
ing treatments on the firmness of carrots. Journal of
Food Science 44(2):615–616, 1979.

16. Bartolome, JG, Hoff, JE. Firming of potatoes — bio-
chemical effects of preheating. Journal of Agricultural
and Food Chemistry. 20(2):266–270, 1972.

17. Moledina, KH, Haydar, M, Ooraikul, B., Hadziyev, D.
Pectin changes in the pre-cooking step of dehydrated
mashed potato production. Journal of the Science of
Food and Agriculture 32(11):1091–1102, 1981.

18. Van Buren, JP. Calcium binding to snap bean water-
insoluble solids. Calcium and sodium concentrations.
Journal of Food Science 45(3):752–753, 1981.

19. Van Buren, JP, Joslyn, MA. Current concepts on the tex-
ture of fruits and vegetables. Critical Reviews in Food
Technology 1:5, 1970.

20. Marin, MA, Cano, P, Fuster, C. Freezing preservation of
four Spanish mango cultivars (Mangifera indica L.) —
Chemical and biochemical aspects. Zeitschrift fuer
Lebensmittel Untersuchung und Forschung 194(6):
566–569, 1992.

21. Polyak-Feher, K, Szabo-Kismarton, A. Weeping of
frozen fruit. Huetoeipar 30(1):22, 1984.

22. Sapers, GM, Burgher, AM, Phillips, JG, Jones, SB,
Stone, EG. Effects of freezing, thawing and cooking 
on the appearance of highbush blueberries. Journal 
of the American Society for Horticultural Science
109(1):112–117, 1984.

23. Crivelli, G, Rosati, P. Research on quick freezing of
strawberry. VIII. Influence of pre-freezing treatment on
berry quality. Annali dell’Istituto Sperimentale per la
Vallorizzazione Tecnologica dei Prodotti Agricoli 5:93,
1974.

24. Rosati, P, Crivelli, G. Research on quick freezing of
strawberry. IX. Suitability of varieties. Annali dell’Istituto
Sperimentale per la Valorizzazione Tecnologica dei
Prodotti Agricoli 6:67–76, 1975.

25. Lenartowicz, W, Zbroszczyk, J, Plocharski, W.
Processing quality of currant fruit. I. Basic chemical
composition of the fruit of seven varieties and four
hybrids of black currant and the quality of stewed and
frozen products made from them. Prace Inst
Sadownictwa I Sadownictwa I Kwiaciarstwa w
Skierniewicach. Seria A, Prace Doswiadczalne z
Zakresu Sadownictwa 29:195, 1990.

26. Plocharski, W, Banaszcyk, J, Chlebowska, D. Quality
characteristics of a few black currant cultivars and

61-12 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C061.qxd  11/Aug/05  04:19 PM  Page 12



clones and the quality of obtained compotes and frozen
fruit. Fruit Science Reports 19(3):125, 1992.

27. Bushway, AA, Bushway, RJ, True, RH, Work, TM,
Bergeron, D, Handley, DT, Perkins, LB. Comparison of
the physical, chemical and sensory characteristics of
five raspberry cultivars evaluated fresh and frozen. Fruit
Varieties Journal 46(4):229–234, 1992.

28. Sapers, GM, Burgher, AM, Phillips, JG, Jones, SB,
Stone, EG. Effects of freezing, thawing and cooking on
the appearance of highbush blueberries. Journal of 
the American Society for Horticultural Science
109(1):112–117, 1984.

29. Bushway, AA, Bushway, RJ, True, RH, Work, TM,
Bergeron, D, Handley, DT, Perkins, LB. Comparison of
the physical, chemical and sensory characteristics of
five raspberry cultivars evaluated fresh and frozen. Fruit
Varieties Journal, 46(4):229–234, 1992.

30. Plocharski, W. Strawberries — quality of fruits, their
storage life and suitability for processing. Part VI.
Quality of frozen fruits immediately after picking or
frozen after cold storage under controlled atmosphere
conditions. Fruit Science Reports 16(3):127–140, 1989.

31. Cano, P, Marin, MA, Fuster, C. Freezing of banana
slices. Influence of maturity level and thermal treatment
prior to freezing. Journal of Food Science.
55(4):1070–1072, 1990.

32. Passam, HC, Maharaj, DS, Passum, S. A note on freez-
ing as a method of storage of breadfruit slices. Tropical
Science 23(1):67–74, 1981.

33. Serratos, HR, Mannheim, CH, Passy, N. Sulfur dioxide
and carbon monoxide gas treatment of apples for
enzyme inhibition prior to freezing. Journal of Food
Processing and Preservation 7(2):93–104, 1983.

34. Urbanyi, G, Horti, K. Color and carotenoid content of
quick-frozen tomato cubes during frozen storage. Acta
Alimentaria 18(3):247–268, 1989.

35. Ramamurthy, MS, Bongirwar, DR. Effect and freezing
methods on the quality of freeze dried Alphonso mangoes.
J of Food Science and Technology 16(6):234–236, 1979.

36. Morris, JR, Main, GL, Sistrunk, WA. Relationship of
treatment of fresh strawberries to the quality of frozen
fruit and preserves. Journal of Food Qualily 14(6):
467–479, 1991.

37. Munoz-Delgado, JA. Effects of freezing, storage and
distribution on quality and nutritive attributes of foods,
in particular of fruit and vegetables, In Food Quality and
Nutrition: Research Priorities for Thermal Processing.
WK Downey, Ed. Applied Science Publishers, London.
p 353, 1978.

38. Brown, MS. Texture of frozen fruits and vegetables.
Journal of Texture Studies 7(4):391–404, 1977.

39. Speiss, WEL. Changes in ingredients during production
and storage of deep-frozen food — a review of the
pertinent literature. Zeitschrift fuer Lebensmittel
Untersuchung und Forschung 8:625, 1984.

40. Kulisiewicz, J, Kolasa, J. Sugar as a factor enhancing
the quality of frozen strawberries, as exemplified by the
freezing plant of the agricultural centre of the
“Samopomoc Chlopska” cooperative in Sochaczew.
Przemysl Spozywezy 28(10):433, 1974.

41. Pinnavaia, G, Dalla Rosa, M, Lerici, CR. Dehydrofreezing
of fruit using direct osmosis as concentration process.
Acta Alimentaria Polonica 14(1):51–58, 1988.

42. Tomasicchio, M, Andreotti, R, de Giorgi, A. Osmotic
dehydration of fruits. II. Pineapples, strawberries, and
plums. Industria Conserve 61(2):108, 1986.

43. Baker, RA and Wicker, L. Current and potential appli-
cations of enzyme infusion in the food industry. Trends
in Food Science 7:279–283, 1996.

44. Edwards, M, Hall, M. Freezing for quality. Food
Manufacture 63(3):41,43,45, 1988.

45. Reeve, RM. Relationships of histological structure to
texture of fresh and processed fruits and vegetables.
Journal of Texture Studies 1(3):247–284, 1970.

46. Ramamurthy, MS, Bongirwar, DR. Effect and freezing
methods on the quality of freeze dried Alphonso man-
goes. Journal of Food Science and Technology
16(6):234–236, 1979.

47. Holdsworth, SD. Fruit preservation developments
reviewed. Food Manufacture. 45(8):74–79, 1970.

48. Phan, PA, Mimault, J. Effects of freezing and thawing
on fruit. Evaluation of some texture parameters and exu-
dates. Relation to fruit quality. International Journal of
Refrigeration 3(5):255, 1980.

49. Phan, PA, Mimault, J. Effects of freezing and thawing
on fruit. Evaluation of some texture parameters and exu-
dates. Relation to fruit quality. International Journal of
Refrigeration 3(5):255, 1980.

50. Wolford, ER, Jackson, R, Boyle, FP. Quality evaluation
of stone fruits and berries frozen in liquid nitrogen and in
Freezant-12. Chemical Engineering Progress Symposium
Series 67(108):131–136, 1971.

51. Wolford, ER, Ingalsbe, DW, Boyle, FP. Freezing of
peaches and sweet cherries in liquid nitrogen and in
dichlorodifluoromethane and behavior upon thawing of
strawberries and raspberries. Proceedings of the 12th.
International Congress of Refrigeration, Madrid. pp
459–469, 1967.

52. Chuma, Y, Uchida, S, Shemsanga, KHH. Cryogenic
properties of fruits and vegetables. Storage, tempera-
ture. Transactions of the ASAE — American Society of
Agricultural Engineers 26(4):1258–1263, 1983.

53. Kerr, WL, Li, R, Toledo, RT. Dynamic mechanical
analysis of marinated chicken breast meat. Journal of
Texture Studies 31(4):421–436, 2000.

54. Church, PN, Wood, JM. The Manual of Manufacturing
Meat Quality. Elsevier Applied Science, London. 1992.

55. Bendall, JR. Post mortem changes in muscle, In The
Structure and Function of Muscle. GH Bourne, Ed.
Academic Press, New York. p 244, 1973.

56. Purchas, RW. An assessment of the role of pH differ-
ences in determining the relative tenderness of meat
from bulls and steers. Meat Science 27(2):129–140,
1990.

57. Purchas, RW, Aungsupakorn, R. Further investigations
into the relationship between ultimate pH and tender-
ness for beef samples from bulls and steers. Meat
Science 34(2):163–178, 1993.

58. Smith, GC. Effects of electrical stimulation on meat
quality, color, grade, heat ring, and palatability, In

Frozen Food Texture 61-13

DK9848_C061.qxd  11/Aug/05  04:19 PM  Page 13



Electrical Stimulation, Vol. 1. AVI Publishing Company,
Westport, CT. pp 121–158, 1985.

59. Dutson, TR, Savell, JW, Smith, GC. Electrical stimula-
tion of antemortem stressed beef. EEC Programme of
Coordination of Research on Animal Welfare, Kluwer
Boston, Brussels. p 253, 1981.

60. Young, OA, Reid, DH, Scales, GH. Effect of breed and
ultimate pH on the odour and flavour of sheep meat.
New Zealand Journal of Agricultural Research 36(3):
363–370, 1993.

61. Jeremiah, LE, Murray, AC, Gibson, LL. The effects of
differences in inherent muscle quality and frozen stor-
age on the flavour and texture profiles of pork loin
roasts. Meat Science 27(4):305–327, 1990.

62. Locker, RH, Hagyard, CJ. A cold shortening effect in
beef muscles. Journal of the Science of Food and
Agriculture 14:787, 1963.

63. Schmidt, GR, Gilbert, KV. The effect of muscle excision
before the onset of rigor mortis on the palatability of
beef. Journal of Food Technology 5(4):331–338, 1973.

64. Chrystall, BB. Hot processing in New Zealand.
Proceedings of the International Symposium of Meat
Science and Technology, KR Franklin, HR Cross, Eds.
National Live Stock and Meat Board, Chicago. p 211,
1986.

65. Tarrant, PV. An overview of production, slaughter and
processing factors that affect pork quality — general
review, In Pork Quality: Genetic and Metabolic Factors.
E Puolanne, DI Demeyer, M Ruusunen, S Ellis, Eds.
CAB International, Wallingford Oxon, UK. pp 4–6, 1993.

66. Jeremiah, LE, Murray, AC, Gibson, LL. The effects of
differences in inherent muscle quality and frozen stor-
age on the flavor and texture profiles of pork loin roasts.
Meat Science 27(4):305–327.

67. Grujic, R, Petrovic, L, Pikula, B, Amidzic, L. Definition
of the optimum freezing rate: 1. Investigation of struc-
ture and ultrastructure of beef M. longissimus dorsi
frozen at different freezing rates. Meat Science 33(3):
301–318, 1993.

68. Calvello, A. Recent studies on meat freezing in devel-
opments in meat science, In Developments in Meat
Science. R Lawrie, Ed. Applied Science Publishers,
London. p 125, 1980.

69. Love, RM. The freezing of animal tissue, In Cryobiology.
HT Meryman, Ed. Academic Press, London. p 137, 1966.

70. Devine, CE, Bell RG, Lovatt, S, Chrystall, BB,
Jeremiah, LE. Red meats, In Freezing Effects on Food
Quality. LE Jeremiah, Ed. Marcel Dekker, New York. pp
51–84, 1996.

71. Longdill, GR, Pham, QT. Weight losses of New Zealand
lamb carcasses from slaughter to market. Refrigeration
Science and Technology 1:125–132, 1982.

72. Jeremiah, LE. The effects of frozen storage and protec-
tive storage wrap on the retail case-life of pork 
loin chops. Meat Storage. Journal of Food Quality.
5(4):311–326, 1982.

73. Jeremiah, LE. Effect of frozen storage and protective
wrap upon the cooking losses, palatability and rancidity
of fresh and cured pork cuts. Journal of Food Science
45(2):187, 1980.

74. Matsumoto, J. Denaturation of fish muscle proteins dur-
ing frozen storage. Proteins at Low Temperatures. 
O Fennema, Ed. Symposium at the 175th Meeting of the
American Chemical Society. American Chemical
Society, Anaheim. 1979.

75. Ahvenainen, R, Malkki, Y. Influence of packaging on
shelf-life of frozen foods. II. Baltic herring fillets.
Journal of Food Science 50:1197–1199, 1985.

76. Karmas, E. Freeze processing of fish, In Meat, Poultry,
and Seafood Technology — Recent Developments. 
E Karmas, Ed. Noyes Data Corp., Park Ridge, NJ. 
pp 311–321, 1982.

77. Shenouda, S. Theories of protein denaturation during
frozen storage of fish flesh. Advances in Food Research
26:275–311, 1980.

78. Sikorski, Z. Protein changes in muscle foods due to
freezing and frozen storage. International Journal of
Refrigeration 1(3):173–210, 1978.

79. Sikorski, Z, Kostuch, S, Lolodziejska, J. Denaturation
of protein in fish flesh. Nahrung 19:997–1010, 1975.

80. De Fremery, D, Klose, AA, Sayre, RN. Freezing poul-
try, In Fundamentals of Food Freezing. NW Desrosier,
DK Tressler, Eds. AVI Publishing Co., Westport, CT. 
p 240, 1977.

81. Sebranek, JG. Poultry and poultry products, In Freezing
Effects on Food Quality. LE Jeremiah, Ed. Marcel
Dekker, New York. pp 85–108, 1996.

82. Pool, MF, Hanson, HL, Klose, AA. Effect of pre-freezing
hold time and anti-oxidant spray on storage stability of
frozen eviscerated turkeys. Poultry Science 29:347–350,
1950.

83. Day, BPF. Chilled food packaging, In Chilled Foods:
A Comprehensive Guide. M Stringer, C. Dennis, Eds.
CRC Press, Boca Raton. p 147, 2000.

84. Li, KC, Heaton, EK, Marion, JE. Freezing chicken
thighs by liquid nitrogen and sharp freezing process.
Food Technology 23(2):107–109, 1969.

85. Miller, WO, May, KN. Tenderness of chicken as affected
by rate of freezing, storage time and temperature and
freeze drying. Food Technology 19:1171, 1965.

86. Pickett, LD, Miller, BF. The effects of inst. liquid nitrogen
freezing on the taste, tenderness and keeping quality of
dressed turkey. Poultry Science 46(5):1148–1153, 1967.

87. Streeter, EM, Spencer, JV. Cryogenic and conventional
freezing of chicken. Poultry Science 52(1):317–325,
1973.

88. Crigler, JC, Dawson, LE. Cell disruption in broiler
breast muscle related to freezing time. Journal of Food
Science 33(3):248–250, 1968.

89. Barbut, S, Mittal, GS. Influence of the freezing rate on
the rheological and gelation properties of dark poultry
meat. Poultry Science 69(2):827–832, 1990.

90. Butts, JN, Cunningham, FE. The effect of freezing and
reheating on shear press values of pre-cooked chicken.
Poultry Science 50(1):281–283, 1971.

91. Boegh-Sorensen, L, Jensen, JH. Factors affecting the
storage life of frozen meat products. International Journal
of Refrigeration 4:139, 1981.

92. Awonorin, SO, Ayoade, JA. Texture and eating quality
of raw- and thawed-roasted turkey and chicken breasts

61-14 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C061.qxd  11/Aug/05  04:19 PM  Page 14



as influenced by age of birds and period of frozen storage.
Journal of Food Service Systems 6(4):241–255, 1992.

93. Fulton, LH, Gilpin, GL, Dawson, EH. Turkeys roasted
from frozen and thawed states. Journal of Home
Economics 59:728, 1967.

94. Baker, RC, Darfler, JM, Mulnix, EJ, Nath, KR.
Palatability and other characteristics of repeatedly 
re-frozen chicken broilers. Journal of Food Science
41(2):443–445, 1976.

95. Powrie, WD, Nakai, S. Characteristics of edible fluids
of animal origin: eggs, In Food Chemistry. O Fennema,
Ed. Marcel Dekker, New York. pp 829–856, 1985.

96. Dawson, PL. Effects of freezing, frozen storage, and
thawing on eggs and egg products, In Freezing Effects
on Food Quality. LE Jeremiah, Ed. Marcel Dekker, New
York. pp 337–366, 1996.

97. Clinger, CA, Young, A, Prudent, I, Winter, AR. The
influence of pasteurization, freezing, and frozen storage
on the functional properties of egg white. Food
Technology 5:166–170, 1951.

98. Dill, CW, Brough, J, Alford, ES, Gardner, FA, Edwards,
RL, Richter, RL, Diehl, KC. Rheological properties of
heat-induced gels from egg albumen subjected to freeze-
thaw. Journal of Food Science 56(3):764–768, 1991.

99. Wootton, M, Hong, NT, Thi, HLP. A study on the denat-
uration of egg white proteins during freezing using dif-
ferential scanning calorimetry. Journal of Food Science
46(5):1336–1338, 1981.

100. Dill, CW, Brough, J, Alford, ES, Gardner, FA, Edwards,
RL, Richter, RL, Diehl, KC. Rheological properties of
heat-induced gels from egg albumen subjected to freeze-
thaw. Journal of Food Science 56(3):764–768, 1991.

101. Moran, T. The effect of low temperature on hen’s eggs.
Proceedings of the Royal Society of London
B98:436–456, 1925.

102. Imai, C, Saito, J, Ishikawa, M. Storage stability of liq-
uid egg products below 0°C. Poultry Science 65(9):
1679–1686, 1986.

103. Hasiak, RJ, Vadehra, DV, Baker, RC, Hood, L. Effect of
certain physical and chemical treatments on the
microstructure of egg yolk. Journal of Food Science
37(6):913–917, 1972.

104. Prowie, WD, Little, H, Lopez, A. Gelation of egg yolk.
Journal of Food Science 28:38–46, 1963.

105. Mahadevan, S, Satyanarayana, T, Kumar, SA.
Physicochemical studies on the gelation of hen egg yolk.
Separation of gelling protein components from yolk
plasma. Journal of Agricultural and Food Chemistry
17(4):767–771, 1969.

106. Nonami, Y, Akasawa, Saito, M. Effect of frozen storage
on functional properties of commercial frozen whole
egg. Journal of the Japanese Society for Food Science
and Technology 39(1):49–54, 1992.

107. Meyer, DD, Woodburn, M. Gelation of frozen-defrosted
egg yolk as affected by selective additives: viscosity and
electrophoretic findings. Poultry Science 44:437–446,
1965.

108. Jordan, R, Witlock, ES. A note on the effect of NaCl
upon the apparent viscosity of egg yolk, egg white and
whole egg magma. Poultry Science 34:566–571, 1955.

109. Webb, BH. Preparation for freezing and freezing of
dairy products, In Commercial Food Freezing Operations,
Vol. 3, The Freezing Preservation of Foods, 4th. ed. DK
Tressler, WB Van Arsdel, MJ Copley, Eds. AVI
Publishing Co., Westport, CT. p 295, 1968.

110. Tulloch, D, Cheney, M. Keeping quality of Western
Australian frozen milk. Australian Journal of Dairy
Technology 39(2):85, 1984.

111. Towler, C. Developments in cream separation and pro-
cessing, In Modern Dairy Technology, Vol. 1, Advances
in Milk Processing. RK Robinson, Ed. Elsevier Applied
Science Publishers, New York. pp 51–92, 1986.

112. Oberg, CJ, Merrill, RK, Brown, RJ, Richardson, GH.
Effects of freezing, thawing, and shredding on low
moisture, part-skim mozzarella cheese. Journal of Dairy
Science 75(5):1161–1166, 1992.

113. Berger, KG. Ice cream. K Larsson, SE Friberg, Eds.
Marcel Dekker, New York. pp 367–444, 1990.

114. Goff, HD. Examining the milk solids-not-fat in frozen
dairy desserts. Modern Dairy 71(3):16, 1992.

115. Brooker, BE. Observations on the air-serum interface of
milk foams. Food Microstructure 4(2):289–296, 1985.

116. Tharp, BW, Gottemoller, TV, Kilara, A. The role of pro-
cessing in achieving desirable properties in health-
responsive frozen desserts. Technical Paper 100.
Germantown Manufacturing Co., Broomall, PA. 1992.

117. Roos, Y, Karel, M. Crystallization of amorphous lac-
tose. Journal of Food Science 57(2):775–777, 1992.

118. Goff, HD, Caldwell, KB. Stabilizers in ice cream: How
do they work? Modern Dairy 70(3):14, 1991.

119. Harper, EK, Shoemaker, CF. Effect of locust bean gum and
selected sweetening agents on ice recrystallization rates.
Journal of Food Science 48(6):1801–1803, 1806, 1983.

120. Goff, HD, Caldwell, KB, Stanley, DW, Maurice, TJ. The
influence of polysaccharides on the glass trasnsition in
frozen sucrose solutions and ice cream. Journal of Dairy
Science 76(5):1268–1277, 1993.

121. Harper, EK, Shoemaker, CF. Effect of locust bean gum and
selected sweetening agents on ice recrystallization rates.
Journal of Food Science 48(6):1801–1803, 1806, (1983).

122. Goff, HD, Freslon, B, Sahagian, ME, Hauber, TD,
Stone, AP, Stanley, DW. Structural development in ice
cream — dynamic rheological measurements. Journal
of Texture Studies 26(5):517–536, 1995.

123. Hsu, KH, Hoseny, RC, Seib, PA. Frozen dough. II. Effects
of freezing and storing conditions on the stability of
yeasted doughs. Cereal Chemistry 106(3):424–426, 1979.

124. Mazur, P. Physical and temporal factors involved in the
death of yeast at sub-zero temperatures. Biophysical
Journal 1:247, 1963.

125. Neyreneuf, O, Delpuech, B. Freezing experiments on
yeasted dough slabs. Effects of cryogenic temperatures
on the baking performance. Cereal Chemistry 70(1):
109–111, 1993.

126. Kline, L, Sugihara, TF. Factors affecting the stability of
frozen bread doughs. I. Prepared by the straight dough
method. Baker’s Digest 42(5):44–50, 1968.

127. Merritt, PP. The effect of preparation on the stability and
performance of frozen unbaked yeast-leavened doughs.
Baker’s Digest 52(5):18, 1960.

Frozen Food Texture 61-15

DK9848_C061.qxd  11/Aug/05  04:19 PM  Page 15



128. Oda, Y, Uno, K, Ohta, S. Selection of yeasts for bread-
making by the frozen dough method. Applied and
Environmental Microbiology 52(4):941–943, 1986.

129. Neyreneuf, O, Van Der Plaat, JB. Preparation of frozen
French bread dough with improved stability. Cereal
Chemistry 68(1):60–66, 1991.

130. Inoue, Y, Bushuk, W. Studies on frozen doughs. II. Flour
quality requirements for bread production from frozen
dough. Cereal Chemistry. 69(4):423–428, 1992.

131. Neyreneuf, O, Van Der Plaat, JB. Preparation of frozen
French bread dough with improved stability. Cereal
Chemistry 68(1):60–66, 1991.

132. Inoue, Y, Sapirstein, HD, Takayanagi, S, Bushuk, W.
Studies on frozen doughs. III. Factors involved in dough
weakening during frozen storage and thaw-freeze
cycles. 71(2):118–121, 1994.

133. Varriano-Marston, E, Hue, KH, Mhadi, J. Rheological
and structural changes in frozen doughs. Baker’s Digest
54(1):32, 1980.

134. Inoue, Y, Sapirstein, HD, Bushuk, W. Studies on frozen
doughs. IV. Effect of shortening systems on baking and
rheological properties. 72(2):221–226, 1995.

135. Davis, EW. Shelf-life studies on frozen doughs. Baker’s
Digest 55(3):12, 1981.

136. De Stefanis, VA, Ponte, JG Jr., Chung, FH, Ruzza, NA.
Binding of crumb softeners and dough strengtheners dur-
ing breadmaking. Cereal Chemistry 54(1):13–24, 1977.

137. Stauffer, CE. Frozen dough production, In Advances in
Baking Technology. BS Kamel, CE Stauffer, Ed.
Blackie Academic & Professional, London. p 88, 1992.

138. Varriano-Marston, E, Hue, KH, Mhadi, J. Rheological
and structural changes in frozen doughs. Baker’s Digest
54(1):32, 1980.

139. Pyler, EJ. Keeping properties of bread, In Baking
Science and Technology, Vol. II. 3rd. Ed. Sosland
Publishing Company, Merriam, KS. p 815, 1988.

140. Pence, JW, Standridge, NN, Copley, MJ. Effect of 
temperature and relative humidity on the rate of defrost-
ing of commercial bread. Food Technology 10:492, 1956.

141. Pence, JW, Standridge, NN. Effects of storage tempera-
ture and freezing on the firming of a commercial bread.
Cereal Chemistry 32:519, 1955.

142. Caunle, JL, Murdough, RS. Freezing baked goods auto-
matically. Baker’s Digest 30(2):56, 1956.

143. Cathcart, WH. Further studies on the retrogradation of
the staling of bread by freezing. Cereal Chem. 18:771,
1941.

144. Pence, JW, Standridge, NN, Lubisich, TM, Mecham,
DK, Olcott, HS. Studies on the preservation of bread by
freezing. Food Technology 9:495, 1955.

145. Pence, JW. Bread and rolls, In The Freezing
Preservation of Foods, Vol. IV. DK Tressler, WB Van
Arsdel, MJ Copley, WR Woolrich, Eds. AVI Publishing
Company, Westport, CT. p 386, 1968.

146. Belderok, B, Weibols, WHG. Studies on the defrosting
of frozen bread. Food Technology 18:1813, 1964.

61-16 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C061.qxd  11/Aug/05  04:19 PM  Page 16



62-1

62 Chemical and Physical Aspects of
Colour in Frozen Muscle-Based Foods

J.A. Pérez-Alvarez and J. Fernández-López
Food Technology Department, Miguel Hernández University

M.R. Rosmini
Departamento de Salud Pública Veterinaria, Universidad Nacional del Litoral

CONTENTS

I. Introduction............................................................................................................................................................62-1
II. Colour Measurement ............................................................................................................................................62-2 

A. Fundamentals of the CIE 1976 Lab (CIELAB) Colour Space ....................................................................62-2
B. Colour Measurement in Muscle-Based Foods ..............................................................................................62-3

III. Optical Properties of Muscle-Based Foods ..........................................................................................................62-3 
IV. Colour Properties of Muscle-Based Foods During Freezing and Frozen Storage................................................62-4

A. Meat and Meat Products................................................................................................................................62-4
B. Fish and Fish Products ..................................................................................................................................62-5

1. Salmonids ..............................................................................................................................................62-6
C. Shellfish ........................................................................................................................................................62-6

References ......................................................................................................................................................................62-6

I. INTRODUCTION

In the mind of the consumer, one of the most important
quality attributes of many foods is colour (1). Colour is
correlated with aspects of quality and disagreement may
occur between buyer and seller. It is therefore not surpris-
ing that the measurement of colour has become an area of
much interest and practical importance in recent years (2).

In general, colour properties and their measurement are
critical quality control parameters. The quality of food prod-
ucts as perceived by humans is very difficult to describe
and quantify as it is usually a function of several food
properties (3) including colour, which is affected by most
of the technological processes involved in the manufac-
ture of foodstuffs (4). Freezing is one such process and
many problems are associated with the maintenance of the
colour of frozen foods (1). However, in general, little
attention has been given to the effects of freezing and
frozen storage on the final colour of muscle-based food
(meat, fish, shellfish and their products).

Frozen storage is an important preservation method for
muscle-based foods. Freezing, in general, offers advantages

in terms of a long storage life and allows better control of
production levels. However, freezing and frozen storage
can have marked effects on the structural and chemical
properties of muscle foods, including changes in the mus-
cle fibres, lipids and proteins, all of which have the poten-
tial for significantly influencing final quality attributes (3),
especially colour (5). Quality deteriorates during freezing
and frozen storage due to the osmotic removal of water,
protein denaturation and mechanical damage (6).

The colour of muscle-based foods at the retail level
exerts a strong influence on consumer purchasing decisions,
and appearance probably is the most important factor in
determining retail selection. This is particularly true in the
case of meat (7). Food stores assign a relatively large display
space to meat in order to attract consumers, frequently using
bright lights (8). Most of the frozen muscle-based foods
are sold in cool or warm fluorescent illumination (9) on a
gondola, where different types of processing, e.g. glazing,
and packaging are evident. However, to avoid colour dam-
age especially in beef, the type of light used should be
warm fluorescent light, which shows an excellent colour
spectrum and has no adverse effect on meat pigments (10).
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Some types of product, especially fish and shellfish, are not
sufficiently protected from the action of light and oxygen,
and may show surface discoloration during frozen storage,
for which reason they are frequently packed in vacuum, in
gas permeable packages or in modified atmospheres (11).

II. COLOUR MEASUREMENT

The colour of foods can be defined as the interaction of a
light, an object, an observer and the surroundings of the food.

Objective colour measurements may refer to include
several properties or various ratios or colour difference
indices (12). By summarising all the reflected colours
(wavelengths) and expressing them as one colour (13).
The colour a consumer sees can generally be described in
one or two words, which indicate the main colour and its
shade. However, colour measurements whether descrip-
tive or specific, must be made as carefully as other 
measurements (12).

The colour of foods can be studied in two main ways:
chemically by analysing the pigments present or physi-
cally by measuring the interaction of light. Colour neces-
sarily requires a light source that illuminates an object,
which, in turn, modifies the light and reflects (or trans-
mits) it to an observer. The observer senses the reflected
light, and the combined factors provide the stimulus that
the brain converts into our perception of colour, a property
which has three quantitatively definable dimensions: hue,
chroma and lightness (12).

Several methods are available for objectively measuring
the colour of foods, some of which depend on the extraction
of pigments from food products followed by spectropho-
tometric determination of pigment concentration (14, 15).
However, since such pigment extraction methods are time-
consuming and tedious, some researchers have sought sim-
pler methods of colour measurement. For example, several
methods measure the light reflected from the surface of
foods. There are also tabulated coefficients of various objec-
tive values which are correlated with panel scores (16).
These objective values consist of numerous combinations
of percentage reflectance values and tristimulus values
such as Hunter Lab, CIE XYZ, Munsell hue, chroma and
value or CIELAB. Others researchers have measured
reflectance values, which consist of indices and/or differ-
ences of reflectance at different wavelengths (17).

A. FUNDAMENTALS OF THE CIE 1976 LAB

(CIELAB) COLOUR SPACE

Nowadays, colour can be measured by objective methods,
with the CIELAB space being the most widely used
method because of its degree of international (industrial
and research) acceptance (18). It is often used to facilitate
the quality control of coloured products, including foods,
by measuring colour differences and characterising colour,

so that colour quality decisions can be made. This colour
space has been adopted throughout the world, and many
official quality standards for a variety of different products
use it, CIELAB replacing other colour spaces such as those
of Munsell, Hunter Lab (HLab) or CIE 1931 (12).

CIELAB has the advantage of being more perceptually
uniform, and is based on the accepted colour description
theory that colours cannot be red and green, or yellow and
blue at the same time. Colours are considered as combina-
tions of red and yellow, red and blue, green and yellow, and
green and blue. CIELAB is a reasonable descriptor of
colour (2) and is also used for measuring and ordering an
object’s colour.

The CIELAB space is a mathematical transformation
of the colorimetric system first published by the CIE
(International Commission on Illumination) in 1931 (19).
Although the 1931 system proved useful, its practical appli-
cation was limited as it did not express differences between
colours in a uniform perceptual manner. In CIELAB space,
however, the numeric differences between colours agree
consistently well with visual perceptions (20). CIELAB
colour difference equations contain valuable information
about the characteristics of human colour vision and pro-
vide quantitative metrics corresponding to psychological
colour descriptors (21). Their performance in describing
visual colour differences is much improved compared with
the tristimulus colour space of CIE (19, 22).

CIELAB space was recommended by the CIE in 1976
for use as a colour difference metric (2). CIELAB space
was specifically recommended for meat colour evaluation
in 1995 (23), before which time the most used colour
space was Hunter Lab (HLab), which is still mentioned in
some guidelines (12).

Although the studies of this colour space were devel-
oped for flat two dimensional objects (21), the CIELAB
colour space can be visualised as a three dimensional
space, where every colour can be uniquely located. The
location of any colour in the space is determined by its
colour co-ordinates: L* (lightness), a* (the red/green co-
ordinate, with �a* indicating red, and �a* indicating
green.), and b* (the yellow/blue co-ordinate, with �b*
indicating yellow, and �b* indicating blue). These colour
co-ordinates are adimensional (20). The L*, a*, and b*
co-ordinate axis define the three dimensional CIELAB
colour space. Thus, if the L*, a*, and b* co-ordinates are
known, then the colour is not only described, but also
located in the space.

Colours in CIELAB can also be described and located
using an alternative method, that of specifying their L*, C*,
and h values (18). The resulting L*C*h* colour space is
also three dimensional, where L* is the same parameter as
in CIELAB, while the C* (chroma) and h (hue) are com-
puted from the a* and b* co-ordinates, L*C*h* notation is
preferred, since the concept of hue, and chroma agrees well
with visual experience (19). Colour can also be located
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using the CIEa*b* chromaticity diagram or C* and h. In
both cases, L* is usually displayed separately, as a number.

One of the most important things that the CIELAB
colour space describes is the colour difference, defined as
the distance between the colour locations of any two colours
in CIE space. This distance can be expressed as DE* or
DE* where DE* � (DL*2 � Da*2 � Db*2)1/2, where DL*
is the lightness difference, Da* is the red/green difference
and Db* is the yellow/blue difference. It is possible to
express DE* as differences in chroma and hue terminology,
instead of Da* and Db*, using DE* � (DL*2 �
DC*2 � DH*2)1/2, where DC* is the chroma difference,
and DH* the metric hue difference (18).

Experimental knowledge of colour-difference percep-
tion is incomplete because the CIELAB colour space
lacks distance uniformity. Colour difference perception
does not depend only on the measured colour tristimulus
values of each member of a colour difference pair but also
depends on experimental conditions related to the visual
environment, sample characteristics, and the way in which
the samples are presented. These are called parametric
effects and include the influence of such factors as illumi-
nation, illuminance, surroundings, viewing mode, sample
size, sample separation, sample structure, and size of
visual colour difference (18). These effects are very
important for colour measurements in muscle foods, and
must be considered or standardised when preparing the
samples for colour evaluation (12).

B. COLOUR MEASUREMENT IN MUSCLE-BASED

FOODS

Measuring the colour of muscle-based foods involves two
basic methods: human visual appreciation (sensory analy-
sis) and instrumental analysis (absorbance and reflectance
methods) (12). Objective determination of colour by
means of reflectance spectrophotometry is one of the most
commonly used methods due to its close correlation with
the visual perception of the human eye. In contrast to
absorption spectrophotometry, reflectance is measured
over the surface of the object, thus making destruction of
the object unnecessary and allowing the changes in colour
over a period of time to be evaluated (12).

According to how light interacts with muscle-based
foods, they can be classified as translucent or opaque,
although such foods rarely fall into one category alone. The
colour of fresh meat is known to be largely determined by
the relative proportions of deoxymyoglobin (DMb),
oxymyoglobin (OMb), metmyoglobin (MMb) for fresh
meat, and nitrousmyoglobin (NOMb) are specific for cured
meat products (24).

Guidelines for colour measurements in muscle-based
foods are not complete and only for meat are they well doc-
umented. Fish and shellfish do not have specific guidelines
for colour measurements, although the guidelines that do

exist could be adapted to their specific characteristics. The
same basic principles can be used for these types of food
when colour is measured.

In the standardisation of colour measurements of fresh
meat the CIELAB colour space has been recommended
using D65 as light source and 10° as standard observer, with
the illumination/viewing system as 45/0 or diffuse 8 (d/8)
and specular reflectance excluded if within the capabilities
of the instrument used (23). In fresh meat, the sampling
should be a cross-section taken perpendicular to the long
axis of the muscle, and the sample should have a minimum
thickness of 1.5 cm (the sample should be opaque or an
opaque backing must be used) (12). In measuring the
colour of muscle-based food with low myoglobin concen-
trations the relationship between samples thickness and
light transmittance can be checked with white and black
backgrounds. The American Meat Science Association
(AMSA) recommended that, in the case of frozen meats,
the sample surfaces should be as flat as possible, and that a
black rubber gasket slightly larger than the aperture should
be used to help level uneven frozen surfaces and block stray
light. The history of frozen meat (time, temperature, pack-
age, etc) when colour is being measured should also be
stated, because temperature fluctuations during transporta-
tion or storage can affect the colour of muscle-based foods.

III. OPTICAL PROPERTIES OF 
MUSCLE-BASED FOODS

From a physical point of view, the colour of muscle-based
foods, is considered as a surface phenomenon of an opaque
solid, where light falling upon it may undergo processes
of absorption, reflection or scattering but, where, generally,
there is little transmission (12). MacDougall (25) described
meat colour as partly determined by light scattering, pre-
sumably due to the gaps existing between myofibrils (26).

Light is unable to penetrate a significant distance into
the meat without being scattered (27), such penetration
and reflection being pH-dependent. Thus, a low pH causes
greater scattering and a high pH less (28). In frozen mus-
cle foods (meat and fish) it is generally accepted that pH
decreases during storage (29, 30), although some authors
found that the pH of some foods can also increase during
frozen storage (31).

Swatland (32) describes the optical properties of meat
as several levels of organisation. This author describes
four levels; 1: sliding filaments and myofibrilar birefrin-
gence, 2: myoglobin and protein precipitation in the sar-
coplasm, 3: postmortem fiber shrinkage and 4: the release
of fluid and the macroscopic surface reflectance proper-
ties of cut meat. All of these phenomena can affect the
colour of muscle-based foods in different ways.

Muscle proteins in frozen meat may be affected by
factors such as ice crystal formation, dehydration, increased
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solute concentration, fat hydrolysis and/or oxidation, the
presence of atmospheric gases (particularly oxygen), pro-
tein oxidation and proteolysis and rigor temperature.
During frozen storage total/myofibrillar protein solubility
increases, while the solubility of sarcoplasmic proteins is
reduced (33). Sarcoplasmic proteins (in which myoglobin
is included) are more susceptible to low temperature and
frozen storage denaturation than myofibrillar proteins.
Pigment also decreased as a result of ice storage (34).
Modifications in sarcoplasmic protein fractions during
frozen storage occur because endogenous enzymes are
released and are not inhibited.

The colour of frozen meats is governed by the freezing
rate, which affects light scattering properties. Fast freezing
results in small crystal sizes, which scatter more light than
the large, slow growing crystals produced during slow
freezing. Fast frozen meat is opaque and pale (reflectance
of the small ice crystals), and slow frozen meat is traslu-
cent and dark (35, 36). Frozen meats in any circumstances
can appear darker than fresh meat due to the concentration
of meat pigments during the freezing process (27).

IV. COLOUR PROPERTIES OF MUSCLE-
BASED FOODS DURING FREEZING
AND FROZEN STORAGE

In general, the quality of frozen muscle-based foods
decreases as the storage period increases. Colour, especially,
is affected although other important sensorial characteristics
including odour and flavour are also affected (37).

The consumer’s acceptability of frozen meat products
on display are related to the colour of the product, the red-
der the meat the higher the degree of consumer acceptabil-
ity. However, the consumer will reject fish and shellfish
when they appear dark. Some authors have used objective
parameters to evaluate acceptability as the % of reflectance
difference between 630 and 580 nm; the a*/b* ratio,
Lovibond tintometer red colour units, chroma or metmyo-
globin content (%) etc. (38, 39).

Different factors affect colour and its stability in
frozen muscle-based foods. Such factors include the 
particular freezing technique used (individually quick
frozen or IQF, plates, glazing, etc.), temperature (�5 
to �60°C), time and storage temperature, storage meth-
ods, freezing-thawing cycles, type of packaging and type
and product characteristics (pigment concentration,
polyunsaturated fatty acid concentration, etc.) (4, 33, 40,
41, 42).

During freezing, enzymes and other components are
released. The ice crystals formed may injure the cell and
release pro-oxidants (iron) (41). For any unprotected mus-
cle-based food during frozen storage, surface dehydration
may, in extreme cases, produce an important defect
known as “freeze burn” (caused by ice sublimation) which

becomes apparent after thawing and affects the appear-
ance and functional properties of the products. This prob-
lem is very important for frozen mussels that are sold in
“bulk” without any packaging. “Freezer scorch” is
another defect that can appear during frozen storage. This
shows as small grey and white areas, and is also caused by
dehydration (27).

The freezing-thawing process is also very important
for the physical and physicochemical properties of muscle-
based foods. The denaturation of muscle, structural
changes and lipid oxidation induced by the freeze-thaw
process affect colour. Lipid oxidation is one of the major
problems with frozen muscle-based foods (fish, shellfish
and meats). However, the relation between lipid oxidation
and pigment oxidation is not fully understood (43).

The primary catalysts of lipid oxidation in skeletal
muscles are hemoprotein and iron (44). In general, iron is
distributed among five main components: the insoluble
fraction, ferritin, haemoglobin, myoglobin and the low
molecular weight fraction (45). The two pools of iron in
muscle foods, heme and non heme, are altered during
frozen storage. Non heme in cod and mackerel muscle
increase during frozen storage (46). Since myoglobin and
haemoglobin are the pigments, responsible for colour, this
property is affected by the freezing process. The iron
released from ferritin may act as a lipid oxidation catalyst
in muscle (47). During the freezeing-thawing cycle, the
distribution of pro-oxidants and oxidation stability affect
colour (41). The freezing-thawing process potentially dis-
rupts muscle cells and leads to the deterioration of sub-
cellular organelles, such as mitochondria. Enzymes are
released from the mitochondria into the sarcoplasm, while
cytochrome c (48, 49) and other heme pigments present in
muscle food may also be released and contribute to colour
loss. These proteins are soluble and so drip loss in muscle
may also can lead to a less acceptable colour.

A. MEAT AND MEAT PRODUCTS

The frozen storage time of muscle-based foods is related
to the characteristics of the product. Meat origin (pork,
beef, turkey, etc), type of muscle, pigment concentration,
type of pigment, fatty acid profile, antioxidant type and
concentration, etc. are related to colour retention and dis-
coloration (50, 51, 52). Also important to colour is the
frozen storage time and type of freezing process used.

The effect of packaging on the colour of frozen meat
is very important especially if one takes into account the
relation of meat colour and oxygen or other gases such as
carbon dioxide. If packaging highly permeable to gas is
used, oxygen can come into contact with frozen meat and
different myoglobin states (OMb, MMb) may be formed.
As occurs in fresh meat, MMb is formed from OMb (53).
Metmyoglobin plays a pro-oxidant role in fresh and
cooked muscle foods, although, in fish, the oxidation

62-4 Handbook of Food Science, Technology, and Engineering, Volume 2 

DK9848_C062.qxd  08/Aug/05  04:34 PM  Page 62-4



mechanism is still not fully understood. MMb formation
increases with the freezing-thawing cycles (41).

Colour parameters (CIELAB) and reflectance ratios
vary with the different states of myoglobin, while redness
decreases as MMb concentration increases (54). Brownness
can be observed in packed frozen stored meats (55). In the
case of cured meat products, Sakata and co-workers (56)
confirmed that in a model system, nitrousmyoglobin, the
main pigment responsible for the colour of this type of prod-
uct, is stable under frozen storage conditions.

During frozen storage MMb% values gradually
increase (4, 55), changing the appearance of muscle-based
foods. Farouk & Swan (33) explained this increase by the
fact that metmyoglobin-reducing activity decreases dur-
ing frozen storage and consequently MMB is accumu-
lated. When meat or fish is treated with carbon monoxide
during frozen storage MMb% values remain constant (4),
while meat stored under carbon dioxide atmosphere is less
red than meats stored in other types of packaging. 

In general, the colour of salted fresh meat (57) and
cured products deteriorates (sodium chloride promotes
lipid oxidation), more rapidly in oxygen-permeable pack-
aging than in vacuum packaging (58). Bhoyar and 
co-workers (31) reported that vacuum-packaged restructured
meat products scored higher in colour and other sensorial
attributes (flavour, juiciness, texture) and showed greater
overall acceptability during frozen storage. Vacuum pack-
aging also reduce the amount of MMb in meat (39).

To prevent colour deterioration, natural antioxidants
(alpha-tocopherol, rosemary extract, ascorbic acid, carno-
sine, etc.) are frequently added to muscle-based foods
(30). The use of antioxidants during frozen storage is 
particularly useful for low fat meat products (59).
Industrially, other solutions are sometimes used to avoid
this problem, one of them being to dip the product in gela-
tine solutions to create a coating that improves colour sta-
bility during frozen storage (58). Another method is to dip
the product in a 3% brine solution before freezing
at �45°C, especially in the case of Ascidians (60). In
some cases, colour changes during frozen storage are
related with lipid oxidation, both of which occur as the
same time. This is the case of meats with a low myoglo-
bin concentration, but when the myoglobin concentration
is high (e.g. beef), discoloration occurs much earlier than
lipid oxidation (50).

When meat is stored in carcass form or as primals,
before being cut and packed the exposure of the meat sur-
face to harmful environmental, effects is minimised (61,
62). When large blocks of meat are frozen, colour loss is
more pronounced on the exterior than in the interior (55).

Thawed pork chops showed better colour stability after
storage when vitamin E had been added to the feed (63)

From a sensorial point of view, the colour shelf life of
frozen muscle-based foods depends on species and muscle
type (43). The quality characteristics of ovine, for example,

begin to deteriorate after 180 days of storage. Other attrib-
utes also diminish its acceptability to consumers.

A general rule governing the effect of frozen storage on
the colour of muscle-based foods cannot be provided,
because the effect changes according to the product in ques-
tion and storage conditions. For example, the colour of the
same sample can vary with the length of storage. For short
and long-term frozen storage, different parameters may act
as colour indicators. For example, hue may be a better indi-
cator of colour in short-term frozen storage (33), while red-
ness is the best indicator during long-term frozen storage.

Objective colour parameters may behave differently
during frozen storage. Farouk & Price (51) reported that
lightness decreased in ovine muscles. Heat & Owens, (64)
described a similar behaviour for chicken meat, while rab-
bit and bull meat were seen to be darker after frozen stor-
age (40). In the case of lamb chops brightness increased,
and lightness increased in rainbow trout, as a result of the
colour oxidation pattern of carotenoids. Decreased red-
ness in meat and meat products is caused by a reduction
in OMb and DMb concentrations (55), a phenomenon
which has been observed in ground pork (51), low fat
ground beef patties (45), rainbow trout and Atlantic
salmon (1, 4). Less information is available, concerning
yellowness although it is known to depend on the type of
product, for example in low fat ground beef patties it
decreased, while in rainbow trout and chicken it increased
during frozen storage (4, 64, 65).

B. FISH AND FISH PRODUCTS

In the case of fish and shellfish, most are caught at sea and
are processed immediately, mainly in frozen form, on board
ship, to ensures a high degree of freshness.

Fish and fish products are very prone to discoloration.
As mentioned above, lipid oxidation takes places, and
changes in meat structure or pigment degradation are com-
mon. Minces produced from “white” fish have an unac-
ceptable colour after six months of frozen storage (66),
while “blue” fish products need antioxidants to prevent
colour changes (30).

To prevent discoloration in tuna fish (the pigments of
which are very prone to colour changes) a combined treat-
ment is made. First the meat is frozen in a CaCl2 solution
at �30 to �45°C and then the CaCl2 treatment is
repeated. The freezing process is intensified by using liq-
uid nitrogen during the first 2–3 h of freezing. Flesh
colour changes and general spoilage can be limited by
freezing and storing at �35 to �40°C, while lowering the
temperature to �50 to �60°C ensures a high degree of
freshness retention over several months’ storage.

In some types of fish, it is important to preserve skin
colour during frozen storage. This can be done by using
natural or artificial antioxidants such as tocopherols, ascor-
bic acid (the most effective skin colour preserver) alone or
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with butylated hydroxytoluene (BHT) and sodium erythor-
bate. These antioxidant, alone or mixed, significantly
improved colour retention during the frozen storage of
Thornyhead rockfish (Sebastolobus alascanus) (67).

Fish and shellfish both contain significant levels of
polyunsaturated fatty acids. Benjakul and Bauer (41) pos-
tulated that the decrease in heme iron due to heme break-
down in fish muscle was affected by freeze-thaw cycles.

Metmyoglobin plays a pro-oxidant role in fresh and
cooked muscle foods. In the case of fish muscle the oxi-
dation mechanism is still not fully understood, although
MMb formation tends to increase with the number of
freezing-thawing cycles (41).

It is known that MMb reductase is a component of red
blood cells and is found in fish muscles (68). Since some
blood is retained in the fillets, the residual activity of 
this enzyme could result in the retardation of colour 
deterioration (41).

1. Salmonids

It is very important to maintain the colour of farmed
Salmonids. This can be largely done by dietary means
because colour is affected by dietary carotenoid pigment.
The shelf life or frozen storage stability of these farmed
fish are affected by the fatty acid (saturated and unsatu-
rated) profiles and natural antioxidant levels present in the
flesh (69). Colour studies carried out to date have mainly
concerned farmed Salmon (Salmo salar) and rainbow
trout (Oncorhynchus mykiss).

The effects of frozen storage are also related with the
structural changes that take place during the freezing
process, as was mentioned above. However, the changes
which take place during frozen storage depend on
carotenoid content and stability, characteristics which are
mainly related with astaxanthin and canthaxanthin (from
natural or synthetic sources) (70).

Salmonid colour and its stability depend on storage time
and the packaging system. Sheehan and co-workers (1)
reported that canthaxanthin-fed Atlantic Salmon were more
sensitive to frozen storage than astaxanthin-fed fish. For the
same storage time (3 months) canthaxanthin levels decreased
by 59%, visual colour scores and redness values decreasing
at the same time, while lightness increased. The same
authors reported that no differences in visual colour score or
carotenoid content were observed in astaxanthin-fed fish. 

Salmonoid flesh is mainly dedicated to producing
smoked specialities, while freezing affects colour. When
frozen astaxanthin-fed fish is smoked, the astaxanthin con-
tent decreases, while the canthaxanthin content of can-
thaxanthin-fed fish remains unaffected after 3 months.
Canthaxanthin-fed fish are better for smoking (if stored for
less than 6 weeks) although, when frozen, they lose colour
more rapidly than astaxanthin-fed fish. Nevertheless,
Sheehan and co-workers, (1) reported that the astaxanthin
content depends on the frozen storage time of the raw

material, falling from 9.39 (fresh) to 7.99 after 6 weeks
and 7.26 mg/kg after 12 weeks.

Packaging plays an important role in preventing the
discoloration of Salmonoid flesh and its processed prod-
ucts. Different packaging materials (69) and techniques
are used (vacuum packed, modified atmospheres, etc.),
and it is uncommon to find Salmonid flesh in light display
cabinets without any protection to avoid discolouration.
When flesh (fillets) of rainbow trout is vacuum-packed,
astaxanthin or canthaxanthin remains stable (maximum
5% loss) for 6 months at �20 or �80°C (52, 70). When
this meat was analysed by colour objective methods, no
change was observed in redness (a*), even if a thawing/
refreezing cycle had taken place. In general, prolonged
frozen storage increases lightness (L*), redness (a*) and
yellowness (b*), but decreases the hue (h) values.

Light exposure (mainly fluorescent light) has a cat-
alytic effect on lipid deterioration in frozen Salmonoids
flesh. Oxygen-impermeable packaging materials inhibit
rancidity and increases the length of time the frozen can be
exposed to light.

Bjerkeng & Johnsen (69) pointed to the antioxidative
effects of astaxanthin. during the frozen storage of rain-
bow trout fillets (70), while the concentration of dietary
vitamin E are also important. The synergistic activity 
of alpha-tocopherol and rosemary oleoresin during 
refrigerated/frozen storage increased the retention of
carotenoids and reduced lipid oxidation.

C. SHELLFISH

The frozen storage of shellfish decreases overall quality,
particularly in the case of shell-on ascidians and mussels.
This phenomenon is caused by the development of ice
crystals in the muscle, which discolours after thawing.
Choon (71) reported that, the muscle of shrimps (Penaeus
japonicus) after 60 days of frozen storage began to
blacken, while colour sensory scores fell after 7 months of
storage (72). The colour of the giant Pacific oyster
(Crassostrea gigas) becomes unacceptable during frozen
storage, a problem caused by freezing temperatures rather
than glazing in storage.

Shell-on cold-water shrimps (Pandalus borealis)
packaged in atmospheric air and exposed to light, during
frozen storage, lose colour. In this case the exclusion of O2

from the pack would improve overall storage stability and
extend the shelf life to at least 9 months. Light influences
lipid oxidation and colour stability and its exclusion can
extend the shelf life by up to 3 months. One of the main
problems with shell-on shellfish are shrimp horns because
they can break the packaging materials, and so it is not
possible to maintain anoxic conditions (11).
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I. INTRODUCTION

In this chapter the term fermentation is used to describe
the process of intended chemical change in foods catalyzed
by microbial enzymes. Prescott and Dunn (1) defined fer-
mentation, in its broad sense, as “a process in which chem-
ical changes are brought about in organic substrates through
the action of enzymes elaborated by microorganisms.”
Steinkraus (2) defined more specifically fermented foods as
“food substrates that are invaded or overgrown by edible
microorganisms whose enzymes, particularly amylases,
proteases and lipases hydrolyze the polysaccharides,
proteins and lipids to non-toxic products with flavours,
aromas and textures pleasant and attractive to the human 
consumer.”

A. HISTORY

Fermentation is an ancient tradition. In all parts of the world
indigenous fermented foods have been prepared and con-
sumed for many centuries. These foods have influenced
the settlement sites and cultures of many communities.
The first fermented foods eaten were probably fermented
fruits, as scarcity of adequate food supplies would require
the maximum amount of a crop to be consumed. There is
evidence that fermented drinks were prepared many thou-
sands of years ago (3,4). Compromises between starvation
and disease from over-ripe/spoilt foods needed to be con-
tinually made before the advent of preservation technology.
Solutions to the problems of food wastage and food-borne
diseases were of major concern even before man had any
concept of microbiology. Along with cooking, smoking and
sun-drying fermentation is one of the oldest methods for
food preservation. The methods established were obtained
by trial and error and experiences obtained by many gener-
ations with information being passed between generations.

For many centuries cereals and breads have been a
basic, major component of the diet of many individuals.
Several loaves of bread were found in tombs estimated to
be over 3,500 years old in Egypt (5). These are some of
the first indications that man had begun to use the process
of fermentation to develop new foods and not just to eat
naturally fermented fruits, vegetables and grains (6).

B. CLASSIFICATION

A number of methods can be used to classify fermentation
processes. They can be segregated on the basis of the
microorganisms involved, the biochemical changes that
occur or on the commodity type (7). In this chapter the

fermentations are grouped in terms of the substrates used
e.g. cereal products, fruit and vegetable products, dairy
products and meat products (8). Campell-Platt (8) classi-
fied foods in 7 classes: (1) beverages; (2) cereal products;
(3) dairy products; (4) fish products; (5) fruit and veg-
etable products; (6) legumes; and (7) meat products.
Whereas, Steinkraus (9) classified fermentations accord-
ing to the type of fermentation, e.g., alcoholic — wines
and beers, alkaline — Nigerian dawadawa.

C. BENEFITS OF FERMENTED FOODS

In many parts of the world, particularly in developing
countries, fermented food products form an essential part
of the human diet. Today a large variety of foods are pro-
duced either from microorganisms or as a consequence of
their biochemical activity. Many of the foods listed in
Table 63.1 are amongst the most common and have wide
geographical distributions.
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TABLE 63.1
Examples of Common Fermented and Microbial Foods

Principal Key 
Food Ingredient Microorganisms

Wine Grapes Yeasts
Beer Barley Yeasts
Cider Apples Yeasts
Sake Rice Moulds
Bread Wheat Yeasts
Yoghurt Milk LAB
Cheese Milk LAB
Buttermilk Milk LAB
Kefir Milk LAB � yeasts
Vinegar Grapes Yeasts followed by

Acetobacter �
Gluconobacter

Tempeh Soyabeans Moulds
Soy sauce Soyabeans Moulds � LAB �

yeasts
Pickled cucumbers Cucumbers LAB � yeasts
Sauerkraut Cabbage LAB
Pickled olives Olives LAB � yeasts
Fish pastes Fish LAB
Fermented sausages Meat LAB � moulds
Microbial Many including Bacteria, yeasts,

biomass/Products ethanol, molasses, moulds
whey, petroleum
hydrocarbons

Quorn Mycoprotein Mould Fusarium

venenatum

LAB represents lactic acid bacteria.
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Specific foods were developed simultaneously by
many cultures using their available resources for two main
reasons:

1. to preserve harvested or slaughtered products,
which were abundant at certain times and
scarce at others.

2. to improve the sensory properties, e.g., taste
and aroma of an abundant produce.

The importance of fermentation processes for food preser-
vation are less important now as new preservation tech-
niques have been developed. However, fermentation is 
a low energy-requiring process that is relatively efficient 
at extending the shelf-life of foods, and it remains a very
appropriate method for use in developing countries and
rural communities that have no access to alternative
preservation methods. The simple techniques mean that
the procedures can often be carried out in the home (10).
Also, a number of studies have shown that consumers
regard fermented food products as healthy and natural
(11). A range of potential benefits can be gained from fer-
mented foods (Table 63.2).

II. MICROORGANISMS ASSOCIATED
WITH FERMENTED FOODS

A. STARTER TECHNOLOGY

Fermented foods may be produced with the use of starter
microorganisms or by the action of natural fermentative
microorganisms present in the raw materials or produc-
tion environment. The activities of the fermenting organ-
isms are dependent on the intrinsic and extrinsic growth
factors. Food fermentations frequently involve a complex
succession of microorganisms induced by dynamic environ-
mental conditions. A range of properties constitutes an ideal
fermentative microorganism (Table 63.3). Of paramount
importance is that the organism must be safe for the
consumer to ingest even when in large numbers. A variety

of groups of microorganisms are frequently used in fer-
mented foods (Table 63.4).

Most substrates used for food fermentations are not
sterile, therefore, a knowledge of the composition of the
natural, heterogeneous microflora of the food substrate is
required. In the past starter cultures were not used, the
closest procedure was to use one batch of food to ino-
culate subsequent batches. However, in many traditional
approaches, the advantages of some form of inoculation
of new batches is recognized and generally practiced by
simple techniques like back-slopping or the repeated use
of the same container (12).

Problems may arise from natural fermentations as the
composition and selectivity of the natural microflora
determine which microorganisms dominate the fermenta-
tion and this determines the acceptability of the final prod-
uct. Consequently, natural fermentations have a degree 
of unpredictability, which may be unsatisfactory when a
process is industrialized. Starter cultures are increasingly
used to provide a degree of assurance of quality fermen-
tation and to improve the rate at which fermentation is ini-
tiated. Failed, poor quality or unsafe products lead to loss
of customers and revenue and are to be avoided at all costs.

Modern biotechnology has moved a long way since
ancient times when only empirical food fermentations
occurred. Starter cultures are now developed mainly by
design rather than by screening (13, 14). The composition
of starter cultures is based on knowledge of food-grade
microbial genetics (15, 16), metabolism and physiology 
as well as their interactions with foods (16). The overall
aim is to produce reproducible, acceptable, good quality,
wholesome, easily digestible, low toxicity, safe products
by exploiting the properties of the starter cultures (17).

Fermentation: General Principles 63-3

TABLE 63.2
Potential Benefits of Fermented Foods
Increased Decreased

Safety Toxicity
Revenue from the sale of the Cooking time

transformed food
Nutritional value Processing costs
Digestibility
Suitability of food commodities for 

subsequent processing
Acceptability
Sensory properties
Ease of storage and transportation
Shelf-life
Health benefits

TABLE 63.4
Principal Groups of Fermentative Microorganisms
Microbial Group Product

Lactic Acid Bacteria (LAB) Lactic acid
Acetic acid bacteria Acetic acid
Yeasts Alcohol and carbon dioxide
Moulds Enzymes
Micrococcus spp. Proteases
Bacillus spp. Amylases

TABLE 63.3
Factors that Contribute to the Suitability of an Organism
for Fermentation
Factors

Safe to consume in high numbers
Produces considerable amounts of the required end-product
Does not breakdown the required metabolised end-product
Not too fastidious
Genetically stable
Competitive
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Innovations in starter technology are being made in many
areas including probiotics, increased yields and quality of
high revenue products and also for development of new
fermentation products.

B. YEASTS

Yeasts are widely distributed in nature, with their natural
habitats usually being nutritionally rich and high in car-
bohydrates. They are regularly associated with plant nec-
tars and fruits (18). Consequently, in fermentations they
are frequently used for beverages and foods based on fruit
or vegetable substrates. Yeasts are ideal agents for fer-
mentation of food products as they are generally accept-
able to consumers and are rarely toxic or pathogenic (19).
As a consequence of their value they have been exten-
sively studied, and are well classified (20). Separate clas-
sification of yeasts and moulds is well accepted and has
proved useful. The oldest and still widely used approach
to grouping of yeasts is based on morphological, bio-
chemical and physiological characteristics (21).

More recently, progress in molecular biology has
enabled yeasts to be characterised at the genomic level
using methods based on polymerase chain reaction (PCR)
technology (22, 23). Determination of individual genes
coding for 18S and 26S ribosomal RNA has resulted in
many changes in the identification and classification of
yeasts (24). Also rapid techniques such as API kits are
being evaluated for their identification (25).

Although there are about 500 species of yeasts, (20),
only a few are commonly used in the production of fer-
mented foods. These are all either ascomycetous yeasts or
members of the imperfect genus Candida (18). The sexual
process of ascomycetous yeasts involves the production of
haploid ascospores contained within an ascus (ascocarp).

Sacchaharomyces cerevisiae is the most important
and frequently used and there are more than 80 different
variants of this species available. All strains ferment glu-
cose and many ferment other plant-associated carbohy-
drates such as sucrose, maltose and raffinose, although
none ferment lactose (18). In general, yeasts do not fer-
ment starch in nature.

Yeasts are used to produce ethanol, CO2, flavour and
aroma. The important reaction of yeasts can be repre-
sented by the following equations:

● C6H12O6 → 2C2H5OH � 2CO2
● glucose → ethyl alcohol and carbon dioxide

In addition to alcohol and carbon dioxide various meta-
bolic products including ethyl acetate, fusel alcohols
(pentanol, isopentanol and isobutanol) sulphur com-
pounds and leakage of amino acids and nucleotides can all
contribute to the fermentation changes induced by yeasts
(19). They contain good concentrations of amino acids

such as lysine, tryptophan and threonine and are also rich
in B-group vitamins.

The technology for the propagation and storage of
starter yeasts has developed. Traditionally yeasts were
collected from the sediments of beer making. Compressed
yeasts were the most common form of starter cultures, this
is a compressed mass of dormant cells that must be stored
refrigerated. Other more convenient forms are now avail-
able such as instant dried yeast which is small beads of
freeze dried yeasts. This is sold vacuum packed and can
be stored at room temperature for up to two years.
Rehydration in water between 30–40°C is required before
use, or gas production may be impaired. Protected active
dried yeast is the most convenient, it is similar to instant
dried yeast, but can be used without any prior rehydration.

C. LACTIC ACID BACTERIA

Lactic acid bacteria are a group of bacteria that predominate
in many fermented foods. These bacteria are grouped together
based on a set of common properties (Table 63.5) (26).

Lactic acid bacteria are subdivided based on their end
products from glucose metabolism. Two distinct groups
known as homofermenters and heterofermenters are iden-
tified. The homofermenters produce lactic acid as virtu-
ally the sole product of glucose fermentation. The
heterofermenters produce equimolar amounts of lactate,
carbon dioxide, and ethanol/acetate from hexoses. Unlike
the homofermenters, the heterofermenters are responsible
for the production of other compounds involved with
flavour, such as acetaldehyde and diacetyl, and other char-
acteristics. The principal genera of lactic acid bacteria are
shown in Table 63.6.

Lactic acid bacteria are generally fastidious on artificial
media but they grow readily in most food substrates and
lower the pH rapidly to a point where other competing
organisms are no longer able to grow. Leuconostocs and
lactic streptococci generally lower the pH to about
4.0–4.5 and some of the lactobacilli and pediococci to
about 3.5 before inhibiting their own growth (27).

In addition to producing lactic acid, the lactobacilli also
have the ability to produce hydrogen peroxide through
oxidation of reduced nicotinamide adenine dinucleotide
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TABLE 63.5
Characteristics Common to Lactic Acid Bacteria
Characteristics

Gram positive
Catalase negative
Oxidase negative
Non-sporeforming
Fermentative anaerobes that are aerotolerant
Produce most of their cellular energy from the fermentation of sugars
Produce lactic acid from hexoses
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(NADH) by flavin nucleotides, which react rapidly with
gaseous oxygen (28). Flavoproteins such as glucose oxi-
dase also generate hydrogen peroxide and produce an
antibiotic effect against other organisms that might cause
food spoilage (27). The lactobacilli themselves are rela-
tively resistant to hydrogen peroxide (29). Accumulation
of hydrogen peroxide in some fermented foods has been
demonstrated, but its effects are likely to be small.

Lactococcus lactis produces the polypeptide anti-
biotic nisin that is active against Gram-positive organisms
including L. cremoris which, in turn, produces an antibio-
tic “diplococcin” active against Gram-positive organisms
including L. lactis. Thus, these two organisms compete in
the fermentation of milk products while inhibiting growth
of other Gram-positive bacteria (30). Carbon dioxide pro-
duced by heterofermentative lactobacilli also has a preser-
vative effect in foods resulting partially from its flushing
action leading to anaerobiosis if the substrate is properly
protected (27).

Lactic acid bacteria perform an essential role in the
preservation and production of wholesome foods. Exam-
ples of lactic acid fermentations include: a) fermented
vegetables such as: sauerkraut, pickled cucumbers, radishes,
carrots, olives, b) fermented milks such as: yogurt, kefir,
cheeses, c) fermented/leavened breads such as sourdough
breads and d) fermented sausages (Table 63.1).

In recent years there has been extensive research into the
use of lactic acid bacteria to control pathogenic and spoilage
microorganisms and to promote health. Consumers are
taking a greater interest in the quality of foods and are
creating a demand for chemical free, ‘natural health’ foods.
Lactic acid bacteria can inhibit other microorganisms by
many methods (Table 63.7) and several applications are
already in common use in the food industry, whilst others
are the subject of research to establish their efficacy and
safety.

Bacteriocins are bactericidal peptides or proteins that
are usually active against species closely related to the
producing organism (18). There is interest in the use of LAB
bacteriocins as food additives to inhibit food-borne

pathogens and to act as preservative as they are produced
by food-grade organisms and could therefore be classed
as “natural” and hence more acceptable. Nisin is a Class I
bacteriocin, a lantibiotic that contains the unusual amino
acid lanthionine. Nisin is active against most Gram-posi-
tive bacteria including Listeria and spore-formers such as
Clostridium botulinum. It is especially useful for inhibit-
ing the outgrowth of spores from heat-resistant spoilage
organisms such as Bacillus and Clostridum spp. in heat-
processed foods. It does not inhibit Gram-negative bacteria,
yeasts, or filamentous fungi.

Nisin is the only bacteriocin being used in the food
industry (18). It offers processors a “natural” label as well
as extending refrigerated shelf life by 14 to 30 days
depending on the product. While most bacteriocins are
produced only during exponential growth, nisin is produced
in large amounts after cells reach their stationary phase,
making it appropriate for foods in which lactic acid bacte-
ria are not expected to grow after processing.

Nisin creates pores in the plasma membrane of vege-
tative cells allowing leakage of intracellular, cytoplasmic
components and causes disruption of the transmembrane
potential required to drive active transport. In Gram nega-
tive bacteria the outer membrane provides protection (18).

Fermentation: General Principles 63-5

TABLE 63.6
The Predominant Genera of Lactic Acid Bacteria Used in Food Fermentations
Genus Cell Shape/Grouping Homofermenter Heterofermenter

Lactobacillus Rods — single or chains � �

Lactococcus Oval cocci — pairs or chains � �

Leuconostoc Oval cocci — pairs or chains � �

Pediococcus Cocci — pairs and tetrads � �

Streptococcus Cocci — pairs and chains � �

Weissella Coccoid/short rods — single, pairs or �� �

short chains
Enterococcus Cocci — single, pairs or short chains � �

Modified from (18, 26).

TABLE 63.7
Antimicrobial Factors Used by Lactic Acid Bacteria to
Inhibit Competing Organisms
Factors

Competitive exclusion
Bacteriocins (184)-nisin, natamycin, lactococcin, pediococcin
Hydrogen peroxide
Carbon dioxide
Ethanol
Diacetyl
Organic acids
Low pH, by production of lactic acid and minor amounts of acetic 

and formic acid
Low redox potential
Reduced levels of available nutrients (32)
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Some Gram negatives become sensitive when their outer
membrane has been damaged. Bacterial spores are particu-
larly sensitive, the most important use of nisin has been to
inhibit the outgrowth of spores in heat processed foods, par-
ticularly processed cheese, canned foods, but also some-
times clotted cream, dairy desserts and pasteurized soups.

There are several potential health or nutritional bene-
fits possible from some species of lactic acid bacteria,
although at present many are controversial (31) and are
the subject of research to identify specific roles (31, 32,
33). The benefits may arise from the growth and activity
of the lactic acid bacteria during food fermentation or dur-
ing colonisation of the gastrointestinal tract (Table 63.8).

Selection of species with the properties to perform the
required functions e.g. preservation, good fermentation
properties or health promotion can be made from wild-
type species or by genetic manipulation where strains are
engineered to produce the required activities.

D. BACTERIOPHAGE

Bacteriophage are viruses that are host specific and mul-
tiply inside bacterial cells. Although bacteriophage have
no direct role in fermentation as they exist as inert parti-
cles on food and only replicate inside susceptible host
cells, they cannot be ignored when discussing fermenta-
tions. Bacteriophage infection can lead to inadequate fer-
mentation and possible safety risks. They have caused
major problems in milk fermentations. Several steps can
be taken to reduce the risk of phage infection. These
include:

1. Using mixed culture starters (34)
2. Rotation of starter culture species with differ-

ent phage susceptibility (35)
3. Following rigorous hygiene strategies.
4. Propagating starter cultures in phage inhibitory

media (18)

5. Inserting a plasmid which confers phage 
resistance.

6. Using phage-insensitive bacterial strains.

III. FERMENTED PRODUCTS

A. FERMENTED FRUITS AND VEGETABLES

1. Sauerkraut

Sauerkraut is the product resulting from the natural lactic
acid fermentation of shredded fresh cabbage to which salt
is added at a concentration of 2.25–2.5%. Figure 63.1
shows the main steps in the manufacture of sauerkraut
(36). The fermentation yields lactic acid as the major
product. The salt extracts liquid from the vegetable which
serves as a substrate for growth of lactic acid bacteria.
Anaerobic conditions should be maintained to prevent
growth of microorganisms that might spoil the sauerkraut
(27). Many researches have shown a sequential involve-
ment for different species of lactic acid bacteria (3, 37, 38,
39). It is now well established that Leuconostoc mesen-
teroides grows first producing lactic acid, acetic acid and
CO2. The pH of the product is lowered quickly, thus limit-
ing the activity of undesirable microorganisms and
enzymes that might soften the cabbage shreds. The carbon
dioxide flushes out residual oxygen making the fermenta-
tion anaerobic which stimulates the growth of many lactic
acid bacteria. Then Lactobacillus brevis grows continuing
the acid production. Finally Lactobacillus plantarum
grows producing more acid and lowering the pH to below
4.0, allowing the cabbage to be preserved for long periods
of time under anaerobic conditions.

The end products formed during the fermentation of
the cabbage contain significant amounts of lactic acid and
a small amount of acetic acid and propionic acid, and a
mixture of gases, CO2 being the most important. Minor
end products also appear. Diacetyl and acetaldehyde were
reported by Hrdlicka et al. (40) as the primary carbonyls
produced during kraut fermentation. According to Lee 
et al. (41), the major amount of the volatiles in sauerkraut
is accounted for by acetal, isoamyl alcohol, n-hexanol,
ethyl lactate, cis-hex-3-ene-1-ol, and allyl isothiocyanate.
The predominant volatiles are cis-hex-3-ene-1-ol, and
allyl isothiocyanate define the character of sauerkraut,
they do not contribute significantly to its quality. Instead,
they believe that the fresh, fruity aroma of compounds
such as ethyl butyrate, isoamyl acetate, n-hexyl acetate
and mesityl oxide probably are more important in deter-
mining the acceptability of sauerkraut (41).

Microbial spoilage of sauerkraut can induce changes
in texture, color and flavour. Sauerkraut softening occurs
when fermentation takes place at too high a temperature,
when the cabbage is exposed to air, too little salt is added;
or by faulty fermentation when the lactic acid content
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TABLE 63.8
Potential Health Benefits of Lactic Acid Bacteria
Benefits

From foods
Improved nutritional value e.g. production of vitamins or essential 

amino acids
Reduced toxicity e.g. by degradation of noxious compounds
Increased digestibility and assimilability of nutrients (31)

From colonisation
Control of intestinal infections
Improved digestion of lactose
Inhibition of tumor growth
Lowering of serum cholesterol levels
Immune stimulation (185)

Drouault and Corthier (186).
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remains too low (36). Pink kraut is caused by the surface
growth of yeasts mainly of Torula spp., especially T. gluti-
nus (42). Rotted sauerkraut may be caused by bacteria,
molds and/or yeasts.

2. Pickled Cucumbers

Pickled cucumbers are acid fermented in the presence of
salt. Cucumbers for pickling are harvested while still
immature. The fermentation of cucumbers varies accord-
ing to the salt concentration used, and two quite different
products can be produced, namely high-saltstock (8–10%
increasing to 15%) and low-salt dill pickles (3–5% salt
containing dill and spices) (43). Usually, the salt solution
is poured onto the cucumbers in tanks and then fermenta-
tion is allowed to proceed, if necessary, glucose is added
to stimulate activity. Fermentation takes place at 18–20°C
and yields lactic acid, CO2, some volatile acids, ethanol
and small amounts of various aroma substances (36).

Once the cucumbers have been brined and the tank
closed, there is a rapid development of microorganisms in
the brine. The normal mixed flora of the cucumbers form
the initiating culture. The rapidity of the fermentation is
correlated with the concentration of salt in the brine and
its temperature. In general, the lower the salt concentra-
tion, the more kinds of bacteria will grow at the start, the
faster the acid production, and the greater the acidity pro-
duced. The lactic acid bacteria chiefly responsible for pro-
duction of high-salt pickles are initially Pediococcus
cerevisae followed by the more acid-tolerant Lactobacillus
plantarum and Lactobacillus brevis. Leuconostoc mesen-
teroides makes little contribution in the high-salt pickles
but is active in the low-salt pickles (43). The lactic acid
initially formed is later metabolized partly by film yeast
or oxidative yeasts that grow on the surface of the brine,
thus increasing slightly the original pH value of the fer-
menting medium (36).

In controlled fermentations the cucumbers are washed
and soaked in a chlorinated brine of 25° salinometer. The
brine is acidified with acetic acid, buffered with sodium
acetate or sodium hydroxide, and inoculated with L. plan-
tarum alone or in association with P. cerevisae (42, 44). The
controlled fermentation reduces economic losses and leads
to a more uniform product over a shorter period of time (1).

The two main defects of pickles are bloaters and soften-
ing. Pickled cucumbers are often softened due to endo-
genous or microbial pectolytic enzymes (36). Softening is
caused by microorganisms growing inside or on the cucum-
bers (18). Pectolytic organisms causing pickle softening
belong to the genera Bacillus, Fusarium, Pencillium,
Phoma, Cladosporium, Alternaria, Mucor, Aspergillus and
others (42). Bloaters are those pickles that float on the brine
and are hollow or have large air spaces in the interior. This
condition is caused by gas-forming microorganisms, i.e.
gaseous fermentation. Enterobacter spp., lactobacilli, and
pediococci have been implicated as causes of bloaters (42).

3. Olives

Green olives are brined and fermented in a manner simi-
lar to cucumbers. Spanish, Greek and Sicilian are the most
important types of fermented olives. Before brining, green
olives are treated with a 1.25 to 2% lye solution (sodium
hydroxide), depending on the type of olives usually at 
21 to 25°C for 4 to 7 hours. This treatment is necessary 
to remove some of the oleuropein, a bitter principal in the
olives. Some microorganisms may be destroyed during
lye treatment. After treatment, the lye is removed by soak-
ing and washing the olives in fresh water. Excessive wash-
ing may induce a loss in some nutrients and a low acidity
development due to a high loss of carbohydrates. To over-
come these problems inoculation with Lactobacillus 
plantarum may be necessary to neutralize any residual
lye. Adding sugar to the brined olives for acid production
has also been suggested. Washed olives are then placed in
a brine solution, the concentration of which varies from 
5 to 15% salt, depending upon the variety and size of olives
(3). Ten to 15% is recommended for Manzanillo olives,
whereas a 5 to 6.25% is recommended for Sevillano olives.
Additional salt is added during fermentation of olives in
order to maintain a constant salt concentration, usually at
28° to 30° Salinometer level. The microbiology of the olive
lactic acid fermentation is complex with a number of micro-
bial strains being involved. Vaughn et al. (45) have divided
the normal olive fermentation into three stages. The initial
stage is the most important from the standpoint of poten-
tial spoilage if the brines are not acidified. Acidification
eliminates the original contaminating population of 
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dangerous Gram-negative and Gram-positive spoilage bac-
teria and, at the same time provides an optimum pH for
activity of the lactic acid bacteria (46). The natural flora
of green olives, consisting of a variety of bacteria, yeasts,
and molds carries out the fermentation with the lactic acid
bacteria becoming prominent during the intermediate
stage. Leuconostoc mesenteroides and Pediococcus cere-
viciae are the first lactics to prominate, followed by lacto-
bacilli, mainly Lactobacillus plantarum and Lactobacillus
brevis (47). The fermentation takes as long as 6 to 18
months, and the acidity of the final product varies from
0.18 to 1.27% (48). A level of at least 0.6 to 0.7% acid is
needed for proper preservation and flavour of the product.

For the fermentation of black lactic-fermented olives,
the ripe, violet to black fruit is washed and directly
allowed to undergo spontaneous lactic fermentation in an
8–10% salt solution. No alkali treatment is performed on
black olives. Lactobacilli and yeasts are involved, but the
yeasts normally dominate. The final product has a pH
value of 4.5–4.8 and contains 0.1–0.6% lactic acid (49).

Olives may undergo spoilage owing to the growth of
undesirable microorganisms. Zapateria spoilage is charac-
terized by a malodorous fermentation, due apparently to the
production of propionic acid by Propionibacterium (50).
Sloughing spoilage is a defect that includes severe soften-
ing, skin rupture and flesh sloughing. It is caused by Gram
negative pectinolytic bacteria, especially Cellulomonas
flavigena (51). Softening of olives is caused by the pink
yeasts, Rhodotorula, and fermenting pectinolytic yeasts,
Saccharomyces and Hansenula (52, 53).

4. Cocoa Fermentation

Cacao beans grow on the Theobroma cacao tree. They can
be processed to make cocoa and chocolate. The popular-
ity of cocoa is not its nutritional value but rather its unique
flavour, colour and aroma. To obtain these sensory char-
acteristics the beans must be fermented, as roasting unfer-
mented dried cacao does not result in the desired flavour,
aroma or colour (54, 55, 56). To induce fermentation the
pods are opened following harvesting to reveal the seeds,
called beans, covered with pulp. The beans are heaped
into piles or placed into boxes on the farm. Fermenta-
tion methods vary between different countries and even
between different processors (57). The fermentation is
natural; therefore, the microbial species present also differ
between batches and different geographical locations.
Occasionally a more controlled situation is required and
starter cultures are used, however, these generally do not
compare favorably with the natural fermentations (57).

The pulp is predominantly water with 10–15% sugars
and has a low pH, between pH 3.6–4.0 (58). The sterile pulp
is inoculated with a variety of microorganisms during
handling and storage which perform the fermentation. The
beans are fermented for 2–12 days (42, 54). During this

time the sticky pulp becomes a turbid broth from which
the beans absorb flavours (57, 59). Yeasts and acetic acid
bacteria are the most important fermenters of cacao beans.

Fermentation takes place in two stages; firstly the sug-
ars in the acidic pulp are converted to alcohol, which is sub-
sequently oxidised to acetic acid. Yeasts ferment the sugars
to ethyl alcohol in the anaerobic piles. Candida krusei,
Saccharomyces spp., Geotrichium candidum, Hansenula
anomala and Schizosaccharomyces pombe are amongst the
most frequently isolated species (42, 54, 60, 61). In addition
the yeasts hydrolyze the pectin that covers the beans (57).
Without pectin, the bitter alkaloids may leach out of the
bean or be altered by alcohol that can now enter the beans
(54). Although yeasts have an important role in producing
alcohol, in this fermentation their presence appears even
more essential to the development of the final desirable
chocolate flavour (42). It has been observed that the endoen-
zymes released by autolysing yeasts and the levels of reduc-
ing sugars and free amino acids have some role in the
development of chocolate precursor compounds (42, 62).

As the microorganisms ferment the sugars they pro-
duce heat and high temperatures, up to 45–50°C develop
(54). As the temperature rises and alcohol accumulates the
proportion of yeasts falls rapidly. Lactic acid bacteria such
as species of Lactobacillus, in particular L. plantarum, and
Streptococcus spp. start to grow, although their numbers
and activity is thought be subordinate to that of the acetic
acid bacteria (59, 61, 63). In some countries the levels of
lactic acid bacteria are higher and their activity is thought
to account for the acidity of cocoa from these areas (63).

The pulp is stirred and drained which increases the
level of aeration (57). The presence of oxygen and the low
pH favor the growth of acetic acid bacteria, including
Acetobacter spp. (42, 62, 64). The acetic acid makes the
bean tegument permeable to the yeast enzymes.

If the fermentation is prolonged microbial growth
may start on the beans instead of just the pulp. Off-tastes
result when Bacillus and filamentous fungi, including
Aspergillus, Penicillium, and Mucor, hydrolyze lipids 
in the beans to produce short-chain fatty acids which
cause rancid tastes (54). As the pH approaches pH 7,
Pseudomonas, Enterobacter, or Escherichia spp. may
grow and produce off-tastes and odors.

When fermentation is complete the beans are sun- or
air-dried to reduce the water content to below 7.5%. As they
dry moulds including Geotrichium grow and may oxidize
lactic acid to acetic and succinic acid. The beans are then
roasted at 121°C to obtain the characteristic smell and
flavour of chocolate. Roasting kills most of these microbes
although some species of Bacillus may survive (54).

Microorganisms are also used in the production of fin-
ished chocolate products. Alpha amylase from Aspergillus
is used to hydrolyze starch for chocolate syrup and inver-
tase from Saccharomyces to hydrolyze sucrose in filling
mixtures to make soft-centered chocolates.
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Additionally, chocolate is tested for the following spe-
cific bacteria: Staphylococcus aureus, coliforms, and
Salmonella. Several outbreaks of salmonellosis have been
traced to chocolate that was contaminated after roasting
(62, 65).

B. DAIRY PRODUCTS

1. Yogurt

Yogurt is a fermented milk product produced with a yogurt
starter culture consisting of Streptococcus thermophilus
and L. dulbrueckii subsp bulgariecus in a 1:1 ratio. The
symbiotic growth of the two organisms results in lactic acid
production at a rate greater than that produced by either
when growing alone, as well as the production of various
metabolites. Carbonyl compounds have been the subject of
intensive research in recent years, because of their possible
role in flavour balance or in flavour defects in dairy prod-
ucts (66). Yogurt is prepared using either whole or skim
milk, to which approximately 5% by weight of milk solids
or condensed milk is usually added. The concentrated milk
is heated to 82–93°C for 30–60 min and cooled to around
45°C. The yogurt starter is then added at a level of around
2% by volume and incubated at 45°C for 3–5 h, followed
by cooling to 5°C (23). For optimum shelf life at refrigera-
tion temperature the product should have a titratable acidity
around 0.85–0.90%. The symbiotic association of the strep-
tococci and the lactobacilli have been reported by many
workers. Streptococcus thermophilus produces lactic acid,
formic acid, and carbon dioxide. Formic acid stimulates the
growth of the lactobacilli. The latter exhibit proteolytic
activity and liberates some amino acids used by the strep-
tococci for their growth. The streptococci tend to be inhib-
ited at pH values of 4.2–4.4, whereas the lactobacilli can
tolerate pHs in the 3.5–3.8 range. The lactic acid of yogurt
is produced more from the glucose moiety of lactose than
the galactose moiety (67).

Substances that contribute to flavour are particularly
significant in the preparation of natural yogurt. Various
researchers have shown that strains of Streptococcus 
thermophilus and L. delbrueckii subsp bulgaricus produce 
different amounts of carbonyl compounds, in particular
acetaldehyde, when grown in skimmed cow’s milk (68, 69,
70). More acetaldehyde is produced by L. bulgaricus when
growing in association with S. thermophilus (71). Acetalde-
hyde is the compound that contributes mostly to the typical
flavour of yogurt, while acetoin, diacetyl and ehanol are
produced in lower concentrations (66). Yogurt flavour con-
tinuously changes during manufacture and storage. Flavor
changes may vary depending on the cultures, mix formu-
lation, and incubation and storage conditions (72, 73).

The selection of the appropriate starter culture is of
great importance in yogurt manufacture. The type of
yogurt starter used can change the physical characteristics

of the final yogurt product, thus altering both its texture
and appearance. For example, “ropy” and the “non ropy”
starters are used for the manufacture of “stirred” and “set”
types of yogurt respectively. Ropy cultures comprise
Streptococcus salivarius ssp thermophilus and Lactobacillus
strains capable of producing extracellular polysaccharides
during fermentation (74). These starter cultures are used to
enhance the viscosity of stirred yogurt.

2. Kefir

Kefir is produced by the fermentation of milk with a mix-
ture of lactic acid bacteria, yeasts and other bacteria. The
final product is acidic, slightly alcoholic, liquid to semi-
liquid and effervescent, and is consumed as a beverage
(75, 76).

Kefir is prepared by the use of kefir grains, which con-
tain Lactic acid bacteria and lactose-fermenting yeasts held
together by layers of coagulated protein. The yeast flora
of kefir varies with its source of production, but mixtures of
lactose and non-lactose fermenting species, identified 
as Klyveromyces marscianus, Candida kefir, C. pseudotrop-
icalis, Saccharomyces. cerevisae, S. exiguus and Torulopsis
holmii have been reported (76, 77, 78). The essential bac-
terial component in the grain is L. brevis (79, 80). Kefir fer-
mentation requires a moderate room temperature (17 to
23°C). Acid production is controlled by the bacteria, and
the yeast produces alcohol. The final concentration of lac-
tic acid and alcohol may be as high as 1%.

3. Koumiss

Koumiss is similar to kefir except that mare’s milk is used,
and the alcohol content may reach 2%. The primary fer-
menting microorganisms are L. bulgaricus and Torula
yeasts (81). Fermentation produces mainly lactic acid,
ethanol, and carbon dioxide. These products give koumiss
its effervescence and sour, alcoholic flavour.

4. Acidophilus Milk

Acidophilus milk is produced by the inoculation of a
strain of Lactobacillus acidophilus into sterile milk. The
inoculum of 1–2% is added, followed by holding of the
product at 37°C until a smooth curd develops. Acidophilus
milk contains from 1.5 to 2.0% acid (as lactic) and no 
alcohol (81).

5. Cheese

Cheese is commonly made from cow, ewe, goat, or buf-
falo milk. Less commonly used is milk from mare, rein-
deer, camel, and yak. The majority of cheeses are made
from heat-treated or pasteurized milk. Research groups in
many countries have extensively investigated the subject
of cheese making, and in-depth information has been
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reported, for example, by Kosikowski (82), Scott (83),
and Fox et al. (84).

Cheese making is initiated by a process of destabi-
lization of casein micelles followed by the formation of a
protein network and sequential expression of whey caused
by a spontaneous process termed syneresis, which is often
complemented by application of external pressure. All
modern cheeses, with the exception of whey cheeses, are
made using variations of the same basic process: acidifi-
cation; coagulation into curds and whey; curd drainage/
syneresis; shaping of the coagulum; and salting. In case of
ripened cheeses, the curd is allowed to ripen under condi-
tions appropriate to the cheese in question. Slight varia-
tions of these and the use of different milks combine to
generate the huge range of cheeses available today. There
are over 400 varieties of cheeses representing fewer than
20 distinct types, and these are grouped or classified
according to texture or moisture content, whether ripened
or unripened, and if ripened, whether by bacteria or molds
(85). Table 63.9 shows the classification of cheeses based
on moisture content, with subdivision depending on the
milk type and the role of microorganisms in cheese ripening.

In general, the process of manufacture starts with the
preparation of milk. Although it is not compulsory, a heat
treatment equivalent to pasteurization is usually applied at
the start of the processing. The milk is then cooled to the
fermentation temperature, which depends on the type of
cheese to be manufactured, 29–31°C for Cheddar, Stilton,

Gouda, Camembert and Leicester; higher temperatures
are employed in the manufacture of high scalded cheeses
such as Emmental, Gruyere and Italian cheeses. Milk is
inoculated with an appropriate lactic starter. The starter
culture produces lactic acid, which, with added rennin,
gives rise to curd formation. The starter organisms most
used for cheese production are mesophilic starters, strains
of Lactococcus lactis and its subspecies. Thermophilic
starters such as Lactobacillus helveticus, Lb. Casei, Lb.
Lactis, Lb. Delbrueckii subsp. bulgaricus and Streptococ-
cus thermophilus are used in the production of cheeses
where a higher incubation temperature is employed.
Propionic bacteria, molds, such as Penicillium camemberti,
P. candidum, P. roqueforti; red- or yellow-smearing cul-
tures, such as Bacterium linens are also added, depending
on the type of cheese to be manufactured. The time of
renneting and the amount added differ with cheese type.
Rennet is a preparation from the fourth stomach or aboma-
som of suckling calves, lambs or goats. Recently, due to
world shortage of calf rennet, recombinant or genetically
engineered pure chymosin derived from different micro-
organisms is available on the market, and is currently used
by many cheesemakers in different countries. Microbial
rennets are produced from fungi such as Mucor miehei,
Mucor pusillus, and Endothia parasitica. Genes from chy-
mosin have been cloned into a number of organisms such
as the bacterium E. coli and yeasts to produce nature-
identical chymosin.

After coagulation of the milk, the curd is cut into
small cubes for whey expulsion. The curd is further shrunk
by heating it and then pressed to expel more whey, fol-
lowed by salting. Finally the cheese is ripened under con-
ditions appropriate to the cheese in question.

Cheese ripening involves a complex series of chemical
and biochemical reactions. Proteolysis and lipolysis are
two primary processes in cheese ripening with a variety of
chemical, physical, and microbiological changes occur-
ring under controlled environmental conditions (86, 87).
Several workers have indicated the importance of free fatty
acid levels on the flavours of different types of cheeses (88,
89, 90). Free fatty acids form during ripening and are pre-
cursors for methyl ketones, alkanes, lactones, and aliphatic
and aromatic esters, all of which are characteristic aroma
components in cheese (91). Moreover, short chain fatty
acids contribute directly to aroma in many aged cheeses
(92, 93, 94). During ripening, a part of the casein is con-
verted by proteolysis into water-soluble nitrogenous com-
pounds, such as peptides and amino acids, which contribute
to the flavour and texture (86). Specifically, flavour develop-
ment has been associated with an increase in total amino
acids (95, 96). Particular amino acids, glutamine, methio-
nine, and leucine have been found to influence cheese 
flavour (96, 97).

According to Fox et al. (98) probably five agents are
involved in the ripening of cheese: (1) rennet or rennet
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TABLE 63.9
Cheese Varieties and Their Classification
Moisture 
Content

50–80% SOFT CHEESES
Unripened

Cottage, Quark, Cream, Neufchatel
Ripened by surface molds, mainly

Camembert, Brie
Salt-cured or pickled

Feta, Domiati
45–50% SEMI SOFT/SEMI HARD CHEESES

Ripened principally by internal mould growth
Roquefort, Stilton, Gorgonzola, Danish blue

Ripened by bacteria and surface microorganisms
Limburger, Brick, Trappist, Port du Salut

Ripened primarily by bacteria
Bel Paesa, Pasta Filata, Provolone, Brick,
Gouda, Edam

�39% HARD CHEESES
Without eyes, ripened by bacteria

Cheddar, Caciocavallo, parmesan, Romano
With eyes, ripened by bacteria

Emmental, Gruyère
�34% VERY HARD CHEESES

Asiago old, Parmesan, Romano, Grana
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substitute (i.e. chymosin, pepsin or microbial pro-
teinases); (2) indigenous milk enzymes, which are parti-
cularly important in raw milk cheeses; (3) starter bacteria
and their enzymes, which are released after the cells have
died and lysed; (4) enzymes from secondary starters (e.g.
Propionic acid bacteria, Brevibacterium linens, yeasts and
molds, such as Penicillium roqueforti and P. candidum)
are of major importance in some varieties; (5) non-starter
bacteria, i.e. organisms that either survive pasteurization
of the cheese milk or gain access to the pasteurized milk
or curd during manufacture; after death these cells lyse
and release enzymes.

Although most ripened cheeses are the products of
metabolic activities of the lactic acid bacteria, several known
cheeses owe their particular character to other related
organisms. In the case of Swiss cheese, Propionibacterium
shermanii is added to the lactic bacteria organisms Lb.
bulgaricus and S. thermophilus. Propionibacteria con-
tribute to the typical flavour and texture of Swiss-type
cheese (99). The lipolytic and proteolytic activities of
molds play an important role in the maturation of some
cheeses. In blue cheese such as Roquefort and Stilton
Penicillium roqueforti grows throughout the cheese and
impart the blue-veined appearance characteristic of this
type of cheese. P. camemberti is associated with surface-
ripened soft cheeses such as Camembert and Brie.

C. FERMENTED SOYBEAN PRODUCTS

The use of various bacteria, yeasts, and fungi to make fer-
mented foods from soybeans or a mixture from soybeans
and cereals, such as rice or wheat, has been known in the
orient for centuries. A variety of fermented soybean foods,
including tempeh, sufu, miso, shoyu are produced in the
Orient. It is worth noting that fungi are the organisms
most frequently used to process soybeans.

1. Soy Sauce

Soy sauce is a dark brown liquid food condiment that is
used to add flavour and color to the normally bland
Oriental diet including rice, raw fish, beancurd, fermented
beans, and boiled vegetables. Figure 63.2 illustrates the
different steps for soy sauce manufacture. Soy sauce fer-
mentation is a two stage process; the first is aerobic and
the second anaerobic. The first stage, the koji, consists in
growing Aspergillus oryzae or A. soyae on either soybeans
or a mixture of soybeans and wheat. The mixture is
allowed to stand for 3 days. The mold grows and produces
enzymes mainly amylases and proteases that break down,
respectively, the carbohydrates and the proteins present in
the substrate. This results in the production of large
amounts of fermentable sugars, peptides, and amino
acids. The second stage, the moromi, consists of adding
the fungal-covered material to a 17–19% sodium chloride

solution and incubating it for at least 1 year at ambient
temperature to give the product a good quality. The high
salt concentration ensures the development of flavour
enhancing yeasts (100). During the first stage of the fer-
mentation, salt-tolerant homofermentative lactic acid bac-
teria principally Pediococcus cerevisae and Lactobacillus
delbrueckii, lower the pH to 4.9 (101). One of the most
important characteristics of the lactic acid bacteria P. cere-
visae is the ability to form aroma and flavours essential
for soy sauce. In the later stages, salt tolerant yeasts pri-
marily Saccharomyces rouxii ferment parts of the sugar to
produce ethanol and various aroma compounds (102).
Other yeasts such as Hansenula and Torulopsis may also
be involved. Yeasts are also responsible for the production
of furfual, an important flavour compound (103). In the
final stage of the fermentation, the pH is lowered to about
4.5-4.8. At this stage the fermented mash is filtered and
the liquid obtained is soy sauce. The liquid soy sauce is
pasteurized at 70–80°C to help remove heat-coagulable
material as well as preserve the product.

2. Tempeh

Tempeh is a protein-rich meat substitute produced in
Indonesia and Africa by overgrowing soaked, dehulled,
partially cooked beans with Rhizopus oligosporus or related
species such as R. oryzae or R. arrhizus (27). The general
principle of tempeh manufacture starts with the cleaning
and overnight soaking of beans for hydratation and to
remove the hulls. During this initial soaking acid fermen-
tation lowers the pH to 5.0 or below, which is inhibitory to
many organisms but not to the mold. Dehulled beans are
cooked in boiling water and spread on a bamboo tray to
cool and surface dry. Surface drying inhibits growth of
bacteria that might spoil the product (7). They are then
inoculated with tempeh from a previous fermentation and
wrapped in banana leaves or perforated plastic. The
wrapped packages are kept at room temperature for 
1 to 2 days during which mold growth occurs and knit the
cotyledons into a compact cake — the tempeh. During the
fermentation, proteins are partially hydrolyzed, the lipids
are hydrolyzed to their constituent fatty acids, stachyose is
reduced (decreasing flatulence in the consumer), riboflavin
nearly doubles, niacin increases sevenfold and vitamin B-12
is synthesized (7, 27, 104).

D. FERMENTED GRAIN/CEREALS

1. Beer

Beer is a product of fermentation of barley malt and other
grain starch by yeasts. Beer making involves several steps.
The first step is to make malt (105). Barley is first allowed
to germinate by soaking in water for 5 to 7 days. During
this time germinated grains produce amylases and 
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proteases. These two enzymes are essential to the brewing
process. Amylases degrade starch to glucose, a sugar
needed for the yeast fermentation, and proteases solubi-
lize compounds in the grain and hops important for the
quality of beer. After germination, heat is applied to stop
the sprouting process and to dry the grain. The dried and
crushed malt is suspended in water and mixed with boiled
malt adjuncts, such as ground rice and corn. Adjuncts are
low in enzyme activity, hence their use may necessitate
the addition of microbial preparations with α-amylase and
proteinase activities. The addition of amylase is important
in order to assure complete hydrolysis of starch.

The mash is then incubated at 65–70°C for a short time
to allow the amylase to degrade the starch to glucose. The
temperature is raised to 75°C to inactivate the enzymes
and then allowed to settle. Insoluble matter sinks to the bot-
tom and serves as a filter as the liquid, called wort, is taken
from the container.

Here, hops or hop extracts are then added to the wort.
Hops are a very important ingredient in beer production.

Their function is to (i) act as a clarifier, since they precip-
itate the proteins in wort, (ii) change the wort character to
give a specific aroma and bitter taste and, (iii) to con-
tribute to the stability of beer because of their antibiotic
properties, which act together with ethanol and carbon
dioxide. In addition, the protein content of hops enhances
the foam-building ability of beer (36). The mixture is then
boiled for 1.5–2.5 h to obtain the correct delicate hop
flavour (106, 107). Boiling with hops serves several pur-
poses: concentration, sterilization by killing many spoilage
microorganisms, further inactivation of enzymes in the
mash and solubilization of important compounds in the hops
and mash. The color and roasted aroma of the malt are
formed during kilning by Maillard reactions. The roasting
temperature is important in the development of the color
of the beer. The malt is heated to the roasting temperature
for 4–5 hours at 80°C for light malt or at 105°C for dark
malt (36). Some of these add to the flavour of the beer
while others, especially from the hops, have antiseptic
qualities and help preserve the beer. The wort is then 
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separated, cooled and fermented. Water is a key ingredient
of beer and its quality has a significant effect upon the final
product. The calcium content is important as it can precip-
itate as calcium phosphate lowering the pH of the wort to
around 5.4 which is close to the optimum for some of the
malt enzymes (18).

There are two major types of beer separated by their
fermentation characteristics; lagers and ales, both of
which can be either light or dark in appearance. Lagers are
produced using pure cultures of Saccharomyces carlsber-
gensis which is a yeast that flocculates to the bottom.
Lager fermentation temperature is generally low, in the
range 8–12°C and consequently takes longer than that of
ale (18). Most beer produced is of the lager variety. Ale is
produced mainly in Great Britain and Continental Europe
using Saccharomyces cerevisiae which flocculates to the
top and is recovered by skimming and reused after each
batch. Fermentation temperature is generally warm,
18–25°C. A huge variety of beers exist. Changes in any of
the process conditions can result in vastly different beer
styles. Beers can be classified by region and original gravity
(OG). OG refers to the amount of sugar present prior to
pitching (yeast inoculation) and determines the final beer
alcohol content.

Fermentation begins by adding the yeast Sacchromyces
cerevisae to the wort. Ale results from the activities of
top-fermenting yeasts, which depress the pH to around 3.8
whereas bottom-fermenting yeasts, S. carlsbergensis
strains, give rise to lager with pH values of 4.1–4.2. A top
fermentation is completed in 5–7 days; a bottom fermen-
tation is completed in 7–12 days (1, 42). Fermentation
results in the conversion of glucose to ethanol and CO2.
Other compounds in the wort are also fermented to add to
the characteristic flavour of beer.

The fermented wort, called green beer, is aged at 0°C
for a period of weeks or months depending on the brewer.
At this time the yeast settle to the bottom of the vessel, bit-
ter flavours are mellowed and other compounds are
formed that enhance flavour.

The beer is then filtered to remove yeast cells. The beer
is finished by addition of CO2 to a final content of 0.45 to
0.52% CO2. The pasteurization of beer at 60°C or higher,
may be carried out for the purpose of destroying spoilage
microorganisms (42).

There are a number of factors that protect beer from the
growth of contaminating microorganisms. These include
low pH and redox potential, the isohumulones of hops that
inhibit Gram-positive bacteria and the alcohol produced
by the yeast (44). The usual spoilage agents are acetic acid
bacteria, lactic acid bacteria and wild yeasts. The industrial
spoilage of beers is commonly referred to as beer infections
(42). Four types of spoilage defects have been identified: ropi-
ness, sarsinae sickness, sourness, and turbidity. Ropiness
is caused by Acetobacter, Lactobacillus, Pediococcus
cerevisiae, and Gluconobacter oxydans (108, 109, 110).

Ropiness is characterized by an increase in the viscosity of
the beer, which pours as an “oily stream” (42). Sarcinae
sickness produces a honey like odor as a result of diacetyl
production by the spoilage organism P. cerevisiae in com-
bination with the normal of odor of beer (42). Sourness in
beer is caused by increased levels of acetic acid, as a result
of oxidation of ethanol by the action of the acetic acid bac-
teria Acetobacter and Gluconobacter (44). Zymomonas
anaerobia and several other yeasts such as Saccharomyces
spp. can cause turbidity and off-odors in beer.

2. Bread

Bread is one of the most common, convenient and inex-
pensive foods, with leavened forms now the most popular
in many countries although flat breads remain very com-
mon in India and the Middle East (111). Bread has made
a major contribution to the diets of many countries for
centuries (111). Bread is basically made from flour or meal
by moistening, kneading and baking. Bread has always
been made from flour or meal from a number of grains
and seeds. However, only flours from wheat and to a cer-
tain extent rye are able to produce dough that is able to hold
sufficient leavening gases to produce loaves with good vol-
ume and a fine, soft cellular structure (5, 112). The char-
acteristics of bread made from wheat flour are directly
related to the presence and properties of gluten which is the
hydrated protein of wheat. Gluten can form elastic, extensi-
ble films within dough which enable it to stretch and
retain gas (111, 113, 114). The gas content comes from air
incorporated during mixing and CO2 from yeast fermen-
tation of sugars. Most breadmaking processes involve
modifications of the natural properties of the gluten which
leads to improved gas retention and a thinner dough.

Although, many microorganisms ferment sugars with
the release of CO2, Saccharomyces cerevisiae, or baker’s
yeast is the best adapted for leavening bakery products (5).
A number of advantages are gained by using yeast fermen-
tation for bread making:

● Yeasts produce a delicious flavour and an
appealing aroma

● Gas evolution can take place over long periods
of time

● Yeast activity helps to ripen and mellow the
gluten in the dough enabling it to expand and
retain accumulating gases

● The product is viewed as more natural by the
consumer

● Yeasts often are easier and more economical 
to use

Although some yeasts can hydrolyse starch present in
flour, S. cerevisiae cannot. Amylases naturally present in
the flour, or added hydrolyze the starch to maltose making
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it available to the action of S. cerevisiae enzymes. Sucrose
is sometimes added to give the bread a sweat taste. Yeast
invertase enzymes convert added sucrose to the mono-
saccharides glucose and fructose. Glucose is then
metabolised by the yeast cells to CO2 and ethanol. It takes
approximately 4 hours for the yeasts to replicate in dough
so little reproduction occurs during production of bakery
products. Also, the level of ethanol produced is quite low
and this evaporates during baking.

Protease enzymes from the yeasts are also active in
the dough, they change the soluble flour proteins into sim-
pler forms which can pass through the semipermeable
membrane of the yeast for use in replication. There is very
little oxygen within the dough so most of the processes
take place anaerobically.

Bread is a perishable product with a relatively short
shelf-life. Moulds, particularly Rhizopus stolonifer and
Nerospora sitophila are the main spoilage agents due to
the low water activity (115, 116) Yeasts have been shown
to be responsible for the defect known as “chalky bread”
(21). Calcium propionate, up to a level of about 3000 ppm,
is permitted as a preservation agent in bread (117).
Ascorbic acid is also frequently used for the same pur-
pose. Although, they have been associated with a number
of Bacillus subtilis outbreaks, baked goods such as bread
have an excellent reputation for safety (7), B. subtilis is
responsible for a defect known as ropey bread where
spores, naturally contaminating the flour survive the bak-
ing (118, 119), germinate and grow degrading the loaf’s
internal structure and producing a sticky slime (120). This
defect is not always dramatic enough to prevent people
eating the bread.

a. Sourdough
Sourdough starters and bread have existed for thousands
of years (121); however, the term sourdough originally
referred to specific bread making starter cultures that were
carried by settlers in the San Francisco area. Prized cul-
tures were handed down from generation to generation.
The term is now used for any sour bread.

Sourdough bakery products have remained popular due
to their superior sensory qualities and extended shelf life
(122, 123). These properties are achieved by combining
the metabolic activity of both LAB and yeasts during the
sourdough fermentation. In general, the yeasts are respon-
sible for leavening the bread and the bacteria for the souring.
However, the bacteria do produce some carbon dioxide
from sugars in the flour which helps the bread rise. The
sourness of the product depends on many factors includ-
ing temperature, fermentation time, type of grains, (wheat
or rye are most frequently used), amount of water and pri-
marily the strains of yeast and Lactobacillus in the starter
culture (124). Lactic and acetic acids produced by LAB
contribute to the rich complexity of bread flavours. Flavor
compounds are formed by the activity of endogenous

cereal enzymes, microbial metabolism, and the baking
process. LAB and yeasts also form a range of desirable
aroma volatiles (125, 126, 127).

Traditionally sourdough fermentations use a natural
starter culture of wild yeast and bacteria. The culture 
is continuously propagated and is frequently maintained by
constant back-slopping from one fermentation to the next
(128). Several varieties of yeast and Lactobacillus have been
identified in sourdoughs from around the world. The ratio of
yeast to bacteria in San Francisco sourdough cultures is
about 1:100. The dominant yeast strain was classified as
Saccharomyces exiguous called Torulopsis holmiis, (129)
later reclassified as Candida milleri, (postulated to be
reclassified as Candida humilis). The most common LAB in
sourdough fermentations are Lactobacillus spp. including L.
sanfranciscensis (also referred to as L. sanfrancisco) (130)
L. reuteri, L. brevis and L. pontis.

Fermentation conditions must encourage high levels of
metabolic activity by both yeasts and LAB for a stable
symbiotic relationship to occur that can exclude other
microorganisms. The two organisms do not compete for
the same carbon source, degradation of starch by amylases
in the dough provides maltose which is utilized by the lac-
tobacilli (131). Candida milleri cannot metabolise maltose
but catabolises the other sugars present. During the assim-
ilation of maltose by the lactobacilli the activity of maltose
phosphorylase releases glucose which stimulates the yeast
(132). In turn, the nutritional requirements of the lacto-
bacilli are complex, they require a number of amino acids
and fatty acids which may be derived from dead yeast cells
(133, 134). Candida milleri has a tolerance to the acid
environment produced by the lactobacilli (135). The pH of
sourdoughs ranges from pH 3.8–4.5 (23).

Mould growth is the most frequent cause of bread
spoilage. The LAB produce antimould compounds. L. san-
franciscensis has a broad spectrum of inhibitory activity
against a range of moulds related to bread spoilage such
as Fusarium, Penicillium and Aspergillus. A combination
of organic acids including acetic, caproic, formic, propi-
onic, butyric and n-valeric cause the antimould activity
with caproic acid playing a major role (136). The lacto-
bacilli also secrete an antimicrobial cycloheximide which
kills many organisms in the dough. Candida milleri is
resistant to cycloheximide.

E. FERMENTED GRAINS OR FRUITS

1. Wine

Wine is a beverage obtained by full or partial alcoholic
fermentation of fresh, crushed grapes or grape juice (must),
with an aging process. However, it is also produced from
the fermentation of berries, fruit, honey, palm juice,
rhubarb, and dandelion. The major grape cultivars used to
produce wine belong to Vitis vinifera, L. ssp. vinifera (36).
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Grapes are either wine-type grapes, for white or red wine
making, or table grapes. The cultivars are different in sugar
content and aroma. The quality of the grape is influenced by
some factors such as climate, soil conditions, and variety
of grape (137).

Grape clusters cut from vine stocks are cleaned of rot-
ten and dried berries and then separated from the stems
using a roller crusher. The crushed grapes are then sub-
jected to pressing to release juice, the must. The remain-
ing grape skins and seeds (pomace) are loosened or
shaken-up and pressed again to provide the second or post
extract. The pomace is then removed. In red wine making
the must is fermented together with skin in order to
extract the red pigments, which are released only during
fermentation. The extraction of the red pigments is 
sometimes facilitated by raising the temperature to 50°C
prior to fermentation of the mash, or to 30°C after 
the main fermentation, followed by a short additional 
fermentation.

The fresh sweet must is treated with sulfur dioxide to
suppress the growth of undesirable microorganisms and to
stabilize wine color. Due to health problems caused by the
consumption of sulfites, there is a desire to eliminate this
additive. Some strains of S. cerevisiae can stabilize wine
color, apparently by producing sulfite. One strain pro-
duced 30 to 80 mg/L (ppm) (138).

The must is then inoculated with a suitable wine yeast
strain of Saccharomyces cerevisiae var. ellipsoides or 
pastorianus. The must is then fermented for up to 21 days
at temperatures 12–14°C for white wines and 20–40°C for
red wines (36). Ethanol production could reach 14–18%.
For red wine, the must is allowed to ferment until the cor-
rect amount of color is extracted from the skin. Following
this initial fermentation, the wine is racked to get rid of the
sediment. The wine is pumped into barrels, vats, or tanks
for aging. The clearing and the development of flavours
occur during this stage. Various compounds, such as esters,
are formed and contribute to the bouquet and aroma of the
wine. In general the wine is removed from vats after 3–9
months and poured into bottles in which aging continues.
The duration of aging and stability differ and depend on
wine quality (36). 

A fermentation called malolactic fermentation can be
achieved to reduce the acidity and mellows the wine.
Malic and tartaric acids are two of the predominant organic
acids in grape must and wine. They account for about 90%
of the acidity in grapes (44). The malolactic fermentation
can be carried out by many lactic acid bacteria, mainly of
the genera, Lactobacillus, Leuconostoc (L. oenos), and
Pediococcus (P. cerevisiae). This fermentation usually 
follows the alcoholic fermentation and degrades malic
acid to lactic acid and CO2:

“malo-lactic enzyme”
L(�) Malic acid _______ L(�) Lactic acid

The monocarboxylic lactic acid is not as acidic as the
dicarboxylic malic acid. Hence, the acidity of the wine is
reduced (36).

Not all lactic acid bacteria can tolerate the alcohol and
low pH required to convert malic acid to lactic acid. The
bacterium Oenococcus is an acidophile that can grow in
grape must and wine at pH 3.5–3.8, and actually prefers
an initial growth pH of 4.8 (139).

Wine can be subjected to some defects. Spoilage is
evident by appearance, odor, and flavour changes.
Spoilage may be due to molds (140), lactic acid bacteria
(141), acetic acid bacteria (142, 143) and chemical reac-
tions (144). Browning of wine is a chemical defect caused
by oxidative reactions of phenolic compounds, which in
red wines, may result in complete flocculation of the color
pigments. Yeast spoilage is induced by species of the gen-
era Candida, Pischia and Hansenula. Other microorgan-
isms are involved in the formation of viscous, moldy and
ropy wine flavour defects. Bacterial spoilage may involve
acetic acid and lactic acid bacteria. In this case vinegar or
lactic acid souring is detectable. The most serious and the
most common disease of table wines is referred to as
“tourne disease” (42). Tourne disease is caused by a fac-
ultative anaerobe or an anaerobe that utilizes sugars and
seems to prefer conditions of low alcoholic content. This
type of spoilage is characterized by an increased volatile
acidity, a silky type of cloudiness, and later in the course
of spoilage, a “mousey” odor or taste.

2. Distilled Spirits

Distilled spirits are alcoholic products that result from the
distillation of yeast fermentations of grain, grain products,
molasses, or fruit and fruit products. Whiskeys, gin, vodka,
rum, and liqueurs are examples of distilled spirits. Although
the process for producing most products of these types is
quite similar to that for beers, the content of alcohol in the
final products is considerably higher than for beers.

a. Whiskey
Whiskey is an alcoholic distillate made from fermented
mash of grain. Rye whiskey may be made from rye and
barley malt. At least 51% of the mash must be rye. For
bourbon (corn), the mash must contain more than 51% corn.
For example, a typical mash could contain 70% corn, 15%
rye and 15% malt. The cereals are first ground, mixed
with acidified water, and made into an uniform mash by
starch gelatinization. A sour wort is maintained to keep
down undesirable organisms, the souring occurring natu-
rally or by the addition of acid. The mash is generally soured
by inoculating with a homolactic such as L. delbrueckii,
which is capable of lowering the pH to around 3.8 in 
6–10 h (3). Saccaharification is then accomplished by incor-
porating 15% kiln-dried malt in a pre-mashing vat and stir-
ring constantly at 56°C. Saccharification proceeds rapidly
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through the action of malt diastase enzymes. The enzymes
are inactivated by heating the mash to 62°C, followed by
cooling to 19–23°C. The cooled mash is then pitched with
a suitable strain of Saccharomyces cerevisiae for the pro-
duction of ethanol. When fermentation is completed, the
liquid is distilled to obtain higher alcohol levels. Whiskey
is aged in white oak barrels. This process increases the
solids, esters, acids, fusel oil, aldehydes, furfural and
color (1).

b. Rum
Rum is an alcoholic distillate made from the fermented juice
of sugar cane, sugar cane syrup, sugar cane molasses or
other sugar cane by-products. The alcoholic content is less
than 80%. Strains of Saccharomyces cerevisiae or Schizosac-
charomyces pombe are used in the fermentation. Phosphorous
and a nitrogen source are added to black-strap molasses
(12–14% sugar) or a similar carbohydrate material. The pH
is adjusted to 4.0–4.7 with H2SO4. This is done to speed up
the fermentation and produce a light-flavoured rum. The fer-
mentation is usually run at 21°–35°C for 3 to 7 days. The
mash is then distilled to increase the alcohol content of the
beverage. Rum is normally aged in charred white oak bar-
rels. The flavour, color, and aroma develop during aging due
to an increase in esters, organic acids, and solids (1).

3. Vinegar

Vinegar is a clear, sour tasting liquid that may be colour-
less, may take the colour of the raw substrate or be
coloured by the addition of caramel (144). Vinegars are
classified according to the raw material from which they
are made e.g. grapes are the substrate for wine vinegar (7).
Basically, vinegar can be produced from any food that can
be fermented by yeasts to ethyl alcohol. Frequently used
substrates include fruits, honey, coconut, malt and cereal
grains (44). Distilled grain or spirit vinegar is made from
an alcoholic solution that has been distilled.

The common types of vinegar in a region often reflect
the local alcoholic beverage, e.g., rice vinegar is popular in
Japan, wine vinegar in France and malt vinegar in the UK
(18, 145). This suggests that vinegar was discovered as a
consequence of defects occurring during alcoholic beverage
production. In fact the term vinegar comes from the French
for “sour wine”, vin aigre (18). The extensive history of
vinegar is confirmed by reference to it in ancient texts (146).

Vinegar is frequently used as a condiment, but is also
an important preservative and flavouring agent in products
such as pickled vegetables, sauces and dressings. Higher
strength vinegars are frequently used for pickling (7).
Some types of vinegar, e.g., komesu, which is made from
polished rice, are used as health drinks (145). Increasing
consumer interest in health has made any health benefits
of traditional vinegar a matter of interest (7, 145, 146).

Vinegar is the product of a two-stage fermentation:

1. Yeasts convert sugars to ethanol anerobically,
an alcoholic fermentation. The alcoholic vine-
gar stock is produced using essentially the
same processes to those used to make alcoholic
beverages. Alcoholic fermentation should be
complete before vinegar production occurs
since acetic acid and the environmental condi-
tions inhibit further alcohol production.

2. Ethanol is oxidised to acetic (ethanoic acid)
aerobically by bacteria of the genera Acetobacter
and Gluconobacter. In a reaction known as
acetification, this is a common reaction in the
spoilage of alcoholic drinks. Acetification can
be represented by the reaction

C2H5OH � O2 � CH3COOH � H2O

The minimum acceptable acetic acid content of vinegar is
between 4–6% w/v (40 and 60 g/l ) and the pH value
should fall between pH 2.0 and pH 3.5 (18, 144).

There are various systems for converting the alcoholic
vinegar stock to vinegar. All the methods provide a means
of effectively combining alcohol, air, and acetic acid bac-
teria. Acetic acid bacteria gain energy during the oxida-
tion of ethanol. As members of the genera Acetobacter
and Gluconobacter are strict aerobes techniques for aceti-
fication have been developed to maximize the available
oxygen supply to the bacteria. Increasing the available
oxygen is not only desirable in that it increases the meta-
bolic rate of the bacteria and hence the rate of vinegar pro-
duction, it is also essential. An interruption in the oxygen
supply, even for a short period of time will result in death
of the bacteria and failure of the process (18).

Acetobacter are better acid producers and are more
commonly used in commercial vinegar production.
However, they can oxidise acetic acid to CO2 and H2O
(over-oxidation) which is not a problem with Gluconobacter
(146). Ethanol represses over-oxidation. Consequently, to
reduce the risk of over oxidation during acidification a resid-
ual level of ethanol is always maintained. This is easier to
achieve using semi-continuous methods where samples of
fresh alcoholic vinegar stock are added into residual
amounts of finished vinegar (18, 144, 147).

Three main techniques are used in vinegar production,
namely surface culture, the trickling method (quick vinegar
process) and submerged fermentation (18, 146, 147).
Static, surface fermentation is the oldest method and is
still employed in making traditional vinegars. The Orleans
method is one of the oldest, static, surface fermentation
methods. In the Orleans process a large wooden barrel is
laid on its side and partially filled with vinegar stock. Air
holes situated just above the level of the stock increase the
level of available oxygen Figure 63.3. The inlets to the
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barrels are covered with muslin or similar material to pre-
vent insects entering, but to allow free flow of air.

A surface culture of acetic acid bacteria forms at the
interface between the acetifying medium and the air,
forming a bacterial ‘mat’ (Figure 63.3). The barrel is left
undisturbed until the acidity reaches the required level,
then point about two-thirds of the volume of the vinegar is
removed through a port near the bottom of the barrel
(Figure 63.3). New stock is added through a tube to the bot-
tom of the mix so that the film of bacteria remains undis-
turbed. The residual volume charges the next batch and
the process restarts. It usually takes about 14 days for one
acidification cycle (18) but the same barrel may be used
continuously for extended time periods. The surface film
of acetic acid bacteria has oxygen readily available and
consequently is active. Whilst succeeding batches of vine-
gar will proceed if this mat is broken, they will start and
proceed more rapidly if the layer remains intact. The opti-
mum temperature for this conversion is about 29°C.

The advantages of this technique are that it is simple
and does not require expensive plant investment, also the
quality of the product in terms of both aroma and flavour
is excellent. The rather long time required to complete the
fermentation makes the Orleans technique less attractive
for mass production and only a small proportion of vine-
gar is now produced by this method.

The “quick vinegar process” or “trickling method” gets
its names from the faster rate of vinegar production or from
the fact that the alcoholic stock trickles down over the bac-
teria. This process employs a larger area of bacterial film in
conjunction with improved oxygen transfer to the acetifying

stock. The acetifying stock is sprayed onto the surface of
packing material and slowly trickles down against a counter
current of air (Figure 63.4). The packing material is loosely
packed and lignocellulosic in nature, e.g., birch, vine, rattan,
corn cobs, beachwood shavings. Films of active bacteria
develop throughout the packaging material greatly increas-
ing the surface area of bacteria that the stock comes into
contact with. Making the acetator larger also increases the
distance that the stock travels through the packaging and the
time of contact between the bacteria and the vinegar stock.
The process is operated semi-continuously; samples are col-
lected at the bottom of the equipment and recirculated until
the required acidity is achieved (Figure 63.4). When the
vinegar is harvested most of the bacteria are retained in
biofilms in the packaging material. The process time is
about 4–5 days in a well-controlled system (18, 147).

The latest advance in vinegar technology is the use of
submerged fermentation, which began around 1952. In this
system the entire volume of vinegar stock is oxygenated by
tiny bubbles of air that continually sparge through the cul-
ture (Figure 63.5). This enables the acetic acid bacteria to
grow and metabolise suspended within the volume of the
stock. The culture is mixed to ensure homogeneity. Semi-
continuous runs are used. The most commercially success-
ful system is the Frings Acetator (18, 144, 146).

Due to the sensitivity of the bacteria, submerged cultures
require continuous monitoring. Bacteriophage infection can
also result in fermentation failures. The enhanced efficiency
of these systems can reduce the time for conversion of alco-
holic vinegar stock to vinegar to 24–48 h (18, 144, 146).

Many of the acetobacter species are difficult to culture
on conventional media, however they have been extensively
studied. Genes have been characterized which encode indis-
pensable components of the acetic acid fermentation, such as
alcohol dehydrogenase and aldehyde dehydrogenase. In
addition, spheroplast fusion of the Acetobacter strains has
been applied to improve their properties for use in vinegar
production (148, 149).

F. FERMENTED PROTEINS

Initially, the main purpose for fermenting meat and fish was
to extend the shelf-life of these highly valued, perishable
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foods. Sausages became the most popular method of pre-
serving meat with a host of different recipes and tech-
niques developing around the world. Although many other
preservation methods are now available the production of
fermented sausages and fermented fish continues, as they
are highly valued for their enhanced flavours.

1. Fermented Sausages

The characteristic properties of fermented sausages are
partially or completely dependent on the fermentative activ-
ity of bacteria. Sausage processing may also include cur-
ing, smoking, drying and ageing. The two principle groups
of fermented sausages are semi-dry and dry (Table 63.10).
The meat used in semi-dry sausages is often finely chopped
resulting in spreadable products.

Fermented sausages are prepared by mixing ground
meat with various combinations of spices, flavourings, salt,
sugar, additives and frequently bacterial cultures. The lev-
els and types of spices and flavouring agents influence the
flavour and odour of the final product (150). It is not pos-
sible to cover all the types and potential variants of fer-
mented sausages, but the typical ingredients of European
sausages are:

Lean meat 55–70%
Fat 25–40%
Curing salts 3%
Fermentable carbohydrates 0.4–2.0%

Additional ingredients include, spices, flavourings, acidu-
lant, colouring etc. (18).

The quality of the meat is critical to both the safety and
sensory properties of the sausage. Most production meth-
ods do not heat the meat before processing as this leads to
defects in the texture of the sausage (18). Also, fermented
sausages are frequently eaten without cooking. The hygienic
properties of the raw meat influence the production of bio-
genic amines (tyramine, cadaverine, putrescine; aromatic

amines such as histamine, phenylethylamine, or trypta-
mine; polyamines, e.g. spermine and spermidine) (151) By
using appropriate conditions to favor starter development
and the use of the raw materials with good hygienic qual-
ity it is possible to produce fermented sausages nearly free
of biogenic amines (152). Spices can be heavily contami-
nated with microorganisms, which makes contamination
control of spices critical. Sometimes spices are sterilized
by radiation.

The physical characteristics of the meat and fat parti-
cles affect drying. The size of the meat particles must
encourage efficient release of moisture and the cut edges
must not be smeared with fat.

Sausages were traditionally produced in sections of gas-
trointestinal tract and then regenerated animal hides as they
provided the required range of properties (Table 63.11)
(18). When the casings are filled air should be excluded as
this will lead to discolouration of the meat and reduce the
shelf life of the sausage.

The mixed ingredients are allowed to ferment at dif-
ferent temperatures for varying periods of time. Natural
fermentations are still used, but more often starter cultures
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TABLE 63.10
Properties of Semi-Dry and Dry Sausages
Property Semi-Dry Sausages Dry Sausages

Starter culture Frequently used Less successful than 
with semi-dried

Flavour Tangy, predominantly From fermentation,
from fermentation and biochemical 

and physical 
changes during 
drying and aging

Processing time Usually �several days May be up to 90 days
Approx. water 35–50% �35%

content
Examples Lebanon bologna Pepperoni, Lola

sausages, Genoa 
Mortadella Salami

Semi-continuous
supply of alcoholic
stock Antifoam

Continually mixed,
cooled and aerated
culture

Air
exhaust

Finished
productAir

FIGURE 63.5 Schematic diagram of the submerged process for acetification in vinegar production.
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are added. The principal components of starter cultures
are lactic acid bacteria and nitrate reducing bacteria and
the high salt tolerant yeast Debaryomyces hansenii (18,
153). Lactobacillus spp. and Pediococcus acidilactici are
primarily responsible for converting sugars into lactic acid
thereby lowering the pH of the meat product. Whilst
species such as Micrococcus varians and Staphylococcus
carnosus are important for conversion of nitrates to
nitrates (18, 154). A major role for nitrates is to control 
C. Botulinum. Lactobacilli with or without micrococci are
components of starter cultures used to slow fermentations
whereas pediococci with or without micrococci are used
for rapid fermentation. Pediococci spp. do not occur in
fresh meat at high enough levels to be significant in tradi-
tional slow fermentations and therefore are only important
in meat product fermentation when added in starter 
cultures.

Following fermentation, the product may be smoked
and/or dried under controlled conditions of temperature
and relative humidity, further developing the flavour and
odour of the final product. Several chemical changes
occur during the ripening of dry-fermented sausages
including 1) acidification of the sugars by lactic acid bac-
teria 2) reduction of nitrates and nitrites to nitric oxide by
micrococci 3) degradation of the proteins and lipid.

Superficial mold growth can occur on unsmoked
sausages which has been shown to significantly improve
the sensory properties, including the flavour, of sausages
at the end of ripening by altering the levels of amino and
free fatty acids, and volatile compounds (155). The fungi
should be atoxigenic and have proteolytic, lipolytic and
antioxidative activity (155).

Microbial growth and the activity of endogenous meat
enzymes are only partially responsible for the development
of flavour and odour compounds (90). Lipid autooxidation
reactions also have an important fuction in sausage ripening.
Research has focused on the breakdown of triglycerides into
free fatty acids, diglycerides, and monoglycerides during
ripening. Carbonyl compounds probably play a significant
role in determining flavour (90). Protein breakdown to pep-
tides and amino acids is involved in microbial and chemical
reactions that generate many flavour compounds (90). Also
smoking sausages provides distinctive flavours e.g. in
salami and hot dogs by accumulation of phenolic componds
from the wood smoke (18).

A number of parameters contribute to the final micro-
bial safety of sausages (Table 63.12). The extent of drying

varies; the weight loss in less shelf-stable varieties like
Bologna is about 20–30%, and reaches 50% in the more
stable salamis (156). The lowered water activity inhibits
the proteolytic spoilage Gram negatives and allows the
proportion of LAB to increase. LAB growth results in a
decrease in pH and available oxygen, these inhibitory fac-
tors help control both Gram negative and Gram positive
pathogens that are commonly present on the raw meats.
When the growth of aerobic spoilage bacteria is inhibited,
lactic acid bacteria may become the dominant component
of the microbial flora (157). The safety and stability of
fermented sausages depends upon fermentation caused by
lactic acid bacteria (157).

A combination of antimicrobial hurdles (Table 63.7) in
fermented sausages usually provides a shelf-stable, safe
product. However, outbreaks of disease following inges-
tion of fermented sausages caused by Staphylococcus
aureus, Salmonella, and verotoxigenic E. coli, and more
dramatically, C. Botulinum. Salmonellae have been shown
to survive during the production of pepperoni. Their per-
sistence was lowest in sausages fermented with a lactic acid
starter (158). Although the counts of Salmonella and other
Enterobacteriaceae have been shown to decline during fer-
mentation and drying we can not rely on this being suffi-
cient to eliminate these organisms, again emphasising the
need for high-quality meat and the fermentation process to
be controlled (18, 159).

To minimize the risk from outgrowth of C. botulinum
spores and toxin development in the shelf-stable cured
product nitrite/nitrate salts should be added. However, the
level should not interfere with the process of fermentation.

2. Fermented Fish

Fermented fish products fall into two major groups, sauces
and pastes; they are most popular in Asia. In this region of
the world, fish provides a major contribution to the human
diet. They are often used as condiments much like salt in
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TABLE 63.12
Parameters Contributing to the Microbial Safety of
Sausages
Parameter Comments

Phenolic componds From smoking, have important antioxidant 
and antimicrobial properties

Acidity Approximately 2.5% w/w as lactic acid
Salt Approximately 3% NaCl and curing salts
pH 4.9–6.0
Various antimicrobial E.g. hydrogen peroxide

compounds
Drying Reduces the water activity
Spices Stimulate LAB and inhibit normal spoilage

microflora
Low availability Oxygen reduced by growth of LAB

of oxygen

Adams and Moss (18); Adams and Nout (153).

TABLE 63.11
Properties Required from Sausage Casing Material
Permeable to moisture and smoke
Acceptable to the consumer
Shrink as the meat is dried
Retain the sausage mixture
Form the required sausage shape
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Western cooking and soy sauce in Chinese cooking. They
are often the most important flavouring ingredient of the
diet. They can be added to soups, curries, salads, rice etc.

Sauces and pastes are primarily made from whole or
eviscerated small schooling fish that are found in abundance
and that would otherwise have little value for consumption,
many of which are anchovies or related species. Larger vari-
eties of fish, such as mackerel and sardines, also make good
fish sauce, but because they are relatively more expensive
due to their value as a food fish, they are seldom used in
the commercial production of fish sauce. Fresh water fish,
fish roe and shrimps are also used to a lesser extent.

Fish sauce and paste are considerably different prod-
ucts, but are produced by similar processes. The fish vari-
ety, fermentation conditions, cure duration and technique
all affect the texture, amino acid content and volatile
flavour profile of the finished product. Good-quality fish
sauce imparts a distinct aroma and flavour. Products
where less extensive autolysis of the fish occurs are clas-
sified as fish pastes (18). Some example of fermented fish
sauces and pastes are shown in Table 63.13.

To obtain products with a pleasant, fragrant aroma
and taste, the fish must be very fresh. Fresh whole fish are
rinsed and drained, then mixed with salt usually in an
approximate ratio of three parts fish to one part salt. The
salted fish are packed into concrete tanks or earthenware
jars, and are frequently weighted down to prevent them from
floating as liquid accumulates inside the tank as a conse-
quence of autolysis. The tanks are sealed and left undis-
turbed for at least six months and possibly up to eighteen
months. To maintain a relatively high temperature the
tanks are either placed in sunshine or buried in the ground.

The amount of salt added is sufficient to produce 
a water activity value below 0.75 (18) inhibiting most
microbiological activity and spoilage, with the possible
exception of growth of anaerobic extreme halophiles. The
higher the concentration of salt, the slower the production
rate of fermented fish products, but the longer the shelf
life of the product (153, 160).

During “fermentation” the fish protein undergoes
hydrolysis by autolytic enzymes (e.g. gastric juices), which
are naturally present, and becomes liquefied. This process
releases free amino acids and creates volatile flavour com-
ponents. At the end of the liquefaction process the liquid is

harvested and filtered to remove any sediment. The filtrate
is transferred to clean jars and ripened in the sun for a cou-
ple of months; this allows the strong fish odors to dissipate.
The fish sauce is then ready for use. Good fish sauce is clear
without any sediment, brown in color, has a pleasant aroma
of the sea, not an overpowering fishy smell, and should not
be overly salty. Fish sauce is high in protein (up to 10%),
and contains all the essential amino acids. It also provides a
rich supply of B vitamins, especially B 12, pantothenic acid,
riboflavin and niacin. Other beneficial nutrients include
calcium, phosphorous, iodine and iron. Low numbers of
streptococci, micrococci, staphylococci and Bacillus spp.
have been isolated from fish sauces and associated with
the development of flavour and aroma (161).

Fermented fish paste is prepared from salted fish with
or without flavouring ingredients which is allowed to fer-
ment or ripen. It has a smoother consistency and lower
moisture content than sauces. Fat is often added to the
final product so that it is spreadable and can be used for
example as a sandwich spread.

The carbohydrate content of fish is low, usually less
than 1%; therefore, for lactic fermentation of fish to occur
an additional source of carbohydrate is required. A range
of fish/carbohydrate/salt products are available, although
they tend to be less popular than the traditionally made
and time-tested fish sauces and pastes. Garlic and rice are
often used as carbohydrate sources, and inulin is the fer-
mentable carbohydrate in garlic (162, 163).

The higher the level of supplemented carbohydrate the
faster the fermentation. Using this technique the product is
often ready after only a few weeks, enabling the production
of large quantities of product in a shorter time period.
Fermentation of the carbohydrate leads to a product with an
acidic flavour. Natural fish sauce production is a lengthy
process and substantial investment is necessary for large-
scale production. This has resulted in the search for more
rapid, cost-effective techniques. These have included
adding enzymes or acid to accelerate the fermentation.

The high salt content and consequent reduced water
activity of fish sauces and pastes usually guarantees micro-
bial safety of the products however fermented fish prod-
ucts have been implicated in outbreaks of botulism (164,
165). Other potential risks of fermented fish products are
disease from products contaminated with L. monocytogenes
(166) and cancer (167, 168).

IV. OTHER MICROBIAL PROCESSES

A. TREATMENT OF INDUSTRIAL WASTEWATERS

The treatment of industrial wastewater should be consid-
ered as part of the total effort towards conservation of the
quality of the natural environment.

The wastewater to be treated varies depending on the
type of the industry. It can include floating matter; sand
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TABLE 63.13
Examples of Fish Sauces and Fish Pastes
Country of Origin Fish Sauce Fish Paste

Cambodia and Vietnam Nuoc-mam Ngapi
Burma Ngapi Ngam-pya-ye
Philippines Patis Bagoog
Thailand Nampla Kapi
Indonesia Ketjap-ikan Bladchan

DK9848_C063.qxd  18/Oct/05  06:02 PM  Page 20



and grit; oil and grease; toxic elements; biological pollu-
tion; chemical pollution; and thermal pollution.

The treatment process required will depend on the
composition of the wastewater and the required effluent
quality. The main constituents in the wastewater from food
processing are animal or vegetable fat, protein and carbo-
hydrates. These can normally be removed by traditional
biological wastewater treatment, but it can sometimes be
advantageous or even necessary to take special precau-
tions, such as adjusting the nutrient balance, pH etc. (169).

The choice of method to tackle a specific industrial
wastewater problem will be based on experience with
similar wastewater, analysis of the actual situation and, if
it is unusual process, on testing. Testing can determine
whether the wastewater will settle or whether it is biolog-
ically degradable (170). In principle four types of treat-
ment can be distinguished:

● Mechanical treatment system
● Biological treatment system
● Physico-chemical treatment system
● Combinations of the above three systems

As this chapter deals with microbiology, we will look only
at the biological treatment system. For more detail on all
the systems the reader is referred to Droste (171).

1. Biological Wastewater Treatment

This is primarily used to remove dissolved and colloidal
organic matter in a wastewater. Some suspended organics
will also be metabolized and because of the natural floc-
culation and settling characteristics of the biomass formed
in biological treatment, the biomass along with other sus-
pended matter can be removed in a sedimentation.

2. Aerobic Biological Treatment

In aerobic treatment, microorganisms which need oxygen
are used to convert the wastewater compound. In this
process, air (oxygen) is supplied to microorganisms that are
in contact with the wastewater. The microorganisms metab-
olize the organic material into carbon dioxide and other end
products and new biomass. Several types of aerobic systems
are possible for the aerobic biological removal of dissolved
and suspended organics. These are the activated sludge,
the trickling filters, the lagoons, and the tower technology.

The common activated sludge process is a suspended
growth process where the microorganisms are mixed with
the wastewater. Air is pumped into a basin to supply oxy-
gen and mixing. Pure oxygen may be supplied as an alter-
native to air but supplemental mixing is required.

Some processes such as trickling filters use a 
solid support media to provide surfaces on which bacte-
ria grow and accumulate. In this system wastewater is

sprayed over a rock or synthetic media bed. Wastewater is
applied on a continuous or an intermittent basis. Bacteria
attach and grow on the media. Natural air currents supply
oxygen.

A recent development is the use of tower reactors. The
microorganisms can be dosed in flocculated form (com-
parable to activated sludge systems) or attached to grains.
The main advantages of theses processes are: saving 
of space, more efficient use of oxygen, and cheaper off-
gas treatment.

Processes may also be designed to oxidize nitrogen or
remove nitrogen from the wastewater.

3. Anaerobic Biological Treatment

Anaerobic treatment or anaerobic digestion processes are
biological degradation processes in the absence of oxygen.
Instead of oxygen other electron-acceptors are used. High-
strength wastewaters are amenable to treatment by anaer-
obic process. Industrial and agricultural wastewaters are
often highly concentrated. Anaerobic treatment occurs in
enclosed reactors to prevent access of oxygen. Biodegrad-
able substances in wastewater are converted by anaerobic
bacteria that are in contact with the wastewater into biomass
and methane. Thus, anaerobic treatment is a process which
not only removes pollution from wastewater but also 
generates a by-product, methane gas, which is rich in energy
and therefore valuable. As in aerobic biological treatment
operations, some processes incorporate solid support media
to the microorganisms (fixed film process), whereas others
keep the microorganisms in suspension. The biological
solids produced in an anaerobic process must be settled in a
clarifier that may follow the process or be incorporated into
the anaerobic reactor.

B. MICROBES AS FOODS

1. Single Cell Protein

In most fermentation production of biomass is incidental;
however, there has been considerable interest in the use of
microbial biomass as a food or feed supplement to meet
the expanding demands for foods. Algae, bacteria, yeasts
and fungi have been considered as protein sources. The
food value of the cells is dependent upon their protein and
amino acid composition and their lipid, vitamin and
nucleic acid content (172). Many attempts have been
made to manufacture foods that are protein rich as
cheaper alternatives to meat. Microorganisms can grow on
waste materials that contain appropriate nutrients (e.g.
paper, whey, wood, sugar-refining waste, ethanol and
paraffins) (173). The protein-rich cellular microbial mass
is commonly known as “single cell protein.” It is often
odorless and tasteless and can therefore be used in a wide
variety of foods.
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2. “Quorn” Mycoprotein

The production of mycoprotein represents an economical
means of converting any surplus carbohydrate into foods of
much higher nutritional and commercial value. From the
many studies into single cell proteins one that has obtained
commercial success is Quorn which is mycoprotein, the
consumption of which is widespread and increasing (174).
Cleverly anticipated consumer demand for healthy, vege-
tarian, convenience foods led to the development of Quorn.
Quorn is the processed cellular mass obtained by continu-
ous, aerobic cultivation of the filamentous fungi Fusarium
venenatum under steady-state conditions. The taxonomic
status of this organism has recently been reevaluated. 
This organism was previously classified as Fusarium
graminearum (174, 175, 176).

Before Quorn could be marketed, an evaluation of 
its safety was required (177). Growth conditions that were
not conducive to mycotoxin production were determined. 
F. venenatum is grown at a high rate without any nutri-
tional limitations. The culture is supplied with a nutrition-
ally balanced chemically defined fermentation medium
containing easily metabolizable nutrients, including glu-
cose as a carbon source, growth factors and ammonium
salts (18, 177). Studies have shown the product to be free
from mycotoxins that could have posed a major risk to
human health (174).

The biomass removed from the fermenter is rapidly
heated by injection of steam to kill the cells. The cellular
mass is subsequently harvested by centrifugation. The
combination of rapid heating and centrifugation reduces
the content of RNA in the cellular mass.

To be acceptable for human consumption the RNA
content must be reduced. RNA constitutes about 10% of
the mycoprotein (18, 177) which is high when compared
to traditional sources of protein, such as meat, fish, or soy-
beans (178, 179). Ingested RNA is ultimately broken down
to purines and pyrimidines, and purines are subsequently
converted to uric acid. Elevated levels of uric acid can
increase the risk of developing gout and kidney stones in
susceptible individuals. The RNA content is reduced to
below 2% of the dry weight of the mycoprotein (177). The
processed cellular mass is subjected to numerous tests to
demonstrate compliance with specifications.

Quorn can be prepared following a variety of recipes.
Its texture and “mouth feel” are much like chicken, the
mycelium is bound together with egg which does not
come unglued in cooking (as do some soy products) and
flavoring ingredients are added. The filamentous nature of
the cells gives the cellular mass a meat-like texture that
makes it suitable for a variety of applications in food
including use as a muscle fiber replacer in meat-alternative
products, a fat replacer in certain dairy products and as a
cereal substitute in products such as breakfast cereals or
puffed snacks (177). A range of commercially available
products are available based on Quorn, these include

meat-free burgers and fillets and prepared meals (e.g., stir-
fries, curries, and pasta dishes in which mycoprotein is the
central component).

Quorn is low in fat, cholesterol-free, and a good source
of protein (about 44%, (18)) and dietary fiber (177). The
high fiber content of Quorn derives from the cell wall con-
stituents e.g. chitin and beta-glucans. There are indica-
tions that the fiber content may also act as a prebiotic in the
lower gut (177).The fat content of mycoprotein typically
ranges from 12 to 14% dry weight and is more like veg-
etable fat than animal fat having a low proportion of satu-
rated fatty acids and a high proportion of mono- and
polyunsaturated fatty acids (177).

There was concern that inhalation or ingestion of
mycoproteins could lead to adverse reactions in allergenic
individuals (180). So far studies have given reassuring,
largely negative results although this area is still a matter
for concern and study (180, 181). The trouble-free history of
Quorn in Europe suggests that the levels of adverse reac-
tions are no higher that for other foods.

C. MICROBIAL PRODUCTS

1. Microbial Metabolites Used in the Food
Industry

Biocatalysis is an important part of fermentation.
Research and development of microbial products is
becoming increasingly important. Enzymes enable reac-
tions to occur under milder conditions, making them 
particularly beneficial to the food industry. Some microor-
ganisms do not participate in fermentations, but are used
to produce metabolites. Vitamins and amino acids
increase the nutrient content, whilst gums and dextrins
improve the physical characteristics, and enzymes provide
a range of functions including improved flavours (182,
183). E.g., the amino acid, glutamic acid is used in the
production of monosodium glutamate, which is a flavour
enhancer in many foods (44). Microbial gums are used in
the food industry for thickening, emulsion stabilization
and rheological modifications. One gum that has wide
commercial use is xanthan gum, which is produced by
Xanthomonas spp. as an extracellular polysaccharide coat
surrounding the cell wall (44). Yeasts and bacteria are an
excellent source of group B vitamins. Autolysed yeast
extract can also be used as a flavouring agent in many
foods such as soups, sauces, gravies, snack foods, canned
meats (173).

In some cases enzymes can be used more effectively
than live microbial cells. When a series of reactions or sev-
eral types of reactions are desired, such as in wine produc-
tion, the intact microorganism is the system of choice, but
if only one reaction is needed, separated enzymes may be
beneficial.

Since microorganisms can be grown in large amounts in
controlled conditions they offer an unlimited source of many
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enzyme systems and metabolites, only a limited number
have wide commercial use. Some examples are shown in
Table 63.14.

Microorganisms synthesize enzymes internally,
although some may be secreted into the surrounding 
substrate. Extracellular enzymes are easier to obtain (98). 
To obtain intracellular enzymes it is necessary to break the
cell wall and membrane.
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I. INTRODUCTION

Various fermented products have an origin of spontaneous
fermentation of a raw material, such as milk, meat or veg-
etables. Initially, the main focus was on preservation of
the raw material. Raw milk, for example, will be suscep-
tible to microbial spoilage at room temperature; the milk
will rapidly acidify, due to the activity of lactic acid bac-
teria. Apart from preservation, fermented products also
develop distinctive tastes and smells, which are widely
appreciated. During the years, many variations developed,

partly on purpose and partly spontaneous and in relation
to the technology used. Their nature depends very much
on the type of raw material used, on the pre-treatment of
it, on the temperature (climate) and the conditions of fer-
mentation. This practice is still common in various parts
of the world: a part of a spontaneous fermented product is
transferred deliberately into a new batch of raw material
in order to maintain or even strengthen it. This principle is
the basis for controlled preservation, sustainable and safe,
with many times an attractive flavour, although the
process is not controlled.

DK9848_C064.qxd  18/Oct/05  06:02 PM  Page 1



Many fermented products contain lactic acid bacteria,
but other bacteria, yeasts and moulds may be involved as
well. In order to be able to produce products with a more
consistent quality, starter cultures for the preparation of
fermented food have been developed. These cultures are
composed of selected micro-organisms, propagated as
defined mixtures of pure cultures or as undefined mixtures
of different types of bacteria. The use of starters, on the
one hand, has been tremendously positive with respect to
the quality of the product, but, on the other hand, it has
decreased the diversity of fermented products. Since the
food industry is keen to explore new possibilities for
enhancing the diversity of its product range, there is a new
interest nowadays in searching for potential starter organ-
isms from the pool, which existed at the time of sponta-
neous fermentations. This chapter gives an overview of
various fermented products and the main organisms used
with their functionalities. It focuses in particular on dairy
fermentations, since these fermentations belong to the
best-studied cases and information obtained from these
studies can also be applied to other fermentations.

II. VARIOUS FERMENTED FOOD 
PRODUCTS AND STARTER 
ORGANISMS USED

The preparation of fermented foods is a practice with a
very long history. Already thousands of years ago, for
instance as reported in scriptures like the Bible, the mak-
ing of wine and cheese have been reported. In those times,
hardly anything was known about the underlying mecha-
nisms, however, many interesting products evolved. All of
them were the result of spontaneous fermentations, essen-
tially resulting in products with an extended shelf life and
(often) tasteful characteristics. The extension of the shelf
life was obviously a major reason for fermentation prac-
tices. Later on, after the discovery of micro-organisms as
the causal agents for the fermentation processes, these
micro-organisms were isolated and used in order to be
able to produce products with a consistent quality. This
led to the practice of using industrial starter cultures and
gave the manufacturer more control about the technologi-
cal, safety and consistent quality aspects of their food
products.

Many fermented products exist and for each of them
cultures with specific characteristics are involved. 
For instance, in the fermentation of meat, combina-
tions of various bacterial species are used. In almost all
cases, lactic acid bacteria are present in these starter 
cultures, with Lactobacillus sakei, L. curvatus, L. plan-
tarum, Pediococcus pentasaceus and P. acidilactici as
most important species. Also Micrococcus varians,
Staphylococcus carnosus and S. xylosus species are used.
These micro-organisms are able to grow under low pH

(4.5–5.0), low water activities (Aw 0.9–0.95), anaerobic
conditions, and in the presence of salt (2–3%). Not only
do these organisms cause a decline in pH, but they 
also contribute in the typical flavour of fermented meat
products.

A number of fermented meat products also exhibit 
a fermentation on the surface, resulting from the growth
of yeasts (Debaromyces hansenii, Candida famata and 
C. utilis) and moulds (Penicillium chrysogenum and 
P. nalgiovense). The surface flora usually adds to the flavour
formation through specific lipolytic and proteolytic 
activities.

For the production of bread and sourdoughs, yeast
(Saccharomyces cerevisiae) and lactic acid bacteria, e.g.,
Lactobacillus sanfransiscensis, L. amylovorum, are
employed. The required gas formation in these products is
by enlarge due to the sugar fermentation of the yeast cells,
although also some heterofermentative lactobacilli can
add to this. The fermentation of sourdough is more com-
plex, since it requires the interaction of various micro-
organisms. The various flavour components formed in
these products, like aldehydes, alcohols, pyrols, etc. are
partly the result of biochemical conversions by the 
starter cultures, but also result from the baking process
itself [54, 27].

The fermentation of vegetables, such as olives, cab-
bage and pickles, belong to the least developed practices.
The production methods are still rather simple. Basically
lactic acid bacteria like L. plantarum, Leuconostoc spp,
Pediococcus and Lactococcus are used in these produc-
tions. The acid formation results in the extended shelf life,
and also flavour formation by the micro-organisms adds
to the overall quality of these products. For the fermenta-
tion of soy, which is a very common and traditional process
in the East Asia, various mould species are used like
Rhizopus oligosporus and R. oryzae. These fermentations
are often solid state fermentations, for which the raw mate-
rial is inoculated with micro-organisms which grow at the
surface of the raw material, making it essentially an aero-
bic fermentation process. For some of the products there is
an extensive proteolysis, leading to products like soy sauce,
whereas in other fermentations (e.g., tempeh) only limited
proteolysis occurs [10].

Wine and beer are fermented with various yeast strains
(S. cerevisiae). In some wines, also Leuconostoc oenos is
used. In these cases, the main pathway related to preser-
vation is the formation of alcohol from sugar of the grain
or the grapes, respectively. Again, like in other fermenta-
tion processes, many other reactions occur, which con-
tribute to the final sensory quality of the products and
which are in fact even more important for the final qual-
ity. In the preparation of the malt, for beer brewing,
micro-organisms are also employed in order to lower the
pH and to reduce the outgrowth of spoilage organisms,
e.g., certain moulds [88, 72].
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III. CULTURES USED FOR THE 
MANUFACTURE OF DAIRY 
PRODUCTS

All types of lactic acid bacteria as well as other micro-
organisms are used for the manufacture of various dairy
products. Since dairy fermentations are among the best-
studied fermentations, with several new developments, we
focus on starter cultures in these fermentations and their
characteristics. This section will give examples of the
main species used, various characteristics required for the
quality of the final products and flavour formation in par-
ticular. Many of the described characteristics are also of
importance in other fermented products.

A. LACTIC ACID BACTERIA

When raw milk is left at room temperature for some time,
a microflora will develop in which lactic acid bacteria
generally dominate. These bacteria acidify the milk and,
as a consequence, inhibit the growth of other bacteria.
Concomitantly, they give the milk a pleasant flavour. This
spontaneous fermentation has been the basis of several
fermented dairy products in the history. The discovery of
the role of lactic acid bacteria in milk fermentation paved
the way for their isolation, characterisation and exploita-
tion. This started more than a century ago and has resulted
in the development of starter cultures for the manufacture
of fermented dairy products. Both industrial and small-
scale manufacture now almost always relies on industri-
ally prepared starters [100].

The lactic acid bacteria used in the dairy fermenta-
tions can roughly be divided into two groups on the basis
of their growth optimum. Mesophilic lactic acid bacteria
have an optimum growth temperature between 20 and 30°C
and thermophilic strains with an optimum between 30 and
45°C. Traditional fermented products from sub-tropical
countries harbour mainly thermophilic lactic acid bacteria,
whereas the products with mesophilic bacteria originate
mainly from Western and Northern European countries.
Currently, most dairy industries use starter cultures for rapid
acidification, because a spontaneous fermentation acidi-
fies the milk too slowly. This method of working has
reduced the number of strains present, and is responsible
for certain uniformity in dairy products. On the other hand,
it has made the production very reliable and efficient. The
micro-organisms present in natural niches still form a very
interesting potential for product diversification, due to
their large biodiversity (see below).

Industrial (dairy) starter cultures can be divided into
two groups: undefined and defined starters. The undefined
starters are a mixture of an unknown number of lactic 
acid bacteria types, which are originally derived from an 
artisanal production practice and further selected for the
production of good-quality dairy products. Mesophilic

undefined starter cultures are commonly used for the
manufacture of Cheddar, Gouda and other cheese types.
Their use is based on their consistent performance, espe-
cially their well-recognised phage resistance [110, 71].

Defined-strain starters are blends of two of more
strains; in the case of Cheddar cheese they are frequently
used nowadays in stead of the former undefined mixed-
strain starters. Since the risk of phage attacks is greater
here than with the use of undefined mixed-strain cultures,
cultures with different phage sensitivity profiles are used
in rotation [55, 71, 56]. Another well-known example of a
defined-strain starter is mixture of thermophilic lactic acid
bacteria in the manufacture of yoghurt.

B. LACTOCOCCI

It is interesting to consider that the industrial starters for
the majority of cheeses are based on a single mesophilic
species, namely Lactococcus lactis. Strains of this species
are employed for the manufacture of various cheese types
and, although they exhibit different characteristics, they
have several biochemical attributes in common [25, 31].
The most important properties are their ability to produce
acid in milk, and to form flavour components.

For the manufacture of Gouda cheese, the undefined
mixed-strain starters are composed of acid-forming lacto-
cocci, Lactococcus lactis subsp. lactis and L. lactis subsp.
cremoris, possibly in combination with the citrate-utilising
strains L. lactis subsp. lactis biovar diacetylactis and
Leuconostoc spp (Fig. 64.1). These starters are thus com-
posed of complex mixtures of strains, forming a bacterial
population, which is equipped with the properties suitable
for the production of the desired cheese. Since their com-
position would change depending on the conditions of
cultivation [58], their subculturing is minimised and the
cultures are preserved by freezing or lyophilisation.
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FIGURE 64.1 Composition of some commercial mixed-strain
undefined starter cultures used for cheese making.
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Also, the manufacture of Cheddar cheese and several
other cheese types is entirely dependent on the fermenta-
tive activity of lactococci, sometimes in the form of
defined-strain starters, consisting of L. lactis subsp. lactis
varieties in case of Cheddar cheese, but frequently still in
the form of undefined mixed-strain starters.

Mesophilic lactococci are generally considered to be
associated with the milk environment [99], but they can
also be isolated from other sources [65]. Lactococci iso-
lated from artisanal manufacture of fermented dairy prod-
ucts without the application of industrially prepared starter
cultures and from non-dairy environments are generally
referred to as ‘wild’ lactococci. In an international project
funded by the European Community many wild strains 
of lactic acid bacteria were isolated and partially charac-
terised [21]. Initial studies showed that this pool of lactic
acid bacteria contained many L. lactis strains, which dif-
fer in a number of phenotypic properties from the strains
commonly present in industrial starters. Among those
characteristics is the ability to form flavour components
[122, 4, 5, 6]. This aspect, interesting for diversification in
the manufacture of fermented dairy products, will be dis-
cussed below.

C. MESOPHILIC LACTOBACILLI

Although mesophilic lactobacilli are undoubtedly inhabi-
tants of raw milk and the dairy environment, upon acidifica-
tion of raw milk they are frequently overgrown by strong
acidifiers of the genus Lactococcus. However, they do gain
access to the cheesemaking process, because they are often
found as secondary flora during the ripening of different
cheese varieties. This is especially true for raw-milk cheese,
but mesophilic lactobacilli are also common in cheese man-
ufactured with modern technologies, using pasteurisation of
the milk, defined-strain starters and hygienic processing.
The starter is responsible for the acidification during the first
stages of cheese manufacture and may reach up to 109

colony-forming units (cfu) per gram of cheese. During
ripening, however, the number of starter cfu generally
decreases rather quickly to lower than 107 g�1, whereas
subsequently the non-starter adventitious lactobacilli
grow out and may reach numbers higher than those of the
starter culture [103].

The secondary flora in Cheddar cheese have been
examined most extensively; they consists mostly of
mesophilic lactobacilli and sometimes include pediococci.
These bacteria are collectively referred to as non-starter
lactic acid bacteria (NSLAB). Isolates from this group
belong to the species Lactobacillus paracasei, Lb. plan-
tarum, Lb. rhamnosus and Lb. curvatus. The composition
of the NSLAB in the cheese varies with the day of manu-
facture and with the age of the cheese [123, 21].
Adventitious NSLAB have also been reported for
Emmental, Comté and other type of cheeses [29, 51, 13].

The NSLAB have the unique ability to grow under the
highly selective conditions prevailing in a ripening cheese.
Lactose is largely depleted in the first hours of cheese
manufacture by the fermentation of the starter bacteria.
The pH is between 4.9 and 5.3, the temperature below
13oC, the moisture content less than 50%, the salt concen-
tration in moisture is 4–6% and oxygen is barely available.
All in all, the ripening cheese seems a hostile environment
for micro-organisms. Yet, the adventitious lactobacilli
manage to grow, obviously with a low rate, but the gener-
ally long ripening period allows them enough time to reach
considerably high levels of cfu per g of cheese. They
apparently consume compounds other than lactose such as
lactate, citrate, glycerol, amino sugars, amino acids and
perhaps even on material released from lysed starter bacte-
ria. Although the NSLAB, like other lactobacilli, exhibit
fastidious nutritional requirements, they clearly find ample
opportunities for growth in a ripening cheese. They pos-
sess a wide range of hydrolytic enzymes and are able to
effect proteolysis and lipolysis [62, 123].

Since NSLAB dominate the microflora of many long-
ripened cheeses, they are believed to contribute to the mat-
uration of cheese. The numbers of NSLAB are reported to
be higher in Cheddar cheeses made from raw milk than in
those from pasteurised milk [78]. Differences in flavour
between these cheeses, with a more intense flavour in raw
milk cheeses, suggest that the indigenous NSLAB play an
important role in flavour development. Indeed, they have
been shown to contribute to the formation of small peptides
and amino acids, which are the precursors for the flavour
components [45].

The observation that the presence of NSLAB in cheese
on the one hand leads to a desirable flavour, and on the
other hand may induce possible defects or spoilage [115,
114, 60] makes it a delicate choice for the cheese maker
to use a certain lactobacillus as adjunct starter. This strain
should be selected with care, because only a limited number
of the NSLAB present in cheese combine all the required
properties with the concomitant lack of imperfections.
McSweeney et al [79] were successful in improving the
flavour of Cheddar cheese by using strains isolated from raw
milk cheese. This improvement was believed to be due to
increased formation of amino acids. Cheese made from milk
inoculated with strains of Lb. plantarum or Lb. casei subsp.
pseudoplantarum received the best gradings [75].

D. THERMOPHILIC LACTIC ACID BACTERIA

The thermophilic lactic acid bacteria are best known as
starters for fermented milks. Several varieties of fermented
milks originate from countries in Asia Minor and the
Balkans, e.g. Bulgarian yoghurts. These yoghurt products
have emerged from spontaneous acidification of raw milk
by indigenous organisms, and have now been developed 
into microbiologically well-controlled industrial processes.
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The two most frequently used starter bacteria are classified
as Lactobacillus delbrueckii subsp. bulgaricus and Strep-
tococcus salivarius subsp. thermophilus, generally short-
ened as Lb. bulgaricus and S. thermophilus, respectively.

Yoghurt is usually made by inoculating an equal 
mixture of S. thermophilus and Lb. bulgaricus in milk 
and incubating it at 37–45°C. S. thermophilus grows opti-
mally at these temperatures and hydrolyses lactose via a 
β-galactosidase. S. thermophilus is nutritionally fastidious
and requires a complex mixture of amino acids for growth.
Since it is proteolytic negative, the coupling with the more
proteolytic Lb. bulgaricus stimulates its growth in milk.
The production of formic acid and carbon dioxide from
lactose by S. thermophilus on the other hand stimulates
the growth of Lb. bulgaricus (Fig. 64.2; [35]).

Thermophilic lactic acid bacteria also play an essen-
tial role in the manufacture of some cheese types. The
starters of Swiss-type and Italian cheeses consist mainly
of S. thermophilus, Lb. helveticus and Lb. bulgaricus
[111, 9]. Also in the ripening of Greek hard cheese types
made from ewes’ and goats’ milk, the thermophilic lactic
acid bacteria play a dominant role [61]. The specific high
cooking temperature used in the manufacture creates their
niche in these cheese types. They convert lactose to lactic
acid as in all dairy fermentations. This acid plays its usual
role as preservative and, for the Swiss-type cheese, is the
substrate for the subsequent propionic acid fermentation,
leading to large eye formation in the cheeses.

Since thermophilic lactic acid bacteria were found to
be very active, they are employed as adjunct cultures in the
manufacture of various cheeses. In some cases they are
specifically selected to address certain flavour aspects of
cheese, e.g. bitterness. Smit et al. [104, 105, 106] reported
on thermophilic lactic acid bacteria with high debittering
activities, which were found to be very useful in debitter-
ing of cheeses made with a mesophilic starter culture which
causes bitterness (Fig. 64.3). Various thermophilic adjunct
cultures are also employed to enhance the formation of
desired flavour notes in a given cheese.

E. YEASTS

Although yeasts play a minor role in dairy fermentations,
several fermented milk products with a natural yeast-
containing microflora exist. A distinctive feature of these
products is that, in addition to the lactic acid fermentation
induced by lactic acid bacteria, a slight alcoholic fermenta-
tion due to yeasts takes place [68, 93]. The best known exam-
ples of fermentation of milk by a combination of yeasts and
lactic acid bacteria are kefir and koumiss, both originating
from countries of Eastern Europe and Asia. The predomi-
nant species of yeast in kefir and koumiss are Kluyveromyces
marxianus, Candida kefir, Saccharomyces cerevisiae and
Saccharomyces delbrueckii. The heterogeneity of the
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species found can be explained by the different techniques
of kefir grain cultivation. Yeasts play an important role in
promoting symbiosis among the micro-organisms present,
CO2 formation and development of the characteristic taste
and aroma [67].

Yeasts are also involved in the ripening of surface-
ripened cheeses. Their primary role is to lower the acidity
of the cheese surface, which allows the development of a
secondary microbial flora [95, 17]. Positive interactions
between yeasts and starter organisms are well documented
for semi-soft cheeses, like Limburger and Tilsit [43]. The
yeasts metabolise lactate, which causes an increase of the
pH, and may secrete factors that promote the growth of
Brevibacterium linens, which is essential for the ripening
of these cheeses [17]. Yeasts are also believed to promote
the development of Penicillium roquefortii in blue cheeses.
They may contribute to the open structure of these cheeses
by formation of gas [22]. On the surface of Camembert,
the dominating yeast flora inhibits the growth of the
spoilage moulds. The most prominent yeasts in cheese are
Debaromyces hansenii, Kluyveromyces marxianus,
Kluyveromyces lactis, Yarrowia lipolytica, Saccharomyces
cerevisiae and Zygosaccharomyces rouxii [8; 14].

F. MOULDS

Moulds are mainly used in the manufacture of semi-soft
cheese varieties together with the lactic acidifiers. Their
major role is to enhance the flavour and aroma and to mod-
ify the body and the structure of cheese. On the basis of
their colour and growth characteristics, they can be divided
into white and blue moulds. The former type grows on the
outside of the cheese, e.g. Camembert and Brie, and is
known as Penicillium camembertii. The blue mould is
named Penicillium roquefortii and grows inside the cheese.
Examples of ‘blue’ cheeses are Roquefort, Blue Stilton,
Danish Blue and Gorgonzola [113]. Several varieties of
these two Penicillium species have been described in the
past, but they should all be considered as biotypes. The
characteristic feature of mould-ripened cheese is the exten-
sive proteolysis and lipolysis. These biochemical activities
ultimately result in the formation of precursors for the typ-
ical volatile flavour components of the cheeses. Methyl
ketones have a key role in the typical flavour. There is a
positive correlation between the free fatty acid level and the
amount of methyl ketones formed, and cheeses with limited
lipolysis score lower in flavour [52, 53]. Other typical com-
pounds besides methyl ketones are secondary alcohols,
esters, aldehydes and lactones. Various compounds arising
from the proteolysis and amino acid conversion of course
complete the aroma of these cheeses. Clearly, the flavour of
mould-ripened cheese is a delicate balance of several com-
pounds, produced by a succession of micro-organisms,
which each performs their particular activity. Not only 
the choice of the Penicillium strain is important for the

successful production of the soft surface mould cheeses;
the selection the concomitant starters is also crucial.

Geotrichum candidum is used as one of the starters for
the manufacture of the Finnish fermented milk viili and
Camembert cheese. The starter of viili consists of mesophilic
lactococci and Leuconostoc strains with G. candidum.
Viili is made from non-homogenised milk and the fungus
forms a mouldy layer on the cream. Its growth is gener-
ally limited due to the restricted amount of oxygen pres-
ent in the container with the fermenting mixture [77]. 
G. candidum is one of the contributors to the flora that
plays a key role in the ripening of Camembert cheese. It
starts to grow on the surface of the rind of Camembert,
Pont l’Evêque and Livarot cheeses at the beginning of the
ripening process and contributes to typical cheese flavours
[57, 81]. Most notably, G. candidum is known for its
potential to form sulphur-containing flavour components,
which contribute to the typical flavour characteristics of
Camembert cheeses [30, 11, 108].

G. OTHER BACTERIA

Finally, some other groups of bacteria, which have not
been covered above, are nevertheless worth mentioning.
The propionic acid bacteria constitute the essential sec-
ondary flora in Swiss-type cheese. After the homofermen-
tative lactic acid fermentation, they convert lactate into
propionate, acetate and carbon dioxide. The latter is respon-
sible for the characteristic eye formation in these cheeses.
Interest in the role of propionic acid bacteria in flavour
formation has recently been renewed [48]. Also for this
group of bacteria, the raw milk environment appears to be
a versatile and interesting source of strain variation [42].

A second group of bacteria, which play a major role
in the maturation of surface-ripened cheese, comprises the
brevibacteria and other coryneform bacteria. They are obvi-
ously present in the smear of these cheeses and are strongly
proteolytic, which results in high levels of sulphur-
containing volatiles [16, 17]. They also show some lipolytic
and esterolytic activity, and produce distinct red-orange
pigments [92]. The variation in proteolytic activity, antimi-
crobial activity and pigment biosynthesis in these bacteria
may offer opportunities for the selection of appropriate vari-
ants for specific applications in the manufacture of smear-
ripened cheeses or even other types of cheeses [15].

IV. STARTER FUNCTIONALITIES

As listed above, various micro-organisms are used as a
starter culture for the production of fermented products, e.g.,
dairy products. Apart from acidification and thus preser-
vation, it is found that these organisms often possess cer-
tain characteristics, which offer specific benefits to the
consumer. These benefits are now leading in the develop-
ment of new and improved starter cultures. A number of
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specific characteristics will be discussed below. Special
attention is paid to the flavour-forming abilities of starter
cultures, since flavour perception is the most prominent
motivator for the consumer to choose a food product.

A. BACTERIOCINS

Different lactic acid bacteria are able to produce bacteri-
ocins, proteinaceous substances with bactericidal activity
against micro-organisms closely related to the producer
strain [63, 64, 26; 89]. Lactic acid bacteria are generally
regarded as safe micro-organisms and so are their bacteri-
ocins. Thus these bacteriocins can potentially be used to
control the growth of spoilage and pathogenic organisms
in food [32]. Bacteriocin-producing lactococcal strains
have been used successfully in starter cultures for cheese-
making in order to improve the safety and quality of the
cheese [73, 76, 28]. For instance, the use of nisin-producing
starter cultures was found to effectively reduce the spoilage
by Clostridium tyrobutyricum strains (Fig 64.4).

Recently it was found that the production of bacteriocins
and bacteriocin-like compounds is a property which is very
common among strains isolated from natural sources [65,
21, 39, 7]. This phenomenon can possibly be explained by
the fact that the ability to produce antimicrobial compounds

offers these wild strains the power to withstand the compe-
tition of other micro-organisms and thus to survive in their
hostile natural environment. The bacteriocin-producing wild
lactococcal strains may be useful as starters in cheese mak-
ing, not only because of their antimicrobial activity but also
because of their potential to synthesise interesting flavour
compounds (see below). These strains should then be com-
bined with other strains, which are bacteriocin-resistant.

B. VITAMIN PRODUCTION

Lactic acid bacteria are able to produce certain vitamins,
for in yoghurt a higher concentration of folic acid is found
than in milk [44]. S. thermophilus is known to produce
folic acid during growth in milk [90, 91]. The amount of
folic acid found in cow’s milk ranges from 20 to 60 µg
L�1, whereas its concentration in yoghurt may be increased
depending on the strains used for the fermentation and on
the storage conditions to values above 200 µg L�1. This
level appears also to be dependent on the strain of Lb. bul-
garicus used, because the latter organism has been shown
to use and to degrade folic acid during its growth [124]. It
is therefore of utmost importance to select the optimal
combination of S. thermophilus and Lb. bulgaricus strains
leading to organoleptically acceptable yoghurt with con-
comitantly an increased folic acid concentration. The pools
of available strains will undoubtedly harbour such strains.

C. EXOPOLYSACCHARIDES

By producing exopolysaccharides, both S. thermophilus and
Lb. bulgaricus contribute to the viscosity and the smooth
texture of fermented products like yoghurt. They stabilise
the gel and decrease its tendency to synerise [102]. These
bacteria produce rather low amounts of exopolysaccharides
with a wide variety of chemical structures. Glucose, galac-
tose and rhamnose are its main monomers and the composi-
tion might be affected by the fermentation conditions [74,
120]. The chemical structure of the polymer apparently has
an effect on the rheological properties, because the use of
different starters results in differences in its microscopic
structure and viscosity [119]. The underlying mechanism of
this effect, however, is not well understood. The emerging
knowledge on the genetics of exopolysaccharide biosyn-
thesis by L. lactis and S. thermophilus strains (Fig. 64.5;
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[112, 117]) will offer opportunities to modify the structure
of the polymer and to regulate the amount synthesised.

D. EYE FORMATION

Lactic acid bacteria are able to ferment citrate, which is
present in many raw materials used for food fermentations
such as fruit, vegetables and milk. Citrate can be fermented
by a limited amount of mesophilic lactic acid bacteria [59,
83] for a review). Its degradation results in acetate, diacetyl,
acetoin, 2,3-butanediol, and CO2. Besides the formation
of the flavour component diacetyl, which is a crucial
flavour attribute in buttermilk, ripened cream butter, sour
cream, and quark, the formation of CO2 is responsible for
eye formation in cheese.

In the production of Swiss-type of cheeses, such as
Gruyere, Emmental and Maasdammer, propionibacteria are
used to achieve the characteristic sweet and nutty flavour
notes as well as the large eyes. Various metabolic pathways
have been described for the utilisation of lactate as energy
source and aspartate as electron acceptor [24]. The eye-
formation in Swiss-type of cheese can be controlled by a
combination of aspartate-weak propionibacteria in combi-
nation with facultative heterofermentative lactobacilli [46].

E. PROBIOTIC FEATURES OF STARTER CULTURES

Probiotics are live microbial food supplements, which
benefit the health of consumers by maintaining, or improv-
ing their intestinal microbial balance [47]. Species of
Lactobacillus and Streptococcus have traditionally been
used in fluid fermented dairy products to promote the
human health [98]. These probiotic starters may influence
the microbial ecology of the host, lactose intolerance, inci-
dence of diarrhoea, mucosal immune response, levels of
cholesterol and cancer. Besides the traditional carrier of
probiotics, which is yoghurt, the market share of probiotic
drinks is expanding rapidly. The most common probiotic
strains are lactobacilli. A number of them are now being
successfully commercialised, such as Lactobacillus rham-
nosus GG [101], L. casei Shirota [3] and L. acidophilus
LA-1 [12]. The scientific basis of these strains in relation
to their proposed positive effects on the human health is
quite extensive, however most of the evidence is obtained
with diseased human populations. Evidence for probiotic
claims in healthy populations has still a weak basis.

V. FORMATION OF FLAVOUR 
COMPOUNDS DURING FERMENTATIONS

Flavour development in fermented products results from 
a series of (bio)chemical processes in which the starter 
cultures provide many of the enzymatic activities. Particu-
larly the enzymatic degradation of proteins leads to the
formation of key-flavour components, which contribute to

the sensory perception of the products [36, 37, 107]. In the
following section, the flavour forming enzymes of lactic
acid bacteria will be discussed, with dairy products as the
main example. On the other hand, it is important to note
that very similar activities can be found in other fermented
products, such as meat and sourdoughs.

The formation of flavours in fermented dairy products
is a complex and, in the case of cheese ripening, rather
slow process involving various chemical and biochemical
conversions of milk components. Three main pathways
can be identified: the conversions of lactose (glycolysis),
fat (lipolysis), and caseins (proteolysis) (Fig. 64.6). The
enzymes involved in these pathways are predominantly
derived from the starter cultures used in these fermentations.

In the case of the lactose fermentation, the main con-
version obviously leads to the formation of lactate by LAB,
but a fraction of the intermediate pyruvate can alterna-
tively be converted to various flavour compounds such as
diacetyl, acetoin, acetaldehyde, or acetic acid, some of
which contribute to typical yoghurt flavours.

Lipolysis results in the formation of free fatty acids,
which can be precursors of flavour compounds such as
methylketones, alcohols, and lactones. Lactic acid bacte-
ria contribute relatively little to lipolysis, but additional
cultures, e.g. moulds in the case of surface-ripened cheeses
[82] often have high activities in fat conversion. Flavours
derived from the conversion of fat are particularly impor-
tant in soft cheeses like Camembert and Roquefort.

The conversion of caseins is undoubtedly the most
important biochemical pathway for flavour formation in
hard-type and semi-hard-type cheeses [118]. Degradation of
caseins by the activities of rennet enzymes, and the cell-
envelope proteinase and peptidases from lactic acid bacteria
yields small peptides and free amino acids. A good balance
between proteolysis and peptidolysis prevents the formation
of bitterness in cheese [104, 105]. Although it is known that
peptides can taste bitter and that amino acids can taste
sweet, bitter, or broth-like [84], the direct contribution of
peptides and amino acids to flavour is probably limited 
to a basic taste [36]. For specific flavour development,
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leading to typical cheese flavours.
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further conversion of amino acids is required to various
alcohols, aldehydes, acids, esters and sulphur compounds.
The current knowledge on these pathways is shown in
Figure 64.7.

A. PROTEOLYSIS LEADS TO PEPTIDES AND FREE

AMINO ACIDS

Since the concentrations of free amino acids and pep-
tides are very low in milk, the starter cultures depend for
growth in milk heavenly on their proteolytic systems. The
degradation of milk proteins (caseins) leads to peptides
and free amino acids, which can subsequently be taken up
by the cells [69, 23]. Proteolysis is initiated by a single
cell-wall-bound extracellular proteinase (Prt), which can be
either chromosomally or plasmid-encoded. While most
dairy LAB strains contain such an extracellular proteinase,
several do not and these are mainly dependent on other
strains in the starter culture for the production of peptides
and amino acids. Such dependency of strains is rather
common in starter cultures, and indicates the relevance of
knowledge on the population dynamics between strains in
order to be able to develop stable starter cultures.

Peptide and amino acid transport systems have been
studied extensively in lactococci, but far less is known for
other lactic acid bacteria such as mesophilic and ther-
mophilic lactobacilli (see for a review Kunji et al. [69]).
Peptide and amino acid uptake occurs via oligopeptide
transport systems, di-/tri-peptide transporters, and various

amino acid transport systems [66]. Following uptake, the
peptides are degraded intracellularly by a variety of pepti-
dases [69, 23]. These peptidases of lactic acid bacteria can
be divided into endopeptidases, aminopeptidases, di-/tri-
peptidases, and proline-specific peptidases. The spe-
cialised peptidases in LAB for hydrolysis of
Pro-containing peptides have been postulated to be impor-
tant for the degradation of casein-derived peptides, since
these are known to have a high proline content.

The balance between the formation of peptides and
their subsequent degradation into free amino acids is very
important, since accumulation of peptides might lead to a
bitter off-flavour in cheese [109, 121, 104, 105]. Various
bitter-tasting peptides have been identified and especially
these peptides should be degraded rapidly in order to pre-
vent [109, 121, 70]. Specific cultures have been selected
with high bitter-tasting-peptide degrading abilities [104,
105] and such cultures are nowadays frequently used in
the preparation of various types of cheese (Fig. 64.3).

The ability of cultures to degrade bitter-tasting pep-
tides was not only found to be dependent on the strain used,
but also on the growth conditions. For example, it was
found that pH-controlled growth conditions resulted in a
higher debittering activity [106]. The mechanism behind
these differences was found to be strongly correlated with
the sensitivity of the cells to lyse. Meijer et al. [80] showed
that the introduction of a transposon in L. lactis SK110
not only increased the stability of the cells, but also the
bitterness in cheese made with this culture. These results
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indicate that the cell membrane can be a barrier between
the enzymes, located intracellularly, and the peptide sub-
strates, present in the cheese matrix. Apparently, there is
not enough active transport anymore with the starter cul-
tures once they are present in the cheese matrix for a cer-
tain ripening time.

B. AMINO ACID CONVERTING ENZYMES (AACES)

Amino acids are the precursors of various volatile cheese
flavour compounds, which have been identified in cheese
Engels and Visser, 1996; Engels, 1997]. They can be con-
verted in many different ways by enzymes such as deam-
inases, decarboxylases, transaminases (aminotransferases),
and lyases (Figure 64.7). Transamination of amino acids
results in the formation of α-keto acids that can be con-
verted into aldehydes by decarboxylation and, subsequently,
into alcohols or carboxylic acids by dehydrogenation. Many
of these components are odour-active and contribute to
the overall flavour of the dairy product. Moreover, other
reactions may occur, e.g. by hydrogenase activity towards
α-keto acids resulting in the formation of hydroxyacids,
which contribute little to the flavour.

Using biochemical and genetic tools, various flavour-
forming routes from amino acids and enzymes involved
have recently been identified, mostly in L. lactis (see [128,
107 and 118] for a review).

Aromatic amino acids, branched-chain amino acids,
and methionine are the most relevant substrates for cheese
flavour development. Conversion of aromatic amino acids
can result in formation of undesirable flavours, so-called
off-flavours, such as p-cresol, phenylethanol, phenylac-
etaldehyde, indole, and skatole, which contribute to putrid,
faecal or unclean flavours in cheese [23]. Many of these
reactions can also occur under cheese conditions and are
highly dependent on the strain used [49]. This implies that
by target selection of starter bacteria the formation of unde-
sirable flavours can be avoided. A similar strain depen-
dency is also found for enzyme activities, which result in
the formation of desired flavour compounds, indicating
that a strong potential for starter improvement exists (see
below).

Conversion of tryptophan or phenylalanine can also
lead to benzaldehyde formation. This compound is found
in various hard-type and soft-type cheeses and contributes
positively to the overall flavour [37, 82]). In Lb. plantarum
as well as in other LAB, the formation of benzaldehyde
out of phenylalanine is initiated by an aminotransferase
reaction followed by a chemical conversion of the inter-
mediate phenylpyruvic acid into benzaldehyde [86, 85].
The latter reaction requires the presence of manganese,
for which an efficient uptake system was found [87]. Since
this chemical conversion occurs at a high pH and in the
presence of oxygen, it is not very likely a main conversion
pathway in cheese.

Branched-chain amino acids are precursors of various
aroma compounds such as isobutyrate, isovalerate, 3-
methylbutanal, 2-methylbutanal and 2-methylpropanal.
These compounds are found in various cheese types.
Several enzymes that are able to convert these amino acids
have been detected in L. lactis (see [128, 107 and 118] for a
review). The aromatic aminotransferases can convert aro-
matic amino acids, but also leucine and methionine, while
the branched-chain aminotransferases can convert the
branched-chain amino acids leucine, isoleucine and
valine, but also methionine, cysteine, and phenylalanine.

Volatile sulphur compounds derived from methionine,
such as methanethiol, dimethylsulphide, and dimethyl-
trisulphide, are regarded as essential components in many
cheese varieties [116]. In fact, a Gouda cheese-like flavour
can be generated by incubation of methionine with cell
extracts of L. lactis [36]. Conversion of methionine can
occur via a aminotransferase-initiated pathway by
branched-chain or aromatic aminotransferases, or via an
α,γ-elimination of methionine by the lyase activities of
cystathionine β-lyase (CBL), cystathionine γ-lyase
(CGL), or methionine γ-lyase (MGL) (Figure 64.2) [1, 18,
33, 34, 38, 49, 50, 96, 125, 40, 41, 118].

It was found that the amount of α-keto acids deter-
mines the rate of the first step in the conversion of amino
acids. Overproduction of the transaminases alone did not
lead to a strong increase in amino acid conversion without
a simultaneous addition of keto acids as co-substrate [126].
The introduction of a glutamate dehydrogenase gene from
Peptostreptococcus in L. lactis resulted in a similar effect
[97]. However, whether this activity also results in a strong
increase in the desired flavour components remains to be
determined. Ayad et al. [6] found that also the presence of
enzymes required for subsequent conversions might be of
crucial importance (Fig. 64.8).

Although cystathionine lyases are active under cheese-
ripening conditions [1], their activity towards methionine
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could not be detected using 13C nuclear magnetic reso-
nance [49]. With this technique, only the aminotransferase-
initiated pathway was observed suggesting that this pathway
is most prominent in methionine catabolism to produce
methanethiol. On the other hand, strains that overproduce
cystathionine β-lyase, where found to be able to degrade
methionine, indicating the potential of this enzyme in the
production of sulphury flavours [40, 41]. The specificity
of CBL [1] is a particular advantage in this respect, since
one might expect that only sulphury flavour components
would increase in strains with high activity. In case of
overproduction of other less-specific enzymes such as
transaminases more pathways will be influenced at the
same time.

Biosynthesis and degradation of some amino acids are
intricately coupled pathways. For instance, the above men-
tioned cystathionine β-lyase can convert methionine to
various volatile flavour compounds, but in bacteria its
physiological function is the conversion of cystathionine
to homocysteine, which is the penultimate step of methio-
nine biosynthesis [118]. This means that many of the
AACEs are in fact involved in the biosynthesis of amino
acids. It is well known that biosynthesis of amino acids is
highly regulated, and therefore the growth conditions of the
starter cultures might affect their flavour forming capaci-
ties. For instance, in L. lactis the expression of the gene
coding for cystathionine β- lyase is strongly influenced by
the amounts of methionine and cysteine in the culture
medium [40, 41]. High concentrations of these amino
acids completely abolish transcription and result in L. lac-
tis cells almost deficient of cystathionine β-lyase activity.

Similarly, it is found that the branched-chain amino-
transferase is also regulated at the transcriptional level in
L. lactis [127]. The physiological role of branched-chain
aminotransferases in bacterial metabolism is to catalyse
the last step in the biosynthesis of branched-chain or aro-
matic amino acids. Several enzymes can thus been consid-
ered as being involved in both biosynthesis and degradation
of amino acids, and α-keto acids are intermediates in both
directions. These examples illustrate that the choice of cul-
ture conditions can strongly influence the flavour-forming
capacities of starter cultures like L. lactis.

C. NATURAL BIODIVERSITY

It is already mentioned that various lactic acid bacterial
strains differ in amino acid converting abilities and that
these activities are in fact linked to the ability to synthe-
sise amino acids. [4, 5] focused on the flavour-forming and
the amino acid forming abilities of Lactococcus strains
isolated from various natural sources, the so-called ‘wild
lactococci’ (Fig. 64.8). These strains originated from dairy
and non-dairy environments and they were found to have
unique properties, when compared to commercially avail-
able starter strains. For instance, many of these strains 

do not degrade caseins, produce antimicrobial compounds
and/or have low acidifying activity. When the amino acids
forming capacities of these strains were determined using
the single omission technique [20], it was found that these
strains had a much larger potential to synthesise amino
acids as compared to industrial strains. Lactococci used in
dairy fermentations are known for their limited capacity
for biosynthesis of amino acids, which explains their com-
plex nutritional requirements; they require several amino
acids for growth [2, 94, 19, 4]. For instance, most dairy
Lactococcus strains need glutamate, valine, methionine,
histidine, serine, leucine and isoleucine. Industrial L. lactis
subsp. cremoris strains require even more different amino
acids for growth [4]. Wild L. lactis subsp. cremoris strains
generally require two to three amino acids while some 
L. lactis subsp. lactis strains only need one amino acid. The
absence of some amino acid biosynthetic pathways in dairy
lactococci might be a consequence of their adaptation to
dairy products, since in milk, the amino acids are readily
available from the proteolytic degradation of caseins. Wild
strains are not naturally associated with a rich environment
such as milk, which makes them more dependent on their
own biosynthesis of amino acids compared to industrial
strains. The large natural biodiversity, which is found within
LAB species, offers good possibilities for flavour diversi-
fication. It can obviously also be applied in various other
fermented food products.

VI. CONCLUSIONS AND FUTURE 
PERSPECTIVES

Fermented products bring the consumer a sense of appre-
ciation, which is by enlarge due to the interaction of the right
starters cultures, technology and care in manufacturing. The
starter cultures play a specific role in this respect and for that
reason deserve specific attention. Not only are the starter cul-
tures responsible for the preservation, due to lowering of the
pH or increase of ethanol, but they also form various impor-
tant compounds, most notably flavour components, which
contribute directly to the perception of the consumers.

This knowledge makes it necessary to put special
emphasis on the research in the area of starter cultures and
their functionalities. Especially in view of the natural bio-
diversity, which still exists in food-grade micro-organisms,
it is important to preserve this pool of microbial strains for
future applications. The product innovator is challenged to
use strains from them in his trials to create the flavour or
other attributes the consumer demands.

The variation in microbes and their intrinsic biochem-
ical potential is huge in size. This will make it necessary
to have a better understanding of the enzymatic pathways
in these starter cultures, in order to be able to select strains
with specific desired characteristics. For instance, the rap-
idly growing knowledge of pathways prevailing in these
bacteria which are active in the flavour formation offers
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new insights in the required properties of a given starter
culture. This should lead to the design of probes to screen
collection of microbes (pools of genes) very effectively
for the presence of certain desired traits. Moreover, apart
from the best-studied examples of starter cultures, e.g. the
lactococci, also other micro-organisms receive more
attention recently. This will even enlarge the potential
possibilities in this field. An interesting time is ahead of
us, not only from a scientific point of view, but also from
the perspective of manufacturers of fermented products.
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I. INTRODUCTION

Fermented foods can be defined as products whose specific
properties are mainly due to the effects of bacterial meta-
bolism during their manufacture. Although meat products
are not the most representative examples of fermented
foods, it is clear that microbes contribute to both the con-
serving and flavouring effects of salt added to meat, a prac-
tice dating back to the Neolithicum, e.g. anywhere between
5,000 and 10,000 years ago (1). Such contributions are
evident when the meat surface flora is evenly distributed
by chopping, grinding or comminution of the meat
together with the salt. The stuffing of such mixture into a
casing produces a « sausage», a product first referred to in
writing by Homerus in 900 BC. Centuries BC, a similar
product (« lup-cheong ») was already produced in China,
adding more sugar however than salt as a preservative.
Since these beginnings, variable degrees of mixing and

comminution of different « meats » with salt, together
with spices, herbs and other plant material have been
applied, resulting in a range of products, the stability of
which is mainly determined by a combinations, varying in
relative importance, of

● acidulation, brought about by lactic acid pro-
duction and

● lowering of water activity (aw), brought about
by the addition of salt (« curing ») and drying.

Campbell-Platt (2) discusses 36 whole and 56 commin-
uted fermented meat products, including e.g. an East-
African sausage made from fat and bones, a ham like
product made by the Greenland Inuits from the eider
duck, as well as 33 species of country or raw ham. The
contribution of microbial activity in the production of
large whole meat products is limited: as the meat interior
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is practically free of microbes, the specific characteristics
of such products are largely determined by remaining
muscle proteolytic and lipolytic activity (3), with a limited
contribution of bacterial activity to nitrate reduction, color
formation and acceleration of salt introduction by some
lactic acid production (4). This introductory discussion
will therefore be limited to comminuted products or
sausages, subjected to a variable combination of fermen-
tation and drying. The first production of such “fermented
sausages ” started in Italy in 1730 and spread from there
to Germany, Hungary and other countries, including the
U.S. and Australia. The basic concept of processing
involves comminution of muscle and fat tissue with salt,
nitrate and/or nitrite and spices including eventually
sugar, starter cultures and other additives such as non
meat proteins. After stuffing the mixture into a casing, the
resulting sausage is left to ferment and dry. This “ripening”
often occurs in two consecutive and separate stages, referred
to as fermentation and drying respectively. The lowering
of aw resulting from the presence of salt and drying and
the exclusion of O2 selects for salt tolerant lactic acid bac-
teria, producing lactic acid from carbohydrates added or
present. This lowers pH to final values between 4.5 and
5.5, inducing denaturation of salt solubilised protein to a
gel structure that can be sliced. The adequate (fast) reduc-
tion of pH and the lowered aw ensure both product stabil-
ity and safety. Once these basic requirements are met, the
production technology allows for many but imprecise
variations, yielding a variety of very different products. A
broad distinction can be made between:

● Northern type products (NP): they contain beef
and pork and are characterised by relatively
short ripening periods, up to about 3 weeks,
involving clearly separated fermentation (about
3 days) and drying periods. Rapid acidulation
to final pH values just below 5 followed by
product dependent weight losses during drying
ensure safety and shelf life. Smoking is applied
to add specific flavour (taste and aroma).

● Mediterranean or Southern type products (MP)
are predominantly pure pork products and pro-
duction involves longer ripening periods, up to
several months. Fermentation occurs at lower
temperatures (ca. 20°C vs. �25°C), and acidu-
lation to final pH values above 5 is therefore
slower and often not clearly separated from dry-
ing. Superficial mold growth is often involved,
smoke is not applied (with the exception of
Hungarian type salami) and shelf life is mainly
determined by drying and lowered water activity.

More detailed or official classification of fermented
sausages is done in various ways, based on e.g. moisture

content, moisture/protein ratio, weight loss, water activity
aw, surface treatment, texture and fat particle size. It has
become increasingly clear that the major characteristics of
these products are determined by numerous interactions
within the trialogue (meat � fat) � (micro-organisms) �
(processing technology), whose control presents a consid-
erable challenge to standardization and management of
quality. Such lack of control — and thus standardization —
is apparent from the between and in batch variability
observed in the levels of end products of biochemical
changes as well as of volatile flavour compounds, showing
variation coefficients between 15 and 35% and exceeding
50% respectively for both NP and MP in a collaborative
European project (5, 6). Several aspects of each actor in
the trialogue determining variability have been discussed
in several recent papers on e.g. meat enzymes (7), the role
of bacteria in flavour development (8), the control of bac-
teriological safety (9), starter cultures (10), overall
sausage metabolism (11) and process engineering (12).
This paper does not want to add to existing excellent com-
prehensive literature reviews (4, 11) but to briefly sum-
marize some aspects of the subject, emphasizing the
importance of interactions for product quality. The text is
inspired mainly by the long term interest of the author’s
laboratory in an integrated approach to sausage fermenta-
tion (13, 14, 15) and the role of muscle enzymes (16).

II. SAUSAGE MANUFACTURE

Table 65.1 lists representative conditions for industrial
production of both NP and MP, as studied in a recent col-
laborative research project (6).

A. INGREDIENTS

1. Meat and Fat

The meat/fat ratio is 2/1 in most industrial sausage mixes,
containing 50–70% of frozen and “tempered” (��4°C)
lean meat, consisting of pork and beef in equal amounts for
NP and exclusively pork for the more valued MP. For pork,
ham trimmings, shoulders and bellies are used, as well as
jowls and throats, in proportions determined by the sausage
quality level as reflected in more than twofold price differ-
ences (F. Vandendriessche, personal communication, 2002).
Pork necks are avoided as well as beef head meat, because
of risks of antibiotic and BSE contamination respectively.
Only frozen (��18°C) pork back and belly fat (excluding
less firm sites from the groin and teat line) after removal of
rind (lard) and classified according to a visual estimation of
fat content (50% vs. 30% respectively) are used as fat
source. Pork rind may be added after cooking. Lard and
“sausage meat” account for about 10% and 20% of the pig
carcass respectively (17) and classic selection criteria for
these raw materials are mainly based on bacteriological
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quality and pH (�5.8) and on oxidation status and unsatu-
ration of fat (�12% of polyunsaturated fatty acids, minimal
peroxide vlue) (18,19). Recent developments however
report the use of differently specified alternative sources of
“meat” and fat as well as the need for more specification for
actual meat and fat to improve flavour in the more valued
products. Technology for producing fermented sausage
from poultry, including ostrich (20), from carp (21) and

using olive oil (22) has been proposed. Lyophilized meat
can be incorporated to shorten drying time (23), but this may
require the lowering of salt addition, unless used after rehy-
dration (24). For the more valued MP, muscle protease and
muscle and fat lipase activities are probably important for
(spieces dependent) sausage flavour development (25) as
described for raw ham (3). Relationships of pig muscle
enzyme activities with both carcass and meat quality have
been demonstrated (26, 27). Analogous to suggestions made
for raw ham production, enzymes and corresponding genes
might be considered for specification of raw materials (3)
and selection of animals (28) in the production of fermented
sausages.

2. Additives

Generally used additives and their ranges of incorporation
level include salt (2–4%) containing NaNO2 (80–240 mg/kg
aded as curing salt containing 0.4–0.6% NaNO2), glucose
(0.5–1%), sodium ascorbate or ascorbic acid (0.5–1%)
and spices. The use of nitrite is considered essential because
of its antibacterial, color forming, anti-oxidant and flavour-
ing properties. The use of lower nitrite levels, imposed
because of health considerations, requires adaptation of
technology including e.g. minimal fermentation tempera-
tures and oxygen free chopping (29). For MP part or all of
the nitrite is substituted for by KNO3, although there is little
technological and microbiological necessity for the use of
nitrate and its reported positive effects on colour and flavour
development may in fact be more related the accompany-
ing lower nitrite levels (30, 4). Both the amounts and the
nature of carbohydrates have been related to the rate and
extent of acidulation (31) but only the use of lactose clearly
results in lowering both rate and extent of acidulation (32)
whereas its residual presence may improve sensory qual-
ity (33). Optimal levels of glucose (dextrose) are reported
to be 0.3 and 0.7% for MP and NP respectively (34). Both
ascorbate and ascorbic acid are used to improve stability
of the red nitrosylated pigment, an effect closely associ-
ated with the prevention of lipid oxidation. Both effects
may also associated with the presence of anti-oxidants
such as BHT and vitamin E in the raw materials, due to
their use in animal feeding. However, although protective
effects on lipid oxidation and colour stability of supranu-
tritional dosing of animal feeds with γ-tocopherol are clear
for beef, and less so, for fresh and cured pork (35), it would
seem that it cannot prevent sausage colour deterioration due
to incorporation of polyunsaturated fat (36). Ground pep-
per (0.2–0.3%) is usually present in all types of sausages
and especially MP may contain higher levels (1–3%) of
other spices such as paprika and garlic that were shown to
be effective anti-oxidants, comparable to ascorbate (37).
Besides yielding flavor compounds, spices may stimulate
lactic acid bacterial activity, e.g., by supplying manganese,
and decontamination should be considered (38). Apart

TABLE 65.1
Main Production Characteristics for Northern and
Mediterranean Types of Fermented Sausages Produced
in Belgium (6)
Characteristic Northern Type Mediterranean Type

Diameter (mm) 90 60
Weight 1 kg 0.8 kg
Meat species pork/beef, 1/1 pork only
Lean meat cuts pork shoulder � beef shoulder
Fat tissue Pork back fat Pork back fat
Meat/fat ratio 2/1 2/1
Starter bacteria (CFU) �107/gb �107/gc

Additives (g/kg)e

NaCl 30 30
Nanitritef 180 180
Knitratef 0 0
Saccharose 0 0
Dextrose 7 7
Na-ascorbate 0.9 0.9
Ascorbic acid 0 0
Skimmed milk 0 0
Caseinate 11.5 11.5
Spicesf 7000h 7000h

Fungial starters � �

Particle size 1–2 mm 1–2 mm
Smoking � �

Ripening conditions
Fermentation

°C/hrs 20–26/62 5–24/113
pH after 24hrs 5.70 5.80

3 days 4.68 5.20
%rH/hrs 50–90/62 10–90/89

Drying
°C/% rH 14/78 14/78

Total ripening time 2 weeks 4 weeks

a Unspecified Lactobacillus b 2.106 each of Pediococcus pentosaceous
and Lactobacillus Sake as lactic acid bacteria and Staphylococcus xylo-
sus, Kocuria varians and Staphylococcus carnosus as flavor enhancers.
c 7.105 each of Pediococcus pentosaceous and Lactobacillus Sake as lac-
tic acid bacteria with 4.106 and 2.106 of Staphylococcus xylosus and
Micrococcus varians (now properly called Kocuria varians) respectively
as flavor enhancers. d A commercial powder containing a mixture of
Lactobacillus curvatus and Kocuria varians (2.1010/g) was used
(50 g/100 kg). e per kg meat and fat mince f mg/kg g oleoresins containing
mainly black pepper, with coriander, paptika and cognac (140 mg/kg)
and garlic (400 mg/kg) h pure black pepper only i cracked whole black
pepper (700), white pepper (300) and garlic (100).
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from these “classic” additives, additional additives are
sometimes used for NP: phosphates (0.5%) to improve
stability vs. oxidation (39), glucono-δ-lactone (GdL, 0.5%)
to ascertain fast but chemical acidulation with generally
negative effects on flavor development and vegetable pro-
teins (mainly soya isolate) that may also accelerate fer-
mentation (40).

3. Starter Cultures

Starter bacteria were first introduced in the US to ensure
rapid fermentation. In Europe, lower fermentation tem-
peratures were and are more common and, certainly in
MP, rapid fermentation results in color and flavor defects.
In order to avoid the latter, Micrococci were introduced as
starters by Niïvaara (41). Although excellent fermented
sausages can be produced without the addition of starter
cultures or re-inoculation with finished sausages, the major-
ity of fermented sausage produced in Europe nowadays
makes use of “combined” starter inoculation (1–2.106/g) as
frozen cultures of both Lactobacilli and Micrococcaceae
to ensure rapid acidulation and optimal flavor develop-
ment respectively (4). Their desired properties have been
discussed at length (e.g., 42) and obviously include lag
time and rate of lactic acid production for Lactobacilli and
the resistance of Micrococcaceae to an acid environment.
Inhibition of the latter by rapid acidulation was indeed
found to impair the typical flavor of MP (43). For flavor
development lipolytic and proteolytic activities have long
been emphasized. It is now realized however that muscle
and fat tissue enzymes are by far the more important
actors in this respect and more important selection criteria
for flavor producing starters such as S. carnosus may be
their potential for leucine degradation to 3-methyl butanal
and for protection of poly-unsaturated fatty acids against
oxidation (5, 8). Attention has also been directed recently
to biogenic amine (44) and bacteriocin (45) production by
starter bacteria. These aspects are considered of less
importance, as raw material quality and processing appear
to be the main factor controlling amine production (46),
and bacteriocin effects are bound to be limited (10).
Bacterocin production by L. sakei strains, isolated from
fermented sausages, may however contribute to safety,
without inhibition of Micrococcaceae and, thus, of flavor
development (46, 47). Besides bacteria, yeasts and fungi
are used to a limited extent in the production of MP.
Dabaryomyces hansenii and Penicillum nalgiovense are
the major species sold as starters for MP production (19).
They are both aerobic organisms and thus situated at the
periphery or surface of the sausage, where they oxidize
lactic acid and produce ammonia. Their contribution to
flavor development is less clear, may involve fatty acid
oxidation to methyl-ketones and the strongest argument
for the use of fungal starters may be the prevention of
growth of mycotoxin-producing fungi (19).

B. PROCESSING

1. Comminution or Chopping

Industrial processing generally uses the cutter, involving 
a rapidly rotating set of knives (1–3.103 rpm) producing a
batter in a slowly rotating bowl (10–20 rpm) within less
than 5 minutes. The relative speeds of rotation of bowl
and knives as well the sequence of addition of raw mate-
rials and additives determine fat particle size (1–25 mm2)
and are optimized to minimize both, damage to the fat tis-
sue added and increase of the batter temperature
(��2°C). Because air bubbles in the batter and oxygen
may interfere with drying and color development respec-
tively, chopping is best carried out under vacuum. The use
of blunt rather than sharp knives is to be preferred for
good texture (48). For traditional preparation of MP, often
characterized by larger particle sizes, a meat grinder
rather than a cutter may be used.

2. Stuffing

Traditional methods using nitrate, may still incorporate a
“pan curing” phase (49), leaving the batter 24 hrs at low
temperatures before stuffing to allow for optimal colour
development. In most industrial processes however, vac-
uum filling devices are used, to immediately stuff the bat-
ter into natural or man made collagen or cellulose based
casings, permeable to water and air. The size of sausage
diameter (e.g., 2–15 cm) is related positively to the rela-
tive importance of fermentation (pH) vs. drying (aw) for
stability and a small diameter of collagen casing is
required to ensure sufficient oxygen supply for full devel-
opment of the mould aroma in MP (4, 50).

3. Fermentation and Drying

For industrial production of NP, fermentation and drying
are usually carried out in separate rooms. Representative
temperature/time/rh combinations for NP and MP respec-
tively are shown in Table 65.1. It is recommended to have
air rh values not more than 0.10 points below the associated
aw values of the sausage, to prevent case hardening. When
pH � 5.3 a steeper rh gradient may be applied. Recom-
mended air speeds are approximately 0.1 m/sec and a back
and forth shifting of rh between 80% and 88% during dry-
ing is recommended (34). Controlled fermentation and ripen-
ing in air conditioned surroundings consumes considerable
amounts of energy and alternative methods, involving the
use of fresh air, have been proposed, inspired by the tra-
ditional methods for MP, adapted to local climatic condi-
tions (51).

4. Smoking

At the end of the fermentation period, NP are subjected 
to smoke, generated by controlled combustion of wood
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(300–600°C) to minimize the production of polycyclic
hydrocarbons. Smoke contributes to anti-microbial and
anti-oxidant effects, besides generating specific flavor and
color components. Smoking is not used in the production
of MP, except for Hungarian and Roemanian products,
where a light smoking period precedes fermentation (34).

III. THE NATURE AND DYNAMICS OF
RIPENING

It has been repeatedly confirmed that safety, stability and
sensory quality of fermented sausages are the result of a
complex and interacting set of microbiological, physical
and chemical changes (4, 11, 13, 14). Within this com-
plexity, most attention has been directed to the role of bac-
teria in relation to both safety and flavor: a “Web of
Science” search for “fermented sausage” in April 2002
shows 194 papers published since 1977 (0.00075% of all
documents!), 100 of which were published since 1997,
containing 62 dealing exclusively with the behaviour of
desirable or undesirable micro-organisms. Safety has
been the subject of excellent reviews, describing the “hur-
dle concept” (34) as well as focussing on the potential of
bacterocinogenic lactic acid bacteria (52) and will not be
further discussed here. Besides an adequate redox-potential
and the presence of nitrite and competitive desirable bacte-
ria, major hurdles ensuring bacteriological safety are con-
sidered to be either the rate and extent of acidulation (10)
or the extent of drying (lowered aw) (9) for NP and MP
respectively.

A. THE DYNAMICS OF ACIDULATION AND

DRYING

Both the rates and extents of acidulation and drying can
be quantified using simple exponential models (13) allow-
ing demonstration of effects of processing factors such as
the use of back slopping and starter cultures, sausage
diameter, as well as the use of additives such as spices and
soy protein (13, 53, 54, 55). The same models allow for
the quantitative evaluation of the relations between rates
of acidulation and those of drying and texture develop-
ment (19). Predicted changes of DM content are assumed
to be determined by water loss (drying) only, can thus be
used to predict weight losses (55), for the calculation of
empirical or “effective” diffusion rates (13,56) and,
together with data for salt content, for the prediction of aw

values with acceptable precision (57, 58).

B. THE NATURE AND DYNAMICS OF

SAUSAGE METABOLISM

The carbohydrate, protein and lipid fractions of the sausage
are subject to changes, brought about by chemical as well
as biochemical changes and the latter are mediated by

microbial as wells by muscle and fat tissue enzymes.
Multifactorial effects involving raw materials, additives,
starter cultures as well as processing determine the rela-
tive intensities of these changes, mainly reflected in the
rate and extent of acidulation and the development of sen-
sory quality characteristics.

1. Sausage Metabolism and Acidulation

It is now clear that acidulation of the sausage matrix is
induced by the interaction of salt solubilized muscle pro-
teins with both lactic acid and ammonia formed during
fermentation (33, 59). Molar amounts of lactate and ammo-
nia present (59) as well as produced (54) during sausage
ripening have indeed been related to pH and pH changes
respectively. Lactate is mainly produced from (added) car-
bohydrates but may also be formed during microbial fer-
mentation of glycerol, liberated in lipolysis, and, together
with ammonia, from fermentation of amino acids. Besides
lactic acid, variable amounts of acetic acid are produced,
determined by the nature of the bacteria and their metab-
olism, both affected by the processing conditions. Finally,
considerable amounts of oxygen are consumed during
“fermentation”, therefore better referred to as “metabo-
lism”(60). This overall “sausage metabolism” affects the
relationship between the amounts of carbohydrate “fer-
mented” and lactate produced and has been described in a
simplified “stoichiometric model” (61, 14), represented in
Fig. 65.1.

Such model ignores the complexity of bacterial amino
acid metabolism (11), representing it by either deamination
to ammonia or decarboxylation to amines. Nevertheless, it
has been supported by experimental data, within experi-
mental error (60). Together with simple exponential ana-
lytical models, stoichiometry can be used to characterize
the respective rates and relative importance of carbohydrate
and protein oxidation (respiration) and fermentation, as
well as the nature of fermentation (lactate/acetate) (14). 
In contrast to the kinetic and analytical models, referred 
to under III.A, models for metabolism are mechanistic,
require more analytical data and are therefore better suited
for comprehensive rather than predicting purposes (62).
They have e.g. been used to illustrate effects of the process-
ing factors mentioned earlier (IIIA) as wells as chopping
intensity (63) on the relative importance of respiration and
protein fermentation. Table 65.2 shows that in a series of
experiments characterizing ripening metabolism of NP,
carbohydrate disappearance accounted for between 82
and 94% of pyruvate equivalents metabolized.

An increase of diameter was shown to increase the
relative contribution of protein fermentation as well as the
accumulation of free amino acids, buffering the increased
rate of lactate production. The relative importance of pro-
tein (amino acid) fermentation with ammonia production
was lowered by addition of active lactic acid bacteria.
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When the latter were added during backslopping however
or as isolates from fermented sausages, proteolytic activ-
ity is apparent, an important effect for flavour, as recently
confirmed (47). Inhibitory effects on deamination activi-
ties of both rates and extent of acidulation, more outspo-
ken with larger diameters, associated with lower rates of
drying have been confirmed in recent work (Demeyer
http://fltbwww.rug.ac.be/animalproduction). Protein fer-
mentation seems to be associated with the importance of

acetate in the recovery of pyruvate equivalents. The most
striking finding however is the large variability in respired
substrate: between 7 and 43% of pyruvate equivalents
metabolized. These calculated values obviously reflect an
enormous variability in oxygen consumption, one that
may involve chemical oxidations besides respiration.
Factors determining variation are probably related to pro-
cessing characteristics such as sausage diameter and
chopping (Table 65.2), but variability in factors such as
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TABLE 65.2
Effect of Processing Contitions on the Pattern of Sausage Metabolism
During Ripening of NP (21 days): % of Pyruvate Equivalents Derived of
Carbohydrate and Protein and Utilised in Fermentation to Lactate and
Acetate and in Respiration

Chopping Timec (min)

Effect of Added Startersa Sausage Diameterb 4.5 7

Metabolism (%) None S1 S2 47 mm 90 mm (1) (2) (1) (2)

of:
carbohydrate 82 86 91 93 92 87 89 89 88
protein 18 14 9 7 8 13 11 11 12
to:
lactate 54 57 86 60 78 73 83 69 77
acetate 16 7 7 7 6 6 10 6 10
respiration 30 35 7 33 16 21 7 25 13

a Data from (52): starters used were fermented sausage, e.g. back slopping (S1) or a lyophylized 
culture of bacteria (S2) b Data from (13) c Data from (62): results of two experiments are shown involv-
ing longer chopping with salt (1) or pork back fat (2) respectively.

FIGURE 65.1 Reaction scheme underlying the stoichiometric model of sausage metabolism.
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vacuum stuffing, gaseous exchanges during ripening and
respiratory activity of bacteria and molds may be more
important.

2. Sausage Metabolism and Sensory Quality

Estimates of the nature of sausage metabolism as discussed
above, allow better comprehension of the mechanisms
determining both rate and extent of acidulation. It is how-
ever clear that the generalized pathways used in such esti-
mates cover and/or accompany a set of detailed (bio)
chemical reactions and end products affecting the develop-
ment of sensory quality. Flavor is considered to be the more
important sensory characteristic, determining renewed
purchase by the consumer, whereas texture and color deter-
mine initial purchase and rejection respectively (64).

a. Texture
Texture, measured e.g. as the force necessary to penetrate
the sausage surface or interior (sausage slice) under stan-
dardised conditions, e.g., “hardness”, is determined by
two processes, occurring consecutively in NP and simul-
taneously in MP:

● Gel formation because of acidulation. During
chopping, myofibrillar structures are degraded
(65) and myofibrillar proteins are solubilized
into a sol, e.g. a network of filamentous aggre-
gations of myosine molecules, whose dimen-
sions and formation depend on factors such as
pH and NaCl concentration that determine the
relative rates of filament formation and aggre-
gation (66). Acidulation induces coagulation,
e.g. the conversion of a sol into a gel by inten-
sification of aggregations, associated with the
release of water and the formation of a matrix
surrounding fat and connective tissue particles.
The pH necessary for coagulation increases
with increasing salt concentration and is 5.3 for
salt concentrations between 2 and 3% (67)

● Drying: after gel formation, hardness is further
increased because of loss of water, determined
by diffusion limited water transport.

The rate and extent of pH decline in the
sausage, itself a reflection of overall sausage
metabolism, determines both processes. During
fermentation, muscle cathepsin D is activated by
the decrease in pH and degrades sausage myosin
(68, 69). It is known that such damage lowers
the strength of heat coagulated myosin gels
(16) and negative effects on texture of sausage
proteolytic activity (70) and of increased myosin
degradation because of added proteases (71)
have indeed been reported. It is therefore clear
that acidulation during fermentation induces

two opposing effects on texture development:
coagulation of the myosin sol into a gel as 
well as accelerating proteolytic cleaving of
myosin molecules, lowering their contribution
to gel strength, and, possibly, to water retention
within the gel. Differences in gel structure 
and its water retention because of different rel-
ative rates of acid induced coagulation and 
proteolysis may explain the positive relation-
ship found between initial rates of acidulation
and texture development during drying. 
The use of PSE pork (72), spices (54), starter
organisms (13) and soy protein (40) increase
rates of acidulation and drying and thus, of 
texture development. For obvious reasons,
an increase of sausage diameter decreases rate
of drying and thus, rate of hardness develop-
ment (73). Also however the rate of pH decline
is lowered because of an increasing contribu-
tion of proteolytic processes to metabolism 
(14, 74).

b. Colour
The stable red colour of fermented sausage is due to nitro-
sylation and subsequent acid induced denaturation of
myoglobin. In MP, formation of the nitrosylating NO
occurs after bacterial reduction of added nitrate to nitrite,
a process generally attributed to Micrococceae. Its inhibi-
tion by pH values below 5.2 hampers the use of lactic acid
bacterial starters to ensure rapid acidulation. In NP, char-
acterised by rapid acidulation, nitrite is the additive ensur-
ing colour development. However, upon addition it acts as
a very reactive oxidant for myoglobin: it is reduced to NO
during chopping with an immediate grey discoloration of
the batter, due to (nitrosylated) metmyoglobin formation.
The rates of both this initial oxidation and the subsequent
reduction and denaturation to the red nitrosylated myochro-
mogen during ripening, as well as the stability to subse-
quent oxidation of the colour formed are determined by a
complex set of factors, including e.g. the amounts of nitrite
used, the rate of pH drop during fermentation, the use of
anti-oxidant additives and the anti-oxidant activities of the
meat and starter bacteria used. It would seem that for the
Northern ripening process the use of sodium ascorbate
(e.g. 600 ppm) with minimal amounts of sodium nitrite
(e.g. 150 ppm) is sufficient to obtain an acceptable colour
stability also reflected in a low redox potential (30) and
minimal lipid oxidation (75). These conditions are promoted
by the use of starter organisms with antioxidant activities
(catalase, superoxide dismutase and/or nitrate reductase
activities in Micrococcaceae) also contributing to flavour
development (76) and/or low hydrogen peroxide producing
activity (lactic acid bacteria). Net peroxide production is
low at lower rates of acidulation (4) and minimal oxida-
tion during sausage metabolism because of a low redox
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potential may be reflected in its high potential of oxygen
removal/ consumption (Torfs & Demeyer, in preparation).

c. Flavor
The simultaneous confrontation of the consumer with tex-
ture, taste and smell of the product during chewing creates
his impression of flavour. Aroma (smell, odour) deter-
mined by volatile compounds, is considered to be the
most important component because of the very high sen-
sitivity of the nasal receptors. It is often considered sepa-
rately from taste, determined by non-volatiles sensed by
the receptors predominatly situated on the tongue. One
should however be conscious of a “taste-olfaction integra-
tion” of senses (77) also apparent from the aroma
enhancement due to the glutamate-umami taste. Peptides
in fermented sausages may have a similar effect. In this
respect it may be significant that fermented sausages were
found to be better distinguished by taste than by odour for
the descriptor “dry-sausage” (78).

i. Volatile aroma compounds More than 200 chemical
compounds have been identified by gas chromatography
— mass spectrometry or gas chromatography-olfactometry
in volatiles present in the sausage “head space” or isolated
by steam distillation (5, 19). Not all compounds in such
“spectra” are of sensory relevance and the majority is
derived from spices and smoking (NP). A limited group of
compounds, thought to be responsible for the specific
“fermented sausage” flavour however, consists of:

● Compounds considered to be derived from car-
bohydrate metabolism represented by acetic,
propionic and butyric acids, acetaldehyde,
diacetyl and acetoin.

● Compounds considered to be derived from pro-
tein metabolism, mainly represented by branched
aldehydes and the corresponding acids and
alcohols.

● Compounds derived from lipid degradation,
mainly represented by methyl ketones, pro-
duced by microbial β-oxidation. Chemical
autooxidation of unsaturated fatty acids 
produces a whole range of volatile carbonyl
compounds, such as hexanal, contributing to
the rancid notes and as such important for the
overall flavour.

These compounds have been clearly associated with sen-
sory descriptors such as maturity and salami and their rel-
ative importance, as well as that of esters, is increased by
the Mediterranean low temperature and long time ripen-
ing process with use of Staphylococci as starter organisms
(79). Higher temperatures and the use of Pediococci as
lactic acid producing starters promote the production of
dairy related volatiles such as diacetyl and accelerate the
rate of pH drop, inhibiting Staphylococci (5).

ii. Non volatile taste compounds In contrast to MP, an
“acid” taste is often sought for in NP and is positively cor-
related with the contents of D-lactate and acetate (61, 80).
The extent of proteolysis, as reflected in the levels of low
molecular weight peptides and free amino acids is clearly
correlated with sensory analysis (14), specifically in rela-
tion to mould growth (10) and it is known that peptides
affect taste rather than aroma, as shown for raw ham (81).
Preliminar data (15) have associated small peptide (�500
D) and amino acid containing fractions isolated by gel
permeation chromatography with sensory descriptors
such as salami and bouillon, in analogy with the known
importance of such fractions for raw ham flavour (82).
Also, the non-protein nitrogen fraction will affect sausage
pH (59) and may thus affect liberation of aroma deter-
mining acid compounds during chewing (83). ATP
metabolites such as IMP and hypoxanthine contribute to
taste, whereas free higher fatty acids are generally consid-
ered of less importance (64).

The relative importance of the different flavour com-
pounds is determined by interactions between muscle and
microbial metabolism as well as chemical reactions. The
use of antibiotics and paucibacterial meat incubations has
clearly established that initial proteolytic changes mainly
involve myosin and actin degradation through the action
of cathepsin D like enzymes. The contribution of bacteria
in further endo- and, mainly, exoproteolytic changes
increases down to ammonia production, the end of the
proteolytic chain. Mediterranean, low temperature ripen-
ing, lowers rate of pH drop and thus, cathepsin D activity
and initial protein degradation, but further proteolysis is
not affected. Paucibacterial meat incubations demonstrate
free amino acid production by meat enzymes.

In similar experiments, it was clearly demonstrated
that endogenous lipases are by far the main responsible
enzymes for the liberation of free fatty acids during ripen-
ing, with preferential release of poly-unsaturated fatty acids,
both because of the more important phopholipase activity
on muscle membrane phospholipids and the specificity of
fat cell lipases. The importance of lipolysis for lipid oxi-
dation and thus, flavour, remains unclear but a promoting
effect is often assumed (15). Our laboratory has partici-
pated in studies on the impact of processing and of bacte-
ria on the production of volatiles important for flavor in
meat and meat products (6, 15, 84), using standardized
methodology and our results suggest that the major con-
tribution of bacteria to dry sausage ripening may be more
related to lowering of lipid oxidation than to amino acid
fermentation. Anyway, both amino acid fermentation and
anti-oxidant characteristics are probably more important
selection criteria for flavor enhancing starter bacteria than
their lipolytic and proteolytic properties. It is indeed now
generally accepted that initial proteolytic and lipolytic
changes during dry sausage ripening are brought about by
enzymatic activity of the raw materials, rather than from
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micro-organisms (10). It is known that such activity in
muscle shows considerable variation, related to anatomi-
cal location, gender, animal age and post-mortal rate of
pH drop (26, 27, 85) The effects of such metabolic vari-
ability on flavour development in relation to bacterial
activity should be further investigated.
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I. INTRODUCTION

Fermented milk products have been an important part 
of the diet for thousands of years. These products are
believed to have originated in the Middle East region as a
means of extending the shelf life of milk and over time
they have spread around the world. They now form an
important industry in most countries of the world (1) and
consumption in many countries is considerable (2), espe-
cially in Europe (Table 66.1). Scandinavian countries and
Russia are among the world’s largest consumers of fer-
mented milks (1).

In the early years the objective in fermented milks man-
ufacture was primarily that of production of acid (usually
lactic) to enable extended storage of milk in the absence
of refrigeration. Now, consistency in fermentation and
production of selected specific flavors along with a clean
acid flavor are the norm. With the proper selection and
propagation of cultures it is possible to produce numerous
types of cultured products with a wide range of flavor and
texture characteristics. In addition, these products offer
various functional and nutritional characteristics for ingre-
dient applications and therapeutic value for the maintenance
of proper intestinal microbial ecology. The therapeutic

properties of fermented milks have been recognized for
many years (3). Many of these properties are generally not
available in the original milk from which they are produced.
Fermented milk products have thus added much to the
diversity of the diet. While the commercial technology for
the production of these products has advanced significantly

TABLE 66.1
Consumption of Fermented Milks around the World,
1998 (Ref 2)

Per Capita Per Capita
Country (kg) Country (kg)

Netherlands 45.0 Czech Republic 10.0
Finland 38.8 Portugal 9.8 (1997)
Sweden 30.0 Hungary 9.4
Denmark 27.3 Poland 7.4
France 26.9 Slovakia 7.4
Iceland 25.3 USA 7.1 (1997)
Germany 25.0 Australia 6.4
Israel 24.8 Argentina 6.0
Norway 19.3 Canada 3.6
Bulgaria 15.6 Ukraine 3.4
Austria 14.7 South Africa 3.1
Spain 14.5 China 0.2
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in the realms of cultures, production techniques and pack-
aging, many types of cultured products are routinely pre-
pared on a small scale in the home because of the relative
ease of manufacture.

A selection of fermented milks from around the world
is listed in Table 66.2. A comprehensive list can be found
in the Encyclopedia of Fermented Fresh Milk Products (4)
and some are described elsewhere (5, 6). The primary
focus of this chapter is on the discussion of Acidophilus
milk, Kefir, and Koumiss.

II. ACIDOPHILUS MILK

Acidophilus milk is produced mainly by the fermentation
of milk with Lactobacillus acidophilus and it can have up
to 2% lactic acid (1). The manufacture of acidophilus milk
is outlined in Figure 66.1. With DNA-DNA homology stud-
ies, the acidophilus group of bacteria has been classified
in to six major species: Lactobacillus acidophilus (A1),
Lactobacillus crispatus (A2), Lactobacillus amylovarus
(A3), Lactobacillus gallinarum (A4), Lactobacillus gasseri
(B1), and Lactobacillus johnsonii (B2) (7). It is possible
therefore, that acidophilus milks manufactured prior to
this classification may have actually contained one or more
of the above species. Currently, Lactobacillus acidophilus
and Lactobacillus johnsonii are used in the manufacture
of fermented milks commercially.

Therapeutic properties of Lactobacillus acidophilus
have been recognized for long (8) and it is believed that
this organism is able to implant in the large intestine and
survive (9, 10). Consequently, acidophilus milk is found
in health food stores and is used as a therapeutic product.
A major characteristic that limits its consumption is poor
palatability owing to its extremely high acid content.
Furthermore, the sterilization treatment applied to the milk
also imparts a strong cooked flavor to the product. Most
strains of Lactobacillus acidophilus are not able to survive
the high acid conditions created by their growth in milk so
maintenance of high numbers in products is difficult.
Various alternative products have therefore been devel-
oped that have better flavor qualities but supposedly have

therapeutic properties similar to acidophilus milk because
of the presence of large population of Lactobacillus aci-
dophilus. Among these are sweet acidophilus milk (11), also
marketed as AB milk in the USA, BRA in Sweden (1),
Actimel (Dannon company), which contains Lactobacillus
casei, and LC1 of the Nestle company in Switzerland.
This product contains Lactobacillus johnsonii.

As implied by the name, some of these alternative liq-
uid products are not fermented, hence the term “sweet”.
Early versions of sweet acidophilus milk contained only
Lactobacillus acidophilus but now also include one or more
strains of bifidobacteria. The strain used for such milk
generally is Lactobacillus acidophilus NCFM, which is a
member of the Lactobacillus acidophilus A1 group (12).
The BRA milk of Sweden has viable bifidobacteria,
Lactobacillus acidophilus and Lactobacillus reuteri. 
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TABLE 66.2
Examples of Fermented Milks (Refs 1, 4)
Name Characteristics

Acidophilus milk Medium acid
Bulgarian buttermilk High acid
Cultured buttermilk Low acid
Kefir Acid and alcohol
Koumiss (Kumys) Acid and alcohol
Lassi Medium acid (with added salt or sugar)
Langfil Medium acid, ropy
Mala Medium acid with added fruits
Viili Medium acid, mold, ropy

Cool to 4°C and distribute rapidly

Cool quickly to 10°C and package 

Incubate at 38°C for 18 to 24 hours to
curd with >1% titratable acidity

Add 5% inoculum of Lactobacillus
acidophilus starter

Temper autoclaved milk to 38°C

Autoclaving: 120°C for 20 min

Standardization of milk to up to 2% fat
by centrifugal separation

FIGURE 66.1 The manufacture of acidophilus milk.

DK9848_C066.qxd  18/Oct/05  06:03 PM  Page 2



The latter produces an antibiotic (reuterin) that inhibits
the growth of undesirable bacteria in the intestinal tract. In 
the manufacture of these acidophilus beverages, concen-
trated cell masses of the above selected bacterial strains
are added to pasteurized, cooled, low fat milk, packaged
and stored at 4°C until consumed. The cell count of the
added bacteria is approximately 5 million per milliliter of
milk. There is no fermentation, hence no acid is produced
but the consumer ingests large amounts of live lactobacilli
and/or bifidobacteria cells that are subsequently implanted
in the intestinal tract. The shelf life of such milks is limited
to 2 weeks under refrigeration because of the presence of
live lactic acid producing bacteria. Extended storage
under refrigeration or exposure to higher temperatures
during storage will initiate the growth of the added cul-
tures and rapid production of acid, followed by curdling
of milk, which would be regarded by consumers as
spoilage even though the curdling is caused by lactic acid
bacteria.

In Finland a liquid product is manufactured by fer-
menting demineralized, lactose-hydrolyzed whey concen-
trates or concentrated whey with Lactobacillus strain GG
(1). This strain, named after Goldin and Gorbach, the sci-
entists who discovered the organism, is isolated from the
human intestinal tract and is believed to possess therapeu-
tic properties especially those pertaining to gastrointestinal
disorders. This product is produced with or without any
added fruit flavors and has a pleasant acid flavor.

III. KEFIR

Kefir has a long history in Russia, where it originated, but
is now manufactured and consumed in several other parts
of the world as well (1, 13), though the per capita con-
sumption remains high in Russia at 4 to 5 kilograms. The
name kefir is derived from the Turkish term kef or from
kefy in the Caucasus region implying pleasant taste (4).
Kefir is a viscous pourable liquid, with a smooth, slightly
foamy body and whitish color. It is yeasty, acidic, mildly
alcoholic, refreshing and slightly effervescent. Kefir is
generally made from cows’ milk but in the early years it
was also made from goats’ and sheeps’ milk in leather
sacks. It perhaps still is in some rural areas. Industrial
manufacture of kefir began in Russia in 1930 (14).

Like many other milk products, Kefir ranges in fat
content from nonfat to 3.5% but it is in many ways a
unique product in that it entails acid and alcohol fermen-
tation. Alcohol fermentation is the result of the addition of
yeasts in the form of kefir grains. Because of the multiple
fermentation process, the resulting product possesses fla-
vor that is characterized by a balance of lactic acid (0.8%),
diacetyl, acetaldehyde, and ethanol (1%). Diacetyl and
acetaldehyde in a 3:1 ratio provide optimum flavor. The
complex flavor is rounded out by fizz from carbon diox-
ide that is also produced during fermentation.

Kefir is manufactured using one of two main proce-
dures. In the traditional process, kefir grains are employed
for fermentation. Another method involves the use of
lyophilized concentrates of cultures. In the latter method,
kefir grains are not used.

A. MANUFACTURE OF KEFIR WITH GRAINS

Kefir may be manufactured with grains in one of two
ways (1). In the traditional system, Kefir grains are added
to cows’ milk that has been heated to 85°C for 30 min and
cooled to 22°C. Incubation is for 24 hours at 22°C with
occasional stirring. The grains are sieved when they rise to
the surface due to carbon dioxide production and ripening
for alcohol production continues at 10 to 15°C for 24
hours.

In another process a kefir starter is first obtained from
the grains for fermentation. Here, freeze dried kefir grains
are rehydrated in a sterilized 0.9% sodium chloride solu-
tion at 20°C for 5 hours. The grains are then washed with
sterile water and added in a 1:30 ratio to skim milk that
has been heated to 95°C for 30 min and cooled to 25°C.
After incubation for a day the grains are sieved and the
process of fermentation in skim milk is repeated two more
times. After the final fermentation, the grains are sieved
and the skim milk without the grains is then added as the
kefir culture at the rate of 5% to milk that has been heated
to 85°C for 30 min and adjusted to 22°C. Fermentation
ensues for 12 hours (pH 4.5 to 4.6) followed by ripening
for 1 to 3 days at 8 to 10°C. During ripening yeast fer-
mentation occurs.

The ratio of kefir grains to milk affects the microflora
of the starter. If a relatively large proportion of grains are
added to milk (e.g., ratio of 1:10), the proportion of lacto-
cocci and yeasts is lower than when the proportion is
smaller (1:30 to 1:50) because of the rapid accumulation
of lactic acid. The optimum development of all groups of
organisms in the grains takes place at a ratio of 1:50 (14).

B. MANUFACTURE OF KEFIR FROM

CONCENTRATED CULTURE

Kefir may also be produced with a concentrated culture
that is prepared from isolates obtained from kefir grains
(1, 15). In the actual manufacturing process, no grains are
used, as the organisms have already been isolated as a
concentrated culture. This culture consists of 75% homofer-
mentative lactococci, 24% citric acid fermenting lacto-
cocci, 0.5% lactobacilli, and 0.1% Candida kefir yeasts. A
bulk starter made from this concentrated culture is added
to heated milk (94°C, 5 min, cooled to 22°C) at the rate of
1%. Incubation is for 18 to 22 hours until pH is 4.5 to 4.6.

C. KEFIR GRAINS

Kefir grains are the most important components of kefir
manufacture (Figure 66.2). The concept of kefir grains is
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believed to have originated in the accidental discovery of
kefir many hundreds of years ago in the Caucasus region.
These grains vary in size from a wheat grain to the size of
a walnut. They are of whitish to yellowish color and gelat-
inous and irregular in shape and with a rough surface. The
dominant microflora of kefir grains are listed in Table 66.3
and consist of mesophilic, homofermentative and hetero-
fermentative lactococci, heterofermentative lactobacilli,
lactose fermenting and lactose non-fermenting yeasts, and
acetic acid bacteria. The microbial ecology within the
grains depends on the origin and method of cultivation of
the grains (4, 16, 17, 18). In one study 120 strains of lac-
tobacilli were isolated from kefir grains. The most pre-
dominant was Lactobacillus kefirogranum (19). These
groups of bacteria when purified do not grow at all or
grow very slowly in milk. In fact it has been demonstrated
that manufacture of good quality kefir by using isolated

bacteria is difficult (20). Thus, the symbiosis within kefir
grains is critical in optimal growth for kefir production.
Koroleva has described such symbiosis (14), i.e., proteol-
ysis and vitamin production by yeasts and acetic acid bac-
teria stimulates lactic acid bacteria, which in turn utilize
lactose to promote growth of lactose non-fermenting
yeasts. The metabolites of growth of lactic acid bacteria
also check the growth and alcohol production by yeasts.

Newer strains from kefir grains such as Lactobacillus
kefiranofaciens (21) and Saccharomyces turicensis (22)
have been isolated. It is conceivable that as new micro-
biological techniques become available, newer strains will
be identified and the microbial ecology of kefir grains will
be better understood.

Kefir grains may be contaminated with coliforms,
bacilli, micrococci, and mold, which will rapidly spoil the
product manufactured with such grains. According to
Koroleva, a good quality kefir culture prepared in skim
milk should contain 108 to 109 lactococci, 107 to 108 leu-
conostocs, 105 thermophilic lactobacilli, 102 to 103

mesophilic lactobacilli, 105 to 106 yeasts and 105 to 106

acetic acid bacteria per milliliter (23).
Kefir grains consist of approximately 24% polysac-

charide called kefiran, which consists of glucose and
galactose in equal proportion and is not easily attacked by
enzymes. Various lactobacilli such as Lactobacillus kefi-
ranofaciens (24) and others (25, 26) that are present in the
grains produce these polysaccharides. The polysaccharide
content of kefir is approximately 0.2 to 0.7% and provides
a slightly ropy texture to the final product.

Kefir grains are an excellent example of the coexistence
of yeasts and bacteria. When kefir grains are soaked in
milk, they swell and turn white and fermentation proceeds.
During this process the grains also increase in number,
possibly by splitting into smaller ones. Viable microbes
from the grains are also shed into the milk during this
process. The grains can be propagated and recovered in
this manner and used in subsequent kefir production but 
it has not been possible to synthesize kefir grains.

Newly purchased kefir grains become fully active
after two or three propagations (1). Kefir grains when left
wet have a limited shelf life. When stored at 4°C they lose
activity within 8 to 10 days if not used. Dried grains are
active for 12 to 18 months of storage. Kefir grains if prop-
erly used and maintained can be reused many times. Grains
that are recovered in a strainer should be washed with
sterile water and can be stored wet in cold sterile water for
reuse within a few days. Excessive washing can alter the
microflora of the grains and hence the quality of the final
product. They can be dried at room temperature for 36 to
48 hours and stored in a cool and dry place until reused (1)
or be maintained in frozen state (�20°C) for extended
storage (27).

In place of kefir grains freeze-dried kefir microflora
have been suggested for kefir manufacture for uniformity
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FIGURE 66.2 Kefir grains. Courtesy F. V. Kosikowski LLC.

TABLE 66.3
The Microflora of Kefir Grains

Species

Yeasts Candida kefir 
Candida pseudotropicalis
Kluyveromyces marxianus subsp. marxianus
Saccharomyces kefir
Saccharomyces turicensis
Torula spp.
Other Yeasts

Bacteria Acetobacter aceti
Lactobacillus casei
Lactobacillus helveticus
Lactobacillus kefir
Lactobacillus kefirogranum
Lactobacillus kefironafaciens
Lactococcus lactis subsp. lactis
Leuconostoc mesenteroides subsp. dextranicum
Leuconostoc mesenteroides subsp. cremoris
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in quality (15). This was accomplished by cultivating kefir
bacteria and yeast isolated from grains under controlled
pH and incubation conditions. Bacterial concentrates
obtained by centrifugation were freeze-dried with protec-
tive agents with survival rates of up to 70%. Including
20% sucrose and starch solutions enhanced survival rates
of yeasts during freeze-drying.

D. APPLICATION OF NEW TECHNOLOGIES

Kefir has gained popularity in many parts of the world
outside its location of origin because of its refreshing taste
and potential therapeutic value. The product has therefore
continued to evolve and manufacturing procedures have
been modified to produce products that meet consumer pref-
erences and also improve the efficiency of manufacture.

Acid and alcohol fermentation can continue in fin-
ished kefir during storage because of the relatively high
residual lactose content and the presence of yeasts. The
result of this is extremely strong and undesirable products.
Methods have been developed to control such post-
production fermentation. In one such method (28), kefir is
manufactured with selected lactic acid bacteria and
yeasts. The selected lactic acid bacteria, which include
Streptococcus fecalis, Lactobacillus casei, Lactobacillus
lactis, Lactobacillus fermenti, and Lactobacillus yogurtii,
are able to hydrolyze galactose and prevent the build up 
of galactose. Yeasts strains that do not hydrolyze lactose
and galactose are used, e.g., Saccharomyces bisporus,
Saccharomyces mellis, etc. Calculated amounts of sugars
fermented by these yeasts such as glucose and fructose are
added such that all sugar is utilized by the time the
required amount of alcohol has been produced. During
storage therefore, there is no more alcohol production.

Kefir with enhanced nutritional value may be pro-
duced by the application of ultrafiltration (29). In this
process, milk is ultrafiltered to raise the solids content by
0.5 to 4%. This increases the protein content and reduces
the lactose content of the milk and hence kefir. After high
heat treatment, this milk is fermented to a pH of 4.5 to 4.7
and packaged. This product is especially designed for
patients who rely heavily on kefir for therapeutic purposes
but do not have other significant sources of protein. It has
been recommended that for manufacturing kefir, skim
milk should be ultrafiltered to no more than 1.8 fold in
order to retain optimum texture quality (30). The applica-
tion of ultrafiltration to increase the protein content by 0.2
to 0.3% is also useful for improving the consistency of
low fat kefir (31).

Kefir products with added value have also been devel-
oped such as kefir fortified with a patented colostrum
product for enhancing the immune system (32). Kefir
products with prebiotics such as fructooligosaccharides
(33) and probiotics such as bifidobacteria (34) have also
been developed.

IV. KOUMISS (KUMYS)

Koumiss is a frothy beverage with greyish-white color, a
refreshing taste and characteristic aroma (1). The name
Koumiss is derived from the Kumanes tribe of the central
Asian steppes, where it is believed to have originated many
hundreds of years ago and was a common drink of the
Tartar and Mongol tribes. Traditionally, this product was
obtained by fermentation in a vessel made of horse-skin
(35) but now it is made on a large scale in some parts of
the world from mares’ milk. It is an important product of
Russia and Mongolia, where horses have been maintained
especially for the production of this product. A distinctive
feature of koumiss is that it, like kefir, is also produced by
acid-alcohol fermentation. Koumiss is regarded as a prod-
uct of high therapeutic value and a thirst-quenching bev-
erage of high nutritional value in Russia.

Vladimir, Soviet and Russian heavy draft horse breeds
are used for koumiss production in Russia and they yield
10 to 20 liters of milk per day (36). Milking occurs every
2 to 3 hours because of a low milk-holding capacity of the
udder (37). Mares’ milk resembles human milk more than
it does cow-milk. On average, it has 1.9% fat, 1.3% casein,
1.2% whey proteins, 6.2% lactose and 0.5% ash (38),
which gives it a lower viscosity than cows’ milk. There is
no visible curd when the milk is set and there is no whey-
ing off. Protein characterization studies of mares’ milk
have shown that the isoelectric point of casein is 4.2 com-
pared to 4.6 for cows’ milk (39).

While Koumiss is traditionally made from mares’
milk, limited availability of such milk has led to the devel-
opment of procedures for its manufacture from cows’ milk
as well. There is however, a concerted effort in Russia to
increase the production of mares’ milk for koumiss pro-
duction via improvements in horse breeding and manage-
ment techniques (40, 41, 42).

There are several types of Koumiss available depend-
ing on the amount of acid and alcohol (Table 66.4). The
manufacture of Koumiss therefore requires controlled lac-
tic acid using Lactobacillus delbrueckii subsp. bulgaricus
and alcohol fermentation using yeasts such as Torula spp.
and others. In addition to acid and alcohol, carbon dioxide
is also produced to impart fizziness to the final product.

Various regional products similar to koumiss are also
made in central Asia on a relatively small scale. Examples
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TABLE 66.4
Types of Koumiss

Lactic Acid Alcohol
% %

Weak 0.7 1.0
Ordinary 1.1 1.8
Strong 1.8 2.5
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include Chal, which is manufactured from camels’ milk,
Kuban and Kurunga (4).

A. MANUFACTURE OF KOUMISS

1. Mares’ Milk

Koumiss can be manufactured using a previous batch as
bulk starter or by preparing a bulk culture from pure
strains. For preparing a bulk starter, yeast and lactic cul-
tures are propagated separately (1). Two liters of nonfat
cows’ milk that has been heated to 70°C for 30 min and
cooled to 30°C is inoculated with Torula spp. yeast.
Incubation is for 15 hours at 30°C. A liter of similarly
treated milk is inoculated with a lactic culture (Lactobacillus
delbrueckii subsp. bulgaricus) and incubated at 37°C for
7 hours. The two separately fermented milks are mixed with
a liter of mares’ milk and incubated at 28°C. Additional
mares’ milk is added until about day four when the acid-
ity is 1.4%. This mixture is then used as bulk starter for
the production of koumiss as outlined in Figure 66.3.
Aeration during incubation is important to allow the
yeasts to grow. The three categories of acid-alcohol in
koumiss cited in Table 66.4 can be achieved by adopting
short or long ripening periods as follows: 1 day for weak,
2 days for ordinary, and 3 days for strong. Obviously,
koumiss should be consumed quickly after production, as

acid and alcohol production may continue during storage
and the product will become stronger.

2. Cows’ Milk

Koumiss that is similar in sensory and therapeutic quali-
ties to mares’ milk can be manufactured from cows’ milk
if appropriate adjustments are made for composition (43).
As stated above, mares’ milk has a significantly lower
protein content and higher lactose content than cows’ milk
and the proportion of whey proteins is higher relative to
casein in mares’ milk. In one procedure utilizing cows’
milk (1), 2.5% beet sugar is added to skim milk and pas-
teurized and a 10% culture consisting of Lactobacillus
delbrueckii subsp. bulgaricus, Lactobacillus acidophilus,
and Saccharomyces lactis is added. The mixture is incu-
bated at 27°C until curd forms and acidity is 0.8%. It is
then held at 17°C with aeration via stirring until acidity is
0.9%. Aeration permits the growth of yeasts. The product
is then packaged and ripened for a further 2 hours at 17°C
before cooling to a storage temperature of 4°C.

In another procedure (23), cows’ milk is first stan-
dardized as follows: 34.6 parts whole milk, 0.8 parts skim
milk and 64.6 parts of cheese whey are mixed. Starter sim-
ilar to the one described above for cows’ milk is added to
the mixture at the rate of 20%. Ascorbic acid is also added
at the rate of 0.2 grams per kilogram. Standardization
lowers the casein content, and raises the whey protein and
lactose contents. Ascorbic acid is added as a supplement
to match the vitamin C content of mares’ milk. The mixture
is incubated at 28 to 30°C for 3 to 4 hours under continu-
ous stirring. When the titratable acidity is approximately
0.7%, it is cooled to 16 to 18°C and stirred for 1 to 2
hours. The product is then packaged and ripened at 6 to
8°C for 1 to 3 days.

A Swiss process (44) employs the ultrafiltration of
whey prior to standardization of cows’ milk to simulate the
composition of mares’ milk. The lactose in the mix is partly
hydrolyzed by beta-galactosidase to improve yeast fermen-
tation. The sensory quality and composition of the result-
ing koumiss were similar to that made from mares’ milk.

3. Starters

In the early years, koumiss from a previous batch was
used as starter but purified starters have since become
available (14). Such purified starters may be in the form
of concentrates and include Lactobacillus bulgaricus and
Saccharomyces lactis (45). The microflora of commercial
koumiss is a reflection of the microflora of the starter.
Various strains of lactic acid bacteria and yeasts have been
isolated from commercial koumiss. One study, for exam-
ple, isolated 43 strains of lactic acid bacteria and 20
strains of lactose-fermenting yeasts (46) and another iso-
lated 417 yeast cultures from 94 samples of koumiss (47).
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Cool quickly to 4°C

Incubate at 20°C for 2 hours
at 20°C

Package koumiss warm

Incubate at 28°C – stir for 30 to 60
min and then intermittently for up to

 4 hours of total incubation

Add 30% bulk starter or koumiss
from a previous batch

Pasteurized mares milk is
adjusted to 28°C

FIGURE 66.3 Manufacture of Koumiss from mares milk.

DK9848_C066.qxd  18/Oct/05  06:03 PM  Page 6



Lactose-fermenting as well as lactose non-fermenting
yeasts were isolated (Table 66.5).

V. THERAPEUTIC PROPERTIES OF LIQUID
FERMENTED MILK PRODUCTS

The medicinal value of liquid fermented milk products
has been suggested for hundreds of years and various
studies have implied that individuals for whom fermented
milks such as acidophilus milk, Bulgarian buttermilk and
kefir is a part of the diet as in some parts of Russia, live
long lives (1). This value goes beyond the accepted high
nutritional quality of unfermented milk. The fermentation
process apparently adds therapeutic qualities to milk that
are not found in the original milk. These properties are
imparted by the cultures used that have the ability to sur-
vive product manufacturing and storage procedures and
the harsh environment in the gastric system and establish
themselves in the intestinal tract. Through their activities
in this environment they are able to perform functions that
are of benefit to the consumer. Also, some metabolic
products of their growth during the fermentation process
add therapeutic value to the finished fermented product.
For example, a pasteurized Japanese product (Ameal S) is
produced by the fermentation of a milk-based medium
with Saccharomyces cereviseae and Lactobacillus helveti-
cus. The fermentation process produces two tripeptides,
valine-proline-proline, and isoleucine-proline-proline,
which have the ability to reduce blood pressure. In this
product live bacteria do not exist and are not important but
the products of their growth are (48).

Much has been written about studies on the therapeu-
tic value of fermented milks involving in vitro, animal and
human studies. Various benefits have been suggested
including the reduction in risk of gastrointestinal illnesses
such as diarrhea, lactose digestion, enhancement of 
the immune function, decreasing Helicobacter pylori
infection, reduction of cholesterol and certain allergies,

anticarcinogenic action, etc (49, 50). As a result of this,
commercial fermented milks with health claims have been
developed in some countries and in Japan the Ministry for
Welfare developed FOSHU (Foods for specified health
use) regulations in 1993 for such products (51).

Lactobacilli such as the types used in the manufacture
of some liquid fermented milks described above have been
linked to various therapeutic properties (12). Lactobacillus
acidophilus, casei and reuteri are believed to control the
growth of undesirable microorganisms such as Escherichia
coli and Salmonella in the intestinal tract (50). A large
amount of acid produced by these organisms is one method
of such control, as is competitive exclusion, but these bac-
teria are also able to produce bacteriocins that are antago-
nistic against undesirable organisms. Lactobacillus
acidophilus LB (52), Lactobacillus johnsonii LA1 and
Lactobacillus casei YIT9209 (53) produce antimicrobial
substances against Helicobacter pylori, which is a human
gastric pathogen. The antibiotic reuterin produced by
Lactobacillus reuteri is effective against a wide range of
organisms including pathogens (50). Control of undesirable
microorganisms that produce carcinogenic metabolites in
the intestines may also result in anticarcinogenic effects
by limiting the production of such metabolites (50).

Some lactic acid bacteria have been shown to stimu-
late immune functions by activating macrophages, increas-
ing the levels of cytokines, and increasing immunoglobulin
levels (especially those of IgA). Organisms identified in
such functions include Lactobacillus johnsonii LA1,
Lactobacillus GG, and Lactobacillus casei Shirota, among
others (48).

The improvement of lactose digestion, for which
Lactobacillus acidophilus has particularly been identified,
is useful for individuals who are not able to digest lactose.
Lactobacillus acidophilus, unlike yogurt bacteria, is able
to survive and grow in the intestinal tract. Here the
increased permeability of the bacterial cells allows for 
the permeation of lactose and subsequent hydrolysis by
beta-galactosidase (50).

A reduction in serum cholesterol has also been linked
to certain lactobacilli, including acidophilus, johnsonii
and casei (50, 54). This activity is believed to occur by the
assimilation of cholesterol or via deconjugation of bile acids
in the small intestine and subsequent excretion from the
body. Bile acids are precursors for cholesterol; hence their
removal from the body helps in reduction of cholesterol.

The therapeutic properties of traditional kefir have
been identified as an increase in the excretion of urea and
some nitrogen metabolism products (14) and the treatment
of atherosclerosis, allergic disease, and gastrointestinal dis-
orders (55). The polysaccharides are able to decrease the
cholesterol content of blood and bind toxins. Anti-cancer
effects of kefir have also been suggested (14). The inclu-
sion of pre- and probiotics, as stated earlier, and colostrum
products has expanded the therapeutic value of kefir.

Fermented Liquid Milk Products 66-7

TABLE 66.5
Microflora of Koumiss (Refs 14, 46, 47)

Species

Yeasts Candida kefir 
Candida buensis
Kluyveromyces marxianus subsp. lactis
Saccharomyces unisporus
Saccharomyces cartilaginosus
Other yeasts

Bacteria Lactobacillus causasicum
Lactobacillus curvata
Lactobacillus delbrueckii subsp. bulgaricus
Lactobacillus paracasei subsp. paracasei
Lactobacillus paracasei subsp. tolerans
Lactobacillus rhamnosus
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Koumiss made from mares’ milk has been used widely
in Russia for many years for the treatment of tuberculosis
(56, 57), and chronic enteritis and gastrointestinal disor-
ders (58). The first hospital specializing in koumiss therapy
was established in 1858 in Samara, Russia. The intestinal
microflora is apparently normalized with koumiss therapy
and partly because of the intense yeast fermentation, the
vitamin B12 absorption and levels in blood are raised
(59). The dose for adults is 1.5 liters per day and 0.4 to 0.8
liters for children (1). Koumiss is readily digested and
assimilated because of its lower casein content and a larger
proportion of peptones and free fatty acids that are gener-
ated during fermentation.

Many of these therapeutic properties of fermented
milks are strain specific, i.e., not all strains have all of the
above characteristics. In the manufacture of fermented
milk, therefore, it is important to use specific strains if
health claims are made (60, 61, 62).
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I. SEMI-SOLID CULTURED DAIRY
PRODUCTS

A. INTRODUCTION

Fermented semi-solid dairy foods have a long history of
consumption worldwide. This category of dairy foods that
include yogurt, sour cream, fromage frais and many vari-
ations continue to show increased sale because of their

healthful reputation and convenience. The $2.9 billion
yogurt industry saw a 10.5% increase in sales from 1999 to
2000 (1). Within the yogurt category, new product entries
are continually appearing in marketplaces that promote
probiotic-enhanced benefits. Innovative packaging concepts
that target convenience and fun also drive the market surge.

Classification of fermented semi-solid dairy products
is difficult because of the wide variety of products that can
be manufactured. Traditional dairy products such as
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cheese varieties have been classified based on moisture
content (2). Although widely used, this system suffers a
serious drawback in that dairy products with different
characteristics and manufacturing protocols are grouped
together. In other attempts products are classified based
on similarities that exist, such as starting ingredients, the
type of fermentation and rheology (3). However, it is
important to define rheology, which is the mathematics of
a set of behaviors rather than as a set of materials (4).
Rheology of a product is related to the flow of fluids and
the deformation of matter. Texture is defined as the ten-
dency to resist flow, and is often used interchangeably
with rheology. Typically, texture relates to solid foods and
viscosity relates to fluid products. Many foods can exhibit
characteristics of both solids and liquids (5). Fluid milk and
cream are considered liquids and hard cheeses are classified
as solids. Semi-solid fermented dairy foods show an inter-
mediate behavior, with properties of both solids and liquids,
and can be defined as viscoelastic (6). As viscoelasticity
characteristics are very dependent on the protein network
structure formed by casein micelles (6), a great deal of
research has focused on processing parameters that optimize
a network structure that favors good rheological properties
and desired firmness without syneresis.

In this chapter, yogurt, fromage frais and sour cream
are considered semi-solid fermented dairy products based
on the consensus in the literature. Typical manufacturing
protocols for these products require raw milk selection,
milk pretreatments, ingredient blending and standardiza-
tion, heat processing, starter addition and other technolog-
ical procedures to produce satisfactory products with
desired body, texture, flavour and organoleptic and rheo-
logical properties. Keeping these aspects in mind, princi-
ples and applications of fermented milk manufacture are
discussed under two sections, Section I involving selection
of raw milk, milk pretreatments, ingredient addition, heat
processing, role of lactic starter system, gel formation
during fermentation and proactive phage control program.
Section II is devoted to probiotics in semi-solid dairy foods
covering health issues, probiotic cultures and product
development and production of probiotic dairy foods.

B. SELECTION OF RAW MILK

As the old saying goes — there is no substitute for good
quality raw milk. This is also true for milk destined for
fermented milk manufacture. Quality criteria for raw milk
should be based on compositional quality of milk, micro-
bial count, somatic cell count, freedom from inhibitory sub-
stances and reception temperature (7). In the U.S., grade A
milk is required for fermented milk manufacture. Such milk
has a standard plate count of less than 100,000 cfu/ml and
a storage temperature not exceeding 7°C (within 2 hr of
milking). Somatic cells are indicators of udder health and
individual states have set the limits for acceptable somatic

cell count (8). Generally somatic cell counts above
750,000/ml are not acceptable. A high somatic cell count
is indicative of mastitis conditions; and milk may also be
abnormal in composition. Leucocytes in milk may cause
inhibition of lactic starters by phagocytosis and abnormal
composition can influence other technological parameters
affecting quality of resultant fermented milks.

Good quality raw milk is free from all kinds of
inhibitory substances including residual antibiotics, traces of
detergents, sanitizers or insecticides. Mastitis treatment of
cows involves application of various antibiotics, and milk
from treated cows may occasionally contain residual antibi-
otics if it is not withheld for the recommended period. The
resulting low-level contamination may be sufficient to
inhibit starter microorganisms (9); for example, penicillin at
0.01 IU/ml of milk will inhibit thermophilic starters. Apart
from the possibility of partial or complete inhibition of
starter bacteria due to antibiotic action, antibiotic testing is
also mandatory for consumer safety reasons due to potential
allergic reactions in sensitive individuals (10). High levels of
residual detergents and sanitizers can inhibit starter bacteria.
Under good sanitation practices, the amount of residual san-
itizers that might enter into milk from milk contact surfaces
is not sufficient to cause culture inhibition except when the
sanitizer solution is not completely drained from tanks or
trucks (11). Quaternary ammonium compounds (QAC)
present a potential problem due to their residual activity, and
lactic-acid bacteria are sensitive to low concentrations of
QAC. For example, Lactococus strains are inhibited at
10 µg/mL level of QAC (12) and thermophilic cultures are
inhibited at 0.5 to 2 µg/mL of QAC (13).

C. MILK PRETREATMENTS

Commonly employed pretreatments in the fermented 
milk manufacture include filtration, clarification and 
homogenization.

1. Filtration

Filtration is carried out by pumping milk through specially
woven cloth. This results in the removal of extraneous mat-
ter. Filtration of the recombined dairy powders is also help-
ful in the removal of undissolved or scorched particles
from base mix. This may be further helpful in minimizing
wear and tear to the homogenizer orifice and minimizing
the deposition of milk solids on the heat exchanger plates.

2. Clarification

Clarification refers to the process of centrifugal separation
carried out in a specially designed separator, called a clar-
ifier. This process removes extraneous matter such as straw,
hay and large clumps of bacteria and thereby improves the
aesthetic quality of fermented milks. A specially designed
centrifuge can be used to carry out bactofugation. This
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process can reduce bacterial load by about 80–90%. It is
especially effective for removal of spores and leucocytes
from milk (�98%).

3. Homogenization

Homogenization is a process of attaining homogeneous
emulsions. This is achieved by passing the milk under high
pressure through a small orifice; the shearing effect
reduces the average diameter of the milk fat globules to less
than 2 µm. As a result, globules are less inclined to coalesce
into large units and do not rise to form a cream line.

Homogenization is an important processing step in
order to improve consistency and viscosity of yogurt due
to incorporation of the finely divided fat globules within
the coagulum structure. Further, coagulum stability also
improves due to adsorption of casein micelles onto fat
globules. The increased number of small fat globules tends
to enhance the ability of the milk to reflect light, and as a
result the fermented milk appears whiter.

Use of unhomogenized milk leads to fat accumulation
on top of the packaged product which is disliked by most
customers except in products where cream line is specifi-
cally required, e.g., crusty yogurt in Greece.

Milk processing for fermented milk manufacture typi-
cally employs homogenization pressure in the range of
10–20 MPa at 50–70°C temperature. Homogenization pre-
ceding heat processing is preferable to avoid risk of con-
tamination after heat processing.

D. INGREDIENT ADDITION AND BLENDING

Optional ingredients can be added to base mix to improve
viscosity and to minimize syneresis in fermented milk prod-
ucts. Additionally, with the development of low-fat dairy
products, stabilizers are often added to improve mouthfeel
and to reduce calories (14).

1. Stabilizers

Stabilizers serve two basic functions when added to semi-
solid fermented dairy foods. Good stabilizer systems will
have the ability to bind water, react with milk proteins to
increase their level of hydration, and stabilize protein
molecules into a network that prevents the movement of
water. Gelatin and hydrocolloids such as guar gum,
pectin, carageenan and pre-gelatinized starch are the most
common stabilizers (15). A stabilizer is added as a single
component or as a blend. Blends of stabilizers have the
benefit of overcoming a limiting property of a single sta-
bilizer. It is important to balance the desired level of sta-
bilizer with undesirable flavor changes the stabilizer may
impart. The stabilizer concentration will vary widely
depending on the type of system chosen. Processing con-
ditions may need to be considered when choosing the sta-
bilizer system.

2. Sweeteners

Products are typically sweetened by sucrose, honey, high
fructose corn syrup (HFCS), and aspartame. Some manu-
facturers use apple and pear concentrates when a healthier
image is desired (15).

3. Fruits, Colorants, and Flavorings

Addition of fruit, colorants and flavorings are also com-
mon in fermented semi-solid dairy products and are typi-
cally added following fermentation. Typically, heat-treated
purees that range from 30–50° Brix are used. Because 
fruit is commonly added after the dairy product is heat
treated, the microbiological quality is critical to the safety
and shelf life of the product. In set yogurts, a layer of
gelled or pureed fruit is placed into the container prior to
addition of cultured milk (14).

4. Other Ingredients

Recently, other less common ingredients are making their
way into fermented dairy products. Addition of vitamins
and minerals has become a method for increasing nutri-
tional value. Adding calcium to the fermented milk base
has been difficult due to solubility and bioavailability
issues. Recent patents for methods of increasing calcium
in fermented dairy products focus on technology that
overcomes the low solubility of calcium salts in milk (16).

5. Prebiotics

Prebiotics are defined as “non-digestible food that benefi-
cially affects the host by selectively stimulating the
growth or activity of one or a limited number of bacteria
in the colon” (17). Prebiotics, such as oligosaccharides,
are therefore used to maximize the effectiveness of probi-
otic microorganisms. Based on their chemical structure,
some oligosaccharides are resistant to digestive enzymes
and are bioavailable to bifidobacterium in the large intes-
tine as a carbon and energy source (18). Research suggests
that fructo-oligosaccharides, lactose derivatives, galacto-
oligosaccharides, and soybean oligosaccharides have
commercial significance as prebiotic ingredients (19).
Addition of the prebiotic fructo-oligosaccharide and
galacto-oligosaccharide in combination with bifidobac-
terium in yogurt has been shown to increase the intestinal
probiotic level by two log cycles. The current trend in
yogurts marketed in Australia, Europe and Japan is to con-
tain a prebiotic component (18).

E. HEAT PROCESSING

Pasteurization of milk is a legal requirement in the United
States for manufacture of fresh cultured products (CFR
Title 21, part 133:1995). Heat treatments typically
employed for selected fermented milk products are
depicted in Table 67.1.
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The most important impact of heat processing is
microbiological. Due to heat treatment, most vegetative
bacteria, yeast, molds and pathogens are destroyed (�5 log
cycle reduction is required). This has a strong impact on
safety and quality of the resultant product. Surviving spores
are unlikely to cause problems, as bacillus and clostridium
endospores do not germinate at the pH of most fermented
milks, i.e., pH � 4.5 (20). Heat-stable enzymes are
reported to not pose a significant problem in semi-solid
fermented milk products (21) with the exception of prod-
ucts like sour cream that may be critical for lipolytic or
proteolytic spoilage. With regard to starter culture, reduced
competition between surviving flora and starter organisms
is beneficial for the growth of the latter. Due to high heat
processing employed for milk destined for fermented milk
preparation, germicidal activity of milk is destroyed along
with natural inhibitors of milk making conditions more
suitable for starter growth. Severe heat treatment denatures
whey proteins in milk and α-lactalbumin and β-lactoglob-
ulin become attached to casein micelles, especially k-
casein. This leads to increased viscosity and enhanced
water-binding capacity of coagulum (22).

F. ROLE OF LACTIC STARTER SYSTEM

In the limited context of fermented milks discussed in this
chapter, starter culture systems can be defined as safe,
pure, actively growing, selected lactic acid bacteria that
bring about desirable changes to produce a satisfactory
fermented product.

Typical starter microflora, inoculation rates, incuba-
tion temperature and incubation periods employed in fer-
mented milk manufacture are summarized in Table 67.2.
Typical starter flora for yogurt include: Streptococcus
thermophilus (ST) and Lactobacillus delbrueckii ssp. bul-
garicus (LB). In the United States, the National Yogurt
Association recommends the level of at least 10 million
live yogurt bacteria per g at the time of consumption if
manufacturers wish to display the “Live and Active
Cultures” symbol on yogurt packages (23).

The relationship between ST and LB is best described
as that of protocooperation and antibiosis (24) as the 

former is stimulated by free amino acids and peptides pro-
duced by LB (25). In turn, LB is stimulated by formic
acid, pyruvic acid and carbon dioxide produced by ST at
low oxygen concentration (26). As a result, acid produc-
tion is significantly enhanced in mixed cultures compared
to ST and LB grown individually, and yogurt gel tends to
set faster. The unique relationship between the two starter
organisms also makes yogurt flavour unique compared 
to other dairy products. Unique flavouring compounds in
yogurt include acetaldehyde (optimum flavour and aroma
at 23 to 41 ppm), acetone and butanone (contributed from
milk), diacetyl, and acetoin (27). Presence of diacetyl
(0.5 ppm) contributes to delicate and full flavor and
aroma. Acetaldehyde production is mainly attributed to
LB. However, in association with ST, acetaldehyde pro-
duction is considerably enhanced as compared to LB
alone (28).

Typical starter flora of sour cream or cultured cream
includes: Lactococcus lactis ssp. lactis (LL) and/or
Lactococcus lactis ssp. cremoris (LC), Lactococcus lactis
ssp. lactis biovar. diacetylactis (LD), Leuconostoc mesen-
teroides ssp. cremoris (LeuC). The main sensory attrib-
utes of cultured cream are sour taste (lactic acid), buttery
aroma (due to diacetyl) and nutty flavor. Starter flora in
sour cream exhibit positive (mutually beneficial) associa-
tion. LD and LC can ferment citrate under aerobic condi-
tions to produce diacetyl. Acetaldehyde in cultured cream
is not desirable because it imparts “green” flavor. In such
cases inclusion of LeuC in the starter system is advanta-
geous as it scavenges acetaldehyde produced by lacto-
cocci. Conversely, Leuconostocs that lack proteolytic
activity and do not grow well in milk grow better in asso-
ciation with Lactococci.

During sour cream manufacture when the citrate level
is depleted, diacetyl is reduced to acetoin. Increasing oxy-
gen content in milk may enhance production of diacetyl,
however, addition of citrate in milk (0.05 to 0.1%) is a
preferable option. Production of cultured cream requires
proper selection of bacteria as well as manufacturing con-
ditions to induce the right balance of acid and flavour,
because flavor producers are fastidious in their tempera-
ture requirements. If the temperature of incubation is
maintained much above 22°C, insufficient diacetyl will be
produced (29).

Purity and activity checks are very important for opti-
mum performance of the starter system. Purity can be
checked by microscopic examination of culture suspen-
sion or a catalase test to detect contamination. Starter flora
are typically gram-positive, catalase-negative, nonsporu-
lating rod or cocci. An activity test or vitality test can be
conducted by monitoring rate of acid development (30).
For active cheese culture, acidity development is expected
to be at least 0.4% lactic acid after 3.5 hr incubation at
37.8°C with 3% inoculation. For cultured cream and
cheese cultures, the activity test can be run at 30°C instead
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TABLE 67.1
Typical Heat Treatments Employed for Fermented Milk
Preparations
Product Typical Heat Treatment(s) Reference

Yogurt 90 to 95°C for 2 to 5 min 20
80 to 85°C for 30 min

Sour cream 74°C for 30 min 21
85°C for 25s
80°C for 30 min 7
90°C for 5 min

Fromage frais 93 for 120s
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of 37.8°C. For checking aroma-producing starter bacteria
in a mixed culture, a Voges-Proskauer or creatine test can
be used. It is also useful to detect gas producing contami-
nants in a non-gas-forming culture (31).

G. GEL FORMATION DURING FERMENTATION

During the manufacture of semi-solid dairy foods, an irre-
versible gel is formed due to the destabilization of the
casein micelle. The gel can be classified into one of the
following groups based on whether it is enzymatic,
acid induced, or salt/heat induced (14).

The gel or coagulum formation in fermented semi-
solid dairy foods is primarily of the acid type, similar to that
of acid-set cheeses. In acid-set cheeses, however, synere-
sis is desirable, whereas in yogurt or other semi-solid fer-
mented foods it is not desirable.

In studies investigating the acidification of skimmed
milk with glucono-δ-lactone at 30°C, the following changes
were observed in the casein micelles:

● pH 6.6–5.9, casein micelles were homogeneously
distributed with no appearance of change

● pH 5.5–5.2, appearance of micellar disintegra-
tion and at pH 5.2 or less, aggregation of casein
micelles was observed

● pH 5.2–4.8, casein aggregates contracted and
micelles were much larger than the native form

● pH � 4.5, protein network formed with
rearrangement and aggregation of casein consist-
ing of micellular chains and clusters with trapped
water and milk constituents in the network (32)

H. PROACTIVE PHAGE-CONTROL PROGRAM

Current trend in the fermented milk industry is consolida-
tion of smaller plants in to larger plants and increased 
production volume. Starter suppliers are now offering

ranges of options like direct vat set cultures or frozen con-
centrated cultures. As a result, the problem of bacterio-
phage and other microbiological risk factors has been
reduced considerably. Nevertheless, preparation of bulk
culture cannot be entirely eliminated due to certain prac-
tical considerations and in such situations bacteriophage
contamination remains a distinct possibility, especially
during in-house handling.

In light of this, a proactive phage-control program is
necessary. Such a program can be very helpful in main-
taining consistent starter performance and thereby in
assuring consistent quality of fermented milks.

Many strategies employed in bacteriophage control
are summarized below.

● Good whey handling and processing practices.
Whey is a principal site where phage multipli-
cation and buildup can occur.

● Adequate heat treatment of bulk culture milk,
e.g., 95°C for 30 min to inactivate phages in
milk.

● Use of phage-resistant starter cultures or multiple-
strain starter or mixed-strain starter used in
rotation. Where feasible, direct-vat inoculation
with deep-frozen or lyophilized concentrated
bulk cultures.

● Use of phage-inhibitory media or phage-resistant
media for bulk culture propagation.

● Use of exopolysaccharide-producing strains
that are more resistant to phages (33).

● Use of a mechanically protected (e.g., Lewis
Jones Alfa Laval) system to maintain asepsis
and to avoid contamination of bulk culture.

● Good sanitation practices to ensure freedom from
phage build-up on vat surfaces and other poten-
tial milk contact surfaces. Chlorine is a better
sanitizer compared to iodine or acid sanitizers
for phage control.
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TABLE 67.2
Typical Starter Microflora, Inoculation Rates, Incubation Temperature, and Incubation Period
for Selected Fermented Milk Products

Inoculation Incubation Incubation
Product Starter Microflora Rate Temperature Period

Yogurt Streptococcus thermophilus and 2–3% 40–45°C 2.5–4 hr
Lactobacillus delbrueckii ssp. 30°C 18 hr

bulgaricus
Sour cream Lactococcus lactis ssp. lactis and or 1–2% 18–21°C 14–20 hr

Lactococcus lactis ssp. cremoris
Lactococcus lactis ssp. lactis bio var. diacetylactis
Leuconostoc mesenteroides ssp. cremoris

Fromage frais Lactococcus lactis ssp. lactis and or 0.5–3% 27°C 14–16 hr
Lactococcus lactis ssp. cremoris
Lactococcus lactis ssp. lactis bio var. diacetylactis
Leuconostoc mesenteroides ssp. cremoris
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II. PROBIOTICS IN SEMI-SOLID DAIRY
FOODS

A. INTRODUCTION

In the early 1900s, Nobel Prize-winning scientist Élie
Metchnikoff was the first to propose that acid-producing
organisms in fermented dairy foods offered a prolongation
of life by preventing fouling in the large intestine (34). From
his idea evolved the idea of functional foods as a marketing
term in the 1980s. This term is used to describe foods forti-
fied with ingredients capable of producing health benefits.
The trend for healthful foods is becoming increasingly pop-
ular with consumers because of the awareness that diet can
influence health. Probiotic foods are defined as foods con-
taining live microorganisms in significant concentrations
that actively enhance the health of consumers by improving
the balance of microflora in the gut when ingested (18). This
restricts probiotics to products that contain live microorgan-
isms, improve health and well being of humans or animals,
and can affect host mucosal surfaces, including the mouth
and gastrointestinal tract, and the upper respiratory tract, and
the urogenital tract (35). In Japan, a standard for probiotic
foods was developed stipulating that a product contain more
than 1 � 107 viable bifidobacteria/g or mL of product (36).
The probiotic must be viable and available at a high enough
concentration to effect health benefits (18). These factors are
often overlooked or ignored and many of the commercially
available probiotic products have shown low populations of
probiotics (37).

Fermented dairy products have evolved as the predom-
inant carriers of probiotics in foods. They already have a
healthful image that facilitates recommendations of daily
consumption, and consumers are aware that fermented
foods contain live microorganisms (38). Many of the fer-
mented dairy foods have been optimized for survival of
the fermentative microorganisms, which creates important
technological advantages for the use of dairy products as
probiotic carriers (39).

B. HEALTH ISSUES

Foods that help prevent disease are becoming increasingly
popular with consumers, with 70% of American shoppers
believing that certain foods contain components that reduce
the risk of diseases and improve long-term health (35).
Additionally, 97% of shoppers surveyed in the United
Kingdom were willing to change their eating habits to bet-
ter their health. The benefits of probiotics include inflam-
matory disease control, the treatment and prevention of
allergies, cancer prevention, immune stimulation, and res-
piratory disease reduction. Many of the suggested benefits
of probiotic dairy foods are based on the involvement of
the gastrointestinal microflora in resistance to disease.
Unfortunately, few well-controlled studies have looked at
clearly defined health effects, and many of the reported
health benefits are based on unsubstantiated reports.

However, the use of probiotics for the treatment of lactose
maldigestion, diarrheal disease, lowering of serum cho-
lesterol, and prevention of cancer or formation of carcino-
gens appear to be well-substantiated (41). Lactose
intolerance or maldigestion causing abdominal discomfort
affects approximately 70% of the world’s population to
varying degrees (35). The probiotic bacterium Lactobacillus
acidophilus has been clinically shown to alleviate the
symptoms of lactose intolerance. The recent work in this
area indicates that lactose in yogurt, possibly due to lactase-
producing bacteria, can be utilized more efficiently than
lactose in milk. Additionally, many of the probiotic strains
that produce lactase have shown promise in alleviating
symptoms of lactose intolerance (40).

Rotavirus is one of the leading causes of gastroenteritis
worldwide (41). Gastroenteritis characterized by acute diar-
rhea and vomiting is a leading cause of death and illness
among children, affecting approximately 16.5 million chil-
dren annually (35). Ample evidence has shown that the pro-
biotic strain Lactobacillus GG reduced the duration and
severity of rotavirus infection. Oral administration of
Bifidobacterium bifdum has shown potential for reducing
the incidence of diarrhea in infants hospitalized for rotavirus
infection (41). Other research suggests that the probiotic
bacteria Bifidobacterium longum and Saccharomyces
boulardii prevent antibiotic-associated diarrhea (35).

Much attention has been given to the cholesterol-
lowering potential of probiotics. However, the influence
of lactic-acid bacteria such as Lactobacillus acidophilus,
although widely studied, remains controversial (42).

The role of lactic acid bacteria in reducing the inci-
dence of DNA damage and other carcinogenic changes has
also been investigated (43). In addition, microflora and
composition of the intestinal flora with probiotics might
suppress the growth of bacteria that convert procarcinogens
to carcinogens. An important index of carcinogenic activity
is the activity of enzymes that convert procarcinogens to
carcinogens. Several studies have shown an inhibitory
effect on these enzyme activities following the consump-
tion of probiotics (41).

Additional research on the prevention or delay of tumor
development by probiotic bacteria suggests that they might
bind to mutagenic compounds in the intestinal tract. A
reduction of mutagens in urinary excretions was found
when meals were supplemented with fermented milk con-
taining Lactobacillus acidophilus. This suggests that lac-
tobacilli were binding to the mutagenic compounds,
thereby reducing their absorption in the intestine. It is
inconclusive whether this will lead to a decreased inci-
dence of cancer, but research looks promising (41).

C. PROBIOTIC CULTURES

LB and ST are the bacteria traditionally used in yogurt man-
ufacture. While these bacteria have some health benefits,
they do not naturally inhabit the gastrointestinal tract.
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They do not survive the acidic conditions of the stomach
and the bile concentration of the GI tract (18). The probi-
otic bacteria used currently in commercial products
include members of the genera Lactobacillus (Lb) and
Bifidobacterium (B). The Lactobacillus (Lb) strains that
are mainly used in commercial production include: Lb.
acidophilus, Lb. johnsonii, Lb. casei, Lb. rhamnosus, Lb.
gasseri, Lb. reuteri, Lb. helveticus and Lb. plantarum.
Bifidoacterium bifidum, B. longum, B. infantis, B. breve
and B. lactis are some of the bifidobacterium strains that
are used commercially (38). Therefore, to be considered a
probiotic product, many of these strains are incorporated
into the fermented dairy product. Typically, combinations
of these strains are used. A product manufactured entirely
with probiotic bacteria would require a long incubation
time and lowered taste quality. Therefore, it is common
practice to manufacture products with both yogurt and
probiotic cultures (39).

D. PRODUCT DEVELOPMENT AND PRODUCTION

OF PROBIOTIC DAIRY FOODS

1. Food Interactions and Probiotics

There are several basic requirements for the development
of marketable probiotic products. The most basic require-
ment is that the probiotic bacteria survive manufacturing
and storage in sufficient numbers in the product so that
they are viable when consumed. Additionally, the probi-
otic of choice should not have an adverse effect on the
sensory properties of the food product. The chemical
composition of the food product will also be important in
determining the metabolic activity of the probiotic and
how successfully it will survive. The amount and type of
carbohydrate available, the degree of hydrolysis of milk
proteins (amino acid content) and the composition and
availability of short-chain fatty acids are essential vari-
ables in developing a probiotic semi-solid dairy food.

The interaction between the probiotic organisms and
the starter organisms is another important factor to con-
sider in the production of semi-solid fermented dairy
foods. Both synergistic and antagonistic effects between
organisms exist. This will require the identification of
specific strains of probiotics that work in synergy with the
starter organisms to achieve efficient acidification and
multiplication of organisms during the fermentation
process. Antagonistic effects that cause the production of
undesirable compounds, such as hydrogen peroxide, ben-
zoic acid and bigenic amines, have been investigated and
can be a limiting factor for combinations of starters and
probiotics (38).

A critical factor in the development of probiotic dairy
foods is the manufacturing procedure. When the probiotic
is added following fermentation and before or after cool-
ing, the interactions are kept to a minimum. The metabolic
activity of both the starter organisms and the probiotic is

drastically reduced at this point and will dramatically
reduce interactions. It is critical to maintain cold storage of
the product without fluctuations in temperature in order to
maintain the quality of the finished product (38).

Another factor of considerable importance is the
physiological state of the probiotic. When the probiotic
culture is harvested, whether it is in the logarithmic or the
stationary phase of its growth and how it is handled fol-
lowing harvesting are critical to it successful addition to a
food product. Bacteria from the logarithmic phase have
been shown to be much more susceptible to environmen-
tal stresses. Environmental conditions that signal to the
bacteria the transition from the logarithmic phase to the
stationary phase will have an effect on survival during the
stationary phase.

2. Production of Semi-Solid Dairy Foods with 
Probiotic Properties

Because each semi-solid dairy product is manufactured
differently, there is considerable variation with respect to
starter culture, processing temperatures, ingredients and
fermentation time and temperature. All of these factors
influence the successful production of fermented dairy
products containing probiotics. The methods used to man-
ufacture stirred yogurt and yogurt drinks are best suited to
probiotic incorporation following fermentation.
Immediately before packaging, the probiotic can be stirred
into the product. With set yogurts, the probiotic must be
added during fermentation, because stirring in the final
stages of manufacturing can destroy the products’ consis-
tency (38). The chosen strain must first meet the techno-
logical and functional requirements and thus might
compromise the full expression of the health properties.

The addition of probiotics to the manufacturing of
cottage cheese can also vary. When the probiotic is added
with the starter culture during fermentation, a high amount
of the probiotic organism will be lost from the coagulum
during draining of the whey. It is therefore very difficult
to control the concentration of probiotics in the final prod-
uct. During manufacturing, the whey–coagulum mixture
temperature is raised to 50–55°C; this temperature can be
destructive to the probiotic organisms. The addition of the
probiotics with the cream and spices in the final stages of
manufacturing offers the best chance of survival for the
probiotic bacteria (38).

III. CONCLUSIONS

Despite considerable advances in scientific understanding
of semi-solid cultured dairy products, their manufacture
involves fine art and skill. A full understanding of the
complex interplay between biological, chemical and tech-
nological entities is slowly emerging. Cultured dairy prod-
ucts are different from other dairy products in that they
contain deliberately added live lactic acid bacteria with or
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without other probiotic bacteria. Therefore, the choice of
starter cultures and control of the fermentation process are
key parameters in producing quality products. The
demand for probiotics-based foods is growing. However,
it can be expected that consumer confidence will decrease,
unless the dairy industry offers products that have been
scientifically proven to exhibit probiotic effects. Thus,
additional research on the mechanisms by which probiotic
cultures exert their effects on the host is required.
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Cheese, which can be considered as a nutritious and deli-
cious concentrate of valuable nutrients of milk in a stable
form, has been produced since prehistoric times. The basic
steps of modern cheese production are the same as empiri-
cally based cheese making thousands of years ago. The pres-
ent scientific knowledge on cheese production, however, has
been developed mainly during the last 125 years.

I. BASIC PRINCIPLES OF CHEESEMAKING

A. CONCENTRATION

The first step in making cheese is coagulation of milk.
Milk can be coagulated by the action of rennet enzyme or
by acidification. The coagulum has a natural tendency
toward syneresis — contraction and expelling of whey
(i.e., water and water-soluble compounds of the milk (Fig.
68.1)). Larger particles such as fat globules and bacteria
will be retained in the shrinking coagulum, the cheese
curd. The syneresis can be accelerated by cutting up the
gel and by heating. The resulting firm curd can be pressed
and formed into cheeses of various shapes.

B. PRESERVATION

The fresh curd contains valuable nutrients and can there-
fore be quickly spoiled by bacteria, yeasts and moulds if
not preserved. The main factors contributing to preserva-
tion are low moisture content (concentration), acidification
by adventitious or added lactic acid bacteria, and salting.
Spoilage of the cheese by moulds on the surface can be pre-
vented by drying and cleaning the surface or by exclusion
of oxygen by immersion in brine or by coating the cheese
with wax or synthetic film material.

C. RIPENING

Cheese may be consumed as fresh curd or it may undergo
ripening by means of enzymes from the milk, from the

rennet and from microorganisms in the cheese or on its
surface. During ripening, which may last for months, the
organic solids of the cheese are gradually hydrolysed and
metabolized, during which time the characteristic flavour,
consistency and texture of the cheese is developed.

In Table 68.1 some of the important types of cheeses
are listed and grouped according to method for coagulation
of the milk, their firmness and the degree of acidification.

II. YIELD OF CHEESE

The majority of cheeses produced in the world are made
from cow’s milk. Substantial amounts of cheese, however,
are also produced from milk of sheep, goat and buffalo.
Many of the milk components vary quantitatively, both
between and within species. Estimated mean component
figures are shown in Table 68.2.

Milk Coagulum Cheese curd + Whey

Fat globule

Lactic  acid bacteria

Casein micelle

Precipitated para-casein

Whey

FIGURE 68.1 Outline of the structure of milk, rennet coagu-
lum and cheese curd (1).
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A. RECOVERY OF MILK SOLIDS AND THE YIELD OF

CHEESE

When milk is coagulated, either by rennet or by acid, the
caseins form a three-dimensional network enclosing all
the other milk constituents. When the coagulum contracts,
water and water soluble constituents will be squeezed out,
whereas fat globules and bacteria will be retained in the
casein network as outlined in Fig 68.1.

1. Retention of Protein

The caseins, constituting about 75 to 80% of the milk pro-
teins, are the basic structure-forming elements of coagulated
milk and cheese curd. “Casein” is defined as those proteins
of milk which become non-soluble when milk is acidified to
pH of 4.6 (i.e., αs1-casein, αs2-casein, β-casein, κ-casein and
γ-casein; see Table 68.3). The caseins in milk are aggregated
in micelles 0.01 to 0.3 µm in diameter, and of the milk salts,

much of the calcium, phosphate, magnesium and citrate are
associated with these micelles. When cheese is made by
means of rennet enzymes, coagulation takes place at about
pH 6.6. The coagulation is brought about by enzyme-
catalysed hydrolysis of a single peptide bond of κ-casein:

κ-casein ----> para-κ-casein � glyco-macro-peptide
(GMP).

The glyco-macro-peptide (GMP) constitutes about one-
third of the mass of the κ-casein. The para-κ-casein com-
ponent of the κ-casein remains as a part of the para-casein
in the curd. The GMP is soluble and separates with the
other soluble compounds (whey proteins, lactose, water-
soluble vitamins and the soluble salts) into the whey.
Typical figures for the amount of the various groups of
milk proteins as percent of total nitrogen, and their distri-
bution on the non-soluble part (in the cheese curd) and the
soluble part (in the whey) after precipitation of casein
with acid at pH 4.6 or with rennet at pH 6.6, are listed in
Table 68.3; 76% is given as a typical value for retention of
protein for rennet cheese. Variations in the relative amounts
of the various protein fractions can cause actual protein
retention values to vary from about 75 to 78% of total pro-
tein (N x 6.38).

Heat treatment of the milk can cause denaturation of
the whey proteins. Heat-denatured whey proteins precipitate
together with the caseins, giving higher protein retention.
Higher retention of protein can also be achieved by 
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TABLE 68.1
Cheeses Grouped According to Method of Coagulation, Firmness, and pH Minimum
Coagulation Firmness (Moisture Content on Acidification, pH of
of Milk By Fat-Free Basis, MFFB) Young Cheese Examples of Cheese Types

Rennet Extra hard (�51% MFFB) 5.10 Grana
Hard (49–56% MFFB) 5.30 Emmentaler

5.10 Cheddar
Semihard (54–63% MFFB) 5.20 Gouda, Danbo, Edam, Jarlsberg, Herrgård, Fontina, Svecia,

Havarti, Tilsiter
Heated after acidification: Mozzarella, Kashkaval, Provolone

Semisoft (61–69% MFFB) 6.10 Heated in whey: Halloumi
5.20 Heated after acidification: Soft Mozzarella
5.15 Esrom, Limburger, St.Paulin
4.70 Blue-veined mould cheeses: Roquefort, Gorgonzola, Stilton,

Danablu
Soft (�67% MFFB) 4.60 White mould cheeses: Camembert, Brie

Ripened in brine: Feta
Milk salted: Domiati

Acid Semisoft (61–69% MFFB) 4.50 Matured sour milk cheese:Gamal ost, Pult ost, Harzer Käse,
Olomoucke tvaruzky

Soft (�67% MFFB) 4.50 Fresh unmatured curd: Homogenous curd: Tvorog, Quarg,
Skyr Curd in grains: Cottage cheese

Made from cheese whey:
Proteins of whey are precipitated by heating Ricotta, Anari, Whey protein cheese
Solids of whey concentrated by evaporation Myse ost, Whey cheese

TABLE 68.2
Estimated Mean Figures for Gross Composition of
Main Solids of Milk
Species Fat Total Protein Lactose Citrate Ash

Cow 3,8 3,3 4,7 0,2 0,7
Buffalo 7,4 3,8 4,8 N.D. 0,8
Goat 5,6 3,8 4,8 N.D. 0,7
Sheep 7,4 5,5 4,8 N.D. 1,0

N.D.: not determined.
Adapted after Edelsten (2)
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concentrating the protein by ultrafiltration. Lower reten-
tion of protein may be caused by inflammation of the
udder or by growth of psychrotrophic, proteolytic bacteria
during cold storage of cheese milk.

2. Retention of Fat and Bacteria

The fat globules with diameters 0.5 to 10 µm will be incor-
porated into the casein network. Consequently, the reten-
tion of fat is high (85 to 95%).

For bacteria the retention is of the same magnitude as
for the fat globules.

3. Retention of Lactose

Lactose is dissolved in the water phase of milk and fol-
lows the whey out of the curd; hence retention of lactose
in curd is low, usually in the range of 3 to 5%, depending
on the final moisture content of the cheese and on the
amount of water added.

4. Retention of Ash Compounds

Some of the minerals (K� Na�, Cl�) in milk are dissolved
in the aqueous phase and these minerals separate with the

whey. Others are present as colloidal particles integrated
into the casein micelles (Ca2�, Mg2�, PO4

3�). At the pH of
fresh milk, these salts remain in the curd, but as the pH
decreases during the syneresis these salts gradually
become dissolved.

Some of the phosphate is covalently bound in the
casein molecules as serin-phosphate. This phosphate, which
accounts for about 2½% of the mass of casein, will be
included in the ash in analysis of both milk and cheese, a
fact which should be taken into consideration in calculations
of cheese yield. The figures found for retention of ash typ-
ically are about 35 to 40% for hard and semihard rennet
cheese. For Cheddar cheese, with a higher degree of acid-
ification during syneresis, retention of ash is lower — 30
to 35%. For cheeses with acid precipitation of the casein
at pH around 4.6 the retention of ash is low — 10 to 15%
of total ash.

5. Retention of Citrate

Most of the citrate in milk is in aqueous solution, with 10%
linked to the caseins together with calcium in the same way
as with inorganic phophate. The retention of citrate there-
fore depends partly on the whey content of the cheese and
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TABLE 68.3
Typical Values for Distribution of Nitrogen Compounds (Protein Nitrogen and Nonprotein Nitrogen) of
Whole Milk in the Nonsoluble Versus the Soluble (Whey) Components after Precipitation of Casein by Acid
at pH 4.6 or by Rennet at pH 6.6

Percent of Total Nitrogen

After Precipitation at pH 4.6 After Precipitation by Rennet at pH 6.6

Non-soluble Non-soluble
Fat globule membrane 1 1 Fat globule membrane 

protein (FGMP)a protein (FGMP)
αs1- and αs2-casein 37 37 αs1- and αs2-casein
κ-casein 10 para-κ-casein 6.5 6.5 Para-κ-casein

GMP 3.5
γ-caseinb 3 3 γ-casein
β-caseinb 27 27 β-casein

1.5 Non-soluble proteose-peptone
Total acid casein � FGMP 78 76 Total rennet casein � FGMP

Soluble Soluble
3.5 Glyco-macro-peptide (GMP)

Proteose-peptone (pp)b 3 Non-soluble 1.5c

Soluble 1.5c 1.5 Soluble proteose-peptone
Whey proteins 13.5 13.5 Whey proteins
NPN (non-protein-N) 5.5 5.5 NPN (non-protein-N)
Total acid-whey-N 22 24 Total rennet-whey-N

a When cheese is made from whole or part skimmed milk the proteins of the fat globule membrane will be incorporated in the network of the 
precipitated caseins.
b I milk a part of β-casein may be hydrolysed by the action of the milk enzyme plasmin resulting in γ-caseins (the more hydrophobic parts of 
�-casein) and proteose-peptones (the more hydrophilic parts).
c A part of the proteose-peptones, which all are soluble at pH 4.6 , is precipitated with the caseins at pH 6.6. The partition of proteose-peptones
on the soluble and the non-soluble parts, after precipitation by rennet at pH 6.6, which in the table is set to 1:1, may be somewhat lower or
higher (3, 4).
Source: Data from various sources.
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partly on the acidification during syneresis. For semihard
cheeses the retention of citrate is typically around 10%.

B. CALCULATION OF COMPOSITION AND YIELD

OF CHEESE

Table 68.4 shows an example of the calculation of yield of
cheese and of composition of cheese. The example is based
on typical figures for production of a semihard cheese,
e.g., Danbo or Gouda.

III. MILK FOR CHEESE

For production of cheese the milk has to be of good quality.

A. STORAGE OF MILK FOR CHEESE

Unless the cheese is made shortly after milking, the milk
should be kept cool until the start of cheese production in
order to prevent excessive growth of bacteria. During storage

at low temperatures the rennetability may be slightly
reduced.

B. PASTEURIZATION

Cheese is often made of raw milk, and it is a common
assumption that cheese made of raw milk of good quality
can be more rich in flavour. Some pathogenic bacteria, how-
ever, such as Mycobacterium tuberculosis and Listeria
monocytogenes, can survive in cheese for months, and in
many countries pasteurization of milk for cheese is
mandatory. Pasteurization at 72°C for 15 seconds typically
kills about 99% of the bacteria of the raw milk. Bacterial
spores, however, will not be killed. About 95% of milk
lipase will be inactivated at 72°C for 15 seconds, a fact
which may help to explain a part of the assumed richer
flavour of raw milk cheese. Most of the whey proteins
remain unchanged by pasteurization at 72°C for 15 seconds,
but at slightly more intensive heat treatment, the whey
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TABLE 68.4
Example of Calculation of Milk Solids in Cheese Curd, Yield of Cheese, and Composition of Cheese, Based on
Typical Figures for Composition of Cheese Milk and for Retention of Milk Solids in Cheese Curd

Milk Solids in Cheese Curd

Gross Calculated Net Calculated for Cheese Curd from 1kg Milk,
Retention in for Cheese Curd with Correction the Part of the Phosphate in 

In 1 kg Milk Cheese Curd from 1 kg Milk the Ash Originating from Serine-PO4

Fat (standardized to give minimum 30.0 g 0.92 27.60 g 27.60 g
45% fat in dry matter of cheese)

Protein 34.0 g 0.76 25.84 g 25.84 g
Lactose (anhydride) 46.0 g 0.035 1.61 g 1.61 g
Ash 7.2 g 0.35 2.52 g 1.87 g
Citrate 1.8 g 0.10 0.18 g 0.18 g
Total solids in fresh cheese curd 57.10 g

from 1 kg milk

Yield of cheese:
In addition to the milk solids, the cheese after salting includes extraneous NaCl. If the cheese after salting cheese contains 43% moisture and 57%
dry matter, of which 2% NaCl and 55% milk solids, the yield of cheese per kg milk will be:
57.1 � 100/55 � 103.8 g.
Then the composition of the salted cheese can be calculated:

Composition: %

Fat: 27.60 � 100/103.8 � 26.59
Protein: 25.84 � 100/103.8 � 24.89
Lactose: 1.61 � 100/103.8 � 1.55
(converted to lactic acid in cheese)
Ash: 2.52 � 100/103.8 � 2.43

Less the casein-PO4 included in ash: �0.62
Citrate:a 0.18 � 100/103.8 � 0.17
Total milk solids in cheese 55.0

Plus extraneous NaCl 2.0
Total dry matter in cheese 57.0
Moisture in cheeseb 43.0

a In cheeses like Danbo with citrate fermenting starter bacteria, the citrate is converted within 1 to 2 weeks to volatile compounds such as carbon
dioxide, diacetyl and acetic acid.
b Under storage and ripening the moisture content of the cheese (and the weight of the cheese) will decrease because of evaporation, unless the
cheese is packed in synthetic film or covered with cheese wax.
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proteins begin to denature. Denatured whey proteins pre-
cipitate together with the caseins by the action of rennet,
or by acid at pH 4.6, yielding a higher total retention of the
proteins. For most cheeses, however, a heating greater than
72°C for 15 seconds is normally not applied, because more
intensive treatment entails certain drawbacks: slower ren-
neting of the milk and a weaker coagulum; inactivation of
the enzyme xanthine oxidase, which catalyzes the reduc-
tion of added nitrate to nitrite; and slower development of
cheese flavour and texture during ripening.

C. HOMOGENIZATION

For some types of cheese, e.g., Danablu and Feta produced
by ultrafiltration, homogenization may be applied in order
to whiten the cream and increase the water-binding capacity
of the cheese curd. Homogenization also increases the
lipolysis of the fat, provided active lipase is present.

D. BACTOFUGATION AND MICROFILTRATION

These processes are widely used in the production of cheese
types liable to damaging fermentation by the spore form-
ing bacteria Clostridium tyrobutyricum (e.g., Emmental
and Gouda/Danbo cheeses). With bactofugation a large part
of the bacteria, and more than 90% of the spores, can be
removed from the milk. With microfiltration more than
99.9% of all bacteria and spores can be removed from the
skim-milk part of the milk. The cream of the milk then has
to be heat-treated separately, as the fat globules otherwise
would block up the filter membranes.

In both processes a part of the bacterial spores follow
the cream, adhering to fat globules. In order to produce
cheese with a low number of Clostridium tyrobutyricum
spores, the cream can be pasteurised at about 120°C for a
few seconds, prior to mixing cream with skim milk from
bactofugation or with permeate from microfiltration. Both
the retentate from microfiltration and the bactofugate from
bactofugation contain most of the spores from the milk and
also a part of the casein, and for utilization of this casein,
the retentate/bactofugate can be mixed with the cream
before the heat treatment.

E. ULTRAFILTRATION

By ultrafiltration, milk can be separated into a retentate in
which fat, bacteria, casein micelles and whey proteins are
concentrated, and a permeate containing water and lactose.
Salts linked to the caseins in the micelles (most of the cal-
cium and phosphate and a part of the citrate) will be con-
centrated in the retentate, whereas other salts will follow
the water into the permeate. Ultrafiltration thus resembles
the natural filtration process in the curd grains in traditional
cheesemaking, in which the casein network acts as a filter,
with the exception that the ultrafiltration membranes also
retain the whey proteins. Concentrating milk for cheese by

ultrafiltration is utilized in large scale for production of
UF-Feta cheese, where the retentate, with about 40% total
solids after addition of starter culture and rennet, can be cast
directly into tins. Because the whey proteins are retained
in the retentate, the yield of cheese by ultrafiltration is higher
than in conventional cheesemaking. By ultrafiltration of a
part of the milk, the protein content of the cheese milk can
be increased and standardized for conventional cheese
production.

F. STANDARDIZATION OF FAT CONTENT

Cheeses are usually classified by percent fat in dry matter
(FDM) according to legal standards. The fat content of the
cheese milk has to be adjusted according to the percent FDM
desired and according to the protein content of the milk.

IV. ADDITIVES TO CHEESEMILK

A. COLOURING AGENTS

The colour of cheese is determined by the carotene colour
of the milk fat, which may vary with the seasons and with
type of milking animals. Jersey milkfat, for example, is usu-
ally high in carotene, while sheep milk fat is low. Where
colouring is permitted, the colour of cheese may be adjusted
by means of annatto extract or carotene dye.

B. SALT

All cheeses are salted, either by addition of salt to milled
curd after acidification and before moulding or by absorp-
tion of salt by diffusion after the cheese has been formed.
A special case is Domiati cheese, where 8 to 15% salt is
added to the milk, yielding coagulum and resulting cheese
that is very soft.

C. SPORE-INHIBITING ADDITIVES

For cheese of Gouda/Danbo type there is a risk of 
Clostridium tyrobutyricum spore growth during ripening,
resulting in excessive gas production and the development
of an unpleasant smell. The spores can be inhibited by
means of nitrate added to the milk (0.1 to 0.2 g KNO3/L);
the nitrate is reduced to nitrite (NO�

2) which inhibits the
spores. This reduction is catalyzed by the milk enzyme
xanthin oxidase, which is active in milk heated to about
72°C for 15 seconds but inactive at a slightly higher heat
treatment. Other possible additives for inhibition of spores
are the enzyme lysozyme (from hen’s egg white) and nisin
(bacteriocin). The use of spore-inhibiting additives is
legally restricted in cheese-producing countries.

D. STARTER CULTURES AND ACIDIFICATION

For most cheese varieties, starter cultures of lactic-acid bac-
teria are added to the cheese milk. Where the curd is either

68-6 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C068.qxd  15/Oct/05  05:57 PM  Page 6



not heated or heated to about 40°C, starters with mesophilic
Lactococcus sp. and Leuconostoc sp. are used. If formation
of carbon dioxide is undesirable (e.g. for Cheddar cheese,
and for Feta cheese destined to be put in tins) mesophilic
starters without citrate-fermenting Leuconostoc sp. and
Lactococcus lactis subsp. lactis biovar. diacetylactis
(�Lactococcus diacetylactis) are utilized. In cheeses scalded
at higher temperatures (e.g. Grana, Emmental), lactic-acid
fermentation is performed by thermophilic cultures of
Streptococcus thermophilus and Lactobacillus helveticus.

Starter cultures can be local natural starters or labora-
tory cultures from culture manufacturers either for propa-
gation in the dairy or, as frozen or lyophilized starter
concentrates, for direct inoculation in the cheese milk.
The amount of starter culture added to the milk is typi-
cally about 1% for starter propagated in milk and about
0.01–0.05% for starter concentrates.

Slow acidification due to antibiotics in the milk or the
development of bacteriophages can cause serious problems.
Bacteriophages will not be destroyed by heat treatment of
the milk at about 72°C for 15 seconds, so there will always
exist a risk of development of bacteriophages, along with
the starter bacteria, in a cheese factory. Counteractive meas-
ures include careful cleaning and disinfection with chlorine
or disinfectants with peracetic acid (hydrogen peroxide has
no effect on bacteriophages), preventing any contamination
of milk and curd with whey, propagation of starter culture
in highly heated milk in a separate room, the use of starter
cultures with good bacteriophage resistance, and if neces-
sary, change of starter culture. Fast development of lactic
acid bacteria is of utmost importance for cheese quality. For
each type of cheese there is an optimal range for minimum
pH; Table 68.5 gives some examples.

The effects of lactic acid bacteria are:

1. Coagulation and syneresis: The lactic acid pro-
motes the action of rennet enzyme and the acid-
ification of the curd increases syneresis. In the
production of sour milk cheese (Quarg, etc.)
the milk is coagulated only by the acid pro-
duced by the starter bacteria.

2. Inhibition of detrimental bacteria: Lactic acid
bacterial growth inhibits harmful bacteria by

fermentation of the lactose and by the forma-
tion of lactic acid. Some of the lactic acid bac-
teria also produce bacteriocins which may
inhibit other bacteria.

3. Control of consistency: The acidification con-
trols the consistency and texture of the cheese.
If the pH becomes too low, much of the calcium
is dissolved from the casein network and the
cheese will be brittle and less coherent. If the
acidification is weak, little calcium is dissolved
and the cheese mass will be rubbery. For 
semihard, sliceable cheese, the best consistency
is obtained with a fresh cheese pH at about 
pH 5.2.

4. Control of enzyme activity: pH determines the
activity of the various enzymes of the cheese dur-
ing ripening.

5. Taste: The lactic acid is important for the fresh
acid taste of young cheese.

6. Low redox potential: The lactic acid bacteria
lowers the redox potential to about �150 mV,
yielding cheese that can be kept for a long time
without the development of off-flavours owing
to oxidation of milk fat.

7. Formation of proteolytic enzymes: The lactic-
acid bacteria have proteolytic enzymes impor-
tant for the breakdown of proteins during 
ripening. Intracellular peptidases, released after
autolysis of the cells, are responsible for the for-
mation of free amino acids; starter bacteria may
also contribute to conversion of amino acids into
various flavour compounds.

8. Formation of CO2 and diacetyl: If the starter
contains citric-acid-fermenting bacteria, such
as Leuconostoc sp. and Lactococcus diacety-
lactis, the citric acid will be converted to acetic
acid, diacetyl/acetoin, and CO2.

E. THE COURSE OF THE ACIDIFICATION OF CHEESE

As described above, acidification is of fundamental impor-
tance for the quality of cheese. The velocity of the acidifi-
cation is also important. A too-rapid drop in pH may cause
the cheese to become too sour and too hard (increased
syneresis); on the other hand, slow acidification gives the
opposite effects, and there will be a risk for growth of
detrimental bacteria. Fig. 68.2, left, illustrates the rate of
acid development during the first 24 hours for a typical
semihard cheese such as Gouda/Danbo, for a blue-veined
cheese (Danablu) and for milk, all starting with inocula-
tion with 1% mesophilic starter culture at 30°C. Fig. 68.2,
right, shows the rise in pH for both types of cheese during
ripening owing to release of ammonia by the breakdown
of proteins and by degradation of lactic acid. The faster
increase in pH during ripening for Danablu compared to
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TABLE 68.5
Optimal pH Minima for Various Cheeses
Cheese pH Minimum

Emmental 5.25
Gouda/Danbo group 5.20–5.25
Tilsiter/Havarti 5.15–5.20
Mozzarella 5.15–5.25
Cheddar 4.95–5.10
Feta, Danablu 4.65–4.7
Camembert 4.60–4.70
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Gouda/Danbo is a result of very active proteolytic
enzymes from the mould and aerobic degradation of lactic
acid. In milk acidification stops at about pH 4.4 because the
bacteria are completely inhibited by lactic acid at low pH,
although there will still be surplus of nonfermented lac-
tose. In cheese the inverse situation prevails: The growth
of the bacteria and the decrease in pH end when all of the
lactose is used up, not because pH has become too low.

For the Gouda/Danbo cheese the pH levels off at
about pH 5.2, while for the blue-veined Danablu cheese
pH continues to decrease until a minimum pH at 4.7. This
difference is due to a difference in the lactose/buffering
capacity ratio. The amount of lactose determines the amount
of lactic acid formed, and the amount of buffers (i.e., pro-
tein and inorganic phosphate) determines the change in
pH for a given amount of acid. In the young blue-veined
cheese there is a higher moisture content compared to the
Gouda/Danbo cheese, hence a higher content of lactose.
At the same time, the blue-veined cheese has a lower con-
tent of buffers (protein and inorganic phosphate) than the
Gouda/Danbo cheese.

A further important factor which contributes to a higher
pH minimum in Gouda/Danbo cheese compared to the blue-
veined cheese is that for Gouda/Danbo, water is added to the
mixture of whey and cheese grain in order to dilute the
whey, thereby reducing the lactose concentration.

However, the pH minimum is not solely a function of
the ratio lactose/buffers. As long as the curd grains are dis-
persed in the whey, lactose can diffuse from the whey into
the grains in replacement of that which has been fermented
into lactic acid during stirring. (About 90% of the lactic bac-
teria are concentrated in the curd grains, hence the lactose
fermentation mainly takes place here). Consequently, the
total decrease in pH may be seen as two phases: Phase

one, the decrease of pH in the curd grains until their final
separation from the whey, and phase two, the decrease in
pH in the cheese curd after it has been finally separated
from the whey; in this phase the decrease in pH is deter-
mined solely by the lactose/buffers ratio.

An approximate calculation of pH minimum:

pH minimum � pH1 � 0.8298 � (L/B) � (pH1)
2

� 24.89 � pH1 � (L/B)2,

where pH1 is pH at moulding/start of pressing (when
cheese grains are finally separated from the whey), L is %
lactose hydrate of the pressed cheese, and B is buffering
capacity � % protein of the pressed cheese � 19 x % inor-
ganic phosphate (5). For Cheddar cheese the addition of salt
to the milled curd may, depending on the concentration of
salt, delay or stop the acidification before all lactose has
been completely fermented (5). In the model it is assumed
that all lactose is converted to lactic acid. Lactose is calcu-
lated here as hydrate; therefore, one weight unit of lactose
corresponds to one weight unit of lactic acid.

Calculation:

L �

Lm(100-A(100-Tw-h*Pw)/(100-Tm-h*Pm))
*((100-Tc-h*Pc)/100)

(100-Tm-h*Pm)-A(100-Tw-h*Pw)/100 � W 
,

where Lm is % lactose hydrate in milk, Tm and Pm are %
total solids and % protein, respectively, in milk, Tw and Pw
are % total solids and % protein in whey, and Tc and Pc are
% total solids and %protein in cheese (24 h). A is the amount
of whey (% of milk by volume) removed during stirring,
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FIGURE 68.2 The course of acidification for a Gouda/Danbo cheese, for a blue-veined cheese (Danablu) and for milk, respectively,
during the first 24 hours after inoculation with 1% mesophilic starter culture, all starting at 30°C (left). The graph to the right show
pH changes during storage and ripening. The fall in pH during the first 24 hours is caused by the fermentation of lactose into lactic
acid by the lactic acid bacteria. The rise during storage is caused by release of amino acids and ammonia by breakdown of proteins
and by degradation of lactic acid. The bottom curve applies to milk inoculated with lactococci and which is protected from infection
by yeasts and moulds during storage (1).
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W is Water (as % of milk by volume) added to the mix-
ture of whey and curd grains during stirring. h (exclusion
factor (2)) is the amount of water bound to protein in such
a way that it cannot function as solute for lactose. h can be
set to 0.3 g H2O per g protein (6).

F. NON-BACTERIAL ACIDIFICATION

In some countries it is allowed for certain types of cheeses
(eg. Quarg, Cottage Cheese and Mozzarella) to acidify the
curd by phosphoric, acetic or citric acid, or by glucono-
delta-lactone which is slowly converted to gluconic acid.

G. OTHER MICROORGANISMS

1. Propionibacteria. For Emmental cheese and
other types with large eyes, cultures of Propi-
onibacterium sp. are added in order to initiate
fermentation of lactic acid to propionic acid,
acetic acid and CO2, the latter contributing to
the formation of the large holes.

2. Moulds. For blue-veined mould cheeses, spores
of Penicillium roqueforti are added to the milk.
For white mould cheeses, spores of Penicillium
camemberti and other Penicillium species are
added to the milk or onto the surface of the
cheese.

3. Secondary flora of lactic acid bacteria. In semi-
hard cheeses the number of starter bacteria culmi-
nates at about 109 cells per gram after 1–2 days.
Thereafter these bacteria gradually die out and
autolyse. During the first month of ripening 99%
of the lactococci may die out, and simultaneously
a secondary flora of lactobacilli develops and may
grow to a number of 107–108 cells per gram (7).
These lactobacilli, mainly belonging to the group
of facultatively heterofermentative lactobacilli
(e.g., Lactobacillus casei/paracasei) develop
spontaneously in the cheese and are found only in
low numbers, e.g., 1–10 per mL or less, in pas-
teurized cheese milk; they may originate from the
flora in the cheese factory or they may be lacto-
bacilli surviving pasteurization. Pediococci have
also been found in the secondary flora. Although
the presence of a secondary flora in cheese has
been known for more than hundred years, knowl-
edge of their growth and their effects on the
cheese is still relatively scarce. There are indica-
tions that the secondary flora may have positive
effects on the quality of cheese, for example, by
inhibition of detrimental bacteria such as hetero-
fermentative lactobacilli (8) and Clostridium
tyrobutyricum (9) and by the consumption of oxy-
gen diffusing into the cheese (10).

H. RENNET

The primary effect of rennet is coagulation of the milk.
Later, rennet enzymes play an important role in the
hydrolysis of proteins during ripening. The coagulating
activity of calf rennet, or standard rennet, is due to the
enzyme chymosin. Traditionally rennet is made from the
fourth stomach of calves, abomasum, which is sliced and
extracted in a weak-acid/salt solution. The extract is fil-
tered and the pH adjusted to 5.5. Finally, 15–20% salt and
benzoic acid is added. Milk-coagulating enzymes can also
be extracted from stomachs of oxen or from other animals,
by the fermentation of certain moulds, or by microorgan-
isms into which the gene for chymosin has been cloned.

1. The Enzymatic Coagulation Process

The coagulation takes place in two phases. First a negatively
charged part of the κ-casein (1/3 of the κ-casein molecule)
is split off by hydrolysis (catalysed by the rennet enzyme)
of one peptide bond (no. 105, phenylalanin/no. 106,
methionin) in κ-casein. The casein micelles thereby lose a
part of the negative charge which otherwise prevents the
micelles from coagulating. The casein (paracasein) is now
insoluble in the presence of Ca2�. In the second phase of
renneting the paracasein micelles aggregate by hydropho-
bic attraction between hydrophobic amino acid residues in
the caseins. With 30 mL standard rennet per 100 L and at
30°C, the first phase takes about 10 minutes and the sec-
ond phase about 1 minute. It then takes about 20 minutes
before the coagulum is sufficiently firm for cutting.

I. ADDITION OF CALCIUM CHLORIDE

Addition of CaCl2, 5 to 20 g per 100 L, can increase the
rate of renneting partly because the addition of CaCl2 

produces a slight reduction in pH.

V. PRODUCTION OF CHEESE CURD

After the milk has formed a firm coagulum, the next steps
(cutting, stirring and heating/scalding) have the purpose of
controlling the syneresis of the curd in order to achieve the
appropriate level of moisture.

A. CUTTING

The coagulum is cut in grains by means of knives or fine
steel wires. The size of the grains influences the syneresis —
the finer the cut, the lower the moisture content in the cheese.
For soft cheese the grain size is 15 mm or larger, for semi-
hard cheese 5 to 10 mm, and for hard cheese 2 to 5 mm.

B. STIRRING

After cutting, whey begins to be squeezed out of the grains
and the syneresis begins. The mix of whey and grains is
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then stirred, at first gently, in order to enhance syneresis.
The stirring is continued until the grains have reached the
desired firmness. The stirring may take from one to two
hours. The main factors for the syneresis are: fat content of
milk, size of the grains, pH and temperature during stirring.
Lower fat, smaller grains, lower pH and higher tempera-
ture increase syneresis.

C. HEATING/SCALDING

Heating during stirring is usually not applied for soft and
semi-soft cheeses; however, for semi-hard cheese heating to
34 to 38°C is typical, for hard/semi-hard cheeses to 37 to
40°C and for hard cheeses 50 to 56°C (scalding). The heat-
ing/scalding can be done by heating the mixture of whey
and grains by steam in the jacket of the cheese vat or by the
addition of hot water to the whey. Addition of water reduces
the lactose content of the curd and, consequently, the
amount of lactic produced in the pressed cheese. Another
effect of heating/scalding is that the lactic-acid bacteria,
and their acid production under stirring, will be inhibited
because the temperatures applied are above their optimum.

If a higher heating temperature for Gouda/Danbo
cheese is used, the starter bacteria will grow more slowly
in the cheese grains, and the pH at the end of
stirring/moulding will consequently be higher. Although
higher pH during stirring will in itself reduce syneresis, the
higher heating temperature will increase syneresis.
Experience shows that the net result will be lower mois-
ture content in the cheese. A higher heating temperature
will also cause a higher pH minimum of the cheese,
because the cheese grains will have a higher pH at the end
of stirring/at moulding and because the pressed cheese has
a lower moisture content, and consequently, a lower con-
tent of lactose. In summary: Higher heating temperatures
for a semihard cheese such as Gouda/Danbo type will
result in a more firm, less acid cheese.

D. FINAL TREATMENT OF THE CHEESE CURD

When the cheese grains have reached the desired firmness
they must be separated from the whey. The curd can then
be put directly in moulds or it can be given further treat-
ment before final moulding.

On the whole, a few different moulding methods are
used for the many varieties of cheese:

● Curd grains are pressed under whey before mould-
ing (round-eyed cheeses).

● Curd grains are pressed under whey before
moulding and boiled in whey (Halloumi cheese).

● Grains are separated from the whey before
moulding (granular cheeses, soft cheeses).

● Grains are separated from the whey and the curd
is left a few hours for continued acidification
(cheddaring) and then milled, salted and moulded

(Cheddar, Stilton) or milled and then warmed and
kneaded before moulding (e.g. Mozzarella).

● After being concentrated by ultrafiltration and
added rennet etc., the cheese is cast directly in
moulds or in the package (e.g., UF-Feta).

● Sour-milk cheese: After acidification of the
milk to about pH 4.6 the whey is separated
from the precipitated curd, which can then be
packed for consumption (Tvorog, Quarg, Skyr)
or formed into small cheeses and ripened
(Olmützer quargeln, Harzer käse, Pult ost).

● Grains of acid precipitated coagulum, gently
cut and stirred and heated, are separated from
the whey and the loose grains are packed for
sale (Cottage cheese).

The following describes more in detail some of the
above-listed principles for handling the curd.

1. Round-eyed cheeses: The curd grains are col-
lected under whey, avoiding mixing with air,
lightly pressed and cut in pieces, one for each
cheese, placed in moulds, and finally pressed
for 1 to 2 h or more. The moulds are equipped
with clothes or perforated for drainage of whey
and for formation of a closed rind on the cheese.
This method results in a closed texture with
only microscopic bubbles of air. The closed
texture is an important factor for obtaining the
desired structure of round-eyed cheeses. The
starter cultures used for semi-hard round eyed
cheeses, e.g., Gouda/Danbo, contain bacteria
which in 1 to 2 weeks can ferment the citric
acid, thereby producing CO2.

Initially CO2 is dissolved in the cheese but
eventually the combined pressure of CO2, and
that of the N2 dissolved in the cheese begins to
expand the largest of the microscopic air bub-
bles. If the velocity of the formation of CO2 is
suitable, the gas will expand only a few of the
largest air bubbles because of the physical law

Pressure in a bubble � ,

which states that less gas pressure is required
for enlarging a large hole than a small one (11).
The same applies for large-eyed cheeses, e.g.,
Emmental and Jarlsberg, where the eyes are
expanded by CO2 produced by propionic-acid
bacteria by fermentation of lactic acid.

2. Halloumi cheese. After stirring, the grains are
pressed under whey, then cut in 300-gram pieces,
put into boiling whey and kept at about 90°C

surface tension
���
radius of the bubble
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for 30 minutes. After cooling, the Halloumi
cheese is stored in brine.

3. Granular cheeses, soft cheeses. The whey is
drained from the curd grains, which are then
scooped into moulds. If the grains are relatively
firm, as in semi-hard cheeses, e.g., Tilsiter, air
will be mixed in between the grains, which then
cannot fuse completely; therefore a large num-
ber of tiny air pockets will be incorporated, giv-
ing a granular texture. When CO2 is formed
during ripening, the gas enlarges the air pockets,
producing irregularly shaped holes.

In blue-veined cheeses, e.g., Roquefort and
Danablu, the air pockets, enlarged by CO2 from
bacteria and yeasts, make up the spaces in which
Penicilium roqueforti can grow provided atmos-
pheric oxygen is given access via openings in
the cheese. If the curd grains are large and soft
when put in moulds, as for Camembert and Brie,
the texture of the cheese can be without mechan-
ical openings between the grains. Production of
CO2 may produce holes, but most of the CO2 will
diffuse out of small-sized cheeses. Soft cheeses
are usually pressed only by their own weight.

4. Cheddar and “Pasta filata” cheese — Provolone,
Mozzarella and Kashkaval. The curd grains are
separated from the whey and the curd is left for
a few hours for continued acidification (ched-
daring) until a pH value about 5.1 to 5.3. Then
the curd is milled into chips.

For Cheddar, salt is added (2–2½%). Some of
the whey, which dissolves about 25% of the
added salt, is squeezed out from the chips,
while the remaining 75% of the salt is absorbed
in the cheese. Finally the curd is hooped,
pressed, wrapped in plastic film and packed in
cartons and placed in storage for ripening.

In the production of Provolone, Mozzarella
and Kashkaval, the chips of milled, acidified
curd are conveyed or shovelled into a container
filled with hot water or brine at 75 to 85°C and
the curd is kneaded until it is smooth and elastic.
The curd then is formed in moulds and cooled.

VI. SALTING OF CHEESE

Salt is important for conservation of cheese and for a bal-
anced, pleasant taste and for consistency. For many cheeses
salting also plays a role in reduction of the moisture con-
tent. For most semi-hard and semisoft cheeses, 1.5 to 2%
NaCl is suitable. For Emmental and other large-eyed
cheeses the salt content is lower, 0.8 to 1.4% , in order to
facilitate the growth of propionic-acid bacteria. For blue-
veined cheese, 3 to 3.5% NaCl is suitable.

The salting can be achieved either by adding salt to
the curd before moulding, or by diffusion of salt into the
cheese after moulding, by immersion in brine or by dry salt-
ing. The lactic-acid bacteria are sensitive to salt and will
be severely inhibited if the cheese is salted before acidifi-
cation has finished.

A. SALTING BEFORE MOULDING

For Cheddar cheese and Stilton, the curd is allowed to con-
tinue acidification until about pH 5.2 during the cheddar-
ing process. Then the curd is milled, salted and moulded.

B. SALTING AFTER MOULDING

For most other cheeses made without a cheddaring process,
the curd is put in moulds and pressed shortly after the end
of stirring. At that point the pH typically will be about 6.2
to 6.4, and, if more than a small amount of salt is added,
the growth of starter bacteria and the acidification will be
severely inhibited; the formed cheese therefore has to be
salted by absorption of salt from dry salt or from brine.

1. Dry Salting

For dry salting the surface of the cheese is rubbed with dry
salt or a salt paste.

2. Brine Salting

For salting in brine, cheeses are immersed in brine (20 to
22% NaCl) at 10 to 15°C. Salt is taken up by the cheese
while at the same time some moisture is forced out. The loss
of moisture, which is higher than the uptake of salt, gives
the cheese a firm rind. The uptake of salt and loss of mois-
ture depends on the geometrical dimensions of the cheese,
its moisture content, and its fat content and on the con-
centration of the brine.

Some examples for salting duration in brine with 20
to 22% salt:

● Grana cheese, high cylinder, 45 kg, 1.7% NaCl:
3 weeks.

● Emmental cheese, flat cylinder, 100 kg, 0.8 to
1% salt: 3 days.

● Semi hard cheeses (Gouda/Danbo etc.), 2 to
12 kg, 1.6 to 2.2% NaCl: 1 to 3 days.

● Soft cheeses (Camembert, Brie etc.), 0.1 to
1 kg, 1.5 to 2.5% NaCl: 0.5 to 3 hours.

The uniform diffusion of the absorbed salt throughout
the cheese may take up to several week depending on the
weight, moisture content and dimensions of the cheese.

VII. RIPENING OF CHEESE

Although cheeses like cottage cheese and Quarg are con-
sumed fresh, most cheeses require a ripening period (from
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a few weeks up to several years) for development of char-
acteristic flavour, consistency and appearance. The changes
during ripening are brought about by enzymes and microor-
ganisms. The effects of the enzymes and the microorgan-
isms depend on pH and temperature, on the content of
moisture and salt and the surface treatment.

Examples of regimens for storage for ripening:

● Emmental: 2 weeks at 12°C; 3 to 6 weeks at 20
to 24°C; then at 8 to 10°C.

● Cheddar: 4 to 12 months at 6 to 10°C.
● Semihard cheeses, Gouda/Danbo, etc.: 2 to 4

weeks at 12 to 18°C; then at 6 to 10°C.
● Blue-veined cheese: 3 to 5 weeks at 8 to 12°C;

1 to 3 months at 2 to 6°C.
● White mould cheese: 1 to 2 weeks at 12 to 15°C;

1 to 2 weeks at 6 to 10°C; 2 to 6 weeks at 2 to 5°C.

A. FERMENTATION OF LACTOSE AND CITRIC ACID

The fermentation of lactose to lactic acid by lactic-acid
bacteria and the fermentation of citrate by citrate using
bacteria in DL-starters are described in the sections above.
In cheeses such as Emmental and other large-eyed cheeses
lactic acid is further fermented by propionic acid bacteria
to propionic acid, acetic acid and CO2.

B. PROTEOLYSIS

The caseins are gradually hydrolysed by rennet proteinase
enzymes and by plasmin, an indigenous milk protease,
which yields a number of large polypeptides, but which do
not influence the flavour of the cheese (some hydrophobic
peptides may be astringent or may have a bitter taste,
however). These first steps of the proteolysis are impor-
tant for changing the structure of semi-hard cheeses from
a rubber-like to a sliceable consistency.

Some of the peptide bonds in the polypeptides can be
further hydrolyzed by enzymes from the lactic-acid bacte-
ria to yield smaller peptides and free amino acids, contribut-
ing to the basic taste of cheese. Amino acids may be further
converted to smaller molecules — ammonia, organic acids,
amines, esters, low molecular sulphur compounds, etc.,
contributing to the aroma of ripened cheese.

1. Extent and Depth of Proteolysis

The speed of the breakdown of proteins and the amounts
of resulting compounds produced during ripening are very
different for the various kinds of cheese and depend on a
range of factors: Type and amount of rennet, type of starter
bacteria, level of moisture, pH of the cheese, salt percentage
and storage temperature.

The progression of proteolysis can be monitored by
electrophoresis, by HPLC and by separation of the casein
and its breakdown products into groups according to their

solubility. In the classical ripening analysis the extent of pro-
teolysis is defined as the amount of total nitrogen which is
soluble at pH 4.4 (12). The depth of the ripening is defined
as the amount of the nitrogen present as amino acids and low
molecular nitrogen compounds. The amount of free amino
acids can be estimated by nitrogen determination in the fil-
trate after precipitation with phosphotungstic acid (13) or by
a titration with formaldehyde (14) or by other methods (15).

Fig. 68.3 shows curves for soluble nitrogen produc-
tion during ripening for blue-veined Danablu cheese, for
semi-hard Danbo cheese with moderate smear ripening,
for Cheddar cheese and for Feta cheese. For the Danbo
curves are also given for amino nitrogen (determined by
phospho-tungstic acid or by formol titration) and for NH3

nitrogen. (Based on data from (5) and (16)).

2. Surface-Ripening

Aerobic microorganisms may develop on the surface of
cheese. If the surface is moist, bacteria and yeasts may
form a red-brownish smear, in which protein and fat is
catabolized, producing fatty acids, amino-acid breakdown
products such as ammonia, and various low molecular
sulphur compounds; these compounds diffuse into the
cheese and impart a spicy flavour to the cheese, the inten-
sity of which depends on the growth of the surface flora,
the dimensions of the cheese, its moisture content, and the
temperature and duration of surface ripening.

3. Feta and Similar Cheeses

Feta and similar cheeses are acidified to a low pH, about
4.4 to 4.6, and kept in brine. The enzymes of rennet retain

68-12 Handbook of Food Science, Technology, and Engineering, Volume 2

0 1 2 3 4 5 6 7 8 9 13121110 14
0

10

20

30

40

50

60

NH3-N, Danbo

AN, Danbo

Sol.N,Cheddar

P
er

ce
nt

ag
e 

of
 to

ta
l N

Months

Sol.N, UF-Feta

Sol.N, Danbo

Sol.N, Danablu

FIGURE 68.3 Typical development of soluble nitrogen at pH
4.4 during ripening as percent of total nitrogen for Danablu
cheese, for semihard Danbo cheeses and similar Danish cheeses
with moderate smear ripening, for Cheddar cheese and for Feta
cheese (made by ultrafiltration). For Danbo and similar Danish
cheeses curves are also shown for typical development for amino
nitrogen (determined by precipitation with phosphotungstic acid
or by formol titration) and for NH3 nitrogen during ripening.
(Based on data from (5) and (17)).

DK9848_C068.qxd  15/Oct/05  05:57 PM  Page 12



some activity; the peptidases of the lactic-acid bacteria,
however, are practically inactive at this low pH. Hence
proteolysis in Feta is rather limited, and the amounts of
free amino acids and ammonia produced are low and there
is no increase in pH during ripening.

4. White Mould Cheeses

Like Feta, fresh white mould cheeses are low in pH, about
4.5 to 4.7. The ripening of a Camembert cheese is depend-
ent on the growth of white mould on its surface, which
consumes lactic acid and produces ammonia from pro-
teins. The pH of the rind soon rises to pH �7, and a pH
gradient is created from the surface to the center (17). The
pH increases gradually throughout the cheese, thereby
activating peptidases of the lactic acid bacteria and releas-
ing amino acids from the peptides. The ammonia and
other metabolic products from the mould diffuse into the
cheese and contribute significantly to the flavour.

5. Blue-Veined Mould Cheeses

The pH of fresh blue-veined cheeses is rather low, about
4.6 to 4.8, so a complete ripening process is dependent on
the growth of mould, analogous to that described above
for white-mould cheeses. Penicillium roqueforti is able to
grow at rather low oxygen tension, hence it can develop in
openings and caves inside the cheese, if there is oxygen
access via perforations of the cheese. The moulds in blue-
veined cheeses produce highly active protein- (and fat-)
degrading enzymes.

C. LIPOLYSIS

By lipase enzymes the triglycerides of milk fat can be
hydrolysed into free fatty acids and glycerol. The short-
chain fatty acids have a sharp, pungent flavour, which
although undesirable in milk and butter, may contribute to
a balanced flavour in some ripened cheese because of these
fatty acids and other metabolites, such as metyl ketones
and esters. In some cheeses, lactones, produced from
hydroxy acids of the fat, may also contribute to flavour.

1. Lipolytic Activity in Cheese

a. Milk lipase. The indigeneous lipase of milk can
produce a significant lipolysis in cheese made
from raw milk (Table 68.6). Pasteurization of
the milk at 72°C for 15 seconds inactivates
about 95% of the milk lipase.

b. Rennet and starter bacteria. Standard rennet do
not contain lipase and the starter cultures of lac-
tic acid bacteria do not produce enzymes which
can liberate fatty acids from milk triglycerides.

Consequently there will be only slight lipolytic acitiv-
ity in cheese made of good quality pasteurized milk.

c. Added enzyme preparations. Traditional rennet
paste, made by macerating the stomachs and
pregastric regions of lambs or kid goats, con-
tains pregastric lipases with high specificity for
the liberation of short-chain fatty acids, which
in cheese can contribute to a piquant flavour, e.g.,
Provolone and Feta (18).

d. Lipases from psychrotrophic bacteria. In raw
milk psychrotrophic, Gram negative bacteria may
produce lipases (and proteases). These bacteria
are killed by pasteurization, but their enzy-
mes may persist (19). If the milk is high in psy-
chrotrophic bacteria before pasteurization, ther-
moresistant bacterial lipases can split fat during
ripening. Concomitantly an unclean flavour
may develop, owing to thermoduric protein
degrading enzymes from the psychrotrophic
bacteria.

e. Lipases from surface microflora. Bacteria and
yeasts in the smear on surface-ripened cheeses
can hydrolyse fat on the surface and the liber-
ated fatty acids can diffuse into the cheese (20)
and contribute to the flavour, in combination
with ammonia and other low molecular com-
pounds from degraded proteins of the surface
smear.

f. Mould lipases. The moulds of blue-veined 
and white-mould cheeses produce very active
lipases. However, in Camembert, for example,
the contribution of free fatty acids to the flavour
is reduced because of the dissociation of the
acids at the high final pH.
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TABLE 68.6
Examples of Typical Acid Degree Values for Cheese 
Fat (16)

Acid Degree*
Cheese (BDI)

Non hydrolyzed milk fat 0.5–0.8
Flavour threshold value for milk 1.2
Semi hard cheese from raw milk, ripened 6 months 3–5
Semi hard cheese, made of pasteurized milk of good 1–2

quality, ripened 6 months
Semi hard cheese, made of pasteurized milk with 3–5

500,000 of psychrotrophic bacteria per mL before 
pasteurization, ripened 6 months

Blue-veined cheese (Mycella) made of raw milk, 10–20
ripened 3 months

Blue-veined cheese (Danablu) made of raw 30–50
homogenized milk, ripened 3 months

* mL 1 N alkali per 100 g fat
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2. The Influence of Homogenization on Lipolysis

Homogenization increases the effect of lipase dramati-
cally. If raw milk is homogenized, e.g., for blue-veined
cheese, then significant lipolysis, catalyzed by the milk
lipase, will occur quickly in the cheese vat. The combined
effect of milk lipase and the mould lipases during ripen-
ing is also increased by homogenization of the milk (21).

3. Extent of Lipolysis

The hydrolysis of fat can be measured by titration of fat
extracted from the cheese, e.g., by boiling with BDI-reagent
after adjustment of pH to 4 (21). This method recovers
about 70% of the free fatty acid. Table 68.6 give some
examples for acid degree of fat from various cheeses.

D. FINISHING THE CHEESE

Hard and semi-hard cheeses after a stable rind has been
formed are often given a layer of cheese wax in order to pre-
vent further loss of moisture. For semi-hard cheeses with
surface ripening, the smear should be removed after 2 to 3
weeks, and the cheese dried carefully, before waxing can be
applied. Mould cheeses, soft cheeses and formed, ripened
sour-milk cheeses usually are packed in aluminium foil.
Feta-type cheeses and Halloumi, kept in brine in contain-
ers, are sold directly from the container or packed in plas-
tic bags with brine.

ACKNOWLEDGMENT

The information in this chapter has been derived from
“Principles of production of cheese,” by E. W. Nielsen. In
Editors: Y. H. Hui et al. Handbook of Food and Beverage
Fermentation Technology, Marcel Dekker, New York, 2004.

REFERENCES

1. E Waagner Nielsen, J A Ullum. Mejerilære 2. Odense:
Erhvervsskolernes Forlag, 2000, pp 85–216.

2. D Edelsten. Composition of milk. In: A Neimann-
Sørensen, D E Tribe. ed. World Animal Science, B3.
Amsterdam: Elsevier Science Publishers B. V., 1988,
pp 175–199.

3. A H Karman, M A J S van Boekel, A P Arentsen-Stasse.
Determination of casein by infrared spectrophotometry.
Neth. Milk J. 41:175–187, 1987.

4. M A J S van Boekel, C L Crijns. Behaviour of the 
proteose-peptone fraction during rennetting of milk.
Neth. Milk J. 48:117–126, 1994.

5. E Waagner Nielsen. Introduction to the theoretical and
empirical basis of the Danish Cheese Simulator (DCS).
Bulletin of the International Dairy Federation No. 308:
42–51, 1995.

6. T J Geurts, P Walstra, H Mulder. Water binding to milk
protein, with particular reference to cheese. Neth. Milk J.
28:46–72, 1974.

7. M Järvik, H Leesment. Undersökning av mikrofloran 
i herrgårdsost och sveciaost. Meddelande Svenska
Mejeriernes Riksförening No. 32, 1954.

8. L C Laleye, R E Simard, B H Lee, R A Holley. Control
of homofermentative bacteria during Cheddar cheese
maturation by homofermentative Lactobacillus starters.
J Dairy Sci. 72:3134–3142, 1989.

9. A V Gudkov. Cheeses of the former USSR. In: P F Fox.
ed. Cheese, chemistry, physics and microbiology. London:
Chapman & Hall, 1993, pp 281–299.

10. T D Thomas, L L McKay, H A Morris. Lactate metabo-
lism by pediococci isolated from cheese. Appl. and Envi-
ronmental Microbiology 49:908–913, 1985.

11. W M Clark. On the formation of “Eyes” in Emmental
Cheese. J. Dairy Sci. 1:91–113, 1918.

12. Søncke Knudsen, A J Overby. Bestemmelse af kvæl-
stoffordelingen i ost. In Aarsskrift Den kongelige
Veterinær- og Landbohøjskole, København 1942, pp
15–22.

13. S Orla-Jensen. Beitrag zur Käseanalyse. Land-
wirtschaftliches Jahrbuch der Schweiz 20: 421–436, 1906.

14. M T Sode Mogensen. Determination of the degree of
proteolytic decomposition in cheese with special refer-
ence to the formol titration. Medd. No. 21 från Statens
Mejeriförsök, Malmö 1948, pp 279–436.

15. Y Ardö. Cheese ripening. General mechanisms and spe-
cific cheese varieties. Bulletin of the International Dairy
Federation No. 369: 7–12, 2001.

16. E Waagner Nielsen. Omdannelser i ost under syrning og
modning. Frederiksberg: DSR Forlag, 2000, 103–113.

17. A Noomen. The role of surface flora in the softening of
cheeses with a low initial pH. Neth. Milk Dairy J. 37:
229–232, 1983.

18. P Birschbach. Origins of lipases and their characteris-
tics. Bulletin of the International Dairy Federation No.
294:7–10, 1994.

19. J Stadhouders, H Mulder. Fat hydrolysis in cheese from
pasteurized milk. Neth. Milk & Dairy J. 14: 141–147,
1960.

20. J Stadhouders, H Mulder. Fat hydrolysis and cheese
flavour. Neth. Milk & Dairy J. 11: 164–183, 1957.

21. E Waagner Nielsen, D Edelsten. The hydrolysis of fat in
blue cheese. XIX. Int. Dairy Congress. Vol. 1E:252, 1974.

68-14 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C068.qxd  15/Oct/05  05:57 PM  Page 14



69-1

69 Yeast

Bernard Poitrenaud
Lesaffre International

CONTENTS

I. Introduction ..........................................................................................................................................................69-2
II. Yeast: A Living Organism Made Up of a Single Cell ........................................................................................69-2

A. Biology ........................................................................................................................................................69-2
1. Its Place in the Living World ................................................................................................................69-2
2. The Cell: Organized in a Similar Way to Higher Life Forms ..............................................................69-3

B. Biochemical Composition ..........................................................................................................................69-3
III. Behavior of Yeast during Bread Fermentation ....................................................................................................69-4

A. The Roles of Yeast in Bread-Making ..........................................................................................................69-4
1. Dough Rising ........................................................................................................................................69-4
2. Acidification ........................................................................................................................................69-4
3. Flavor Production ................................................................................................................................69-4
4. Change in Dough Rheology ................................................................................................................69-5

B. Use of Fermentable Substrates: The Enzymes Involved ............................................................................69-5
C. Fermentative Profiles ....................................................................................................................................69-6
D. Influence of Various Factors on Fermentative Activity ..............................................................................69-7

1. Effect of Temperature ..........................................................................................................................69-7
2. Effect of Osmotic Pressure ..................................................................................................................69-8
3. Effect of Yeast Dosage ........................................................................................................................69-9
4. Effect of pH ........................................................................................................................................69-10
5. Inhibiting Ions ....................................................................................................................................69-11

IV. Industrial Production of Yeast ............................................................................................................................69-11
A. Raw Materials ............................................................................................................................................69-11
B. Storage and Protection of Strains ..............................................................................................................69-12
C. Propagation ................................................................................................................................................69-12

V. Commercial Yeasts ............................................................................................................................................69-13
A. Strains .........................................................................................................................................................69-13
B. Biochemical Compositions Adapted for Applications ..............................................................................69-14
C. Controls on The Finished Product ............................................................................................................69-14
D. Commercial Forms and Methods of Use ..................................................................................................69-14

1. Liquid Yeast ........................................................................................................................................69-15
2. Compressed Yeast ..............................................................................................................................69-15
3. Crumbled Yeast ..................................................................................................................................69-16
4. Rehydratable Active Dry Yeast ..........................................................................................................69-16
5. Instant Dry Yeast ................................................................................................................................69-17
6. Free-Flowing Frozen Dry Yeast with Intermediate Moisture ............................................................69-17
7. Dry Yeast with Reducing Power ........................................................................................................69-17

VI. Conclusions ......................................................................................................................................................69-17
Acknowledgments ......................................................................................................................................................69-18
Bibliography ................................................................................................................................................................69-18

DK9848_C069.qxd  15/Oct/05  04:27 PM  Page 1



I. INTRODUCTION

The general public is often confused between baking pow-
der, incorrectly called “chemical yeast,” and baker’s yeast,
which is biological in origin. The availability of active
dried yeast, a staple product, only adds to the confusion.
The packaging is similar and contains a powder, whilst the
baker retails or sells small 42-gram cubes of a semi-moist
product, with a plastic appearance.

The craft baker, however, knows that the bread he
makes will not be as light, or have the same texture and
organoleptic properties as the first product. Bread is a
symbolic food about which there is universal agreement,
despite the different ways it is made, because a special
production method is used: fermentation.

Fermentation is a 5,000-year-old process which was
based on the renewal of a previously risen dough: the starter
dough (levain). Since earliest antiquity, the manufacture
of bread and beer went hand in hand. In the palaces of
ancient Egypt, leavens were activated by collecting the
foam which rose to the surface of mash tubs. Pliny the
Elder, a 1st century Roman naturalist, writes that the bread
made in Gaul and on the Iberian peninsula owed its incom-
parable lightness to the addition of this foam. This method,
which was taken up again in the 17th century to make a
soft bread and was much talked about, was subsequently
widely used (1). When brewers in the 16th century opted
for low-fermentation yeast, instead of high-fermentation
yeast, it was not at all suitable for bread manufacture.
Distiller’s yeast filled the gap. It soon opened the door in
Europe to a fledgling industry, which expanded, particu-
larly in Austria in 1846 with the Mautner process, then in
England in 1886, with continuous aeration of a culture
medium. This was the beginning of the biotechnology era,
although people were unaware of this at the time. In fact,
it was only in the years between 1857 and 1863 that Louis
Pasteur demonstrated the role of yeast as the microorgan-
ism responsible for fermentation. The yeast industry made
a crucial advance between 1910 and 1920 when Sak, a
Dane, and Hayduck from Germany developed the contin-
uous sugar-feed process in the presence of oxygen, known
as “Zulaufverfahren” or feed-batch process (2).

Worldwide production of baker’s yeast was about 2.8
million tonnes a year in 2003. This is the largest quantity
of microorganisms produced, thanks to the enormous tech-
nical and scientific progress this industry has been able to
exploit and develop. As a result of the innovative processes
it uses, the yeast industry has also supplied all the fer-
mentation industries, which are a feature of biotechnology
today: production of enzymes, amino acids, vitamins, and
substances with a therapeutic use: hormones, antibiotics,
vaccines, and more.

II. YEAST: A LIVING ORGANISM MADE
UP OF A SINGLE CELL

A. BIOLOGY

1. Its Place in the Living World

The yeasts found in the flora of cereals belong to different
genuses: Pichia, Candida, Saccharomyces. The latter is the
most common comprising the species cerevisiae (80%),
exiguus, minor, uvarum, ellipsoïdus, turbidans (3).

Although the Saccharomyces genus is generally used
in brewing, wine-making and baking, the cerevisiae species
does not give the best results in each of these applications.
This is why S. carlsbergensis (which became S. uvarum)
is used in the first instance and S. bayanus in the second.
Within the cerevisiae species, some varieties have been
improved by genetics, giving rise to new strains which are
better suited to their specific applications. Although
Saccharomyces cerevisiae is used throughout the world 
in bread-making, there are other groups of yeasts which
have very specialized applications in baking (Table 69.1)
(4, 5, 6).

Saccharomyces cerevisiae is undoubtedly the most
cultivated yeast. All research and development work focuses
on it because it has the cell characteristics of higher organ-
isms, simple nutritional requirements, and a beneficial
multiplication rate, although it does not multiply quite as
fast as bacteria. From an economic point of view, its suit-
ability for industrial production and its wide range of
applications make it unique. Strains are generally stable,
can be improved, and pose no risk in terms of food safety.
Some of the different genuses and species of yeast listed
above for special applications cause production problems,
such as flocculation or very low yields.

Yeasts as a whole are microorganisms which have a
high nutritional value and are completely harmless.
However, a few of them are pathogenic. This applies to
some species belonging to the Candida genus. Yeast 
producers are very cautious about using some genuses
whose taxonomy is uncertain. They can be classified more 
accurately using very delicate genetic techniques when
morphological or biochemical characteristics are not 
sufficient.
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TABLE 69.1
Yeasts for Different Baking Applications
Applications Genus Species

Multipurpose Saccharomyces Cerevisiae
High sugar doughs Saccharomyces Rosei

Saccharomyces Rouxii
Flavor enhancement Saccharomyces Delbrukii

Candida Lusitaniae
Sourdough starters Saccharomyces Exiguus

Torulopsis Holmii
Candida Milleri

Source: G. W. Sanderson (1985).
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2. The Cell: Organized in a Similar Way to
Higher Life Forms

A baker’s yeast preparation, through the electron scanning
microscope, reveals a multitude of distinctive cells 
(Fig. 69.1), ovoid in shape. Some of them have buds or
scars which they have left. They vary in size from 6 to 8
micrometers. One cm3 of compressed yeast with a 30%
dry matter content contains about 10 billion cells!

Transmission electron microscopy reveals the following
ultrastructure (Fig. 69.2), from the outside toward the inside:

● The cell wall: composed of glucans and man-
nans bound to proteins, it provides physical
external protection. It is completely permeable
to water, minerals and small organic molecules.

● The cytoplasmic membrane: made up of glycol-
ipids and glycoproteins, it controls the exchanges
between the intracellular and extracellular media.
It is characterized by a selective permeability, i.e.
it allows water and some solutions to circulate,
whilst retaining the large molecules.

● The cytoplasm: a colloidal substance in which
a multitude of biochemical reactions take place
and which contains organelles in suspension:
– The nucleus, which contains the chromosomes

(carriers of genetic information) which
transmit hereditary characters and control
the synthesis of proteins.

– The ribosomes, sites of protein synthesis.
– The endoplasmic reticulum and Golgi bod-

ies, a network of membranes involved in the
secretion of proteins.

– The mitochondria, energy-producing bodies
in the cell in the presence of oxygen.

– The vacuoles, places where different storage
substances are found.

B. BIOCHEMICAL COMPOSITION

The composition of yeast depends on its type and the con-
ditions in which it is stored. Table 69.2 gives average
indicative values for samples of fresh European yeast.

● The proteins contribute to a considerable
degree of potential metabolic activity as they
are made up of a high proportion of enzymes.
The protein content is therefore directly related
to fermenting power and the ability to produce
biomass (Cf. § III.C. et IV.B.).
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● The carbohydrates are mainly:
– glucans and mannans, wall constituents;
– glycogen, a storage macromolecule usually

found in animal cells, which is used when
there is a long-term deficiency of nutrients;

– trehalose, a disaccharide which is called up
preferentially when there is a short-term
deficiency. The storage of this sugar is very
important whenever the yeast cell has to
undergo stress, such as drying, high osmotic
pressure or freezing.

● The lipids, particularly lipoproteins and phos-
pholipids, are involved in the make-up of the
cytoplasmic membrane and in maintaining its
properties in the various processes used for 
drying active dried yeast.

● The minerals, including phosphorus which is
essential as it is involved in the formation of
nucleic acids, molecules with a high energy
potential (ATP) and membrane phospholipids.

Due to its high number of proteins with the presence of all
the essential amino acids in addition to phospholipids,
minerals and vitamins, deactivated yeast is regarded as a
top quality food supplement.

III. BEHAVIOR OF YEAST DURING BREAD
FERMENTATION

A. THE ROLES oF YEAST IN BREAD-MAKING

1. Dough Rising

This is the most obvious phenomenon for anyone who is
unfamiliar with bread manufacture. Air is incorporated
into dough during mixing and the yeast is able to establish
respiratory-type metabolism. A few minutes after mixing,

all the oxygen which has been introduced is used up by the
yeast. Due to the anaerobic conditions, yeast metabolism is
geared towards fermentation. The carbon dioxide pro-
duced firstly dissolves in the free water in the dough.
When it reaches a saturation point, it accumulates in
gaseous form, exerting internal pressure on the imperme-
able gluten network. This network, which is elastic and
extensible, enables the dough to rise, whilst the external
structure is maintained. Contrary to what is generally
thought, the pores in the crumb of bread have nothing to do
with the distribution of yeast cells but correspond to the
dilatation of the CO2 they produce. This diffuses into the
air bubbles which are incorporated and dispersed in the
dough during mixing and various mechanical operations.

2. Acidification

The formation of carbon dioxide and organic acids results in
a lowering of pH and an increase in the total titratable acid-
ity (TTA) of the dough during fermentation, in spite of the
high buffering capacity of proteins in the flour. This acidifi-
cation confirms that bread fermentation is working properly.
It is often measured (pH and TTA) in routine checks in
industrial bakeries using prefermentation processes as water
brew, stiff or liquid sponge. (Cf. § II.D.4.).

3. Flavor Production

The alcohol formed, the lowering of pH, and the release of
metabolites from secondary fermentation are directly
involved in, or act as precursors to, the development of
bread taste and flavor (7, 8, 9). Long fermentation times,
slightly low dough temperatures and sensible quantities of
yeast result in a bread with excellent organoleptic proper-
ties. This assumes, of course, that the dough has not been
subjected to excessive oxidation which is the result of
high-speed mixing and the presence of bean or soya flour.
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TABLE 69.2
Average Composition of European Yeasts
Dry Matter * (DM) 30.0 to 33.0 (%) (%)

Nitrogen/DM 6.5 to 9.30
Proteins/DM (nitrogen x 6.25) 40.6 to 58.0 of which Glutathione 0.5 to 1.5
Carbohydrates/DM 35.0 to 45.0 of which Glycogen 5 to 10

Trehalose 8 to 20
Cell lipids/DM 4.0 to 6.0 of which Phospholipids 1 to 2
Minerals/DM 5.0 to 7.5 of which Potassium 0.8 to 2.0

Sodium 0.01 to 0.2
Calcium 0.02 to 0.15
Magnesium 0.04 to 0.18
Phosphorus 0.8 to 1.3
(P2O5) 2.0 to 3.0

Vitamins of which Thiamin (B1) 0.002 to 0.015
Riboflavin (B2) 0.002 to 0.008
Pyridoxine (B6) 0.002 to 0.006
Niacin (PP) 0.010 to 0.050
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Particular genuses and species of yeast have metabo-
lisms which result in bread products with very character-
istic flavors (Cf. § 1.A.1.).

4. Change in Dough Rheology

Apart from the physical changes dough undergoes during
the various operations of mixing, dividing, rolling or mould-
ing, its viscoelastic properties are transformed throughout
the fermentation process. This is a very familiar phenome-
non to the craft baker, for whom the effects of bread fer-
mentation do not simply mean the inflation of dough (10).
The dough strengthening to which bakers refer, and which is
occurring during bulk fermentation, is a perfect illustration
of this. It involves a reduction in gluten extensibility com-
bined with an increase in its elastic resistance (Fig. 69.3).

The causes are known but it is difficult to find a sci-
entific explanation for the mechanisms because of the
complexity of the dough system. It involves:

● Firstly, a purely mechanical effect which is the
result of gluten development, namely, its exten-
sion and organization into a three-dimensional
network under gaseous pressure;

● Secondly, the formation of physicochemical
bonds, strengthening the cohesion of the gluten
network. The lowering of pH, reactions with
the different metabolites produced by second-
ary fermentation and variations in surface ten-
sion between the different dough phases seem
to play a part in these phenomena. According to
K. Hoseney, the phenomenon is essentially
oxidative, involving the production of oxygen
peroxide by the yeast (11).

Understanding the notion of dough strength is complicated
by certain factors which can cause confusion, particularly
in long fermentation processes. After a long first 

fermentation, or the fermentation of a sponge, the dough
softens, which seems to go against this idea of strength. This
effect, which is real, is heightened by the undermixing
inherent in this type of dough. In fact, it is linked to the grad-
ual hydration of gluten and to the action of enzymes in the
flour: the amylolytic activity, which contributes to the
release of water previously fixed by the starch, a slight pro-
teolysis affecting the gluten; and possibly the reducing effect
of the glutathione excreted by some types of dried yeast.

These changes in no way preclude the strengthening
of dough elasticity that takes place in the gluten and is
evident during the moulding operations. Too much
strength will affect the external and internal characteris-
tics of the finished product, so the baker’s skill lies in
knowing how to control fermentation processes to fit the
characteristics of the flours and the type of mixing used.
This skill is somewhat restricted by high-speed mixing
methods and the use of dough conditioners. The fact
remains that in reality the technology is complex, making
it difficult for bakers and technicians or engineers in the
world of industry or applied research to communicate.
The only way forward is for the latter to “get their hands
dirty” if they wish to establish a fruitful dialogue based on
mutual trust.

B. USE OF FERMENTABLE SUBSTRATES: THE

ENZYMES INVOLVED

● Monosaccharides, simple sugars with six car-
bon atoms (such as glucose, fructose and galac-
tose), are preferentially used by S. cerevisiae.
Nevertheless, the assimilation of galactose
depends on the concentration of glucose, with
the latter exerting catabolic repression. It is
generally acknowledged that glucose and fruc-
tose can penetrate the cell by facilitated diffu-
sion, involving phosphorylation.

● Disaccharides can be assimilated after enzy-
matic hydrolyses.
– The sucrose already present in flour or

added to the ingredients is converted to glu-
cose and fructose by invertase in the yeast.
This reaction takes place in the periplasmic
space between the wall and the cytoplasmic
membrane. The two hexoses then diffuse
into the cytoplasm, where they are metabo-
lized. Invertase acts very quickly, practically
doubling the osmotic pressure in the region
next to the cell.

– Maltose, which mainly comes from the con-
version of starch by action of the α- and β-
amylases in flour, is split into two glucose
molecules by maltase, an enzyme in yeast
cells. However, the maltose must have 
previously been carried inside the cell by 
maltopermease.
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Not all strains of yeast have the same ability to ferment
maltose. Strains used in the U.S. and in Japan have 
adaptive maltopermease and maltase. The synthesis of
these enzymes is catabolically repressed by glucose 
and induced by maltose. So the cell can only produce 
the two enzymes which enable it to use the maltose 
present in the medium after the glucose has been
exhausted (13, 14).

In Europe, most industrial baker’s yeasts have 
constituent maltopermease and maltase. These strains
were developed in Great Britain in the early 1960s for 
the Chorleywood Bread Process. They were then used 
on the continent, where high-speed mixing was catching
on. These types of strains were able to rapidly adapt to
maltose in bread-making processes with no added 
sugar, since mechanical dough development replaced 
first fermentation in straight doughs, or sponge in 
sponge-and-dough processes. The risk of exhausting 
the fermentable sugars in the dough was thus eliminated
by systematically supplementing flours with malt or 
α-amylases.

● There are also small quantities of tri- and poly-
saccharides which are fermentable to varying
degrees.

C. FERMENTATIVE PROFILES

This ability to ferment maltose is easily demonstrated by the
rheofermentometer, a device for recording the variations in a
yeast’s rate of fermentation as a function of time (for exam-
ple, CO2 released per min). The dough used must have no
sugar added to the flour (so-called “normal” dough).

Depending on the quantity of yeast, its fermentative
capacity, and the fermentation temperature, a “depression of
adaptation to maltose” varying in size can be seen on the
curve. This depression in fermentation speed is linked to the
exhaustion of directly fermentable sugars already present. If
the yeast contains constituent maltase and maltopermease,
the depression is much less pronounced or non-existent,
depending on the above-mentioned conditions.

If there is added sugar (sucrose, glucose/fructose
syrup), the depression disappears as yeast preferentially
uses these substrates (Figs. 69.4 and 69.5).
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D. INFLUENCE OF VARIOUS FACTORS ON

FERMENTATIVE ACTIVITY

For a strain with a given biochemical composition, the
conditions of the medium affect the rate of fermentation
of yeast. The effects must be taken into account in baking,
not only for the sake of productivity and economics but also
for technological reasons. For example, there are the prob-
lems with varying dough density when it is passed through
a volumetric divider, or variations in dough strengthening
between the start and end of moulding (the larger the dough
mass being divided, the greater the difficulty).

Although numerous factors have a bearing on the fer-
mentative activity of yeast, we should remember that the
baker judges this activity by the rising of the dough. This
is the result of the force exerted by the increase in internal
pressure (impermeability plus CO2 production) and the
resistance of the dough to deformation. Extensibility, elas-
tic resistance, permeability, viscosity of dough (cold or
warm, soft or firm) are among the many parameters which

affect the rate of dough rising, regardless of the activity of
the yeast itself. This is clearly demonstrated by observing
a dough piece as it rises in a mould, in a fermentation
chamber at 43°C and 85% relative humidity. The dough
“moves” slowly at first but its volume grows more and
more quickly. Over a final fermentation period of one
hour, the last five minutes are crucial as, in that time, there
is a spectacular increase in the height of dough in the
mould. This is related, amongst other things, to a reduc-
tion in internal pressure as the dough swells, as can be
seen on the alveograph curve.

1. Effect of Temperature

Enzymes activity in the yeast depends on the temperature
of the medium. Within the range of 20 to 40°C, an increase
in dough temperature of 1°C results in an increase in fer-
mentation speed of 8 to 12% according to the type of
yeast (Fig. 69.6). In production conditions, therefore, it is
vital to check and control dough temperatures very 
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accurately at the end of mixing, and particularly in the lab-
oratory when comparative studies are being carried out.

This explains the variations of dough and fermenta-
tion temperatures required for various applications.
Cooler doughs are needed for baguette production (22 to
24°C) in order to restrict dough strength, an excess of
which would hinder moulding, and to encourage certain
flavors to develop. When working with raw frozen
doughs, temperatures of between 18 and 20°C restrict the
start-up of yeast activity. At 4°C fermentation is held up.
Whilst final fermentation temperatures of 30 to 35°C are
used for tinned sandwich bread in France, the general
average in the U.S. is 48°C, which increases productivity
but at the expense of the overall quality of the finished
product. In the United Kingdom, fermentation tempera-
tures of 55°C for soft bun manufacture are quite common,
and can be as much as 75°C in the case of industrially
produced pizza crusts, all at a relative humidity of 95%. It
should be noted that yeast is very quickly killed when the
internal dough temperature exceeds 55°C.

2. Effect of Osmotic Pressure

The semi-permeable cytoplasmic membrane of the cell
delimits two compartments. When there is a difference in
concentration between the medium inside and outside the
cell, water gradually moves from the less concentrated
medium to the more concentrated one so that equilib-
rium can be established. This transfer is influenced by 
a force which exerts a virtual pressure linked to the 
semi-permeability of the membrane. This movement of
water can be prevented by exerting hydrostatic pressure.
The difference in pressure between the two media defines

the osmotic pressure. This is in proportion to the number
of dissolved particles per unit of volume. A solution 
containing 1 mmol/l of sodium chloride (58 mg/l) will
release 2 ions per molecule, and the osmotic pressure can
be twice that of a glucose solution also containing
1 mmol/l (180 mg/l).

In a dough, osmotic pressure mainly depends on the
proportions of sugar and salt used. It can be very high, as
much as 35 to 100 atmospheres. This explains the slow-
down in the activity of yeast in which metabolism cannot
take place normally because water has leaked outside the
cell and fewer fermentable sugars can enter.

In bread-making, sugar, often added with fat, is respon-
sible for a reduction in dough consistency. It then becomes
necessary to decrease dough hydration, which accentuates
the concentration phenomenon in the medium. The baker
compensates for the drop in fermentative activity by
increasing dough and fermentation temperatures, reducing
the quantity of salt and increasing the amount of yeast. The
rheofermentometer shows the fermentation rate of yeast
with different levels of sucrose, or salt (with or without cal-
cium propionate added in the dough) (Figs. 69.7, 69.8). For
a standard French yeast, there is a low level of sugar stim-
ulating fermentation and prolonging it, whilst from 5% of
sugar upwards, the rate of fermentation is slowed down and
tends to decrease. The rapid accumulation of alcohol, to
which the yeast is very sensitive, could be the reason for
this. The higher the fermentation temperature, the more
obvious this phenomenon is.

There are some bread-making processes where the con-
centration of sugars is such that the methods described above
cannot guarantee that dough will rise within a reasonable
time using ordinary yeasts. This has led to the development

Effect of sucrose dosage on  fermentation rate
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of osmotolerant strains (Fig. 69.9) which are used in
France, (Vendée brioche), the U.S. (Danish pastries, sweet
doughs, Hawaiian sweet bread), Indonesia (roti mani),
and Japan (kashipan), and where the levels of sugar vary
from 20 to 50% based on flour weight.

The osmotolerance of these strains is associated with
various characteristics, including:

● a low level of invertase so that sucrose is grad-
ually converted to glucose and fructose, result-
ing in fewer dissolved molecules at a given
moment. Obviously, this ability does not apply
to sugars such as glucose/fructose syrups.

● the capacity to synthesize molecules such as
glycerol or trehalose, so that the exit of water

from a cell is counterbalanced when the 
concentration of the medium outside the cell is
too high.

● the propagation conditions on which, regardless
of strain, the osmotolerance of a yeast depends.

3. Effect of Yeast Dosage

At a given temperature, the rate of fermentation depends
on the quantity of yeast used (Fig. 69.10). We can see a
depression in the curves in the 1st hour because the sug-
ars already present are being used up more quickly.

If no sugar is added, the quantity of maltose resulting
from amylolysis is a limiting factor. When the amount of
yeast is too high, a flour with low levels of damaged starch

Behavior of different strains in sweet doughs 10% sucrose
Yeast 3% – Temperature 27°C
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or α-amylases can be exhausted before proofing is 
completed. Adding fungal α-amylases at a level of 40,000
SKB units per 100 kg of flour prolongs fermentation 
by about 1 hour in standard bread-making conditions 
(Fig. 69.11).

4. Effect of pH

The internal pH of a yeast cell is of the order of 5.6 to 5.8
and varies very little. The enzyme systems involved in the
metabolism of S. cerevisiae are intracellular as a whole,
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which explains why yeast is very tolerant to variations in
the pH of a medium, within the range of 2 to 8.

At pH of between 4 and 6, the fermentative activity of
yeast is at its optimum. These conditions are found in most
bread-making processes with yeast, where the pH at the
end of final fermentation is of the order of 5.2 � 0.2. This
pH can be lower when using sourdough starters (cf. chap-
ter II, § III. 1), deactivated sourdoughs or organic acids,
particularly for rye bread manufacture. Unlike glucose, the
fermentation of maltose is affected when the pH is less
than 4.

The actual acidity of a dough cannot be assessed by
pH alone due to the high buffering capacity of flour pro-
teins. It is often associated with titratable total acidity
which is an arbitrary notion often used in the U.S. (TTA)
and Germany (Säuergrad). In the first case, it corresponds
to the quantity of 0.1 N sodium hydroxide (4 g/l) needed
to neutralize a ground mixture of 15 g of dough in 100 ml 
of distilled water to pH 6.6. In the second, the pH is 8.5.
This method enables plant bakers to control the consistency
of their fermentation processes (Table 69.3).

Volatile organic acids and their salts inhibit fermenta-
tive activity in their non-dissociated form. A low pH,
which shifts the balance of dissociation toward the non-
dissociated form, means that the acetic acid or propionates
used as anti-mould agents will have a much more detrimen-
tal effect. The critical zone falls right inside the range of
pH (4 to 5) found at the end of fermentation in most types
of bread-making methods (Table 69.4).

5. Inhibiting Ions

In the cases, fortunately rare, where bread fermentation is
inhibited, water is often responsible as a carrier of certain
ions which are toxic to yeast. Cu�� from the copper in old
pipes, quaternary ammoniums in antiseptic products from

poorly rinsed equipment, and excess Cl� in city supply
water have often been blamed.

IV. INDUSTRIAL PRODUCTION OF YEAST

In 2003, an estimated 2.8 million tonnes of baker’s yeast,
expressed as compressed yeast, was produced throughout
the world. Half was produced on the continent of Europe,
with the other half equally divided between the Americas
and the rest of the world. Regardless of their physical
forms (compressed, dried, etc.), the yeasts produced are
not the same in the various regions of the globe as manu-
facturers have to adapt them to the local bread-making
conditions. However, they have one problem in common,
ensuring that the fermenting capacity of the product they
supply is consistent and stable. This is achieved by con-
trolling the quality of raw materials, production technol-
ogy and logistics.

A. RAW MATERIALS

The raw materials used must satisfy the nutritional
requirements necessary for the growth and multiplication
of yeast cells.

Molasses are the substrates of choice both economi-
cally and technically. Viscous, highly colored liquids, their
composition varies according to the sugar-making process
from which they derive, and the quality of the sugar-beet
or cane harvest. 77 to 82% of dry matter essentially pro-
vides: sucrose as a source of carbon (45 to 55%), miner-
als, trace elements and vitamins. However, they supply
very little nitrogen for protein synthesis (the betaine they
contain cannot be assimilated) and not enough minerals
such as phosphorus, magnesium and often zinc. The prob-
lems they cause are rarely related to any deficiencies but
are more likely to be due to the presence of elements
which are toxic to yeast. They may be substances which
derive from farming methods or sugar-producing processes:
fungicides, quaternary ammonium, sulfites, but also an
excess of minerals (Na��), short chain fatty acids and a
great many trace elements.

In order to homogenize the composition of the nutri-
ent medium and reduce the risks of toxicity, all batches
are analyzed and tested before they are mixed (up to 10 
or 12 different sources).

Yeast 69-11

TABLE 69.3
Changes in Dough Acidity at Different Stages of 
Fermentation

pH TTA

American Sandwich Bread
Sponge (70% flour) 4.8 4.6
Dough at start of proofing 5.2 4.0
Dough at end of proofing 5.0 5.3
American Sandwich Bread
Liquid preferment (20% flour) 4.5 12
Liquid preferment (50% flour) 4.8 10
French Bread — Straight Dough
Dough at end of mixing 6.1 1
Dough at end of proofing (2 h 1/2 fermentation) 5.8 1.5
French Bread — 30% Sourdough
Dough at end of mixing 5.3 2.0
Dough at end of proofing (6 h fermentation) 4.2 7.0

TABLE 69.4
Dissociation of Acetic and Propionic Acids at 
Different pH

Non-Dissociated Fraction (%)

pH 2 pH 3 pH 4 pH 5 pH 6 pH 7

Acetic acid 99.8 98.2 84.7 35.7 5.3 0.6
Propionic acid 100 99 88 42 6.7 0.7
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After an initial filtration to remove coarse foreign ele-
ments, the molasses are diluted and heated to reduce the
viscosity. Clarifiers continuously remove the fibers and
colloids by centrifugation. The next is flash pasteurization
when the molasses are heated to 130°C under pressure for
a very short time. This treatment removes vegetative
forms of microbial contaminants as well as Clostridium
and Bacillus spores, without caramelizing or degrading
the sugars. After they have cooled down on plate exchang-
ers, the molasses are stored in a buffer tank, ready for use.

Cane molasses, which contain a lot of fibers and col-
loids, are difficult to process but have a very high nutrient
content. When they are mixed at a level of 20% with sugar
beet molasses, biotin does not need to be added.

Minerals which are added as nutrients (phosphoric
acid, ammonium salts, ammoniac) or to control pH (sulfu-
ric acid, soda) comply with food standards, in particular
for heavy metal content. The water for diluting the medium
is potable and chlorinated to avoid any contamination.

B. STORAGE AND PROTECTION OF STRAINS

Thousands of strains have resulted from research studies
but fewer than about ten are used in large-scale industrial
production. Manufacturers store them in their own labora-
tories but also, as a precautionary measure, in public col-
lection centers. With the development of identification
methods, the claims of patent applications dealing with
the creation and improvement of strains can be described
more accurately.

The methods of storing strains vary, for example �80°C
on a glycerol medium with subcultures made after 1 to 5
years, or 4°C on a gelose medium and subcultures after 
1 to 3 months.

C. PROPAGATION

How yeast cells multiply (wrongly called “fermentation”)
is of major importance in carrying out the yeast manufac-
turer’s two objectives.

The first relates to quality. A specific strain must sat-
isfy several criteria:

● the best fermentative power in a specific appli-
cation (“normal”, sweet, or acid doughs….), or
fermentation kinetics which are most suited to
a given bread-making method (sponge and
dough, Chorleywood bread process, etc.);

● the nature of the finished product: compressed
yeast, rehydratable dry yeast or instant yeast;

● the stability of fermenting power.

The second objective has to do with economics. The man-
ufacturer must achieve the quality dough for the best
price. The result is a compromise between:

● yields (% of yeast obtained in proportion to the
substrate used);

● productivity (rate of multiplication and opti-
mum use of tank equipment).

It is evident, therefore, that there are many complex — and
sometimes contradictory — obstacles. To untangle the knot,
engineers and researchers rely on data on the biochemistry
and physiology of cells. Although attempts at modeling
have been made in order to optimize production, experi-
ence and a certain degree of pragmatism are still called for.

Yeast is propagated in sequences during which cells
multiply under different conditions. Multiplication has
two aims which follow from each other:

● to massively increase the cell population so that
a final so-called “commercial” generation can
be seeded;

● to multiply the yeast so that its biochemical
composition and physiological condition meet
the requirements of producer and user.

The number and method of these stages can differ notice-
ably from manufacturer to manufacturer, but the principle
is the same. In each stage, enough yeast is produced to
inoculate the next stage (Fig. 69.12). This is carried out
using a series of containers, from lab to plant, whose con-
tents must be managed extremely well when the industrial
stage is reached.

The third industrial generation (commercial genera-
tion) must finish with a maturing phase, the aim of which
is to ensure the yeast is stable. It means making the yeast,
at the end of the manufacturing process, synthesizing as
many stock sugars as possible (trehalose and glycogen)
and reducing the rate of budding to very low levels. In
order to do this, the yeast is deprived of nitrogen, and is
supplied with molasses only, and the temperature is
slightly increased above the 32 � 2°C which is the aver-
age temperature during production.

Next comes the separation of yeast cells from the
wort. This operation takes place continuously using cen-
trifugal equipment where the yeast is washed and a cream
is obtained, i.e., a suspension of cells in water at a dry
matter concentration of between 15 and 20%. This figure
is equivalent to about 50% of cells, in volume. Above 23%
dry matter, the suspension becomes too viscous and can-
not be pumped. This cream is cooled down to 4°C in a
plate exchanger and kept at this temperature in storage
tanks. About 400 tonnes of yeast (compressed yeast equiv-
alent) will be finally collected 10 days after the first test
tube was cultured in the laboratory. The principle of yeast
manufacture is summarized in Fig. 69.13.

French yeast producers, who are concerned about
environmental regulations, have concentrated on investing
in methods of pollution control. After the yeast cream has
been separated, there is a great deal of effluent which can-
not be discharged, as is, into the environment. The most
diluted effluent is treated by aerobic or anaerobic 
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biological methods. The must from which the yeast has
been removed and which still contains non-assimilated
organic nitrogen (betaine) and mineral salts rich in potas-
sium sulfate is very highly concentrated by evaporation
and inverse osmosis. The vinasse obtained is used as a fer-
tilizer, spread on directly as manure or in the form of
potassium extracts after crystallization, decantation and
drying. It can also be used in animal feed after treatment
to reduce the potassium content. Pollution control treat-
ments have a considerable effect on production costs.

V. COMMERCIAL YEASTS

A. STRAINS

The strains used in France and in Europe as a whole are of
the “rapid adaptation to maltose” type. They were devel-
oped in the early 1960s in response to straight bread-making
methods which had appeared as a result of high-speed
mixing used in bread-making with no added sugar.
Because of their poor performance in very sweet doughs
(over 15% of sucrose/flour), osmotolerant strains already
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used for the large export markets were introduced onto the
French market at the end of the 1980s. The difficulty bak-
eries had in using several qualities of yeast resulted in
research work into strains with a wide range of applica-
tions (Table 69.5).

B. BIOCHEMICAL COMPOSITIONS ADAPTED FOR

APPLICATIONS

The need to increase the rate of fermentation, particularly
in an industrial environment, is met by yeasts with a high
nitrogen — and therefore protein — content. The major
drawback of these yeasts is their instability, which is due
to higher enzyme activity and a storage sugar content
which is proportionally lower. In the case of compressed
yeast, as has been mentioned earlier, the increase in pro-
tein level calls for a decrease in DM content so that the
product maintains its physical cohesion. The stability of
its fermentative activity is affected by this, which means
that low temperatures must be maintained. The higher the
protein level, the more rigorously these low temperatures
need to be observed. An increase in temperature acceler-
ates the consumption of trehalose, then glycogen to cover
the needs of energy metabolism. When these carbohy-
drates are exhausted, the yeast attacks its own proteins.
This autolysis is responsible for the degradation of yeast
activity and its physical appearance (Table 69.6). The
nitrogen content of the various types of dried yeast is
restricted to the maximum level, which is unlikely to be
detrimental to them during drying.

C. CONTROLS ON THE FINISHED PRODUCT

A yeast, regardless of its form, must comply with several
criteria before it can be marketed:

● Physical and organoleptic: consistency and fri-
ability in the case of compressed yeast, shape

and size of particles in the case of dried yeast,
color and smell.

● Biochemical: dry matter, nitrogen and phos-
phorus composition, stocks carbohydrates.

● Bacteriological: appearance of cells, budding
rate; most attention is given to identifying and
counting foreign microflora.

● Fermenting power: most of the methods used
measure the release of carbon dioxide which 
is produced over a given time, by fermentation
of a medium with known characteristics.
Mostly, it is a wheat flour dough whose consis-
tency varies from liquid to very firm. Various
levels of sugar can also be used to evaluate 
the behavior of yeast at increasing osmotic
pressure (18).

● Suitability of yeast for storage: the stability of
the fermenting power of various types of yeast
can be evaluated in storage tests, at tempera-
tures of between 20 and 43°C. There are corre-
lations between the results of these accelerated
tests and those obtained in real time, at temper-
atures found in different markets.

● Bread-making tests: for specific applications,
laboratory fermentation tests, although useful,
do not supply enough information about the
overall yeast activity (cf. § II.A.). Bread-making
tests can result in a better understanding of the
effect of yeast on dough rheology, on dough
behavior during proofing and baking, and finally
on its effect on bread properties: color, structure,
crumb texture, and flavor. Monitoring the dough
in a rheofermentometer at the same time can
provide a wealth of information.

D. COMMERCIAL FORMS AND METHODS OF USE

The different commercial forms of baker’s yeast can 
be discussed in the order in which they appear in the 
manufacturing process, which corresponds to a continuity
in their historical development. And although the 1990s
saw a sudden demand for liquid yeast in industry, this was
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TABLE 69.5
Comparison of Commercial Strains and Wide-Range
Laboratory Strains

Fermenting Fermenting  
Power Power 25% Invertase 

Type of Yeast Lean Dough Sweet Dough Activity 
and Strain (Base 100) (Base 100) (Ui)*

Commercial — Rapid 100 60 60 to 200
Adaptation to maltose
Commercial — Osmotolerant 50 100 5 to 10
Lab — Hybrid wide range 85 105 �5
Lab — Genetic engineering 90 100 �10
Wide range

Source: P. Clément, ICC Conference, Paris 1992.
* 1 Unit invertase � 1 µmole of reducing sugar released/5min/mg of
yeast DM.

TABLE 69.6
Change in the Fermenting Power of Various Types of
Yeast in Accelerated Storage Tests

Fermenting
Power Loss After

Nitrogen/ Lean Dough Storage 7 
Yeast Quality DM (%) DM (%) (Base 100) Days/26°C

“Standard” �33 7.0 100 �10%
“Rapid” �32 7.3 110 �25%
“Ultra rapid” �31 8.2 125 �50%
“High activity” �29 9.3 165 Autolysed
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no revolutionary product unless we are thinking of the
mechanical meaning of the term revolution: a return to the
point of origin!

1. Liquid Yeast

Until 1825, when compressed yeast was introduced by
Tebbenhof, yeast was sold in liquid form (2) . The return to
this form correlates with the demand from plant bakeries.
In general use in Australia, it is used much less widely in
the U.S. and Canada and has its followers in the United
Kingdom and Ireland.

● Advantages
– dosage of the yeast can be automated, as it 

is for the other raw materials, resulting in
improved control and stock management;

– no handling and no packaging materials to
dispose of;

– even dispersion in the dough during high-
speed mixing;

– yeast activity is standardized: the producer
controls fermenting power using a substitu-
tion rate, for example 1.5 liters of cream per
1 kg of compressed yeast;

– stability is noticeably improved compared
with other forms, because the cream is cooled
immediately on a plate exchanger. This stabil-
ity is ensured by monitoring the storage
temperature (Table 69.7). However, a tem-
perature of less than 4°C must be maintained
to prevent any bacteriological contamination.

● Specific points
– the installation must be specially designed

for each user;

– profitability is guaranteed when the quantity of
yeast used at the same site is sufficiently large;

– hygiene, cleaning and disinfection condi-
tions must be strictly observed.

The installation made entirely of stainless steel consists of
two double-walled storage tanks with separate cooling
systems, as well as feed systems for the tanks and mixers.
The metering systems must be accurate and reliable. The
whole unit is supplemented by a cleaning plant and equip-
ment for discharging liquids: soda, antiseptics, rinsing
water. The capacity of each tank must allow at least one
week’s production.

The liquid yeast is stirred in the tank and circulates
continuously through the distribution system so that it
remains homogeneous and there is no risk of infection.
The temperature is strictly controlled and held at between
2 and 4°C. The system must be cleaned and disinfected
once a week or whenever the installation is shut down,
hence the need for two tanks. The receiving circuits must
be cleaned each time there is a delivery. Procedures should
be put in place and followed meticulously by operators.

2. Compressed Yeast

This is the most widely used form in industrialized coun-
tries, for economic and practical reasons. It comes in the
form of compact blocks so that there is limited contact
with the oxygen in the air. White in color and very friable
in France, it can have a deeper color and a plastic consis-
tency in other countries. The packaging of “waxed paper”
or “sulfurized paper and cellophane” restricts gaseous
exchanges and controls the migration of moisture, giving
a longer shelf life.
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TABLE 69.7
Change in the Fermenting Power of Different Quality Liquid Yeasts, Stored at 
Different Temperatures

Loss of Fermenting Loss of Fermenting
Length of Capacity Lean Dough (%) Capacity Sweet Dough (%)

Yeast Quality Storage (Days) 4°C 12°C 4°C 12°C

“Standard” 7 0 0 0 0
14 0 0 0 0

“Rapid” 7 0 0 0 0
14 0 0 0 0

“Ultra-rapid” 7 0 0 0 0
14 3 4 5 10

“High activity” A 7 0 0 – –
(Great Britain)* 14 0 4 5 10
“High activity” B 7 0 3 5 10
(Great Britain)* 14 5 30 15 50

* Yeasts made using two different propagation methods. The stability of yeast B can only be achieved by 
positive temperatures of less than 4°C.
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The stability of the fermenting power of yeast in its
packaging depends on the storage temperature. One month
is guaranteed for a “standard” quality French yeast stored
at 10°C maximum (ideally 4°C). At 20°C, its activity is sta-
ble for two weeks but is reduced by 60% after 1 month; the
DM loses 4 points, which corresponds to the consumption
of storage sugars and to the product drying out; there is
considerable contamination from mould. At 35°C com-
pressed yeast is only stable for 24 hours; after 3 days the
loss of activity is equivalent to that found after 1 month at
20°C, and the product becomes brown, soft and sticky.

The performance of “high activity” English yeast is
guaranteed for 17 days if the storage temperature is strictly
kept at a maximum of 2°C.

No special precautions are necessary when using
compressed yeast; it can be easily crumbled into the mixer
and there are no repercussions when it is dispersed in cold
water. It should not be in contact with salt for too long,
although this is not actually harmful in practice, contrary
to common ideas.

Compressed yeast tolerates slow freezing very well
(�1°C/min) and maintains its initial performance after a
year’s storage at �18°C (Table 69.8), provided that when
it is used, it is thawed at positive temperatures (°C) and is
used within 24 hours.

It is worth noting that there is an increase in the fri-
ability of yeast due to the evaporation of free water and a
loss of dry matter as a result of storage sugar consumption.

3. Crumbled Yeast

This is in the form of relatively fine, free flowing particles
which means that it can be either weighed or measured auto-
matically. It is packed in 25-kg, multi-layer polyethylene-
lined paper sacks which are sealed to keep the product
airtight. Crumbled yeast is very sensitive to oxygen in the
air because of its large surface of contact. Respiration
which continues in a very active manner after extrusion
and during the bagging operation causes the yeast to heat
up, making it very difficult to cool it down. However, the
carbon dioxide released creates an inert atmosphere which
stabilizes it.

The storage temperature must be under 10°C. Under
these conditions, the crumbled yeast loses 5% of its initial

fermentative power after a week and 10% after a month
(losses are much higher in sweet dough).

Opened sacks should be used up within a day, as the
product heats up quickly (Table 69.9).

Crumbled yeast is often used by plant bakers as a sus-
pension in water so that metering can be automated. The
installation includes a storage tank with identical charac-
teristics to those previously described for liquid yeast.
Upstream, a smaller tank with a very vigorous stirring
action is used to disperse the yeast in water.

4. Rehydratable Active Dry Yeast

Rehydratable active dry yeast (Fig. 69.13) is packed in air
in 125-g or 500-g containers (metal or plastic), 10- or 
25-kg sacks, or 25-kg plastic drums. It is packed in 5 to
11 g sachets for the consumer market. It is stored at 
ambient temperature. This rustic product is very stable, a
fact appreciated in parts of the world where the climatic
conditions are unfavorable (high temperature and 
humidity).

When reconstituted, the yeast undergoes a rehydration
stage in about 5 times its weight of water, at a temperature
between 35 and 42°C, the optimum being 38°C.
Rehydration takes 15 minutes, during which time attempts
should not be made to disperse the yeast mechanically or
it will be damaged. After this resting time, it goes into sus-
pension very easily and forms a cream.

Observing the rehydration temperature is vital as it
ensures that the enzymatic mechanisms by which the cell
membranes become semipermeable again are functioning
properly. If the temperature is too low (�5°C), the mem-
branes do not regain these properties quickly enough and
the cells release their contents, resulting in their death. At
20°C, the loss of gassing power is about 30 to 40%.

In view of its dry matter content and fermentative
capacity, its rate of substitution compared with “standard”
quality French compressed yeast is about 40 to 50%,
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TABLE 69.8
Change in the Properties of Compressed Yeast after
Freezing
Properties t 0 11 Months at �18°C

Dry matter % 32.9 30.5
Nitrogen %/DM 7.2 –
Fermenting power % 100 97
Appearance White, Friable White, Very Friable,

Normal Smell

TABLE 69.9
Change in the Temperature of Crumbled Yeast, Not
Refrigerated
Conditions Time Temperature (°C)

“Standard” Quality yeast t 0 8
Ambient temperature: 20°C 0H30 10
Quantity of yeast: 1.5 kg 1H00 14
Thickness of layer: 9 cm 1H30 21

2H00 26
– –

3H30 41
4H30 49
5H00 50
5H30 47
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i.e., 1 kg of rehydratable dried yeast instead of 2 to 2.5 kg
of compressed yeast.

Rehydratable dried yeast releases enough glutathione
to change dough consistency and reduce its development
time during mixing. Adjustments are therefore necessary;
in particular, the quantity of oxidizing agent may need to
be increased.

5. Instant Dry Yeast

Instant dry yeast vermicelli-like particles are vacuum
packed in 125-g or 500-g sachets, or in packs of 10 kg or
more. There are also 7- to 12-g sachets packed with inert
gas for home bread-making. The vacuum-packed sachets
are hard: They ensure that the product is stable at ambient
temperature. (Strict checks after packing eliminate
sachets which no longer have this vacuum.) At tempera-
tures of under 20°C, a loss of fermentative activity is
apparent during the first month, and then stabilizes; after
1 year it is about 10% � 2. At 35°C, 1/3 of activity is lost
in 1 year. Sachets which have been partially used should
be kept in a cold place, carefully closed: the yeast’s nor-
mal activity will be maintained for at least a week.

Instant dry yeast owes its name to the fact that it 
does not need to be rehydrated before it is added to flour.
It is as easy to use as compressed yeast. In most applica-
tions, the fineness and porosity of the particles mean that
the yeast can be dispersed quickly and evenly in the
dough. However, the use of very high-speed mixers (mix-
ing times of less than 3 min) can pose some dispersion
problems.

Nevertheless, when using instant dry yeast, it should not
come into direct contact with cold water, ice or the refriger-
ated walls of mixers. It should just be mixed dry with the
flour or sprinkled over the dough during mixing at first
speed. In these conditions, the water heats up before it
reaches the yeast cells, the membranes of which can regain
their biological properties normally. However, it is less sen-
sitive to cold than rehydratable dried yeast (�15% at
20°C/38°C).

The high fermentative power and dry matter content
mean that it can be substituted at 33% for compressed
yeasts with an equivalent composition. In other words, 1 kg
of instant dry yeast can be used instead of 3 kg of com-
pressed yeast. In view of the difference in dry matter con-
tent, it is essential to compensate for the difference in weight
of water, i.e., 2 kg in the example given.

As a small amount of glutathione may be released, it
is advisable to reduce the mixing time slightly or increase
the quantity of oxidizing agent in some applications.

Because of the additional energy costs arising from
drying and packaging technology, instant dry yeast is a
product which cannot compete economically with com-
pressed yeast when the latter is of good quality and the
distribution networks are effective.

6. Free-Flowing Frozen Dry Yeast with 
Intermediate Moisture

In applications such as frozen dough, the results achieved
with instant dry yeast are only comparable to those
obtained with compressed yeast (CY) when the dough is
stored for about two weeks. In fact, the yeast membranes,
weakened by drying, cannot withstand being frozen in the
dough, then stored, and thawed again without damage. At
lower dry matter contents (�75%) the yeast membranes
remain intact. In its physical appearance as a powder, it
has the characteristics of CY. It can be packed in air and
frozen. It can be stored for long periods and exported to
distant regions where there is no compressed yeast, and
used in applications where instant dry yeast is unsuitable.

7. Dry Yeast with Reducing Power

● Active
In the form of small granules packed in air in
plastic containers, this yeast is used by pizzerias.
Its moderate, consistent fermenting power gives
the tolerance during fermentation which is nec-
essary for this type of application. The quantity
of glutathione released means that pizzas can
be easily moulded, dough extensibility is
increased and shrinkage phenomena are reduced.

● Deactivated
This yeast has no fermenting capacity at all. In
dough, the membranes which have been made
completely permeable, allow all the cell con-
tents through including glutathione which has a
reducing effect on the gluten.

The quantities used vary from 0.3 to 1%,
depending on the flour type and the effects
required. The reducing effects work in the fol-
lowing way:
– by improving the machinability of doughs

which are too stiff or very strong;
– by accelerating dough development during

mixing, which requires a 15 to 20% reduc-
tion in mixing time. In the absence of
lipoxygenase (from bean or soya flour), this
property can be exploited to preserve the
flavor of bread by limiting the oxidation of
the flavor compounds.

Deactivated dried yeast is packed in polyethylene-lined
paper sacks. As the product is very hygroscopic, sacks
should be closed carefully after use to prevent it becom-
ing lumpy and to ensure it retains all its functions.

VI. CONCLUSIONS

Very little is known about yeast by the people who use it
and its true worth is certainly underestimated. Indeed, it is
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a product which has become banal in industrial countries,
perhaps because the manufacturing process is well con-
trolled and problems are therefore quite rare. Nevertheless,
the yeast industry is a high-tech industry in the field of
biotechnology where progress has been made due to
intensive research and development work. As a result of
genetic techniques, strains are being improved all the
time. There have been advances in methods of culturing
strains as we have gained a better understanding of biol-
ogy and cell physiology. A good grasp of raw materials
and manufacturing methods, intensive automation, and
logistical controls are guarantees of product quality in a
world increasingly concerned by food safety issues.
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I. QUALITY ASSURANCE

A. INTRODUCTION

This section is not designed to explain how pickles are man-
ufactured in the United States. Rather, it is designed to show

you the critical factors you should look for in assuring the
quality of your pickles. The information has been modified
from a document issued by the United States Department 
of Agriculture: United States Standards for Grades of
Pickles. Consult the original document for complete details.
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This section contains 11 tables of reference data, num-
bered 1 to 11, and they do not appear in the same order as
the text.

B. PRODUCT DESCRIPTION

Pickles means the product prepared entirely or predom-
inantly from cucumbers (Cucumis sativus L). Clean, sound
ingredients are used that may or may not have been previ-
ously subjected to fermentation and curing in a salt brine.
The product is prepared and preserved through natural or
controlled fermentation or by direct addition of vinegar to an
equilibrated pH of 4.6 or below. The equilibrated pH value
must be maintained for the storage life of the product. The
product may be further preserved by pasteurization with
heat or refrigeration, and may contain other vegetables,
nutritive sweeteners, seasonings, flavorings, spices, and
other permissible ingredients defined by the U.S. Food
and Drug Administration (FDA). The product is packed in
commercially suitable containers to assure preservation.

C. STYLES OF PICKLES

1. Whole style means the pickles are whole and
are relatively uniform in diameter as indicated
in a later discussion (Table 70.2).

2. Whole, mixed sizes style means the pickles are
whole pickles of mixed sizes.

3. Sliced lengthwise style means the pickles are
cut longitudinally into halves, quarters, or other
triangular shapes (spears, strips, or fingers), or
otherwise into units with parallel surfaces with
or without ends removed.

4. Sliced crosswise, Crosscut, or Waffle-cut style
means the pickles are cut into slices transversely
to the longitudinal axis. The cut surfaces may
have flat-parallel or corrugated-parallel surfaces.

5. Cut style means the pickles are cut into chunks
or pieces that are of various sizes and shapes.

6. Relish style means finely cut or finely chopped
pickles containing no less than 60 percent of
cucumber ingredient and possibly containing
other vegetable ingredients (cauliflower,
onions, pepper, tomatoes, cabbage, olives, mus-
tard or any other suitable vegetable).

D. TYPES OF PACK

1. Cured Type

The pickles are cured by natural or controlled fermenta-
tion in a salt brine solution and may contain the dill herb
or extracts thereof. The pickle ingredient may be partially
desalted. The pickles may be further processed or preserved
by the addition of vinegar and may contain other ingredients
(spices, flavorings, firming and preserving agents) that
constitute the characteristics of the particular type of pickle.

The pickles are preserved by acidification to maintain an
equilibrated pH of 4.6 or below. The characteristics of the
various types of cured pickles are as follows:

1. Dill pickles (natural or genuine) are cucumbers
that are cured in a brine solution with dill herb
and other flavoring agents.

2. Dill pickles (processed) are brine-cured pickles
that have undergone a freshening process and
are packed in a vinegar solution with dill fla-
voring and other flavoring agents.

3. Sour pickles are cured pickles that are packed
in a vinegar solution with or without spices.

4. Sweet pickles and mild sweet pickles are cured
pickles that are packed in a vinegar solution
with suitable nutritive sweetening ingredient(s).

5. Sour mixed pickles are cured pickles that are
packed in a vinegar solution. The pickles may be
of any style or combination of styles other than
relish and may contain other vegetable ingredi-
ents as outlined in Table 70.1 or any other suit-
able vegetable.

6. Sweet mixed pickles and mild sweet mixed pick-
les are cured pickles that are packed in a vinegar
solution with suitable nutritive sweetening
ingredient(s). The pickles may be of any style or
combination of styles other than relish and may
contain other vegetable ingredients as outlined
in Table 70.1 or any other suitable vegetable.

7. Sour mustard pickles or sour chow chow pick-
les are cured pickles of the same styles and
ingredients as sour mixed pickles except the
pickles are packed in a prepared mustard sauce
of proper consistency with or without spices
and flavorings.

8. Sweet mustard pickles or sweet chow chow
pickles are cured pickles of the same styles and
ingredients as sweet mixed pickles except the
pickles are packed in a sweetened, prepared
mustard sauce of proper consistency with or
without spices and flavorings.

9. Sour pickle relish consists of finely cut or
chopped cured pickles that are packed in a vine-
gar solution. Sour pickle relish may contain
other chopped or finely cut vegetable ingredi-
ents as listed in Table 70.1, and may contain a
stabilizer such as a starch or gum.

10. Sweet pickle relish and mild sweet pickle relish
are finely cut or chopped cured pickles that are
packed in a vinegar solution with a suitable
nutritive sweetening ingredient(s). Sweet
pickle relish and mild sweet pickle relish may
contain other chopped or finely cut vegetable
ingredients as listed in Table 70.1 and may con-
tain a stabilizer such as a starch or gum.
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11. Hamburger relish consists of relish style pick-
les and other chopped or finely cut vegetable
ingredients as listed in Table 70.1 with tomato
product added.

12. Mustard relish consists of sweet pickle relish
with mustard and other chopped or finely cut
vegetable ingredients as listed in Table 70.1.

13. Dill relish consists of relish style pickles con-
taining dill flavoring and other chopped or finely
cut vegetable ingredients as listed in Table 70.1.

2. Fresh-Pack Type

The pickles are prepared from uncured, unfermented
cucumbers and are packed in a vinegar solution with other
ingredients to produce the characteristics of the particular
type of pack. The pickles are preserved by acidification to
maintain an equilibrated pH of 4.6 or below. In addition,
the pickles are sufficiently processed by heat to assure
preservation of the product in hermetically sealed con-
tainers. The distinguishing characteristics of the various
types of fresh-pack pickles are as follows:

1. Fresh-pack dill pickles are pickles that are
packed in a vinegar solution with dill flavoring.

2. Fresh-pack sweetened dill pickles are pickles
that are packed in a vinegar solution with 

suitable nutritive sweetening ingredient(s) and
dill flavoring.

3. Fresh-pack sweetened dill relish consists of
finely cut or chopped pickles packed in a vine-
gar solution with suitable nutritive sweetening
ingredient(s) and dill flavoring. The relish may
contain other finely cut or chopped vegetable
ingredients as listed in Table 70.1.

4. Fresh-pack sweet pickles and fresh-pack mild
sweet pickles are pickles that are packed in 
a vinegar solution with nutritive sweetening
ingredient(s).

5. Fresh-pack sweet pickle relish and fresh-pack
mild sweet pickle relish consists of finely cut or
chopped pickles that are packed in a vinegar
solution with suitable nutritive sweetening
ingredient(s). The relish may contain other
finely cut or chopped vegetable ingredients as
listed in Table 70.1.

6. Fresh-pack hamburger relish consists of relish
style pickles and other chopped or finely cut
vegetable ingredients as listed in Table 70.1
with tomato product added.

7. Fresh-pack mustard relish consists of sweet
pickle relish with mustard and other chopped 
or finely cut vegetable ingredients as listed in
Table 70.1.

Pickle Manufacturing in the United States: Quality Assurance and Establishment Inspection 70-3

TABLE 70.1
Proportions of Pickle Ingredients in Certain Types and Styles

Cured; Fresh-Pack; and Refrigerated Types
(Percent by Weight of Drained Weight of Product)

Sour Mixed; Sweet Mixed; and Mild 
Sweet Mixed; Sour Mustard or Sour Sour Pickle Relish; Sweet Pickle 

Chow Chow; Sweet Mustard or Sweet Relish; Dill Relish; Hamburger Relish; 
Pickle Ingredients and Styles Chow Chow Mustard Relish

Cucumbers, and style other than relish 60 to 80%
Cucumbers, chopped or finely cut 60 to 100%
Cauliflower pieces 10 to 30%
Cauliflower, chopped of finely cut 30% maximum (optional)
Onions, whole (maximum diameter 5 to 12%

of 1-1/4 inches), sliced or cut
Onions, chopped or finely cut 12% maximum (optional)
Green tomatoes, whole or pieces 10% maximum (optional)
Green tomatoes, chopped or finely cut 10% maximum (optional)
Red, green, or yellow peppers, or Optional Optional

pimientos, cut, finely cut, or pieces
Celery Optional Optional
Cabbage Optional Optional
Olives Optional Optional
Tomato paste Optional Required in hamburger relish
Mustard or prepared mustard Required in chow chow and mustard Required in mustard relish, optional in

pickles hamburger relish
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8. Fresh-pack dill relish consists of relish style pick-
les containing dill flavoring and other chopped
or finely cut vegetable ingredients as listed in
Table 70.1.

9. Fresh-pack dietetic pickles are pickles that are
packed with or without the addition of sweet-
ening ingredient(s), salt (NaCl), or other suitable
ingredient(s) as declared and permitted under
FDA regulations.

3. Refrigerated Type

The pickles are prepared from fresh cucumbers and are
packed in a vinegar solution with other ingredients to pro-
duce the fresh crisp characteristic of refrigerated type. The
pickles are preserved by acidification to maintain an
equilibrated pH of 4.6 or below. They are stored, distrib-
uted, and displayed under refrigeration and may or may
not contain one or more chemical preservatives. The vari-
ous types of refrigerated pickles are the same as the types
listed for fresh-pack type in earlier discussion with respect
to ingredients except that they conform to the require-
ments for refrigerated type.

E. SIZES OF WHOLE PICKLES

Sizes of whole pickles are based on the diameter and the
relationship of diameter to the count per gallon. Size des-
ignations, applicable counts, and diameters are outlined 
in Table 70.2 of this subpart. The diameter of a whole
cucumber is the shortest diameter at the greatest circum-
ference measured at right angles to the longitudinal axis
of the cucumber.

F. DEFINITIONS OF TERMS

For an interpretation of this standard, some definitions of
terms are:

Analytical definitions refer to analytical laboratory
requirements.

1. Acid means total acidity calculated as acetic
acid in accordance with the Official Methods of
Analysis of the Association of Official Analytical
Chemists (AOAC).

2. Brix value (Brix) means the percent sugar, by
weight, corrected to 20°C (68°F), as determined
with a sugar scale, Brix hydrometer or other
instrument that gives equivalent results.

3. Degrees Baumé means the density of the pack-
ing medium determined with a Baumé hydro-
meter (modulus 145) corrected to 20°C (68°F).

4. Equalization means the natural (osmotic) or
simulated blending between the soluble solids of
the pickle ingredient and the packing medium.

Natural equalization means equalization
brought about after a period of time has elapsed
after processing as follows. Sweetened pickles
are considered to be equalized 15 days or more
after processing. If the pickles have been sweet-
ened in a tank prior to packing, the pickles will
be considered equalized 15 days after the sweet-
ening process began. Sour and dill pickles are
considered to be equalized 10 days or more after
processing.

Simulated equalization means a method of
simulating equalization by comminuting the
finished product in a mechanical blender, filter-
ing the suspended material from the commin-
uted mixture and making the required tests on
the filtrate.

5. Total chlorides or salt means the salt content
expressed as grams NaCl (sodium chloride) per
100 milliliters packing medium; except that
total chlorides in mustard pickles and chow is
determined and expressed in grams NaCl per
100 grams of product.

Blemished means any unit that is affected by discoloration,
pathological injury, insect injury, or similar causes to the
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TABLE 70.2
Sizes of Processed Whole Pickles

Approximate Counts In
Glass Metal

Word Designation Diameter 1 qt 1/2 gal 1 gal No. 10 No. 12 (1 gal)

Midget 19 mm (.75 in) or less 67 or more 135 or more 270 or more 202 or more 270 or more
Small gherkin Up to 2.4 cm (.94 in) 33–66 67–134 135–269 101–201 135–269
Large gherkin Up to 2.7 cm (1.06 in) 16–32 32–36 65–134 48–100 65–134
Small Over 2.7 cm (1.06 in) but 10–15 20–31 40–64 30–47 40–64

not over 3.5 cm (1.38 in)
Medium Over 3.5 cm (1.38 in) but 6–9 13–19 26–39 19–29 26–39

not over 3.8 cm (1.50 in)
Large Over 3.8 cm (1.50 in) but 4–5 9–13 18–25 13–18 18–25

not over 4.4 cm (1.73 in)
Extra large Over 4.4 cm (1.73 in) 2–3 6–8 12–17 9–12 12–17
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extent that the appearance or edibility of the product is
adversely affected:

1. Slightly — those blemishes which detract only
slightly from the appearance of the unit;

2. Seriously — those blemishes which strongly
detract from the appearance or edibility of the
unit.

1. Color

1. Good color in cured type means the typical skin
color of the pickles ranges from a translucent
light green to dark green and is practically free
from bleached areas. Not more than 10 percent,
by weight, of the pickles may vary markedly
from such typical color. In mixed pickles, chow
chow pickles, and pickle relish, all of the ingre-
dients possess a practically uniform color typi-
cal for the pertinent ingredient. The pickles and
other vegetable ingredients are free of off-colors.

2. Good color in fresh-pack and refrigerated types
means the typical skin color of the pickles ranges
from an opaque yellow-green to green. Not
more than 15 percent, by weight, of the pickles
may vary markedly from such typical color. In
pickle relish, all of the ingredients possess a
good uniform color typical for the pertinent

ingredient. The pickles and other vegetable
ingredients are free of off-colors.

3. Reasonably good color in cured type means the
typical skin color of the pickles ranges from
light green to dark green and is reasonably free
from bleached areas. Not more than 25 percent,
by weight, of the pickles may vary markedly
from such typical color. In mixed pickles, chow
chow pickles, and pickle relish, all of the 
ingredients possess a reasonably uniform color
typical for the pertinent ingredient. The pickles
and other vegetable ingredients are free of 
off-colors.

4. Reasonably good color in fresh-pack and
refrigerated types means the typical skin color
of the pickles ranges from light yellow-green to
green. Not more than 30 percent, by weight, of
the pickles may vary markedly from such typi-
cal color. In pickle relish, all of the ingredients
possess a good, fairly uniform color typical for
the pertinent ingredient. The pickles and other
vegetable ingredients are free of off-colors.

5. Poor color in all types of pickles means the
pickles fail to meet the requirements for good or
reasonably good color for the pertinent type.

Also see the definition of misshapen.
Crooked pickles mean whole pickles that are curved at an

angle greater than 60 degrees, as illustrated by Figure 70.1.
Curved pickles mean whole pickles that are curved at an

angle of 35 to 60 degrees when measured as illustrated by
Figure 70.2.

Diameter in whole style means the shortest diameter
measured transversely to the longitudinal axis at the greatest
circumference of the pickle. Diameter in cross-cut style is
the shortest diameter of the largest cut surface.

Defect means an imperfection such as curved, mis-
shapen, mechanically damaged, discolored, and other
imperfection that affects the appearance or edibility of the
product.

End cut means a pickle unit intended for crosscut
(sliced crosswise) style that has only one cut surface.

Extraneous Vegetable Material (EVM) means any
harmless vegetable material, other than stems, that is not

Pickle Manufacturing in the United States: Quality Assurance and Establishment Inspection 70-5

FIGURE 70.1 Crooked pickles (also see the definition of 
misshapen).

60°

35°

FIGURE 70.2 Curved pickles.
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normally part of the pickle ingredient. EVM such as leaves
or other vegetable material not associated with proper
pickle preparation or packaging is considered a defect if it
affects the appearance or edibility of the product either:

Slightly — Practically free of EVM and does not more
than slightly affect the appearance or edibility; or

Materially — Reasonably free of EVM and does not
more than materially affect the appearance or edibility.

2. Flavor and Odor

1. Good flavor and odor means characteristic fla-
vor and odor (e.g. characteristic dill flavor or
the like) typical of properly processed pickles,
for the type, that is free from objectionable fla-
vor and odor of any kind.

2. Reasonably good flavor and odor means flavor
and odor that may be lacking in characteristic
flavor for the type but is free from objection-
able flavor and odor.

3. Poor flavor and odor means flavor and odor that
fails to meet the requirements for good or rea-
sonably good flavor and odor.

Length in sliced lengthwise style means the longest straight
measurement at the approximate longitudinal axis.

Mechanical damage refers to crushed or broken units
that affect the appearance of the units. In relish, mechani-
cal damage refers to units that are poorly cut and have a
ragged or torn appearance.

Misshapen pickles mean whole pickles that are
crooked or otherwise deformed (such as nubbins). Also,
see the definition for crooked pickles.

Nubbin is a misshapen pickle that is not cylindrical in
form, is short and stubby, or is not well developed.

Texture means the firmness, crispness, and condition of
the pickles and any other vegetable ingredient(s) and free-
dom from large seeds, detached seeds, and tough skins that
may be present. The following terms also relate to texture:

1. Hollow centers in whole style, means the pickles,
when cut transversely to the longitudinal axis,
are missing 1/3 or more of the seed cavity.

2. Soft, shriveled, and slippery units refers to pick-
les that are wrinkled, not crisp, slick, flabby, or
lack firmness.

3. Good texture means the pickle units have been
properly processed and possess a texture that is
firm and crisp.

4. Reasonably good texture means the pickle units
have been properly processed but lack some of
the firmness and crispness that is characteristic
for the style and type of pack.

5. Poor texture means the pickle units do not meet
the requirements for good or reasonably good
texture.

3. Uniformity of Size (Relish Style Only)

1. Practically uniform in size means the size of
the units may vary moderately in size but not to
the extent that the appearance or the eating
quality is seriously affected.

2. Poor uniformity of size means the units fail the
requirements for practically uniform.

Unit means one whole, half, slice, or piece of pickle as
applicable for the style.

Units missing one third or more of the seed cavity in
crosscut style means pickles that have lost a substantial
portion of the seed cavity such as a crosscut unit missing
one third or more of the seed cavity portion.

G. RECOMMENDED FILL OF CONTAINER

The recommended fill of container is not a factor of qual-
ity for the purposes of these grades. Each container of
pickles should be filled with pickle ingredient, as full as
practicable, without impairment of quality. The product
and packing medium should occupy not less than 90 per-
cent of the total capacity of the container.

H. QUANTITY OF PICKLE INGREDIENT

The recommended minimum quantity of pickle ingredient
is designated as the percentage of the declared volume of
product in the container for all items except pickle relish.
Minimum quantity of pickle relish is designated as a rela-
tionship of the drained weight of the pickle ingredient to the
declared volume of the container. The minimum quantities
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TABLE 70.3
Recommended Pickle Ingredients

All Styles Except Relish

Type of Pack Minimum Fill (Volume)

Cured 55 percent
Fresh-Pack 57 percent
Refrigerated 57 percent

TABLE 70.4
Recommended Drained Weight to Container
Volume, Relish
Type of Pack Minimum Fill (Weight/Volume)

Cured:
Sweet 92 percent
Other than sweet 88 percent

Fresh-Pack:
Sweet 85 percent
Other than sweet 80 percent
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recommended in Tables 70.3 and 70.4 are not factors of
quality for the purposes of these grades.

The percent volume of pickle ingredient is determined
for all styles, except relish, by one of the following methods
in accordance with the procedures prescribed by the USDA:

1. Direct displacement (overflow-can method)
2. Displacement in a graduated cylinder
3. Measurement of pickle liquid
4. Any other method that gives equivalent results

and is approved by the USDA

Drained weight/volume. The percent weight/volume (w/v)
of relish shown in Table 70.4, is determined as follows:
The drained weight of pickle relish of all types is deter-
mined by emptying the contents of the container upon a
U.S. Standard No. 8 circular sieve of proper diameter con-
taining 8 meshes to the inch (0.0937 inch �3 percent,
square openings) so as to distribute the product evenly,
inclining the sieve slightly to facilitate drainage, and
allowing to drain for 2 minutes. The drained weight is the
weight of the sieve and the pickles less the weight of the
dry sieve. A sieve 8 inches in diameter is used for 1 quart
and smaller size containers and a sieve 12 inches in diam-
eter is used for containers larger than 1 quart in size.

I. SAMPLE UNIT SIZE

For all styles of pickles and types of pack, the sample unit
used in analyzing the quality factors is the entire contents
of the container unless otherwise specified in 7 CFR Part.

J. GRADES

1. U.S. Grade A is the quality of pickles that meets
the applicable requirements of Tables 70.5–11
and scores not less than 90 points.

2. U.S. Grade B is the quality of pickles that meets
the applicable requirements of Tables 70.6–11
and scores not less than 80 points.

3. Substandard is the quality of pickles that fails
the requirements of U.S. Grade B.

K. FACTORS OF QUALITY

The grade of pickles is based on the following quality 
factors:

1. Analytical requirements in Table 70.5
2. Flavor and odor
3. Color
4. Uniformity of size
5. Defects
6. Texture

L. REQUIREMENTS FOR GRADES

See tables 70.5–11.

II. ESTABLISHMENT INSPECTION

The FDA has issued guidelines for the inspection of a
pickles processing plant. Some of the information is 
provided in this chapter. The quality control officer in
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TABLE 70.5
Analytical Requirements a

Totally Acidity Expressed as Total Chlorides Expressed
Acetic Acid Grams/100 mL, as NaCl Grams/100 mL, Degrees Degrees 
Unless Otherwise Indicated Unless Otherwise Indicated Brix Baumé

Cured Type Pickles, All Styles Maximum Maximum Minimum Minimum

Dills (natural, genuine or processed) 1.1 5.0
Sour, sour mixed, dill pickle relish, 2.7 5.0

sour relish
Sweet whole, sweet mixed, and 2.7 3.0 27.0 15.0

sweet relish
Mild sweet, mild sweet mixed, mild 20.0 12.0

sweet relish
Sour mustard or sour chow chow 2.7 b 3.0 b

Sweet mustard or sweet chow chow 2.7 b 3.0 b 28.0 15.5
Fresh pack and refrigerated types,

all styles
Dills and sweetened dills 1.1 4.25
Sweetened dill relish 1.1 4.25
Sweet and mild sweet relish 1.65 2.75
Sweet and mild sweet pickles 1.65 2.75
Dietetic

a All pickle products must have an equilibrated pH of 4.6 or below.
b Expressed as “grams/100 grams.”
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TABLE 70.6
Quality Requirements

Grade A Grade B

Whole Style Pickles Maximum (By Count) Score Maximum (By Count) Score

Flavor and Odor Good Reasonably Good a

Color Good 18–20 Reasonably Good a 16–17
Uniformity of Size b 18–20 16–17

Diameter variation
Midget and Gherkin [over 8 mm (.31 in)] 10% 20%
Small and medium [over 10 mm (.39 in)] 10% 20%
Large and extra large [over 12 mm (.47 in)] 10% 20%

Defects Practically Free 27–30 Reasonably Free a 24–26
Blemished (slightly and seriously) 15% 25%
Blemished (seriously) 5% 10%
Curved pickles 10% 20%
Misshapen 5% 15%
Mechanical damage 10% 15%
Attached stems [over 2.5 cm (.98 in)] 10% 20%

Extraneous Vegetable Material (EVM) Practically Free Reasonably Free a

Texture Good 27–30 Reasonably Good a 24–26
Large seeds, detached seeds, tough skins 5% 10%
Soft, shriveled, and slippery units 5% 10%
Hollow centers 15% 25%

Total Score (minimum) 90 points 80 points

a Cannot be graded above U.S. Grade B, regardless of the total score.
b Pickles that are Substandard for uniformity of size cannot be graded above U.S. Grade B, regardless of the total score.

TABLE 70.7
Quality Requirements

Grade A Grade B

Whole Style Pickles, Mixed Sizes Maximum (By Count) Score Maximum (By Count) Score

Flavor and Odor Good Reasonably Good a

Color Good 18–20 Reasonably Good a 16–17
Uniformity of Size b 18–20 16–17
Defects Practically Free 27–30 Reasonably Free a 24–26

Blemished (slightly and seriously) 15% 25%
Blemished (seriously) 5% 10%
Curved pickles 10% 20%
Misshapen 5% 15%
Mechanical damage 10% 15%
Attached stems [over 2.5 cm (.98 in)] 10% 20%

Extraneous Vegetable Material (EVM) Practically Free Reasonably Free a

Texture Good 27–30 Reasonably Good a 24–26
Large seeds, detached seeds, tough skins 5% 10%
Soft, shriveled, and slippery units 5% 10%
Hollow centers 15% 25%

Total Score (minimum) b 90 points 80 points

a Cannot be graded above U.S. Grade B, regardless of the total score.
b Total score is adjusted by dividing the total score by .80 to allow for the absence of the quality factor of uniformity of size in whole mixed
sizes style.
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such a plant should use the information to implement its
in-plant inspection procedure.

The information is presented in the teacher/student
format for ease of reference. 

1. Direct special attention to the following areas
when inspecting these types of food estab-
lishments. If the establishment is producing 
acidified fresh-pack pickles, determine if the

establishment is complying with the require-
ments of 21 CFR 114, Acidified Foods.

2. Salt Stations and Salt Stock Tanks.
3. Insects which breed in decomposed pickles or

other decaying organic matter such as the lesser
or little house fly, the latrine fly, the house fly,
the rat-tailed maggot, and drosophila spp are of
major sanitary significance. Examine 25% of
the tanks for insect filth.

Pickle Manufacturing in the United States: Quality Assurance and Establishment Inspection 70-9

TABLE 70.8
Quality Requirements

Grade A Grade B

Sliced Lengthwise Style Pickles Maximum (By Count) Score Maximum (By Count) Score

Flavor and Odor Good Reasonably Good a

Color Good 18–20 Reasonably Good a 16–17
Uniformity of Size b 18–20 16–17

Length variation [over 2.6 cm (1.02 in)] 10% 20%
Defects Practically Free 27–30 Reasonably Free a 24–26

Blemished (slightly and seriously) 15% 25%
Blemished (seriously) 5% 10%
Mechanical damage 10% 15%
Attached stems [over 2.5 cm (.98 in)] 10% 20%

Extraneous Vegetable Material (EVM) Practically Free Reasonably Free a

Texture Good 27–30 Reasonably Good a 24–26
Large seeds, detached seeds, tough skins Practically Free Reasonably Free a

Soft, shriveled, and slippery units 5% 10%
Total Score (minimum) 90 points 80 points

a Cannot be graded above U.S. Grade B, regardless of the total score.
b Pickles that are substandard for uniformity of size cannot be graded above U.S. Grade B, regardless of the total score.

TABLE 70.9
Quality Requirements

Grade A Grade B

Sliced Crosswise or Crosscut Style Pickles Maximum (By Count) Score Maximum (By Count) Score

Flavor and Odor Good Reasonably Good a

Color Good 18–20 Reasonably Good a

Uniformity of Size b 18–20 16–17
Diameter [over 5.4 cm (2.13 in)] 10% 20%

Defects Practically Free 27–30 Reasonably Free a 24–26
Blemished (slightly and seriously) 15% 25%
Blemished (seriously) 5% 10%
Mechanical damage 15% 25%
Broken pieces and end cuts 10% 15%
Thickness over 10 mm (.38 in) 10% 15%
Attached stems [over 2.5 cm (.98 in)] 10% 15%
Units missing 1/3 seed cavity 10% 15%

Extraneous Vegetable Material (EVM) Practically Free Reasonably Free a

Texture Good 27–30 Reasonably Good a 24–26
Large objectionable seeds, detached Practically Free Reasonably Free a

seeds, and tough skins
Soft, shriveled, and slippery units 5% 10%

Total Score (minimum) 90 points 80 points

a Cannot be graded above U.S. Grade B, regardless of the total score.
b Pickles that are substandard for uniformity of size cannot be graded above U.S. Grade B, regardless of the total score.
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4. “Mill run” salt may be used but workers should
not walk in the salt.

5. Tanks should be skimmed daily for debris and
insects, and the skimmings should be properly
disposed of.

6. Newly salted stock ferments: scum growth
should be removed regularly and disposed of so
that insects are not attracted.

A. PICKLE PRODUCTS

Examination of raw materials used in relish.

1. Obtain the usual composition of relish in per-
cent by weight of cucumbers as well as other
ingredients to help appraise the filth load found
in the sample.

2. Salt stock used for relish may consist of 
poor quality pickles, i.e., deformed, bloated, or
blemished. However, in the absence of filth,
grit, or partly or wholly rotted pickles, there is
no objection to their use. Mushy pickles are
caused by certain pectin-splitting enzymes 
during fermentation. Soft pickles may be
invaded by bacteria and fungi, but it is 
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TABLE 70.10
Quality Requirements

Grade A Grade B

Cut Style Pickles Maximum (By Count) Score Maximum (By Count) Score

Flavor and Odor Good Reasonably Good a

Color Good 18–20 Reasonably Good a 16–17
Uniformity of Size b 18–20 16–17

Small pieces 5 g or less 5% 10%
Defects Practically Free 27–30 Reasonably Free a 24–26

Blemished (slightly and seriously) 15% 25%
Blemished (seriously) 5% 10%
Mechanical damage 10% 15%
Attached stems [over 2.5 cm (.98 in)] 10% 20%

Extraneous Vegetable Material (EVM) Practically Free Reasonably Free a

Texture Good 27–30 Reasonably Good a 24–26
Large objectionable seeds, detached Practically Free Reasonably Free a

seeds, and tough skins
Soft, shriveled, and slippery units 5% 10%

Total Score (minimum) 90 points 80 points

a Cannot be graded above U.S. Grade B, regardless of the total score.
b Pickles that are substandard for uniformity of size cannot be graded above U.S. Grade B, regardless of the total score.

TABLE 70.11
Quality Requirements

Grade A Grade B

Relish Maximum (By Weight) Score Maximum (By Weight) Score

Flavor and Odor Good Reasonably Good a

Color Good 18–20 Reasonably Good a 16–17
Uniformity of Size b 18–20 16–17

Overall appearance Good Reasonably Good a

Defects Practically Free 27–30 Reasonably Free a 24–26
Blemished (slightly and seriously) 15% 25%
Blemished (seriously) 5% 10%
Poorly cut 10% 15%
Loose stems over 3.0 mm (.12 in) 10% 15%

Extraneous Vegetable Material (EVM) Practically Free Reasonably Free a

Texture Good 27–30 Reasonably Good a 24–26
Large objectionable seeds, Practically Free Reasonably Free a

detached seeds, and tough skins
Soft, shriveled, and slippery units 5% 10%

Total Score (minimum) 90 points 80 points

a Cannot be graded above U.S. Grade B, regardless of the total score.
b Pickles that are substandard for uniformity of size cannot be graded above U.S. Grade B, regardless of the total score.
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frequently difficult to determine if any mold or
bacteria are present by field examination.

3. Examination of cucumber salt stock for relish:
When whole pickles or large pieces are used,
examine a representative sample of 100 units
going to chopper.

4. Segregate and list objectionable pickles as 
follows:

Class Number Percent
– with rot spots over 1/2 in. ______ ______
– insect-infested or damaged ______ ______
– mushy or very soft ______ ______

5. For class 1 pickles, make a further determination
of the surface area of the rot spots by size; up to
1 inch; from 1 inch to half of the pickle; and
over half of the pickle. Take close-up color
photographs of objectionable pickles. Collect
exhibits of pickles showing typical rot and
insect damage.

6. Laboratory examination of mushy pickles for
mold is necessary to establish if they are objec-
tionable. If over 5% of the units are mushy, cut
a thin cross-section from each pickle. Place the
slices in a quart jar with water and add 20 cc
formaldehyde for later examination.

7. When small pieces of salt stock cucumbers, cau-
liflower, and peppers are used, rot determina-
tion by count is impractical. If rotten pieces are
observed, collect a separate quart of each pick-
led vegetable. Preserve the samples with 20 cc
formaldehyde. At the same time, collect a sam-
ple totaling half a gallon of finished relish.

B. PEPPERS

1. Check for insect larvae (maggots or larvae 
of pepper weevil) in fresh and salt stock 
peppers and figure percent of infestation on a
representative sample. Examine any fresh pack
peppers in which infested stock was used.

2. If peppers with rot are found, evaluate in the
same fashion as for cucumbers.

3. Examine vinegar storage tanks for drosophila
infestation and for vinegar eels.

4. Insect filth in sweet stock pickles: insects, par-
ticularly drosophila, are attracted to the sweet-
ening tanks, and may be found in the finished
sweet pickle products.

5. Sweet brine is frequently circulated within a
tank and from one tank to another dispersing
insects in the circulating brine. It is sometimes
difficult to estimate the number of insects and
parts in such circulating brine. Close examination
of the inside tank walls may reveal drosophila

above the brine level. These are the best indices
of infestation in a tank.

When insects are found in a sweetening tank:

1. Determine whether sweet brine in the tank is an
intermediate or finishing brine and if it is circu-
lated within the tank or between sweetening
tanks.

2. If the finishing brine is used as a packing
medium, determine whether it is filtered prior
to use and evaluate the filtration step.

3. If sweet stock is held in infested tanks, deter-
mine anticipated date of packing.

4. Evaluate tank covers used.
5. List quantitatively, the extent of insect infesta-

tion by the collection of representative samples
of filth from a definite area, e.g., square feet 
of the walls of the tank on the sweet stock and
in a specified amount of brine from different
areas of the tank if the infestation is wide-
spread. If infestation seems to be isolated, col-
lect specimens showing the types of insects.

C. OTHER POINTS OF INTEREST

1. Grit in pickles: Excessive grit is frequently
found in fresh pack pickles and in midget sweet
pickles. Salt stock may occasionally contain
excessive grit. If dirty cucumbers are packed,
collect in-line and finished product samples.

2. Use of color and preservatives: Green artificial
color is sometimes used in relish without label
declaration. Ascertain if the color is permitted
for use and declared on the label.

3. Sorbic acid may be used in salt stock, to pre-
vent yeast growth, and in finished pickle prod-
ucts, as a preservative. Where sorbic acid is
present in the finished product, determine if it
is declared on the label.

4. Examination of warehouse stocks: Examine for
evidence of spoilage, particularly in fresh pack
pickles that may have been inadequately 
pasteurized.

5. If heavy insect infestation is found, examine 24
jars of the pickle product (other than relish)
most likely to contain insects by inverting jars
under strong light. Collect jars containing
insects as a factory sample.

D. SAMPLE COLLECTION

1. Bulk Salt Stock for Filth

If in barrels, collect a minimum of 12 half-gallon jars of
salt with their brine; 2 from each of 6 previously unopened
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barrels to make 6 duplicate subs. Collect 1 sub from the
top and the other sub from the bottom, if possible. If in
tank cars, collect a minimum of twelve 1/2 gallon jars of
salt stock and brine. If live flies are observed inside tank
during sampling, note and estimate their number.

2. Finished Pickle Product — All Types

Filth and Grit
Quarts and smaller jars Minimum to collect
Up to 100 cases in lot 24 jars
More than 100 cases 48 jars

Gallon jars Minimum to collect
Up to 100 cases 12 jars
More than 100 cases 24 jars

3. Undeclared Color and Chemical Additives

Collect 6 quarts or 12 pints for examination.
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I. INTRODUCTION

In the United States, three federal agencies have responsi-
bility to make sure that processed foods (excluding meat
and poultry) in the market are safe and do not pose any
economic fraud. The U.S. Food and Drug Administration
(FDA) issues regulations or mandatory requirements to
achieve both goals. The U.S. Department of Agriculture
(USDA) and U.S. National Marine Fisheries Service
(NMFS) issue voluntary guides to achieve the same goals.
However, “voluntary” can become “mandatory” under
certain circumstances.

When studying information in this chapter, please
note the following premises:

1. It is most useful for food companies of all sizes
that sell products across state lines.

2. It is most useful for small food companies,
especially new ones.

3. Although the information is designed for
domestic food companies, it is definitely bene-
ficial for foreign food manufacturers that export
food to the United States.

4. Abbreviations used:
CFR � U.S. Code of Federal Regulations.
21 CFR 113 � U.S. Code of Federal Regula-
tions, Title 21, Part 113.

II. FDA FOOD STANDARDS

Food standards are a necessity for both consumers and the
food industry. They maintain the general quality of a large
part of the national food supply and prevent economic
fraud. Without standards, different foods could have the
same names or the same foods could have different names.
Both situations would be confusing and misleading to
consumers and create unfair competition.

Section 401 of the Federal Food, Drug, and Cosmetic
Act requires that whenever such action will promote hon-
esty and fair dealing in the interest of consumers, regula-
tions shall be promulgated fixing and establishing for any
food, under its common or usual name so far as practi-
cable, a reasonable definition and standard of identity, a 
reasonable standard of quality, and reasonable standards
of fill-of-container. However, no definition and standard
of identity or standard of quality may be established for
fresh or dried fruits, fresh or dried vegetables, or butter,
except that definitions and standards of identity may be
established for avocados, cantaloupes, citrus fruits, and
melons.

Standards of identity define what a given food product
is, its name, and the ingredients that must or may be used
in the manufacture of the food. Standards of quality are
minimum standards only and establish specifications for
quality requirements. Fill-of-container standards define
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how full the container must be and how this is measured.
FDA standards are based on the assumption that the food is
properly prepared from clean, sound materials. Standards
do not usually relate to such factors as deleterious impuri-
ties, filth, and decomposition. There are exceptions. For
example, the standards for whole egg and yolk products
and for egg white products require these products to be
pasteurized or otherwise treated to destroy all viable
Salmonella bacteria. Some standards for foods set nutri-
tional requirements, such as those for enriched bread, or
nonfat dry milk with added vitamins A and D, etc. A food
which is represented as, or purports to be, a food for which
a standard of identity has been promulgated must comply
with the specifications of the standard in every respect.

The standards that have been promulgated by the
FDA are listed below.

A. 21 CFR 131 — MILK AND CREAM

1. Requirements for Specific Standardized Milk
and Cream 

21 CFR.110 — Milk.
21 CFR.111 — Acidified milk.
21 CFR.112 — Cultured milk.
21 CFR.115 — Concentrated milk.
21 CFR.120 — Sweetened condensed milk.
21 CFR.125 — Nonfat dry milk.
21 CFR.127 — Nonfat dry milk fortified with vitamins A

and D.
21 CFR.130 — Evaporated milk.
21 CFR.147 — Dry whole milk.
21 CFR.149 — Dry cream.
21 CFR.150 — Heavy cream.
21 CFR.155 — Light cream.
21 CFR.157 — Light whipping cream.
21 CFR.160 — Sour cream.
21 CFR.162 — Acidified sour cream.
21 CFR.170 — Eggnog.
21 CFR.180 — Half-and-half.
21 CFR.200 — Yogurt.
21 CFR.203 — Lowfat yogurt.
21 CFR.206 — Nonfat yogurt.

B. 21 CFR 133 — CHEESES AND RELATED

CHEESE PRODUCTS

1. Requirements for Specific Standardized
Cheese and Related Products

21 CFR 133.102 — Asiago fresh and Asiago soft cheese.
21 CFR 133.103 — Asiago medium cheese.
21 CFR 133.104 — Asiago old cheese.
21 CFR 133.106 — Blue cheese.
21 CFR 133.108 — Brick cheese.
21 CFR 133.109 — Brick cheese for manufacturing.

21 CFR 133.111 — Caciocavallo Sicilian cheese.
21 CFR 133.113 — Cheddar cheese.
21 CFR 133.114 — Cheddar cheese for manufacturing.
21 CFR 133.116 — Low sodium cheddar cheese.
21 CFR 133.118 — Colby cheese.
21 CFR 133.119 — Colby cheese for manufacturing.
21 CFR 133.121 — Low sodium Colby cheese.
21 CFR 133.123 — Cold-pack and club cheese.
21 CFR 133.124 — Cold-pack cheese food.
21 CFR 133.125 — Cold-pack cheese food with fruits,

vegetables, or meats.
21 CFR 133.127 — Cook cheese, Koch kaese.
21 CFR 133.128 — Cottage cheese.
21 CFR 133.129 — Dry curd cottage cheese.
21 CFR 133.133 — Cream cheese.
21 CFR 133.134 — Cream cheese with other foods.
21 CFR 133.136 — Washed curd and soaked curd cheese.
21 CFR 133.137 — Washed curd cheese for manufacturing.
21 CFR 133.138 — Edam cheese.
21 CFR 133.140 — Gammelost cheese.
21 CFR 133.141 — Gorgonzola cheese.
21 CFR 133.142 — Gouda cheese.
21 CFR 133.144 — Granular and stirred curd cheese.
21 CFR 133.145 — Granular cheese for manufacturing.
21 CFR 133.146 — Grated cheeses.
21 CFR 133.147 — Grated American cheese food.
21 CFR 133.148 — Hard grating cheeses.
21 CFR 133.149 — Gruyere cheese.
21 CFR 133.150 — Hard cheeses.
21 CFR 133.152 — Limburger cheese.
21 CFR 133.153 — Monterey cheese and Monterey jack

cheese.
21 CFR 133.154 — High-moisture jack cheese.
21 CFR 133.155 — Mozzarella cheese and scamorza

cheese.
21 CFR 133.156 — Low-moisture mozzarella and scamorza

cheese.
21 CFR 133.157 — Part-skim mozzarella and scamorza

cheese.
21 CFR 133.158 — Low-moisture part-skim mozzarella 

and scamorza cheese.
21 CFR 133.160 — Muenster and Munster cheese.
21 CFR 133.161 — Muenster and Munster cheese for

manufacturing.
21 CFR 133.162 — Neufchatel cheese.
21 CFR 133.164 — Nuworld cheese.
21 CFR 133.165 — Parmesan and reggiano cheese.
21 CFR 133.167 — Pasteurized blended cheese.
21 CFR 133.168 — Pasteurized blended cheese with 

fruits, vegetables, or meats.
21 CFR 133.169 — Pasteurized process cheese.
21 CFR 133.170 — Pasteurized process cheese with 

fruits, vegetables, or meats.
21 CFR 133.171 — Pasteurized process pimento cheese.
21 CFR 133.173 — Pasteurized process cheese food.
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21 CFR 133.174 — Pasteurized process cheese food with 
fruits, vegetables, or meats.

21 CFR 133.175 — Pasteurized cheese spread.
21 CFR 133.176 — Pasteurized cheese spread with fruits,

vegetables, or meats.
21 CFR 133.178 — Pasteurized Neufchatel cheese spread 

with other foods.
21 CFR 133.179 — Pasteurized process cheese spread.
21 CFR 133.180 — Pasteurized process cheese spread 

with fruits, vegetables, or meats.
21 CFR 133.181 — Provolone cheese.
21 CFR 133.182 — Soft ripened cheeses.
21 CFR 133.183 — Romano cheese.
21 CFR 133.184 — Roquefort cheese, sheep’s milk blue-

mold, and blue-mold cheese from sheep’s milk.
21 CFR 133.185 — Samsoe cheese.
21 CFR 133.186 — Sapsago cheese.
21 CFR 133.187 — Semisoft cheeses.
21 CFR 133.188 — Semisoft part-skim cheeses.
21 CFR 133.189 — Skim milk cheese for manufacturing.
21 CFR 133.190 — Spiced cheeses.
21 CFR 133.191 — Part-skim spiced cheeses.
21 CFR 133.193 — Spiced, flavored standardized cheeses.
21 CFR 133.195 — Swiss and Emmentaler cheese.
21 CFR 133.196 — Swiss cheese for manufacturing.

C. 21 CFR 135 — FROZEN DESSERTS

1. Requirements for Specific Standardized
Frozen Desserts

21 CFR.110 — Ice cream and frozen custard.
21 CFR.115 — Goats milk ice cream.
21 CFR.130 — Mellorine.
21 CFR.140 — Sherbet.
21 CFR.160 — Water ices.

D. 21 CFR 136 — BAKERY PRODUCTS

1. Requirements for Specific Standardized
Bakery Products

21 CFR.110 — Bread, rolls, and buns.
21 CFR.115 — Enriched bread, rolls, and buns.
21 CFR.130 — Milk bread, rolls, and buns.
21 CFR.160 — Raisin bread, rolls, and buns.
21 CFR.180 — Whole wheat bread, rolls, and buns.

E. 21 CFR 137 — CEREAL FLOURS AND

RELATED PRODUCTS

1. Requirements for Specific Standardized
Cereal Flours and Related Products

21 CFR 137.105 — Flour.
21 CFR 137.155 — Bromated flour.
21 CFR 137.160 — Enriched bromated flour.
21 CFR 137.165 — Enriched flour.

21 CFR 137.170 — Instantized flours.
21 CFR 137.175 — Phosphated flour.
21 CFR 137.180 — Self-rising flour.
21 CFR 137.185 — Enriched self-rising flour.
21 CFR 137.190 — Cracked wheat.
21 CFR 137.195 — Crushed wheat.
21 CFR 137.200 — Whole wheat flour.
21 CFR 137.205 — Bromated whole-wheat flour.
21 CFR 137.211 — White corn flour.
21 CFR 137.215 — Yellow corn flour.
21 CFR 137.220 — Durum flour.
21 CFR 137.225 — Whole durum flour.
21 CFR 137.250 — White corn meal.
21 CFR 137.255 — Bolted white corn meal.
21 CFR 137.260 — Enriched corn meal.
21 CFR 137.265 — Degerminated white corn meal.
21 CFR 137.270 — Self-rising white corn meal.
21 CFR 137.275 — Yellow corn meal.
21 CFR 137.280 — Bolted yellow corn meal.
21 CFR 137.285 — Degerminated yellow corn meal.
21 CFR 137.290 — Self-rising yellow cornmeal.
21 CFR 137.300 — Farina.
21 CFR 137.305 — Enriched farina.
21 CFR 137.320 — Semolina.
21 CFR 137.350 — Enriched rice.

F. 21 CFR 139 — MACARONI AND NOODLE

PRODUCTS

1. Subpart B — Requirements for Specific
Standardized Macaroni and Noodle Products

21 CFR 139.110 — Macaroni products.
21 CFR 139.115 — Enriched macaroni products.
21 CFR 139.117 — Enriched macaroni products with 

fortified protein.
21 CFR 139.120 — Milk macaroni products.
21 CFR 139.121 — Nonfat milk macaroni products.
21 CFR 139.122 — Enriched nonfat milk macaroni 

products.
21 CFR 139.125 — Vegetable macaroni products.
21 CFR 139.135 — Enriched vegetable macaroni products.
21 CFR 139.138 — Whole-wheat macaroni products.
21 CFR 139.140 — Wheat and soy macaroni products.
21 CFR 139.150 — Noodle products.
21 CFR 139.155 — Enriched noodle products.
21 CFR 139.160 — Vegetable noodle products.
21 CFR 139.165 — Enriched vegetable noodle products.
21 CFR 139.180 — Wheat and soy noodle products.

G. 21 CFR 145 — CANNED FRUITS

1. Requirements for Specific Standardized
Canned Fruits

145.110 — Canned applesauce.
145.115 — Canned apricots.
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145.116 — Artificially sweetened canned apricots.
145.120 — Canned berries.
145.125 — Canned cherries.
145.126 — Artificially sweetened canned cherries.
145.130 — Canned figs.
145.131 — Artificially sweetened canned figs.
145.134 — Canned preserved figs.
145.135 — Canned fruit cocktail.
145.136 — Artificially sweetened canned fruit cocktail.
145.140 — Canned seedless grapes.
145.145 — Canned grapefruit.
145.170 — Canned peaches.
145.171 — Artificially sweetened canned peaches.
145.175 — Canned pears.
145.176 — Artificially sweetened canned pears.
145.180 — Canned pineapple.
145.181 — Artificially sweetened canned pineapple.
145.185 — Canned plums.
145.190 — Canned prunes.

H. 21 CFR 146 — CANNED FRUIT JUICES

1. Requirements for Specific Standardized
Canned Fruit Juices and Beverages

146.114 — Lemon juice.
146.120 — Frozen concentrate for lemonade.
146.121 — Frozen concentrate for artificially sweetened 

lemonade.
146.126 — Frozen concentrate for colored lemonade.
146.132 — Grapefruit juice.
146.135 — Orange juice.
146.137 — Frozen orange juice.
146.140 — Pasteurized orange juice.
146.141 — Canned orange juice.
146.145 — Orange juice from concentrate.
146.146 — Frozen concentrated orange juice.
146.148 — Reduced acid frozen concentrated orange juice.
146.150 — Canned concentrated orange juice.
146.151 — Orange juice for manufacturing.
146.152 — Orange juice with preservative.
146.153 — Concentrated orange juice for manufacturing.
146.154 — Concentrated orange juice with preservative.
146.185 — Pineapple juice.
146.187 — Canned prune juice.

I. 21 CFR 150 — FRUIT BUTTERS, JELLIES,
PRESERVES, AND RELATED PRODUCTS

1. Requirements for Specific Standardized Fruit
Butters, Jellies, Preserves, and Related
Products

150.110 — Fruit butter.
150.140 — Fruit jelly.
150.141 — Artificially sweetened fruit jelly.
150.160 — Fruit preserves and jams.

J. 21 CFR 152 — FRUIT PIES

1. Requirements for Specific Standardized 
Fruit Pies

152.126 — Frozen cherry pie.

K. 21 CFR 155 — CANNED VEGETABLES

1. Requirements for Specific Standardized
Canned Vegetables

155.120 — Canned green beans and canned wax beans.
155.130 — Canned corn.
155.131 — Canned field corn.
155.170 — Canned peas.
155.172 — Canned dry peas.
155.190 — Canned tomatoes.
155.191 — Tomato concentrates.
155.194 — Catsup.
155.200 — Certain other canned vegetables.
155.201 — Canned mushrooms.

L. 21 CFR 156 — VEGETABLE JUICES

1. Requirements for Specific Standardized
Vegetable Juices

156.145 — Tomato juice.

M. 21 CFR 158 — FROZEN VEGETABLES

1. Requirements for Specific Standardized
Frozen Vegetables

158.170 — Frozen peas.

N. 21 CFR 160 — EGGS AND EGG PRODUCTS

1. Subpart B — Requirements for Specific
Standardized Eggs and Egg Products

§160.100 — Eggs.
§160.105 — Dried eggs.
§160.110 — Frozen eggs.
§160.115 — Liquid eggs.
§160.140 — Egg whites.
§160.145 — Dried egg whites.
§160.150 — Frozen egg whites.
§160.180 — Egg yolks.
§160.185 — Dried egg yolks.
§160.190 — Frozen egg yolks.

O. 21 CFR 161 — FISH AND SHELLFISH

1. Requirements for Specific Standardized Fish
and Shellfish

161.130 — Oysters.
161.136 — Olympia oysters.
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161.145 — Canned oysters.
161.170 — Canned Pacific salmon.
161.173 — Canned wet pack shrimp in transparent or 

nontransparent containers.
161.175 — Frozen raw breaded shrimp.
161.176 — Frozen raw lightly breaded shrimp.
161.190 — Canned tuna.

P. 21 CFR 163 — CACAO PRODUCTS

1. Requirements for Specific Standardized
Cacao Products

163.110 — Cacao nibs.
163.111 — Chocolate liquor.
163.112 — Breakfast cocoa.
163.113 — Cocoa.
163.114 — Lowfat cocoa.
163.117 — Cocoa with dioctyl sodium sulfosuccinate for 

manufacturing.
163.123 — Sweet chocolate.
163.124 — White chocolate.
163.130 — Milk chocolate.
163.135 — Buttermilk chocolate.
163.140 — Skim milk chocolate.
163.145 — Mixed dairy product chocolates.
163.150 — Sweet cocoa and vegetable fat coating.
163.153 — Sweet chocolate and vegetable fat coating.
163.155 — Milk chocolate and vegetable fat coating.

Q. 21 CFR 164 — TREE NUT AND PEANUT

PRODUCTS

1. Requirements for Specific Standardized Tree
Nut and Peanut Products

164.110 — Mixed nuts.
164.120 — Shelled nuts in rigid or semirigid containers.
164.150 — Peanut butter.

R. 21 CFR 165 — BEVERAGES

1. Requirements for Specific Standardized
Beverages

165.110 — Bottled water.

S. 21 CFR 166 — MARGARINE

166.40 — Labeling of margarine.
166.110 — Margarine.

T. 21 CFR 168 — SWEETENERS AND TABLE SIRUPS

1. Requirements for Specific Standardized
Sweeteners and Table Sirups

168.110 — Dextrose anhydrous.
168.111 — Dextrose monohydrate.

168.120 — Glucose syrup.
168.121 — Dried glucose syrup.
168.122 — Lactose.
168.130 — Cane syrup.
168.140 — Maple syrup.
168.160 — Sorghum syrup.
168.180 — Table syrup.

U. 21 CFR 169 — FOOD DRESSINGS AND

FLAVORINGS

1. Requirements for Specific Standardized Food
Dressings and Flavorings 

169.115 — French dressing.
169.140 — Mayonnaise.
169.150 — Salad dressing.
169.175 — Vanilla extract.
169.176 — Concentrated vanilla extract.
169.177 — Vanilla flavoring.
169.178 — Concentrated vanilla flavoring.
169.179 — Vanilla powder.
169.180 — Vanilla-vanillin extract.
169.181 — Vanilla-vanillin flavoring.
169.182 — Vanilla-vanillin powder.

III. USDA STANDARDS FOR GRADES OF
PROCESSED FRUITS AND VEGETABLES

Voluntary U.S. grade standards are issued under the
authority of the Agricultural Marketing Act of 1946, which
provides for the development of official U.S. grades to
designate different levels of quality. These grade stan-
dards are available for use by producers, suppliers, buyers,
and consumers. As in the case of other standards for
grades of processed fruits and vegetables, these standards
are designed to facilitate orderly marketing by providing
a convenient basis for buying and selling, for establishing
quality control programs, and for determining loan values.

The standards also serve as a basis for the inspection
and grading of commodities by the Federal inspection
service, the only activity authorized to approve the desig-
nation of U.S. grades as referenced in the standards, as
provided under the Agricultural Marketing Act of 1946.
This service, available as on-line (in-plant) or lot inspec-
tion and grading of all processed fruit and vegetable prod-
ucts, is offered to interested parties, upon application, on a
fee-for-service basis. The verification of some specific rec-
ommendations, requirements, or tolerances contained in
the standards can be accomplished only by the use of on-
line inspection procedures. In all instances, a grade can be
assigned based on final product factors or characteristics.

In addition to the U.S. grade standards, grading man-
uals or instructions for inspection of several processed
fruits and vegetables are available upon request for a 
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nominal fee. These manuals or instructions contain
detailed interpretations of the grade standards and provide
step-by-step procedures for grading the product.

Grade standards are issued by the Department after
careful consideration of all data and views submitted, and
the Department welcomes suggestions that might aid in
improving the standards in future revisions.

Those products with such grade standards are listed
below. They are all located in 7 CFR 52.

A. CANNED FRUIT

Apples
Apple Butter
Apple Juice
Applesauce
Apricots, Regular and Solid Pack
Blackberries and Other Similar Berries
Blueberries
Cherries, RTP
Cherries, Sweet
Cranberry Sauce
Figs, Kadota
Fruit Cocktail
Fruit Jelly
Fruit Preserves (Jams)
Fruits for Salad
Grapefruit
Grapefruit Juice, from Concentrate and Concentrated
Grapefruit Juice for Manufacturing
Grapefruit and Orange for Salad
Grapefruit Juice and Orange Juice (Blend)
Grape Juice
Grapes
Lemon Juice
Lemon Juice, Concentrate for Manufacturing.
Orange Juice: from Concentrate, Pasteurized, Concentrated,

and Concentrate for Manufacturing
Orange Marmalade
Peaches, Clingstone
Peaches, Freestone
Pears
Pineapple
Pineapple Juice and Pineapple Juice from Concentrate
Plums
Prunes, Dried
Raspberries
Tangerine Juice
Tangerine Juice Concentrate for Manufactuing

B. CANNED VEGETABLES

Asparagus
Beans, Baked, Dried, Pork and

Beans, Green and Wax

Beans
Beets
Carrots
Celery
Chili Sauce
Corn, Cream Style
Corn, Whole Kernel
Hominy
Leafy Greens
Mushrooms
Okra
Okra and Tomatoes and Tomatoes and Okra
Olives, Green
Olives, Ripe
Onions
Peas
Peas and Carrots
Peas, Field and Blackeye
Pickles
Pimientos
Potatoes, White
Pumpkin (Squash)
Sauerkraut
Spinach
Squash (Summer type)
Succotash
Sweet potatoes
Tomatoes
Tomato Catsup
Tomato Juice and Tomato Juice from Concentrate
Tomato Juice, Concentrate
Tomato Paste
Tomato Puree (pulp)
Tomato Sauce

C. FROZEN FRUIT

Apple Juice, Concentrate
Apricots
Berries (Black, Boysen, etc.)
Blueberries
Cherries (red tart pitted)
Cherries, Sweet
Cranberries
Grape Juice, Concentrate, Sweetened
Grapefruit
Grapefruit Juice
Conc. Grapefruit Juice
Conc. Grapefruit Juice for Manufacturing
Grapefruit Juice and Orange Juice Concentrate, Blended
Lemonade, Concentrate
Limeade, Concentrate
Melon Balls
Orange Juice
Orange Juice from Concentrate
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Pasteurized Orange Juice
Concentrate Orange Juice
Concentrate Orange Juice for Manufacturing
Reduced Acid Orange Juice, Concentrate
Peaches
Pineapple Juice
Pineapple Juice from Concentrate
Pineapple
Plums
Raspberries
Strawberries

D. FROZEN VEGETABLES

Asparagus
Beans, Green and Wax Beans, Lima
Beans, Speckled Butter (Lima)
Broccoli
Brussels Sprouts
Carrots
Cauliflower
Corn, Whole Kernel
Corn on the Cob
Leafy Greens (includes Spinach)
Okra
Onion Rings, Breaded
Peas
Peas and Carrots
Peas, Field and Black-eye
Peppers
Sweet Potatoes
French Fried Potatoes
Hash Brown
Rhubarb
Squash (Cooked)
Squash (Summer)
Succotash
Sweet Potatoes
Tomato Juice
Tomato Juice from Concentrate
Turnip Greens with Turnips
Vegetables, Mixed

E. DRIED DEHYDRATED PRODUCTS

Apples, Dehydrated
Apples, Dried
Apricots, Dehydrated
Apricots, Dried
Dates
Figs
Grapefruit Juice, Dehydrated
Orange Juice, Dehydrated
Peaches, Dehydrated

Pears, Dried
Prunes
Prunes, Dried
Raisins, Processed

F. SUGAR PRODUCTS

Honey, Comb
Honey, Extracted
Maple Syrup
Molasses, Sugarcane
Syrup, Refiners’
Syrup, Sugarcane

G. MISCELLANEOUS PRODUCTS

Cherries, Sulphured
Olive Oil
Peanut Butter
Potatoes, Peeled
Sauerkraut, Bulk

IV. NMFS STANDARDS FOR GRADES OF
FISHERY PRODUCTS

The regulatory agency, the National Marine Fisheries
Service (NMFS), has issued some minimal criteria for
several seafood and seafood products: what they are, what
types and styles are available, and so on. A product grade
is established to achieve two objectives: assure product
safety and minimize economic fraud. The fishery products
with standards for grades include the following.

A. 50 CFR 261 — UNITED STATES STANDARDS

FOR GRADES OF WHOLE OR DRESSED FISH

Whole or Dressed Fish 
Frozen Headless Dressed Whiting

B. 50 CFR 262 — UNITED STATES STANDARDS

FOR GRADES OF FISH STEAKS

Frozen Halibut Steaks

C. 50 CFR 263 — UNITED STATES STANDARDS

FOR GRADES OF FISH FILLETS

Fish Fillets
Cod Fillets
Flounder and Sole Fillets
Haddock Fillets
Ocean and Pacific Perch Fillets
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D. 50 CFR 264 — UNITED STATES STANDARDS

FOR GRADES OF FROZEN FISH BLOCKS AND

PRODUCTS MADE THERE FROM

Frozen Fish Fillet Blocks
Frozen Minced Fish Blocks
Frozen Raw Fish Portions
Frozen Raw Breaded Fish Sticks
Frozen Raw Breaded Fish Portions
Frozen Fried Fish Sticks
Frozen Fried Fish Portions

E. 50 CFR 265 — UNITED STATES STANDARDS

FOR GRADES OF CRUSTACEAN SHELLFISH

Fresh and Frozen Shrimp
Frozen Raw Breaded Shrimp

F. 50 CFR 266 — UNITED STATES STANDARDS

FOR GRADES OF MOLLUSCAN SHELLFISH

Frozen Raw Scallops
Frozen Raw Breaded Scallops and Frozen Fried Scallops

G. 50 CFR 267 —  UNITED STATES STANDARDS

FOR GRADES OF NORTH AMERICAN

FRESHWATER CATFISH AND THEIR PRODUCTS
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I. INTRODUCTION

In the United States, the federal government has total con-
trol over the safety of all land muscle foods, i.e., beef,
pork, chicken, and many others. This approach is similar
to that of major Western countries. The federal agency is
called Food Safety Inspection Service (FSIS). FSIS is one
arm of the United States Department of Agriculture
(USDA). FSIS has the major responsibility of assuring
that nation’s meat supply and other land muscle foods are
save for the public to consume. However, apart from
safety, the FSIS has another responsibility, assuring that
economic fraud is kept to a minimum. Because meat and
many land muscle foods are high-priced items, many dis-
honest food operations cannot resist the temptation to
cheat the consumers when the opportunities arise.
Fortunately, most operators are honest businessmen. Still
the FSIS has spent an enormous amount of effort to pre-
vent economic fraud.

All information in this chapter has been derived from
publication documents issued by the USDA, with legal
citation and languages removed. To obtain original docu-
ments, please consult the USDA with respect to standards
and labeling of products under USDA jurisdiction.

II. DEFINITIONS

For ease of reference, some important terms are 
defined here.

RED MEAT

Required percentages of meat required for red meat prod-
ucts are shown on the basis of fresh uncooked weight unless
otherwise indicated. Whenever the terms beef, pork, lamb,
mutton, or veal are used they indicate the use of skeletal
muscle tissue from the named species (9 CFR 301.2).

POULTRY

Required percentages for poultry products are based on a
cooked deboned basis unless otherwise stated. When the
standards indicate “poultry,” the skin and fat are not to
exceed natural proportions per (9 CFR 381.117(d)).

III. ABBREVIATIONS

AMS Agriculture Marketing Service
BHA Butylated Hydroxyanisole (antioxidant)
BHT Butylated Hydroxytolune (antioxidant)
CRDSM Calcium Reduced Dry Skim Milk
FDA Food and Drug Administration
FR French
FSIS Food Safety and Inspection Service
FTC Federal Trade Commission
GRAS Generally Recognized as Safe

HVP Hydrolyzed Vegetable Protein
IMPS Institutional Meat Purchase Specifications
IT Italian
LCPS Labeling and Consumer Protection Staff
MPR Moisture Protein Ratio
MSG Monosodium Glutamate
NAMP National Association of Meat Purveyors
NFDM Nonfat Dry Milk
OPPD Office of Policy Program Development
PDBFT Partially Defatted Beef Fatty Tissue
PDCB Partially Defatted Chopped Beef
PDCP Partially Defatted Chopped Poultry
PDPFT Partially Defatted Pork Fatty Tissue
PER Protein Efficiency Ratio
PFF Protein Fat Free
pH Measure of Acidity
PPM Parts Per Million
SP Spanish
TVP Textured Vegetable Protein
URMIS Uniform Retail Meat Identity Standards
USA United States of America
USDA United States Department of Agriculture
VPP Vegetable Protein Product

IV. STANDARDS, LABELS, AND OTHER 
INFORMATION

ANDOUILLE (FR)

Made with pork and/or pork byproducts stuffed into large
intestines. Product can be sold cooked or uncooked.
Andouille is a coined name and must be accompanied by
a true product name, e.g., “sausage” or “pudding” depend-
ing on formulation. If beef is used, it must be shown in the
product name, e.g., “Beef Andouille Sausage” or “Beef
Andouille Pudding.”

ARROZ CON POLLO (SP)

The product must contain at least 15% cooked chicken
meat. The label must show, the true product name, in
English, i.e., “Rice with Chicken,” except if the product is
distributed solely in Puerto Rico.

AU GRATIN POTATOES AND BACON

At least 8% fully cooked bacon (based on 40% yield).

BABY FOOD

High Meat Dinner — At least 26% meat. High Meat Poultry
Dinner — At least 18.75% cooked poultry meat, skin, fat
and giblets. Meat and Broth — At least 61% meat. Vegetable
with Meat — At least 8% meat. Poultry with Broth — At
least 43% cooked poultry meat, skin, and giblets. Poultry
and Rice — At least 5% cooked deboned poultry meat.
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Note: Wine, mechanically separated species, nitrites,
and nitrates are not acceptable in baby and toddler foods.

BABY FOOD WITH FRESH HAM OR BACON

Ham or bacon without nitrates or nitrites must be shown
in the ingredients statement as ham or bacon (water, salt,
sugar, etc., without nitrates or nitrites).

BACON

The term “bacon” is used to describe the cured belly of a
swine carcass. If meat from other portions of the carcass
is used, the product name must be qualified to identify the
portions, e.g., “Pork Shoulder Bacon.” “Certified” refers
to products that have been treated for trichinae.

BACON AND PORK SAUSAGE

Product is formulated with a high percentage of bacon
(usually bacon ends and pieces) with at least 20% pork.

BACON ARKANSAS AND ARKANSAS STYLE BACON

Product which is identified as Arkansas Bacon or
Arkansas Style Bacon is produced from the pork shoulder
blade Boston roast. The pork shoulder blade Boston roast
includes the porcine muscle, fat and bone, cut interior of
the second or third thoracic vertebrae, and posterior of the
atlas joint (first cervical vertebrae), and dorsal of the cen-
ter of the humerus bone. For Arkansas Bacon, the neck
bones and rib bones are removed by cutting close to the
underside of those bones. The blade bone (scapula) and
the dorsal fat covering, including the skin (clear plate), are
removed, leaving no more than one-quarter inch of the fat
covering the roast. The meat is then dry cured with salt,
sugar, nitrites, and spices, and smoked with natural
smoke. The meat may not be injected or soaked in curing
brine, nor may any artificial or liquid smoke be applied to
the meat. Product that is prepared outside the state of
Arkansas but in the manner prescribed may be identified
as “Arkansas Style Bacon.” The true product name must
be shown as “Boneless Cured Pork Shoulder Butt.”

BACON (CANNED — PASTEURIZED)

A shelf stable item, which must have at least 7% brine
concentration.

BACON (CANNED, PREFRIED)

In “Canned Prefried Bacon,” e.g., “Bacon Crumbles,” the
following criteria should be applied:

1. M/SP Index of 0.4 or more. M/SP � Moisture/
(Salt � Protein).

2. A Brine Ratio of 9.0 or less. Brine
Ratio � Moisture/Salt.

3. A Brine concentration of 10% or more. Brine
concentration � Salt/(Moisture � Salt).

4. Maximum 40% yield.

BACON (COOKED)

Not to yield more than 40% bacon — 60% shrink required.
BHA and BHT may be used as antioxidants in precooked
bacon at level of 0.01% individually or 0.02% collectively,
based on fat content. TBHQ can be used in products as an
antioxidant in combination with BHT and BHA; but it can
not be used alone except in cooked bacon.

BACON DRESSING FOR STUFFING

The product must contain at least 8% bacon.

BACON-LIKE PRODUCTS

Bacon-like products, including poultry bacon, labeled with
“bacon” in the name must follow the same requirements as
those applied to pork bacon. These requirements include,
but are not limited to, limits on restricted ingredients and
the requirement that the bacon must return to green weight.

Beef bacon is a cured and smoked beef product sliced
to simulate regular bacon. It is prepared from various beef
cuts and offered with a variety of coined names, including
“Breakfast Beef,” “Beef Bacon,” etc. A common or usual
name is required, e.g., “Cured and Smoked Beef Plate,”
and should be shown contiguous to the coined name.

Poultry bacon products are acceptable and may be
designated as (Kind) Bacon. However, a true descriptive
name must appear contiguous to (Kind) Bacon without
intervening type or design, in letters at least one-half the
size of the letters used in the (Kind) Bacon, and in the
same style and color and on the same background. An
example of an acceptable designation is “Turkey Bacon-
Cured Turkey Breast Meat-Chopped and Formed.”

The descriptive name can serve alone as the 
product name.

BACON PRODUCTS

The bacon products intended for further cooking before
consumption, i.e., slab bacon for deli slicing, can be labeled
“certified,” “roasted” or “partially cooked” provided the
product is cooked to 148°F and the labeling clearly indi-
cated the product is intended to be further cooked before
consumption.

BANGERS

A sausage-like product prepared with meat and varying
amounts of rusk or other cereals. The label must show
percentage of rusk (or other cereal) adjacent to product
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name in prominent lettering. May be labeled British,
Scottish or Irish Style.

BARBECUE (BBQ) PRODUCTS

Barbecue (BBQ) products that are composed of uncured
red meat products that are injected, massaged, tumbled,
etc., and which are cooked back to or below the weight of
the raw meat product (green weight), must use the term
“seasoned” or “flavored,” in conjunction with the meat
product in the product name, e.g., “BBQ Seasoned Pork,”
or “Sliced Seasoned Beef with Barbecue Sauce.”

The labeling for uncured red meat products containing
some solutions that are used to make BBQ products (9
CFR 319.312 or 319.80) which are not cooked back to
green weight or are not in compliance with the cooking
yield must have a containing statement on the label. A con-
taining statement is required in the product name when the
cooking yield is not met, e.g., “BBQ Pork Containing up
to 15% of a solution.” Similarly, a containing statement is
required in the product name when the product does not
have sufficient quantities of meat minus the solution to
meet the minimum meat requirement. However, in limited
situations when the minimum meat requirement (minus
the solution) is met and when cook yield is compensated
for by adding additional meat, the containing statement
can either be placed in the product name or attached to the
meat component in the ingredients statement, e.g.,
“Ingredients: Beef Containing up to 25% … sugar, spices.”

Red meat components that contain binders and exten-
ders and do not meet one of the barbecue standards (9 CFR
319.80, 319.312) shall be descriptively labeled to include
the extender, nomenclature in the product name, e.g., “BBQ
Seasoned Beef, Modified Food Starch and Gelatinized
Wheat Starch,” “Pork and Binder Product with Barbecue
Sauce”, or “BBQ Cooked Beef and Binder Product” fol-
lowed by a parenthetical list of all of its ingredients.
Bone-in red meat products do not have to comply with
Federal meat regulation, 9 CFR 319.312 or 319.80 with
regard to cooking yield and must indicate the presence of
bones in product name, e.g., “Seasoned Cooked Pork Ribs
with Barbecue Sauce” or “Barbecue Beef Ribs.”

When bone-in red meat products are injected, mas-
saged, tumbled, etc., and do not return to green weight
after cooking, the containing statement shall appear once
on the label in (1) the ingredients statement as part of the
red meat component (only if there is enough Beef Ribs
without solution to meet the requirement for “Beef Ribs
and BBQ Sauce”), or (2) in the product name, e.g., “Beef
Ribs, containing 10% of a solution and BBQ Sauce.”

BARBECUE (INFRARED COOKED)

The label must indicate heat source, e.g., “infrared
cooked,” with lettering no less than one-half the size of
the largest letter in the word “barbecue.”

BARBECUE MEAT OR POULTRY “EASTERN NORTH

CAROLINA STYLE”

Acceptable identification for a product that is enhanced in
a vinegar-based solution, apple or white. The solution is
seasoned with pepper, i.e., black pepper, red pepper, or
cayenne pepper. Other ingredients may include salt, sugar,
and hot pepper sauce.

BARBECUE SAUCE WITH CHICKEN

The product must contain at least 15% cooked chicken
meat. Changing the size of the term “Chicken” does not
change the 15% cooked chicken meat requirement.

BARBECUE SAUCE WITH MEAT

The product must contain at least 35% cooked meat.
When the name of the product shows meat in smaller let-
ters, not more than one-half the size of the largest letter in
the product name, 25% cooked meat is required.

BEEF A LA KING

The product must contain at least 20% cooked beef.

BEEF A LA MODE

A product consisting of sliced beef (marinated in wine,
cognac, vegetable stock) with carrots, onions, and other
ingredients covered with wine sauce. The product must
contain at least 50% beef.

BEEF ALMONDINE WITH VEGETABLES

The product must contain at least 18% cooked meat on the
ready-to-serve basis. The product must contain almonds.

BEEF AND DUMPLINGS WITH GRAVY

The product must contain at least 25% meat and not more
than 25% water blanched dry dumplings.

BEEF AND GRAVY

The product contains at least 50% cooked beef.
See: Gravy and Beef

BEEF BLOOD

This is an acceptable ingredient for beef patties provided
the product name is qualified, such as “Beef and Blood
Patties” or “Beef Patties with Blood.”

BEEF BLOOD GLAZE

A coating of beef blood is permitted on cured products
(e.g., ham, hamette, etc.) if the product name is prominently
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qualified to reflect the coating. Nitrite is not permitted in
the glaze.

BEEF BRISKET (CANNED)

The minimum brine concentration required is 5.5%.

BEEF BURGUNDY OR BOURGUIGNONNE

The product must contain at least 50% beef. Product con-
tains beef cubes, mushrooms, onions, and red wine or bur-
gundy gravy. May include other vegetables, e.g., carrots,
shallots, tomato paste, or potatoes. Other acceptable names
include “Beouf A La Bourguignonne,” “Beef Burgundy
Style,” “Beef Burgundy,” and “Burgundy Beef.”

BEEF BURGUNDY WITH NOODLES

The product must contain at least 50% beef in the beef
burgundy portion. Total product should not contain more
than 50% cooked noodles.

BEEF CHEEK MEAT AND BEEF HEAD MEAT AND

PORK CHEEK MEAT AND PORK HEAD MEAT (USE

AND LABELING AS AN INGREDIENT IN MEAT

FOOD PRODUCTS)

Beef cheek meat and pork cheek meat refers to beef and
pork cheeks from which the glandular material has been
removed.

Beef head meat and pork head meat refer to muscle
tissue remaining on the beef and hog skull after removal
of the skin, cheeks, tongue, and lips. The meat normally
attached to and considered as part of the tongue trimmings
when detached from the tongue trimmings may also be
included as beef head meat or pork head meat although it
can be labeled as “beef” or “pork.”

When beef cheek meat and/or beef head meat are
included in boneless beef, its presence must be specifically
declared. Examples include: “Boneless Beef — Contains
Beef Cheek Meat and Beef Head Meat,” “Boneless Beef
Head Meat,” “Boneless Beef — Ingredients: Beef, Beef
Head Meat, Beef Cheek Meat,” or “Boneless Beef — 20%
Beef Head Meat, 15% Beef Cheek Meat.”

Beef cheek meat and/or beef head meat may be used
in unlimited quantities and identified as “beef” in meat
food products unless restricted by regulatory standards 
for specific products as indicated in 9 CFR 319.15(a)
(Chopped beef, ground beef), 319.15(b) (Hamburger),
319.15(d) (Fabricated steak), 319.81 (Roast Beef par-
boiled and steam roasted), 319.100 (Corned beef),
319.300 (Chili con carne), 319.301 (Chili con carne with
beans), and 319.303 (Corned beef hash).

The presence of pork head meat is not required to be
identified on the labeling of boneless pork. However, pork
cheek meat and/or pork head meat may be used in unlimited

quantities and identified as “pork” in meat food products,
unless restricted by regulatory standards as indicated in 9
CFR 319.300 (Chili con carne) and 319.301 (Chili con
carne with beans).

BEEF CONCENTRATE AND SALT

Broth derived from cooking fresh beef containing 3% to 4%
solids is centrifuged and evaporated to approximately 60%
solids under vacuum. The water fraction is salted to a level
of 25.5% of the water weight (100 lbs. concentrated stock at
60% will have 10.2 lbs. of salt added, making a total weight
of 110.2 lbs.). There is no need for refrigeration.

BEEF CONSOMME

The standard requires beef as an ingredient and a minimum
protein content of at least 3% in the finished product.

“Beef stock” or “beef broth” (or mixture of both) may
be used to comprise the beef ingredient. Additional
optional ingredients are gelatin, beef extract, tomato
puree, hydrolyzed plant protein, and seasoning.

BEEF (DRIED OR AIR DRIED)

Product name is “Air Dried Beef” or “Dried Beef.” MPR
2.04:1. It is usually cured by rub and/or stitch pump followed
by cover pickle for 4 to 8 weeks with several overhauls
(turned over for the application of additional cure), then
placed in smokehouse or drying chambers for 3 to 10 days.

BEEF FIBRIN

This is a component mixture of beef fibrinogen and beef
thrombin plasma protein used to bind pieces of meat or
poultry together. It is limited to ten percent.

1. If used from seven percent of ten percent, it
must appear in the product name, e.g., “Bacon
Wrapped Beef Tenderloin Steak Formed with
Beef Fibrinogen and Thrombin.” Therefore, the
smallest letter in the product name must be at
least 1/3 size of the smallest letter in the prod-
uct name.

2. If used at less than seven percent, it must be a
product name qualifier, e.g., “Formed with Beef
Fibrinogen and Thrombin.” As a product name
qualifier, there is no size requirement, however,
it must contiguous to the product name and be
prominent and conspicuous. Additionally, the
terms “Beef Fibrin” or “Fibrin” may be used in
the product name as a qualifier and its compo-
nents identified elsewhere on the principal dis-
play panel. In this situation, the terms “Beef
Fibrin” or “Fibrin” and its components are
linked to each other by means of asterisks.
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Acceptable terminology’s for the components
are “Beef Fibrinogen and Thrombin Plasma
Protein,” or “Beef Fibrinogen and Thrombin.”

BEEF GRAVY MIX

The product must contain at least 15% dried beef.

BEEF MARSALA

The product must contain at least 50% beef. Product con-
tains beef cubes, Marsala wine sauce, and usually mush-
rooms and onions. White wine may be used, but it may
not replace Marsala wine.

BEEF ORIENTAL OR ORIENTAL BEEF

The product must contain at least 12% meat and oriental
style vegetables and sauce. The label must show true
product name, e.g., “Beef Oriental with Vegetables.”

BEEF ROULADE

The product must contain at least 50% cooked meat.
Usually a thin strip of flank meat wrapped around vegeta-
bles and cooked.

BEEF SLICES A-LA-PIZZAIOLA

The product must contain at least 50% cooked beef.

BEEF STROGANOFF

A dish with a creamy sauce prepared with beef cut into
narrow strips or cubes and sautéed. Product labeled “Beef
Stroganoff” should be prepared with a formula, which
includes at least 45% beef, or 30% cooked beef.

1. The product must contain at least 10% sour
cream, or

2. 7.5% sour cream, and 5% wine, or
3. 9.5% whole milk, 2% sour cream, and 2½%

wine.

BEEF STROGANOFF WITH NOODLES

Meat and sauce portion must meet the standard for Beef
Stroganoff. Total product shall contain no more than 50%
cooked noodles.

BEEF SUKIYAKI

The product must contain at least 30% meat based on total
product. Consists of thinly sliced beef and various vegeta-
bles cooked in a flavored beef stock. This is not a stew as
the vegetables and components are mixed during the
cooking process. Vegetables used with this food are cel-
ery, bean sprouts, leeks, onions, mushrooms, Chinese
cabbage, carrots, spinach, water chestnuts, bamboo shoots,
and bean curds.

BEEF TRIPE STEW

There are two versions of this product. One is of Mexican
origin and merchandised in association with the term
“Menudo.”

Corn is a prominent ingredient in its formula. The
standard for an item of this nature requires that it contain
not less than 33% beef tripe computed on the basis of the
uncooked tripe in relation to total ingredients.

The second product is popular in Puerto Rico. It is
referred to as “Mondungo.” The product is made with
25% raw beef tripe. The remainder consists principally of
potatoes, a squash with pumpkin-like appearance and fla-
vor, and a native vegetable called “Tanier.” When the veg-
etables are not distinguishable, this product can be labeled
as “Dominican Style Mondungo.”

BEEF WELLINGTON

It is made with beef tenderloin that is roasted very rare. It
is then spread with a liver pate, covered with pastry, and
baked in a hot oven until pastry is brown. The product
must contain at least 50% cooked meat and no more than
30% pastry.

Alternatively, mushroom duxelle is an acceptable sub-
stitute for liver pate, but a true descriptive product name is
required, e.g., “beef tenderloin covered with mushroom
duxelle and wrapped with pastry.”

BEERWURST, BIERWURST

A cooked smoked sausage. Same requirements as beef
salami, with the exception that pork may be used.

BERLINER

A cooked smoked sausage usually made from coarsely cut
cured pork in large casings. When beef is used, it shall not
exceed 50% of the meat block. Pork stomachs or beef
tripe not permitted.

BERLINER BLOOD SAUSAGE

A cooked blood sausage containing diced bacon. After
cooking it is dried and smoked. Ham fat, snouts, and lips
are not permitted.

See: Blood Sausage

BIER SCHINKEN (GR)

The literal translation is “Beer Ham.” If product is made
of all pork, it may be labeled “Bier Schinken.”

BINDERS IN POULTRY, BONELESS, RAW, OR COOKED

Binding agents may be added individually or collectively
in amounts not to exceed 3% for cooked poultry products
and 2% for raw poultry products based on total finished
product. When binders are added in excess of these levels,
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the common or usual name of the binder or the generic
term “Binders Added” shall be included in a product name
qualifier, e.g., “Turkey Breast-Gelatin Added.” In all cases,
the presence of these ingredients must be shown in the
ingredients statement.

This policy is intended to apply to binders which are
used in chopped or chunked poultry products that are
formed into rolls, loaves, etc., but not to binders added
directly into whole muscle by injection, massaging, tum-
bling, etc., which then act as extenders.

BLOCKWURST

A semi-dry type sausage. The maximum MPR is 3.7:1.

BLOOD AND TONGUE SAUSAGE

Same as blood sausage, except cured and cooked pork or
beef tongues are used.

BLOOD SAUSAGE

A cooked sausage formulated with blood and some meat.
Usually contains pork skins and/or pork jowls. May also
contain sweet pickled ham fat, snouts, and lips. If the
product does not contain meat, it must be labeled as
“Blood Pudding.”

BOINGGHETTI

This label must show a true product name, “Spaghetti
with Chicken Sauce.” The product must contain at least
6% cooked chicken meat.

BONE-IN MEAT WITH SAUCE

Must have at least 50% meat (cooked basis). Product with
barbecue sauce must comply with 9 CFR 319.312.

BONELESS BREAST TRIMMINGS

Boneless breast trimmings (turkey or chicken) are defined
as trimmings that are removed from the breast portion
only. When a product is formulated with boneless breast
trimmings, the amount of skin should be indicated in
order to determine that the meat requirement is met for 
a standardized product and that the product is properly
labeled. Trimmings from the ribs may be identified as
white turkey or white chicken trimmings, or white turkey
or white chicken rib meat (excluding skin).

BREAKFAST LINKS OR PATTIES

The names “Breakfast Links” and “Breakfast Patties” can
be considered fanciful names, which must be followed by 
a descriptive product name. Such products are acceptable
without compliance with the fresh pork sausage or break-
fast sausage standard. If the names “Breakfast Links” or

“Breakfast Patties” are used without further qualification,
the products must meet either the fresh pork sausage stan-
dard or the breakfast sausage standard.

BREAKFASTS (CONTAINING MEAT)

The product must contain at least 15% cooked meat or
poultry or meat or poultry food product based on the total
net weight of breakfast.

BROTH, BEEF OR PORK

No distinction has been made between “broth” and
“stock.” They may be used interchangeably as the result-
ing liquid from simmering meat and/or bones in water
with seasonings. Both products have an MPR of 135.1 or
a 67.1 MPR for concentrate.

BROTWURST

A cured and cooked sausage that may be smoked.

BROWN AND SERVE SAUSAGE

The standard is based on one of the four options as listed
below:

1. Moisture Protein Ratio (MPR) is no more than
3.7:1, fat limited to 35%, and 10% water at 
formulation.

2. No more than 10% added water at formulation
and a yield of no greater than 80%.

3. No more than 8.8% added water at formulation
and a yield no greater than 85%.

4. Product must meet fresh sausage standard
before cooking. The label must show true prod-
uct name, e.g., “Brown and Serve Pork Sausage.”

BROWN AND SERVE SAUSAGE (CANNED)

A cooked sausage, usually without cure, and not more
than 8% water. The weight of the sausage at canning shall
not exceed weight of fresh uncured meat ingredients plus
weight of curing and seasoning ingredients.

BRUNSWICK STEW

The product must contain at least 25% (fresh basis) of at
least two kinds of meat, one of which may be poultry.
Product must contain corn as one of the vegetables.

See: Poultry Brunswick Stew

BUFFALO STYLE

Buffalo style is acceptable on any product (e.g., poultry
parts other than wings, chicken patties, nuggets etc.) that
is cooked and coated with a mild or spicy sauce containing,
Cayenne red pepper, vinegar, salt and garlic. It is no longer
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exclusive to chicken wings only. It would also be accept-
able on any product made in Buffalo, NY.

BURGUNDY SAUCE WITH BEEF AND NOODLES

The product must contain at least 25% cooked beef in the
product, with up to 20% cooked noodles. Product must
contain enough wine to characterize the sauce.

BURRITOS

A Mexican style sandwich-like product consisting of a
flour tortilla, various fillings, and at least 15% meat or
10% cooked poultry meat. The flour tortilla is rolled and
may or may not have tucked ends. Fillings may contain, in
addition to meat or poultry meat, such major ingredients
as beans, potatoes, cheese, rice, tomatoes, and chilies.

Examples of product names are “BEEF BURRITO,”
“TURKEY BURRITO,” “CHICKEN FAJITA BUR-
RITO,” AND “CHILI VERDI WITH BEANS BUR-
RITO.” If ingredients, e.g., rice or beans, are declared in
the product name, they must appear in the proper order of
predominance. Ingredients cannot be mentioned in the
product name unless all other ingredients present in
amounts equal to or above the declared ingredient are
included in the name, e.g., “BEANS, BEEF, TOMATO,
ONION, AND RICE BURRITO.”

The use of “Red Chili” or “Green Chili” or a similar
designation of the chili content in a starburst, flag, or simi-
lar display, separated from the product name, is acceptable.
If such designations are used as part of the descriptive
name, the presence of the chilies must appear in the correct
order of predominance, and all other ingredients present
in amounts equal to or greater than the chilies must appear
in the product name.

A claim or name that identifies the use of shredded
meat or shredded poultry meat is permitted. However, if
ground meat or ground poultry meat is also used, its pres-
ence must also be identified in the claim or name, e.g.,
“Shredded Beef and Ground Beef Burrito.”

“BURRITO” alone, may be used to name the product
without a descriptive name. However, the ingredients
statement must appear directly beneath “burrito.”

BURRITOS WITH SAUCE OR GRAVY

Product must contain at least 50% burritos.

BUTIFARRA-SAUSAGE

An uncured sausage. Labeling that features the term
“Butifarra” would require an additional product name:

Pork Sausage — for those products that meet the fresh
pork sausage standard.

Fresh Sausage — for those products that include
byproduct but do not meet the standard for pork sausage.

Sausage — for those products that are incubated or
fermented. The term Puerto Rican Style would be appli-
cable if manufactured in Puerto Rico.

CADDIES

Caddies or display cards used to display fully labeled
product shall not bear an inspection legend and, therefore,
can be reused. The caddies or display cards may contain a
picture of a product that has a legend on it.

CAJUN

Refers to product made in Louisiana.

CAJUN STYLE/CAJUN RECIPE

Acceptable identification for products containing
onion/onion powder/dehydrated onion, garlic/garlic 
powder/dehydrated garlic, white pepper, red pepper, and
black pepper.

CALABRESE (IT)

A salami originating in Southern Italy. Usually made
entirely of pork seasoned with hot peppers.

CALZONE, CALZONI (IT)

Turnover-like product made with dough stuffed with meat
or poultry, cheese, and seasonings and baked. It must con-
tain 25% meat or 14% poultry meat. The label must show
a true product name, e.g., “Sausage and Cheese Calzone.”

CANADIAN AND CANADIAN STYLE BACON

“Canadian Bacon” and “Canadian Style Bacon” are syn-
onymous and should not be considered geographical terms.

The term “Canadian Style Bacon,” when featured on
the label as a product name or part of a product name (i.e.,
as a description, etc.), may stand alone without an addi-
tional qualifier indicating the true geographical origin of
the product.

“Chunked and Formed” and “Water Added” products
are permitted, provided proper labeling is applied.

Uncooked and/or unsmoked “Canadian Style Bacon”
is also permitted, provided labeling describes the product
as uncooked and/or unsmoked.

Product which is identified as “Canadian Style
Bacon” is made from a trimmed boneless pork loin. On
the shoulder end, the cross section of the longissimus
dorsi muscle shall be equal to or larger than the combined
cross sectional areas of the splenius and semispinalis capi-
tis muscles. The ham end shall be removed anterior to the
ilium. The exposed faces shall be approximately perpendi-
cular with the skin surface. The dorsal and ventral side on
each end of the “Canadian Style Bacon” shall not be more
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than 1.0 inch different in length. The belly is removed
adjacent to the longissimus dorsi muscle. All bones and
cartilage shall be removed. The tenderloin and the flesh
overlying the blade bone are excluded. The surface fat (and
false lean when necessary) shall be trimmed to 0.3 inches
thick at any point. The fat on the ventral and dorsal sides
is neatly beveled to meet the lean.

CANADIAN STYLE BACON MADE WITH/FROM

PORK SIRLOIN HIPS

The sirloin is obtained by removing a 5- to 7-inch section
of the pork loin immediately in front of the hip or pelvic
bone. The sirloin hip is obtained by removing the half of
the sirloin which comprises the posterior end of the pork
loin. The tenderloin is not included and surface fat shall
be trimmed to 0.3 inches in thickness.

The labeling for these Canadian Style Bacon products
must bear a qualifying statement, adjacent to the product
name, clarifying that pork sirloin hips are included or that
the product is made entirely from pork sirloin hips, e.g.,
“Canadian Style Bacon — Includes Pork Sirloin Hips” or
“Canadian Style Bacon — Made from Pork Sirloin Hips.”
The smallest letter in the qualifier should not be less 
than one-third the size of the largest letter in the product
name. The qualifier must be of equal prominence to the
product name.

Chunked (or chopped) and formed varieties and sub-
stances controlled by the protein fat free (PFF) regulation
for cured pork products 9 CFR 319.104 shall be labeled in
accordance with applicable guidelines.

Use of this type of product in a secondary product,
e.g., a pizza, requires complete identification only in the
ingredients statement; the product name of the secondary
product need only refer to Canadian Style Bacon, e.g.,
Canadian Style Bacon Pizza.

CANNED CHOPPED BEEF OR PORK

Cured product with no more than 3% water in formula.

CANNED MEAT

“Canned meat with Natural Juices;” is acceptable for
product that has been pumped or contains up to 10% of a
solution before canning and processing. Processed canned
uncured meat products, when water or broth is added to
the can may not be called “with natural juices,” but the
acceptable name would be “with juices.”

CANNELLONI (IT)

Product must contain at least 10% meat or 7% cooked
poultry meat. Cannelloni is an Italian term referring to a
product with the same characteristics as “Ravioli” except

Cannelloni has a tubular form. The product name should
show the type of species, e.g., “Beef Cannelloni.”

CANTONESE STYLE SPECIES

Marinated in a solution of soy sauce, cooked and returned
weight. In addition, product is mildly seasoned with
sugar, salt, wine, and spices.

CAPACOLLO, COOKED (CAPICOLA, CAPOCOLLA,
CAPACOLA, CAPICOLLO, CAPPICOLA, CAPACOLO) (IT)

Boneless pork shoulder butts which are cured and then
cooked. The curing process may be dry curing, immersion
curing, or pump curing. The cured product is coated with
spices and paprika before cooking. This product shall
always be labeled with “Cooked” as part of the product
name. Water added is permitted.

CARAMEL COLORING

Caramel is considered a natural color. However, when
caramel coloring is added to a product, the product name
must be qualified to indicate the presence of artificial col-
oring, e.g., “Cooked Roast Beef-Caramel Coloring
Added” or “Artificially Colored.” This requirement does
not apply to gravies, sauces, and similar products where
the use of such coloring is customary. Seasoning mixes
containing small quantities of caramel coloring may be
used if the caramel coloring does not impart color to the
finished product.

Caramel coloring may be used on the surface of raw
products, e.g., beef patties, if the name is appropriately qual-
ified. However, caramel coloring may not be added directly
to the formulation of a raw product where the caramel col-
oring becomes an integral part of the total product.

CARBONADE (FR)

Product must contain at least 50% meat. It may contain
beef, pork, or mutton, and beer or wine. Product is slowly
cooked, either by braising or stewing.

Label must show a true product name, e.g., “Beef
Carbonade.”

CARRIERS

Substances, as defined by the Food and Drug Administration,
that carry flavoring compounds, e.g., essential oils, on their
surface, and are not expected to provide a functional effect,
e.g., binding and emulsifying, in the finished food product
and are considered incidental. Some substances, e.g., mal-
todextrin and modified food starch, are not carriers but actu-
ally diluents or bulking agents, and must be declared in the
ingredients statement. Dextrose and/or sugar are commonly
used as carriers for spice extracts and resins of spices. The
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carrier must be declared in the ingredients statement, except
in those cases where a sweetening agent is used separately
in formulating the meat or poultry product and the use of the
spice mixture will not result in the quantity of the carrier
being more than 0.75% of the seasoning mix. When a
determination cannot be made from the information on the
label application, declaration is required.

Salt, when used as a carrier, will always be declared
regardless of amount used.

CASING, ARTIFICIAL

Frankfurters packaged in retail containers with the artifi-
cial casing left on must bear a prominent statement, e.g.,
“Remove casing before eating,” contiguous to the product
name on the label.

CASSEROLE

Product must contain at least 25% meat or 18% cooked
meat.

CASSOULET (FR)

Product must contain at least 25% meat. A complex stew
consisting of dried white beans and a combination of
pork, lamb, game, and sausages. The ingredients are
cooked, then put into a casserole, usually covered with
crumbs, and baked. Label must show true product name,
e.g., “Beans and Bacon in Sauce.”

CENTER SLICE

When the term “Center Slice” is used on labels for slices
of ham from smoked and cooked, smoked, or water
cooked hams, product must be sliced from an area of the
original ham positioned about 1 inch on each side of a
center cut.

CERTIFIED

With the exception of the term “Certified Pork” the term
“certified” implies that the United States Department of
Agriculture (USDA) and the Agriculture Marketing
Service (AMS) have officially evaluated a meat product
for class, grade, or other quality characteristics. When
used under other circumstances, the term should be
closely associated with the name of the organization
responsible for the “Certification” process (e.g., “XYZ
Company’s Certified Meat,” or “Our Certified Meat”).

CERVELAT

A cured and cooked sausage, often a semi-dry or dry sum-
mer sausage. Hog stomachs, beef tripe and extenders are
permitted. There is no MPR (moisture protein ratio)
requirement.

CHA SHU BOW (CH)

A steamed bun with a dry roasted pork filling requiring
15% cooked pork. Label must show true product name,
e.g., “Steamed Bun with a Pork and Cabbage Filling.”

CHEEK MEAT, BEEF

Natural proportions are considered to be 2%.
See: 9 CFR 319.15.
The use of cheek meat is limited to 25% in ground

beef, chopped beef and similar type products. If cheek
meat exceeds 2% (natural proportions), its presence must
be declared.

CHEESE

1. When cheese is declared in the ingredients
statement of a fabricated product, cheddar
cheese must be used in the product’s formu-
lation.

2. Swiss, Gruyere: The term “Gruyere” pertains to
a cheese that closely resembles “Swiss Cheese”
both in its appearance and on analysis, although
it has smaller holes than Swiss Cheese. FDA
advises that Gruyere Cheese is a suitable sub-
stitute for Swiss Cheese and gives the same
character to a finished food product, e.g.,
“Chicken Cordon Bleu.”

3. The term Cheese may appear in the product
name, e.g., “Ham and Cheese Loaf,” provided
the common name is declared in the ingredients
statement.

4. When a cheese product and meat or poultry
food product are packaged together, the prod-
uct name shown on the label must show the
name of each component product.

For example, if slices of ham and slices of a
cheese product are packaged together, the prod-
uct name should include “Ham” and the name of
the cheese product (e.g., Ham and Pasteurized
Processed American Cheese). Alternatively,
the Pasteurized Processed American Cheese
could be parenthetically qualified contiguous 
to the product name (e.g., “Ham and Cheese
(Pasteurized Processed American Cheese”). The
name “Ham and Cheese” alone would be accept-
able if the cheese used was “Cheddar Cheese.”

5. Use of substitute or imitation cheese in products
where real cheese is expected (e.g., Cordon
Bleu) requires the product name be changed or
qualified to indicate the presence of the ersatz
cheese. Substitute and imitation cheeses cannot
be described as “cheese” in the product name.
There is no limitation on the amount of ersatz
cheese used.
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6. Reduced fat cheeses may be identified on the
label as “Reduced Fat Cheese.” However, the
name of a standardized cheese may not be asso-
ciated with the phrase “Reduced Fat Cheese”
(e.g., Reduced Fat Cheddar Cheese).

7. Cheese is a standardized product. See: 21 CFR
130.10 and 133 for a listing of standardized
cheeses.

CHEESE (PASTEURIZED PROCESSED CHEESE FOOD

OR SPREAD)

A cheese food product with a standard of identity, but is
not considered a cheese. Therefore, it cannot be used in
meat food products where cheese is an expected ingredi-
ent, e.g., “Cheesefurters” or “Veal Cordon Bleu.” It is
acceptable in non-specific loaves, etc.

CHEESE PRODUCTS CONTAINING MEAT

Homogeneous cheese products, e.g., cheese balls, must
contain more than 50% meat to be amenable. When
cheese and meat are separate components, the products
are amenable with 2% meat.

CHEESE STANDARDIZED PRODUCTS

Cheese standardized products that require real cheese,
e.g., chicken cordon bleu, must use FDA standardized
cheese or those FDA standardized cheeses specified. Use
of a substitute, imitation cheese or other non FDA stan-
dard cheeses, if permitted, must be declared in the prod-
uct name, or a suitable qualifier, e.g., chicken cordon bleu
made with reduced fat cheese. The 90/10-cheese rule is
only applicable to pizza.

CHICHARRONES (PR)

The Spanish name for fried pork skins. Product must have
an English product name, “Fried Pork Skins” except in
Puerto Rico.

CHICHARRONES DE POLLO (PR)

An acceptable product name for “Marinated Cut-up Fried
Chicken” sold in Puerto Rico. When product is destined
for sale only in Puerto Rico, “Chicharrones de Pollo” can
be the product name. When destined for sale in other
places, “Chicharrones de Pollo” must be explained with
true product name.

CHICKEN, ALOHA

“Aloha Chicken” is acceptable as a coined name which
must be followed by a true product name, e.g., “Chicken
and Sauce with Rice.” The standard for the product is 22%
cooked poultry meat.

CHICKEN AND NOODLES AU GRATIN (FR)

Product must contain at least 18% cooked chicken meat.

CHICKEN CORDON BLEU (FR)

Product must contain not less than:

1. 60% chicken breast meat (sliced). If it is made
from any other part of the chicken, then the
product name must be qualified to indicate the
part used.

2. 5% ham or Canadian Style Bacon.
3. Cheese (either Swiss, Gruyere, Mozzarella, or

Pasteurized Processed Swiss).
4. Not more than 30% batter and breading (if used).

CHICKEN ENCHILADA SUIZA

The product consists of chicken enchiladas with a cream
sauce. The sauce used must be made with sour cream,
heavy cream, or whipping cream in an amount sufficient
to characterize the sauce. The label must show a true prod-
uct name, e.g., “Chicken Enchilada with Cream Sauce.”

CHICKEN OVA

These can not be used for human consumption without
first going to an egg products plant for pasteurization
(because of problem with potential Salmonella contami-
nation). Chicken Ova can not use the poultry inspection
legend.

CHICKEN PAPRIKA

Product must contain at least 35% chicken. A Hungarian
dish. Sauce must contain either sour or sweet cream and
enough paprika to give a pink color.

CHICKEN TOCINO

Acceptable with a true product name such as sliced, mar-
inated, cured chicken thigh meat.

CHICKEN WELLINGTON

It is made with roasted chicken that is spread with liver
pate, covered with pastry, and baked in a hot oven until
pastry is brown. The product must contain at least 59%
cooked meat and no more than 30% pastry.

CHILI

1. “Brick Chili” or “Condensed Chili” requires
80% meat. Cereal is limited to 16%.

2. Chili with reconstitution directions should meet
the chili standard when reconstituted.

3. When beef heart meat, cheek meat, or head
meat is used in excess of 25% of the meat
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block, it must be reflected in the product name,
e.g., “Chili with Beef and Beef Heart Meat.”

4. When beef appears in the product name, BEEF
MAY BE THE ONLY MEAT SOURCE
USED. Beef Chili may not contain beef fat or
other beef byproducts.

5. “Chili Gravy with Meat” requires at least 40%
fresh meat and no more than 8% cereals.

6. Cured meats are not an expected ingredient in
chili; when used, they must be shown as part of
the product name.

7. The terms “Chili” or “Chili con Carne” may be
used interchangeably.

8. Since “con carne” means “with meat,” products
labeled as chili con carne should include only
red meat and not poultry. Products which meet
the chili standard and include poultry may be
labeled “beef and chicken chili,” “beef chili,
chicken added,” etc., as appropriate. The binder
and extender limitation of 8% is based on total
formulation.

See: 9 CFR 319.300.

CHILI COLORADO

Product must meet 9 CFR 319.300 requirements. Chili
peppers must be exclusively of the red variety. If a pre-
pared chili powder is used, it must be prepared exclusively
from red chili peppers.

The term “Colorado” is used for red more than “Rojo”
in Mexico. The term “Rojo” is used more in Spain, Puerto
Rico, and Cuba.

CHILI-MAC

Product must contain at least 16% meat. The label
requires a true product name, e.g., “Bean, Macaroni and
Beef in Sauce.”

CHILI PIE

Chili component of the total product must have at least
40% fresh meat.

CHILI PUPS

An emulsion stuffed in casing and smoked. Label requires
a true product name, e.g., “Chili con Carne and Ground
Beans Product.” Product must contain at least 60% fresh
meat in total formulation.

CHILI RELLENO

Product must contain at least 12% fresh meat and be
coated with a batter and then fried. Sometimes product is
called “Chili Pepper Relleno.” Relleno means stuffed.

CHILI SPAGHETTI

Product must contain at least 16% meat.

CHILI VERDE (SP)

Product must meet 9 CFR 319.300 requirements. Chili
peppers must be exclusively of the green chili or Verde
chili pepper varieties. If a prepared chili powder is used, it
must have been prepared exclusively from green chili or
Verde chili peppers. Products, e.g., “Chili Verde with
Beans” shall comply with 9 CFR 319.301 and the above
requirements for “Chili Verde.”

CHILI WITH BEANS

1. “Brick Chili with Beans” or “Condensed Chili
with Beans” requires 50% meat and cereal is
limited to 16%.

2. Chili with Beans with reconstitution directions
should meet the Chili with Beans standard
when reconstituted.

3. When beef heart meat, cheek meat, or head meat
is used in excess of 25% of the meat block, it
must be reflected in the product name, e.g., “Chili
with Beef and Beef Heart Meat with Beans.”

4. When beef appears in the product name, beef
may be the only meat source used. Beef Chili
with Beans may not contain beef fat or other
beef byproducts.

5. Cured meats are not an expected ingredient in
Chili with Beans; when used, they must be
shown as part of product name.

6. “Chili with Beans” formulae usually contain up
to 25% of beans in a product. About one-fourth
of these beans may be incorporated in the prod-
uct as ground beans and should be listed in the
ingredients statement as ground beans.

7. The terms “Chili with Beans” or “Chili con
Carne with Beans” may be used interchangeably.

8. The binder and extender limitation of 8% is
based on total formulation. 

See: 9 CFR 319.301.

CHIMICHANGA

Product must contain at least 15% meat or 10% poultry
meat. A Mexican specialty from the State of Sonora. Like
burritos, product is made by wrapping a flour tortilla
around a filling; but unlike the burrito, chimichanga is
fried until brown and crisp. “Fried Burritos” is acceptable.

CHINESE BRAND LINKS

Raw nonspecific sausage-like products. These products
are permitted to contain artificial red coloring; however, if
pork is used it must be certified. Unlike the term “links,”
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“Chinese Brand Links” is considered a coined or fanciful
name, and [as a] nonspecific product, it must be accom-
panied by an ingredients statement. Furthermore, “made in
USA” must be contiguous to the word “brand” but cannot
intervene between “links” and the ingredients statement.

CHINESE PEPPER STEAK

A Chinese main dish, usually served with rice, must contain
at least 30% cooked beef. Beef steak is cut into thin strips,
browned in fat or oil, and added to a soy flavored sauce.
Vegetables are also added to the sauce. Green pepper strips
are always used and other vegetables may be included.

CHINESE STYLE BARBECUE MEAT

Acceptable identification for a product that is enhanced in
a solution with soy sauce, grain alcohol or dry sherry
wine, and a sweetener, i.e., sugar or honey. Other ingredi-
ents may include garlic or scallions, ginger or ginger
juice, sesame or peanut oil. The product may be artifi-
cially colored. If artificially colored, a qualifier is needed.

CHINESE STYLE BEEF

Product must contain grain alcohol and soy sauce.

CHINESE STYLE SAUSAGE

Product must contain grain alcohol and soy sauce.

CHIPPED BEEF

Beef that is dried, chipped, or sliced and may be cured or
smoked. An MPR 2.04:1 is required. It may be chunked,
ground, chopped, and formed. If so, the product name
must be qualified, e.g., “Chipped Beef, Chunked and
Formed.”

Acceptable fill:

1. 2 oz. in a 4 fluid oz. glass, or
2. 2 1/2 oz. in a 5 fluid oz. glass, or
3. 5 oz. in a 9-5/8 fluid oz. glass.

CHITTERLINGS

Approved label must identify the species of food animal
from which the product is derived. Hog bungs may be
labeled “Pork Chitterlings.” The purge under normal con-
ditions should not exceed 20% of the net weight of frozen
chitterlings.

See: 9 CFR 317.8(b)(30).

CHOICE GRADE, FANCY GRADE POULTRY

“Choice” or “Fancy” may not be used in conjunction with
“Grade” on poultry labels. These terms and others like

“Prime” and “Top Quality” on poultry labels indicate only
that product is equal to U.S. Grade A.

CHOPPED CHICKEN LIVERS

Total product must contain at least 50% cooked chicken
livers. Wheat flour and similar ingredients are acceptable.

CHOPPED CHICKEN LIVERS COMBINED WITH OTHER

CHARACTERIZING COMPONENTS

Product must contain at least 30% cooked livers, e.g.,
“Chopped Chicken Livers with Eggs and Onions.”

CHOPPED HAM

A total of 15% shank meat is permitted. This is 3% above
the normal proportion of 12% shank meat found in a
whole ham.

See: 9 CFR 319.105.

CHOP SUEY, AMERICAN

Product must contain at least 25% fresh meat in total for-
mulation. A stew-like dish prepared with beef, pork, or veal.
Vegetables include onion and celery. Macaroni, noodles,
or rice are usually incorporated in the product, although
recipes suggest serving chop suey over one of these.

CHOP SUEY (VEGETABLES WITH MEAT)

Product must contain at least 12% fresh meat.

CHORIZO (SP)

The product name “Chorizo” can be used for any type of
chorizo sausage that is cooked, dry, semi-dry, cured and
fresh without further product name qualification. Other
requirements for various types of chorizo apply, including
the sausage standard. It is seasoned with Spanish pimento
and red pepper.

Partially defatted pork fatty tissue is acceptable in
Chorizo. Wine is considered a flavoring and need only
appear in the ingredients statement. However, the liquid is
credited as added water.

CHORIZO, FRESH

These products may contain vinegar. The vinegar used
must have a strength of no less than 4 grams of acetic acid
per 100 cubic centimeters (20°C).

See: 9 CFR 318.7(c)(1).

CHORIZO IN LARD

Product must contain at least 55% chorizo.

Standards for Meat and Poultry in the United States 72-27

DK9848_C072.qxd  31/Aug/05  11:25 AM  Page 27



CHORIZO IN LARD, CANNED

Canned chorizos that are packed hot, usually in lard, and
are not thermally processed must have a moisture protein
ratio of 1.8:1 and a pH of not more than 5.5. An alterna-
tive standard is a water activity (Aw) of 0.92.

CHOW MEIN WITH MEAT

Product must contain at least 12% fresh meat.

CHULENT (CHOLENT)

Product must contain at least 25% fresh meat. A meal-in-
one dish of Jewish cuisine made in various ways. The
product name can stand without qualification.

COARSE GROUND MEAT TRIMMINGS

Coarse ground trimmings may be shipped from an estab-
lishment without meeting the 30% fat limitation if a spe-
cific fat content is declared, e.g., “Coarse Ground Beef
Trimmings — 40% fat beef.” If the labeling terminology
is “Coarse Ground Beef” or “Ground Beef,” the 30% fat
limitation shall apply.

COLORED CASING

Colored casings on meat and poultry products which do
not transfer color to the product, but which change and
give a false impression of the true color of the products,
must be labeled to indicate the presence of the casings.
Acceptable terminology includes “Casing Colored” or
“Artificially Colored.” These phrases must appear con-
tiguous to the product name.

Casings which are the same color as the product and
not misleading or deceptive, e.g., a white opaque casing
on a summer sausage, do not have to be so labeled. Also,
products consisting of whole muscle bundles, e.g., hams,
pork butts, etc., packaged in colored wrappings where a
cut surface is not visible through the casing are exempt.
The color agent must be specifically identified on the
label either in the product name qualifier or ingredient
statement.

See: 9 CFR 319.15(d).

COMPOSITE INGREDIENTS STATEMENT

Processors who use a multi-ingredient product, e.g., pep-
peroni from various sources, as an ingredient, may iden-
tify all the ingredients that may be present from all the
various formulations (i.e., a composite ingredients state-
ment). However, the ingredients identified as those that
may be present can only be those ingredients that are
minor in nature and cannot include ingredients, e.g., the
meat component that have a bearing on the overall char-
acteristics or value of the product. The minor ingredients

must be identified using one of the following examples of
acceptable formats:

1. pepperoni (pork, beef, water, salt, spices,
sodium nitrite. May also contain lactic acid
starter culture, sugar, and sodium ascorbate).

2. bacon bits (cured with water, salt, dextrose
and/or sugar, sodium nitrite).

3. pepperoni, pork, beef, water, sweeteners (con-
tains one or more of the following: sugar, dex-
trose, fructose, corn syrup), salt, spices, sodium
nitrite).

Labeling records must identify all the ingredients of each
type of component that is used so the accuracy of the com-
posite ingredients statement can be determined. All label-
ing for meat and poultry products must either comply with
this type of format or, alternatively, accurately list all
ingredients used in the product.

COOKED BEEF, EQUIVALENCY

In lieu of fresh beef, a 70% yield figure is used if no yield
information is provided.

COOKED BREAKFAST SAUSAGE

Antioxidants are permitted when product is formulated on
a raw basis (no more than 3% water).

COOKED RED MEAT PRODUCTS CONTAINING

ADDED SUBSTANCES

Cooked corned beef products and cooked cured pork
products not addressed by the cured pork products regula-
tion (9 CFR 319.104), that weigh more than the weight of
the fresh uncured article, may be prepared if they are
descriptively labeled to indicate the presence and amount
of the additional substances. Acceptable product names
include: “Cooked Corned Beef and X% Water” or
“Cooked Cured Pork and Water Product, X% of Weight is
Added Ingredients,” and “Cooked Pastrami and Up to
20% of a Solution.” The ingredients of the solution may
accompany the product name or appear in locations pre-
scribed for ingredient statements. Product name promi-
nence guidelines are found in Policy Memo 087A and
Policy Memo 109. If product name qualifiers, such as
“X% of Weight is Added Ingredients,” are used, the label-
ing prominence guidelines used for cured pork products
as found in 9 CFR 319.104(b) apply.

Uncured red meat products that weigh more than the
weight of the fresh article after cooking should be labeled
with a qualifying statement indicating the amount of solu-
tion remaining after cooking, e.g., “After cooking, con-
tains X% of a seasoning solution of ….” The ingredients
of the solution may accompany the qualifying statement
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or appear in locations prescribed for ingredient state-
ments. The qualifying statement must be one-fourth the
size of the largest letter in the product name. If the ingre-
dients of the solution accompany the qualifier, they must
appear in print one-eighth the size of the most prominent
letter in the product name. Other labeling prominence
guidelines are found in Policy Memo 087A.

If cooked, uncured red meat products that contain
added solutions/substances prior to cooking are cooked
back to or below the weight of the fresh (green weight)
article, words, such as “seasoned” and “flavored,” are to
be used to reflect the addition of the added substances,
e.g., “Seasoned Cooked Beef.”

For cooked products, the percent added substances for
the label statement is determined by subtracting the fresh
(green) weight of the article from the weight of the fin-
ished cooked product, (i.e., after injecting, marinating,
etc., and cooking), dividing by the weight of the finished
product, and multiplying by 100. This policy is intended
to apply to solutions that impart favorable flavor and other
sensory characteristics, but not to solutions containing
ingredients used to extend a product, such as isolated soy
protein and carrageenan.

Uncooked red meat products containing added sub-
stances are addressed in Policy Memo 066C.

CORN DOG OR KORN DOG

A coined name which must be accompanied by a true prod-
uct name, e.g., “Batter Wrapped Franks on a Stick.” Product
is limited to 65% batter and a minimum of 35% frankfurter.

CORN DOG OR KORN DOG (POULTRY)

“Corn Dogs” made from poultry cooked sausage, e.g.,
poultry franks or poultry frankfurters, must show the
“kind” of poultry used in conjunction with the coined
name “Corn Dogs,” e.g., “Chicken (or Turkey) Corn
Dogs.” The “kind” name should be shown in type size at
least one-third the size of the largest letter of the coined
name. A descriptive name, e.g., “Batter Wrapped Chicken
Frank on a Stick,” must accompany the coined name. If the
descriptive name is at least one-third the size of the coined
name, the “kind” name need not precede the coined name.

CORN MEAL MUSH WITH BACON

Product must contain at least 15% cooked bacon.

CORNED BEEF AND CABBAGE

Product must contain at least 25% cooked corned beef.

CORNED BEEF (CANNED, COOKED WITH

NATURAL JUICES)

Canned product labeled “Cooked Corned Beef with Natural
Juices,” is limited to 10% added solution before cooking. If

the added solution is greater than 10%, the label must indi-
cate the total added solution, e.g., “Cooked Corned Beef
and Water product-X% of weight is added ingredients.”

See: Cooked Corned Beef Products with Added
Substances.

CORNED BEEF, GRAY

Gray corned beef is not a cured product but one that con-
tains water, salt, sugar, flavorings, etc. It should be labeled
as “Gray Corned Beef,” “Gray Corned Beef Rounds,” etc.
The label must show an ingredients statement rather than
a curing statement as shown on other corned beef labels.

CORNED BEEF WITH JUICES

Uncooked corned beef with juices (or without juices and
spices) is unacceptable terminology for corned beef prod-
ucts meeting standards in 9 CFR 319.101 and 319.102 for
corned beef brisket and corned beef round (and other
cuts). The presence of free flowing juices in a package
does not change this policy. The net weight includes free
flowing juices.

CORNISH STYLE PASTY

Product must contain at least 25% beef. Product consists
of a round or square of piecrust with a filling of chopped
beef, potatoes, and onions.

COTECHINO (IT)

Pork skin sausage. Meat and meat by-products other than
pork skin can be used in this product. It could also be given
the name of pork skin sausage in parentheses as a com-
mon name. Italian sausage. A variety of cooked sausage.

See: 9 CFR 319.140.

COUNTRY

A geographical term that refers to an unincorporated area.
To use country, the product must be made in the country.

COUNTRY FRIED

Refers to a fried product that is usually breaded. It is not
considered a geographical term.

COUNTRY OF ORIGIN

Statement, “Product of …” need only appear beneath the
product name on the principal display panel on imported
product.

COUNTRY STYLE CHICKEN

Cut up chicken in which the wishbone is left whole.
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COUNTRY STYLE (FARM STYLE) SAUSAGE

When sausage products are labeled “farm style” or “coun-
try style,” they must be prepared with natural spices with
the exclusion of oleoresins, essential oils, or other spice
extractives. Sugar is the sweetening agent for “farm style”
or “country style.” HVP, MSG, and antioxidants are per-
mitted ingredients. Products so labeled are not necessarily
prepared in the country (on the farm) but are expected to
have these characteristics.

See: 9 CFR 317.8(b)(2).

CREAMED BEEF (CHIPPED OR DRIED)

Product must contain at least 18% dried beef. It may be
produced using a cured beef, or beef product which has
been chopped, pressed, or cooked.

CREAMED CHEESE WITH CHIPPED BEEF

Product consists of cream cheese, chipped beef, cream
and chopped onions. The meat component must be at least
12% of the total formulation.

CREAMED SAUCE WITH MEAT OR CREAMED MEAT

PRODUCTS (CHIPPED BEEF, COOKED BEEF,
SAUSAGE, HAM, FRANKS, MEATBALLS, ETC.)

Product must contain at least 18% meat or meat products
(on a cooked basis). The kind of meat product used should
be reflected in the product name (e.g., “Creamed Cured
Beef, Chopped, Pressed, Cooked”).

CREOLE STYLE

Term applies to many dishes made with tomatoes, spices,
and green peppers. Spices include onion, garlic, bell pep-
per, white pepper, red pepper, black pepper, parsley, and
other Louisiana seasonings, e.g., bay leaf, filét, paprika, or
pepper sauce.

CREPE FILLING

Must contain at least 40% cooked meat or 20% cooked
meat if filling has one other characterizing ingredient, e.g.,
cheese, and at least 14% cooked meat when the filling has
two other characterizing ingredients, e.g., cheese and
mushrooms. This is based on the total weight of the filling.

CREPES

Product must contain:

1. At least 20% cooked meat when the filling con-
tains no other major characterizing component.

2. At least 10% cooked meat when the filling con-
tains one other major characterizing component
(e.g., cheese).

3. At least 7% cooked meat when the filling con-
tains two or more other major characterizing
components (e.g., cheese and mushrooms).

These percentages are based on the total weight of the
product.

CROISSANT

A crescent shaped roll requiring 18% cooked meat. Label
must show a true product name, e.g., “Croissant with a
ham and cheese sauce filling.”

CROQUETTE

Product must contain at least 35% cooked meat, based on
total formulation. Beef, ham, etc., must appear as part of
the product name.

CURDLAN

A substance identified by the common or usual name “curd-
lan” has been approved for use in foods (see 12/16/1996
Federal Register), and for non-standardized meat products,
poultry products, and in Policy Memo 123 and 121B
products as a binder/stabilizer/thickener/texturizer.

CURED MEAT PRODUCTS — LABELING OF

MECHANICALLY REDUCED

The traditional names of cured meat products, e.g., bacon,
may be used even though mechanical reduction-like chop-
ping or chunking has taken place before the product has
acquired the characteristics expected of the product, pro-
vided the finished product acquires the characteristics
expected. Furthermore, the mechanical reduction must be
noted in the product name or in a qualifier to the product
name (e.g., chopped bacon or bacon-chopped and formed).

CURED MEAT PRODUCTS — PACKED IN BRINE

Cured meat products, e.g., pork tails, pork snouts, and
cured boneless beef brisket, that contain 120–200 PPM
nitrite and are packed and sold in brine solution, do not
require a handling statement, e.g., “Keep Refrigerated,”
provided the finished product has at least 10% brine con-
centration, and the packing medium contains a sufficient
quantity of salt to maintain the 10% brine concentration in
the product.

CURED PORK BELLIES

Such products are assumed to be further processed into
bacon. Therefore, cured pork bellies must meet the
restricted ingredients requirement for bacon.
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CURED PORK

Cured pork products, that contain modified food starch,
X% solution ISP, carrageenan or sodium caseinate, that
fall into the PFF value of “Ham, Water Added” and the
“Ham and Water product X% solution” category, must be
labeled with the appropriate PFF Nomenclature, Descriptive
Labeling, e.g., “ham, water and binder product,” will be
used if:

1. Binders are at levels above those permitted by
the regulations

2. Binders other than those permitted are used
3. Two or more binders are used in combination or
4. The PFF value of the finished product falls in

the “ham” or “ham with natural juice” category
which do not permit binders.

CURED TURKEY THIGH MEAT

A product labeled “cured turkey thigh meat” (without
turkey ham in the name) must follow the turkey ham stan-
dard. The product “cured turkey thighs” (which includes
skin and bone), is not required to meet the standards for
turkey ham and cannot be labeled “turkey ham.”

CURRIED SAUCE WITH MEAT (POULTRY) AND

RICE CASSEROLE

Product must contain at least 35% cooked meat or poultry
meat based on the sauce and meat portion only.

CURRY PRODUCT

1. Meat Curry — Must contain at least 50% meat
(lamb, beef, etc.)

2. Poultry Curry — Must contain at least 35%
cooked poultry meat.

CUTLET, BEEF

Beef cutlet may be chopped and formed.

CUTLET, PORK

“Pork Cutlet” may consist of pork temple meat, inside
masseter muscles, and small pieces of lean from the tip of
pork jaws. These are flattened and knitted together in
“cutlet” size products by means of “cubing” or “Frenching”
machines, or by hand pounding with “cubing hammers.”
The term “cutlet” relates to thin slices of meat. They can
be identified as sliced pork meat product when the desig-
nation clearly states the specific part of the carcass from
which the meat in the product is derived (e.g., “Pork Loin
Cutlets”). All of the terms should be conspicuously dis-
played on labels.

CUTLET, POULTRY

Poultry cutlets may be fabricated as opposed to using
whole pieces of poultry meat. However, the term “cutlet”
must be properly and distinctly qualified to describe the
product, e.g. “Turkey Cutlet from a Turkey Loaf”
“Chicken Cutlet from Chicken Roll” “Turkey Cutlet,
Chopped and Formed”

Cooked poultry cutlets, which are solid pieces and
contain added water, should not be labeled as patties. 
A solution statement is not needed.

CUTLET VEAL

Must be a solid piece of meat from the round; slice thick-
ness may vary. However, combining several thin slices to
represent a single cutlet is not permitted.

DEHYDRATED MEAT CALCULATION FACTOR

The fresh meat equivalent based on a given amount of
dehydrated meat can be found by multiplying the weight
of the dehydrated beef by the factor 2.8. This factor was
derived as follows: Assuming canners and cutters grade
beef was used, the composition of meat would be approx-
imately 12% fat, 18% protein, 69% water, and 1% ash.
Then 100 pounds of beef, when dehydrated to 5% mois-
ture, would be 100 less 64 or 36 pounds dehydrated meat.
Thus, 100 divided by 36 equals 2.8.

Assuming that the amount of dehydrated beef equiva-
lent of 100 pounds of fresh beef is that quantity contain-
ing 18 pounds of protein, then 18 divided by the
percentage of protein found by analysis of dehydrated
beef would be the amount of dehydrated beef equivalent
to 100 pounds of fresh meat.

DEHYDRATED POULTRY CALCULATION FACTOR

The moist deboned cooked poultry or poultry meat equiv-
alent based on a given amount of dehydrated poultry or
poultry meat which can be found by multiplying 
the weight of the dehydrated poultry or poultry meat by
the factor of 4.0.

DEHYDRATED PRODUCTS WHEN WATER IS ADDED

Three methods are acceptable for listing dehydrated prod-
ucts. Listing of the ingredients (1) As “water, dehydrated
potatoes” or “dehydrated potatoes, water,” whichever is
the proper order, (2) As “reconstituted potatoes,” or (3) As
“rehydrated potatoes.” If the reference was to meat instead
of potatoes, the word beef, pork, or whatever was appro-
priate would be substituted for the word “potatoes.”

DEVILED POULTRY

Is a semi plastic cured poultry food product made from finely
comminuted poultry in natural proportions and containing
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condiments. Deviled poultry may contain poultry fat, pro-
vided that the total fat content shall not exceed 35% of the
finished product and the moisture content shall not exceed
that of the fresh unprocessed poultry. When skin is in excess
of natural proportions, skin must be included in the prod-
uct name (e.g. “Deviled (Kind) with (Kind) Skin Added”).

DINNER DOG

A coined name — must show true product name, e.g., “A
Meat and Soy Protein Concentrate Product.”

DINNERS AND SUPPERS, FROZEN

Frozen products labeled as “dinner” or “supper” must
weigh at least 10 ounces and shall contain at least 3 com-
ponents consisting of the following: meat, poultry, cheese,
eggs, vegetables, fruit, potatoes, rice or other cereal-based
products (other than bread or rolls). This is not intended to
include products like casseroles and stews that have all of
the components combined. Sauces and gravies are not
considered one of the components. They may also contain
other servings of food, e.g., soup, bread or rolls, appetizer,
beverage, and dessert, and these components may be
included in the minimum 10-ounce net weight require-
ment. If meat is featured in the product name, e.g., Beef
Dinner, the requirement is 25% or 2.5 ounces cooked
meat. If a meat food product is featured in the product
name, e.g., Beef Burgundy Dinner, then 25% or 2.5 ounces
of meat food product is needed. If poultry is featured in
the name, e.g., Chicken Dinner, the standard is 18% or 
2 ounces cooked deboned poultry meat, whichever is greater.
However, if a poultry food product is featured in the prod-
uct name, e.g., Chicken a La King Dinner, the 25% or 2.5
ounces of poultry food product, whichever is greater, is
needed. The meat requirement for products with net
weights greater than 10 ounces may be established exclu-
sive of the appetizer, bread, and dessert, provided the
remaining components weigh not less than 10 ounces.

The name for dinner and supper products shall consist
of or include a listing of each of the dish components in
descending order of predominance by weight, for exam-
ple, Fried Chicken Dinner — Fried Chicken, Mashed
Potatoes, Peas and Carrots. Dinner or supper identification
may appear on side panels without the complete product
name shown, for example, “Fried Chicken Dinner” or
“Beef Dinner.”

When a dessert is one of the components of a frozen
dinner or supper, i.e., a multi-component item, it may appear
out of the order of predominance in the product name and
appear as the last component in the product name.

DIPPED STEAKS

Steaks made from a solid piece of meat may be dipped in
a solution of water and flavoring. The result in gain shall
not be more than 3% above the weight of the untreated

product. A prominent statement, like “Dipped in a Solution
of contiguous to the product name,” shall show.

DIXIE BACON

True product name, e.g., “Pork Jowl Dixie Bacon, Cured
and Smoked” shall appear on the label.

DIXIE SQUARE

Same as for Dixie Bacon.

DOG FOOD

See: 9 CFR 355.29.

DOUGH CONDITIONER

A generic or class name that cannot stand alone in the
ingredients statement. The term “Dough Conditioner” must
be followed immediately by the common or usual name of
all ingredients present.

DRIED EGG WHITE ADDED

See: Wheat Gluten Dried Soup Mixes (Meat).
Dried meat soups are not amenable. Poultry — See: 9
CFR 381.15.

DRY AGED

Fresh Meat is held (without vacuum packing) for various
periods of time (usually 10 days to 6 weeks) under con-
trolled temperatures (34°F to 38°F), humidity, and airflow
to avoid spoilage and ensure flavor enhancement, tender-
ness, and palatability.

There is a difference of opinion regarding the best
cooler humidity. Some prefer low humidity of from 70 to
75% so that exposed surfaces of meat remain dry. Others use
humidity’s up to 85 to 90% in order to purposely develop
a mold growth on the outside of the meat and reduce evap-
oration losses. Ultraviolet light may be used to reduce
microbial load in the aging room. The number of days
aged does not have to appear on the label when the prod-
uct is identified as “Dry Aged” (e.g., “Dry Aged Beef”).

DRY CURED

Product labeled as “dry cured” shall not be injected with
a curing solution or processed by immersion in a curing
solution.

DRY MILK PRODUCTS

Approved dry milk items include whole dry milk, nonfat
dry milk, calcium-reduced dried skim milk, dried whey
and lactose-reduced dried whey. If nonfat dry milk is
reconstituted prior to addition to product, it would be
declared on the label as “Reconstituted Skim Milk.”
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DRY SALT CURED

Dry salt cured product may contain a curing solution
injected directly into the tissue but not through the circu-
latory system before it is covered with a dry curing mix-
ture. It may be momentarily moistened to facilitate initial
salt penetration but shall not be immersed in a curing 
solution.

DUAL WEIGHT REQUIREMENT FOR STUFFED

POULTRY LABELS

Poultry products that consist solely of bone-in poultry and
stuffing, e.g., a “Stuffed Turkey,” shall bear weight state-
ments on the label indicating the total net weight of the
product and a statement indicating the minimum weight
of the poultry in the product.

When a stuffed poultry product is a component of a
dinner or an entree, only the total net weight needs to be
shown on the label.

DUCK, SALTED

This product should reach an internal temperature of 155°F.

DUMPLINGS WITH BEEF

The product must contain at least 18% meat in total 
formulation.

DUTCH BRAND LOAF

A nonspecific loaf that must be qualified as “Made in USA.”

EASTER NOLA

Salami that is made with pork that is coarsely chopped
and mildly seasoned with black pepper and garlic.

EGG FOO YOUNG WITH MEAT

The product must contain at least 12% meat.

EGG FOO YOUNG WITH POULTRY

The product must contain at least 3% poultry meat.

EGG ROLL, VIETNAMESE STYLE

The product must contain soy bean noodles or cellophane
noodles, and fish sauce or anchovy extract. They are usually
rolled in a thin spring roll skin or a dry rice paper skin.

EGGS BENEDICT

The product must contain at least 18% cured smoked ham.
A poached egg on a toasted English Muffin, topped with
a slice of ham, and covered with hollandaise sauce.

EGGS, FRESH

For breakfast-type foods the egg portions may be referred
to in the product name and the ingredients statement as
“Fresh U.S. Grade A Large.” The eggs must be received in
shells or broken and blended and not in dry or frozen
form.

EMPANADILLAS (SP)

A turnover containing 25% fresh meat or poultry (raw
basis). The species or kind is part of the product name,
e.g., “Beef Empanadillas.” The product may vary in size
from large to hors d’oeuvre size.

EMPANADILLAS CHORIZO

An empanadilla that contains at least 25% fresh chorizo or
17% dry chorizo.

ENCAPSULATION

An encapsulated additive, e.g., salt is an acceptable name.
It does not require a sublisting if encapsulated in veg-
etable oil. If encapsulated in an animal fat, the specific
animal fat must be identified in the ingredient statement.

Encapsulated lactic acid starter culture does not need
to be sublisted.

ENCHILADA (SP)

The product must contain at least 15% meat or 10.5%
poultry meat. A Mexican type food consisting of a “tor-
tilla” which has been filled with a variety of fillings and
then rolled. The species must appear in the product name,
e.g., “Beef Enchilada.”

ENCHILADA WITH BEEF CHILI GRAVY OR

ENCHILADA PREPARED WITH MEAT AND SAUCE

The product must contain at least 50% Enchilada.

ENCHILADA — SONORA STYLE

The product consists of two or more tortillas stacked
“pancake style” with filling spread between each tortilla.
Cheese may be mixed into the tortilla dough prior to frying.

ENTREE (PRINCIPAL DISH OR MAIN COURSE)

Product labeled entree should fall into one of the follow-
ing categories:

1. All meat or meat food product — 100% meat
or meat food product.

2. Meat or meat food product and one vegetable;
or meat or meat food product and gravy — 50%
cooked meat or meat food product.
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3. Meat and Vegetable with Gravy — 30% cooked
meat portion; meat and gravy portion at least
50%, (e.g., Salisbury Steak with Potatoes and
Gravy).

4. Meat or Entree portion of a meal type — 
25% cooked meat or meat food product,
(e.g., Meat Loaf Dinner would require 25%
meat loaf).

ENZYME TREATED PRODUCT

Product from carcasses of animals injected with papain;
liver, heart, tongue, cheek and head meat, trimmings, bone-
less beef, tenderloin, tails, tripe and cuts of meat not
showing an imprint of the roller brand reading, “tenderized
with papain,” shall be properly identified and kept sepa-
rate from other product. Kidneys must be segregated and
properly labeled.

When such product leaves an official establishment,
the immediate container shall bear a label showing, in
addition to the other required labeling, a statement like
“tenderized with papain” prominently displayed contigu-
ous to the product name.

The establishment will furnish retail dealers handling
such product with labels bearing the statement, “tender-
ized with papain” prominently displayed contiguous to
the product name for use by such dealers on consumer
packages or on product prepared from carcasses of ani-
mals injected with papain. Inspection personnel visiting
retail markets should observe the effectiveness of this
requirement. When retail outlets do not follow this identi-
fication, these facts should be immediately reported to the
Food Labeling Division.

ENZYME TRIMMINGS FROM ANTE-MORTEM

INJECTED BEEF

Beef trimming from this operation may be used in fresh
meat products without label declaration.

ENZYMES — PROTEOLYTIC

A 3% limit permitted pickup on dipped items, e.g., steak
and solid pieces of meat. The label must declare the pres-
ence of the enzyme, e.g., “Tenderized with Papain.”
Trimmings from this method may be used in fresh meat
products up to 25% of the formula, provided the finished
product is immediately frozen and that distribution is lim-
ited to institutional use only. The labeling record should
state the conditions and means of inspection control. Meat
from this method may be used in cooked ground beef
products up to 25% of the formula without showing the
ingredients of the solution.

See: 9 CFR 317.8(b)(25) 9 CFR 318.7(a)(1) 9 CFR
381.120.

EXOTIC/NON-AMENABLE PRODUCTS — USE OF

CURE AGENTS

Only amenable meat/poultry products can contain curing
agents (i.e., nitrites etc.), with the exception of ratites
(ostrich, rhea, emu) and squab. The prior function of nitrite
and nitrate, according to FDA regulations, applies only to
those species that were considered “meat” or “poultry”
prior to September 1958. Therefore, amenable species
that can contain cure agents are identified as the following:

1. Poultry — (domesticated birds) chicken,
turkey, duck, geese, and guineas.

2. Meat — cattle, sheep, swine, and goat. Non-
amenable products, such as buffalo, reindeer
and pheasant, can not contain curing agents;
such products are considered to be regulated
under FDA regulations. However, if non-
amenable products are included in an amenable
product, curing agents would be permitted. The
curing agents would be calculated based on
both the amenable meat/poultry product and
non-amenable meat/poultry product. For exam-
ple, the formula includes 3 lbs. Cooked chicken
and 97 lbs. buffalo. The calculation for the cur-
ing agents would be based on 100 lbs. of meat.
In addition, in those situations where the meat
block consists of an amenable product and a
nonamenable product (refer to the example),
the appropriate inspection legend should repre-
sent the amenable product. Therefore, using the
example above, the label would have a poultry
legend.

Product derived from exotic/non-amenable
species that contain over 3% raw meat (cattle,
sheep, swine, goat, horses or other equine) are
subject to inspection. The game meat used in
these products must be derived from carcasses
slaughtered under the Food Safety and Inspection
Service. Products made with meat from exotic
and non-amenable exotic species with 3% or less
of meat or edible portion from cattle, sheep,
swine, goat, horses or other equine, or up to 30%
fat from these species are non-amenable pro-
vided the only reference to meat or meat byprod-
ucts on the labeling is in the statement of
ingredients and the product name includes the
term “flavored with (amenable species).”

Custom prepared products composed of meat
from exotic/nonamenable species and up to 30%
animal fat are not amenable. Labeling such prod-
ucts with the term applies (see: 303.1 (a) (2)).

Products made with meat from game animals
with 3% or less of meat or edible portion from
cattle, sheep, swine, goat, or up to 30% meat fats
provided the only reference to meat or meat
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byproducts on the labeling is in the statement of
ingredients or referred to as “flavored with.”

Custom prepared products composed of
meat from game animals and up to 30% animal
fat. Labeling “Not For Sale” applies.

See: 303.1 (a)(2)
Buffalo and venison must be federally or

state inspected; however, venison may also be
produced under the supervision of inspection
officials of a country approved to export meat
products into the United States. All other meat
from exotic/non-amenable species that is used in
formulating amenable products must be derived
from carcasses slaughtered under the Food
Safety and Inspection Service.

EXTRA AND MORE THAN

The terms “extra” or “more (component) than” may be
used provided the following guidelines are followed:

1. There is at least a 10% increase in the particu-
lar component of interest over the amount that
is found in the usual or “regular” formulation.

2. Information must be provided with the label
application that compares the product formula-
tion containing the “extra” amount of the compo-
nent to the regular formulation of the same
product to establish that at least a 10% increase in
the component has occurred. Therefore, the usual
or “regular” component claims at the time of
label review must be presented so that the neces-
sary comparison of formulations can be made.

3. In the situation where production of the “regu-
lar” product formulation ceases, the “extra” or
“more (component) than” product labels would
be given a 6-months temporary approval.

4. A comparison to a similar product on the market
may be made to support the “extra” or “more/
than” type claim, provided suitable market bas-
ket data are submitted with the label applica-
tion that establish the similarity of formulations
and show the increased amount of the compo-
nent over the “usual” amount.

FABRICATED STEAK

1. Steaks that include large sections or pieces of
meat that are molded or shaped to form one
large piece and the sliced. A qualifier such as
“formed” must be included in the product.

2. Fabricated steaks may contain added solutions
if labeled in accordance with Policy Memo 066B.

3. Antioxidants are permitted.
4. When made from simulated fat covering and or

marbling, the name must reflect this fact, e.g.,
artificially marbled-simulated fat covered.

FAJITAS

The Spanish translation is “little belts” or strips of meat.
Fajitas are strips of seasoned or marinated red meat or
poultry meat, which have been cooked. Red Meat Fajitas
require labeling in accordance with the current policy
memo on added solutions. Fajitas may also be sandwich-
like product, requiring 15% strips of cooked meat or poultry
meat (excluding the marinade), topped with onions, pep-
pers, and sauce, and rolled in a flour tortilla. Fajita,
including the name of the meat or poultry, may stand
alone, e.g., “Beef Fajita,” “Chicken Fajita.”

FARM STYLE SAUSAGE

See: Country Style (Farm Style) Sausage.

FARMER SAUSAGE CERVELAT

Is usually a semi-dry sausage; but may be made in dry
form. Usually made of equal parts of pork and beef deli-
cately seasoned without garlic.

FARMER SUMMER SAUSAGE

This is a special type of sausage made of beef and pork,
salt, spices, nitrite or nitrate, and heavily smoked. It is
classed as “Cervelat,” and no extenders are permitted. It
is dry with an MPR of 1.9:1. The word “Farmer” is con-
sidered a generic term, and labels can be approved with-
out any qualifying words like “Style” or “Brand.” Such
labels are not required to bear a statement identifying the
place of manufacture. The product must be trichina-
treated.

FIBER PRODUCTS

Fiber products such as bran are acceptable only in non-
specific products. Fiber type foods are permitted in meat
and poultry products and must be identified by their com-
mon or usual name, such as oat bran. However, fiber is not
permitted in meat or poultry products, e.g., soy fiber, oat
fiber, and wheat fiber. Presently, there is no recognized
definition for fiber.

FILLET STYLE

“Fillet style” must be qualified, e.g., “chunked and
formed,” if the meat or poultry product is not made from
a solid piece of meat or poultry. The term “fillet” is
defined as a solid piece of meat or poultry.

FLANKEN IN THE POT

The product must contain at least 25% beef. Product is
made from beef plates and may contain such components
as Matzo Balls, Noodles, and Vegetables. True product
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name, e.g., “Flanken in the Pot with Matzo Balls, Noodles
and Vegetables” must be used.

FLAVORED WITH

Any product with a standard in Section 9 CFR 319 and 9
CFR 381 of the regulations must meet that standard and
may not be designated “flavored with.” If a product does
not meet the standard as it appears in the Policy Book it
can be labeled “Flavored with.” “Flavored with” can be
anything from over 3% fresh meat or 2% cooked meat to
below the standard for the product.

FLAVORING

Ingredients, e.g., thiamine hydrochloride, monosodium
glutamate, disodium inosinate, disodium guanylate,
hydrogenated vegetable oil, and other commonly used
materials must be listed separately.

Such ingredients as diacetyl, hexanal, ethyl alcohol,
dimethyl sulfide, diallyl sulfide, and furfuryl mercaptan
may be declared as artificial flavors or artificial flavorings
without naming each.

When spices and/or flavorings are presented on labels
coming from foreign countries, the identity of the spices
and/or flavorings must be made known.

FOIE GRAS PRODUCTS, DUCK LIVER AND/OR

GOOSE LIVER

Goose liver and duck liver foie gras (fat liver) are obtained
exclusively from specially fed and fattened geese and
ducks. Products in which foie gras is used are classified
into the following three groups based on the minimum
duck liver or goose liver foie gras content:

These are products in which goose liver or duck liver
foie gras are the only animal tissues present. They may
contain added substances, e.g., seasonings and cures and
when truffles are featured in the product name, they are
required at a minimum 3% level.

These products are composed of a minimum 85%
goose liver or duck liver foie gras, although “parfaits”
may contain mixtures of goose liver and/or duck liver foie
gras. These products may also contain a wrapping or
stuffing consisting of the lean or fat of pork, veal, or poul-
try, pork liver, and/or aspic jelly. When these ingredients
are used, their presence must be indicated in a product
name qualifier. Truffles, when featured in the product
name, are required at a minimum 3% level.

These products must contain a minimum of 50% duck
liver and/or goose liver foie gras and may also contain a
wrapping or stuffing of the lean or fat of pork, veal, or poul-
try, pork liver, aspic jelly, extenders, and/or binders. When
these ingredients are used, their presence must be indicated
in a product name qualifier. Truffles, when featured in the
product name, are required at a minimum 1% level.

In all groups, an English translation of the term “foie
gras” is not required, although all other product name
terms must be translated into English. The kinds of poul-
try liver(s) used must be indicated in the product name.
Also, other species and/or binders used must be indicated
in a product name qualifier immediately following the
product name, while the ingredients statement must fol-
low the product name or qualifier as the case may be.

FOR FURTHER PROCESSING

Products which require further processing at another fed-
erally inspected plant may leave a federally inspected
plant under one of the following three conditions:

1. With the name of the finished product qualified
by a “For Further Processing” statement (e.g.,
Turkey Ham For Further Processing); or

2. With a fully descriptive name (e.g., uncooked
ham contains up to 30% of a solution).

3. Not acceptable on a label when a product is for-
mulated or processed in a manner contrary to
the regulations.

“FRESH,” “NOT FROZEN” AND SIMILAR TERMS

WHEN LABELING POULTRY PRODUCTS

The word “fresh” may not be used to describe:

1. Any cured product, e.g., corned beef, smoked
cured turkey, or prosciutto.

Acceptable English
(C) French Product Name Product Name

Pate de Foie d’Oie Pate of Goose Liver
Pate de Foie de Canard Pate of Duck Liver
Galantine de Foie d’Oie Galantine of Goose Liver
Galantine de Foie de Canard Galantine of Duck Liver
Puree de Foie d’Oie Puree of Goose Liver
Puree de Foie de Canard Puree of Duck Liver

Acceptable English
(B) French Product Name Product Name

Foie Gras d’Oie Goose Foie Gras
Foie Gras de Canard Duck Foie Gras
Bloc de Foie Gras d’Oie Block of Goose Foie Gras
Bloc de Foie Gras de Canard Block of Duck Foie Gras
Parfait de Foie Gras d’Oie Parfait of Goose Foie Gras
Parfait de Foie Gras de Canard Parfait of Duck Foie Gras

Acceptable English
(A) French Product Name Product Name

Foie Gras d’Oie Entier Whole Goose Foie Gras
Foie Gras de Canard Entier Whole Duck Foie Gras
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2. Any canned, hermetically sealed shelf stable,
dried, or chemically preserved product.

3. Any raw poultry, poultry part, or any edible
portion thereof whose internal temperature has
ever been below 26 degrees Fahrenheit.

4. Any injected, basted, marinated poultry, poul-
try part or any edible portion thereof whose
internal temperature has ever been below 26
degrees Fahrenheit.

5. Any other finished processed poultry product
(including cooked poultry products) where its
temperature has ever been below 26 degrees
Fahrenheit, e.g., turkey sausage, chicken meat-
balls, cooked breaded chicken nuggets, etc.

6. Any uncured red meat product permitted to be
treated with a substance that delays discol-
oration, such as, ascorbic acid, erythorbic acid,
or citric acid.

7. Any product treated with an antimicrobial sub-
stance or irradiated.

8. The phrase “never frozen” or similar verbiage
is not permitted on an unprocessed or
processed poultry product where the internal
temperature of the product has ever been below
0 degrees Fahrenheit or on any red meat prod-
uct that has ever been frozen. Further, the
phrase “never frozen” or similar verbiage is not
permitted on refrigerated secondary products
where the meat or poultry component has ever
been frozen, e.g., multi-component meals, din-
ners, etc.

Generally, trademarks, company names, fanciful names,
etc., containing the word “fresh” are acceptable, even on
products produced in a manner described in one through
seven above, provided the term is used in such a manner
that it remains clear to the purchaser that the product is
not fresh.

Secondary products, e.g., pizza, multi-component
meals, dinners, etc., sold in the refrigerated state, i.e., not
frozen or previously frozen, may be labeled as “fresh”
when the term is used to describe the product as a whole
even when made from components processed in a manner
described in one through seven above.

This entry cancels Policy Memo 022C dated January
11, 1989, since 022C is out of date.

FRESH THURINGER

Not an acceptable name.

FRIED NOODLES WITH PORK

The product must contain at least 12% fresh pork in total
formulation.

FRIED PRODUCTS

1. Frying medium need not be shown on the label.
2. Breading is not limited to 30% unless breaded

is in the product name.
3. Fried chicken labels do not need to state “fully

cooked” or refer to breading because fried
denotes fully cooked and breading is expected.
Fried poultry products in dinners are limited to
30% breading.

FRIED RICE WITH MEAT

The product must contain at least 10% meat; may contain
eggs and vegetables.

FRIES

1. Beef testicles may be labeled as “Beef Fries.”
They are not permitted to be used as an ingre-
dient in meat food products.

2. “Fries” is not a required part of the product
name, “species mountain oyster.”

FRITTERS

The product must contain at least 35% raw red meat/
poultry or red meat/poultry food product in the total for-
mulation depending on the name, i.e., “Beef Fritter” must
contain 35% beef and a “Chicken Patty Fritter” must con-
tain 35% chicken patty. Fritters can contain up to 65%
batter/breading (coating). If “breaded” is included in the
product name, the batter/breading is limited to 30%.

FRIZZES

An acceptable name. Similar to pepperoni but not
smoked. MPR of 1.6:1.

GALICIAN SAUSAGE

Cured beef and pork is seasoned and stuffed into beef
rounds. It is then smoked at a high temperature. Cooling
is done in a blast of air which produces a wrinkled appear-
ance which is characteristic of Galician sausage.

GELATIN

Gelatin is a binder/extender and is only permitted in a few
meat and poultry products. Examples where gelatin is per-
mitted include:

1. Non-specific products
2. Jellied products, e.g., souse, jellied beef loaf

and head cheese
3. As a covering for products such as paté, to bind

two pieces of meat together and in products
where “gelatin” would be part of the prod-
uct name
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Gelatin is permitted as a thickening agent in menudo (i.e.,
beef tripe stew). If it is used in red meat paté products, its
presence must be indicated by product name qualification.

It is not permitted in products like sausage, luncheon
meat, and meat loaves. Gelatin is an acceptable ingredient
in souse, jellied beef loaf, headcheese. Canned whole
hams require qualifier if gelatin is added.

GELATIN IN POULTRY ROLLS

If gelatin or some other binder comprises more than 3%
of the formula, the name of the product must be qualified
by wording, e.g., “Gelatin Added.”

GENERAL OFFICES

The company’s grant of inspection permits the general
office address to be used in the signature line for any firm
“doing business as.”

GENOA OR GENOA SALAMI

Is a dry sausage product with an MPR not in excess of
2.3:1. It is prepared with all pork or with a mixture of pork
and a small amount of beef. The meat is given a coarse
grind and enclosed in a natural casing. No smoke is used
in its preparation.

GEOGRAPHIC AND RELATED TERMS (REQUIREMENTS

FOR THE USE ON PRODUCT LABELS)

Any label representation that expresses or implies a par-
ticular geographical origin of the product, or any ingredi-
ent of the product, shall not be used except when such
representation is:

1. A truthful representation of geographical ori-
gin, e.g., “Virginia Ham” for a ham produced in
the State of Virginia; or

2. A trademark or trade name which:
a. has been so long and exclusively used by a

manufacturer or distributor that it is gener-
ally understood by consumers to mean the
product of the particular manufacturer or
distributor, e.g., “Swiss Chalet;” or

b. is so arbitrary or fanciful that it is generally
understood by the consumer not to suggest
geographical origin, e.g., “Moon Sausage;”
or

3. A part of the name required or allowed by an
applicable Federal law, regulation or standard,
e.g., “Frankfurter,” “Vienna;” or

4. A name whose market significance is generally
understood by consumers to connote a particular
class, kind, type or style of product, or prepara-
tion rather than to indicate geographical origin of
the product, e.g., “Mexican Style Dinner,”

“Italian Style Pizza.” Such terms must be quali-
fied with the word “style” or “type,” unless
specifically approved by the administrator as a
generic term, e.g., “Lebanon Bologna,” “Genoa
Salami,” “Milan Salami.”

Any geographical representation that does not meet the
aforementioned guidelines should be qualified by the word
“brand,” provided that the word “brand” is not used in such
a way as to be false or misleading. A qualifying statement
identifying the place where the product was actually made 
is required in proximity to the brand name, e.g., “Milwaukee
Brand Bacon, Made in Chicago, Illinois.” The word
“Brand” must be in the same size and style of type as the
geographical term. If the product has a foreign brand name,
it may be identified as having been made in this country,
e.g., “Scandinavian Brand Bacon, Made in U.S.A.”

GEOGRAPHIC TERMS

1. Country, Ranch, and Farm in Trade, Branch
and Fanciful Names: Trade names, brand
names, or fanciful names that include the words
country, ranch, or farm, e.g., “Country
Kitchen,” “Ranch House,” “Hickory Farms,” or
“Carabeef Ranch Brand” do not invoke section
9 CFR 317.8 of the regulations regarding the
use of the term “Country” or “Farm.” However,
if the terms are used alone in conjunction with
the product name, e.g., “Country Stew,” then
such products must be prepared in the country
or on the ranch or farm and meet any other
requirements prescribed.

2. Southern: The term “Southern” is restricted to
use only in areas south of the Mason-Dixon
Line and east of the Mississippi River as well
as Arkansas, Louisiana, and Missouri, which
are also considered southern states.

GERMAN POTATO SALAD WITH BACON

The product must contain at least 14% cooked bacon in
total formulation.

See: Salad–German Potato Salad.

GERMAN SAUSAGES WITH MILK

Whole milk is a permitted ingredient in the following meat
food products when the ingredients statement is shown
immediately under the name of the product or the milk is
shown in a qualifying statement contiguous to the product
name: Speckblutwurst, Kalbsbratwurst, Langblutwurst,
Blutwurst, Gelbwurst, Zengenwurst, Brand Tongue and
Blood Pudding Kalbslebenwurst. (Swiss Liver Sausage,
Kalbslebenwurst should be considered on the same basis as
Bockwurst (e.g., no limit on water or milk).)
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Milk is a characterizing ingredient in German sausages
and not an extender. Products which contain milk should
be called by their proper names.

GIBLET GRAVY (KIND)

Requires 7.25% giblets. The product must contain an
equal number of livers, hearts, and gizzards.

GIBLETS AND/OR NECKS SOLD WITH CARCASSES

Poultry giblets consist of approximately equal numbers of
hearts, gizzards, and livers, as determined on a count basis.

Although often packaged with them, the neck is not a
giblet. Rabbit giblets consist of the liver and heart. Giblet
packs are expected within the cavities of eviscerated
whole birds or eviscerated whole rabbits or when pack-
aged with cut-up whole birds or cut-up whole rabbits,
therefore, qualifying the presence of giblets is not
required on labeling. However, when giblets are not
expected, therefore, a product name qualifier is required,
e.g., “Packed with Giblets.”

In situations where parts of giblets are missing, a
product name qualifier is required, e.g., “Parts of Giblets
Missing” or “Parts of Giblets May Be Missing.” In situa-
tions where the giblets are missing entirely from an evis-
cerated carcass or a cut-up whole carcass, a product name
qualifier is required, e.g., “Packed Without Giblets.” In
addition, an excess of one of the giblet components can be
added to make up for another missing giblet component.
In this case, a proper qualifying statement is required, e.g.,
“Packed with 2 Gizzards, 1 Liver.”

A neck, when not attached to the carcass of a whole
bird, is also expected to be present within the carcass or
packed with the cut-up whole carcass. Accordingly, a
product name qualifier is not required to flag the presence
of the neck. Rather, when the neck is missing, a product
name qualifier is required, e.g., “Without Neck.”

See: 9 CFR 381.170 (b) (21) and 9 CFR 354 (m).

GLAZES

If a glaze component contributes to the flavor profile of
the product, we will allow the ice glaze coating to be
counted toward the total net weight of the finished prod-
uct. However, the coating and coating percentage must be
included as part of the descriptive product name in accor-
dance with Policy Memo 044A, e.g., “chicken breast filets
with rib meat, coated with a butter garlic flavoring and
containing up to 22.5% of a solution of…” or “chicken
breast filets with rib meat, coated with a 6.5% butter gar-
lic flavoring and containing up to 16% of a solution of….”

GLYCERIN

May not be added to any product as such; may be used in
proprietary mixes.

GOETTA

An oatmeal product similar to scrapple. Goetta is prepared
with a formula containing not less than 50% meat and meat
byproducts. The cereal component should consist of oats or
oat products and just enough water to prevent product from
sticking and burning during the preparation process. The
term “Old Fashioned” when noted on a label for “Goetta”
refers to the round shape.

GOETTINGER CERVELAT

A dry cervelat with no byproducts or binders.

GOOSE LIVER OR GOOSE LIVER SAUSAGE

At least 30% cooked goose liver. When pistachio nuts are
added, product name must be qualified, i.e., “pistachio
nuts added.”

GORDITAS, MEAT/POULTRY

The product must contain at least 15% cooked meat/poul-
try based on the weight of the total product. The “species”
or “kind” gorditas name (Beef Gordita, Chicken Gordita)
may stand alone. If other characterizing ingredients such
as potatoes, rice, beans, etc, are included in the name, they
must be reflected in their order of predominance, e.g.,
Beef and Potato Gorditas, Rice and Chicken Gorditas, as
determined by the formula.

GOTEBORG

A Swedish dry sausage made of coarsely chopped beef
and sometimes pork. Mildly seasoned with thyme. It has
a somewhat salty flavor and is heavily smoked, usually in
long casings and air dried.

GOTHAER CERVELAT

Originated in Gotha, Germany. Usually made of very lean
pork finely chopped and cured.

GOULASH

A stew-like product with at least 25% meat or 12% poul-
try meat. Unless designated “Hungarian,” generally
means stew, whether veal, pork, beef, turkey, etc., are
used. Product may be just meat and gravy or meat and
gravy with vegetables served with or without rice, pota-
toes, or noodles.

GOULASH, HUNGARIAN STYLE

The product must contain paprika and at least 25% meat
or 12% poultry meat. May not contain noodles, potatoes
or dumplings.
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GRADE MARKS

There are no acceptable grade marks for products
imported from foreign countries. Foreign countries do not
have a grading service exactly like AMS.

The grading term “good” on poultry is considered
puffery and is acceptable.

Red meat grading terms, “prime,” “choice,” “select,”
may not be used immediately preceding “kind” poultry,
unless the poultry is equivalent to USDA Grade A. For
example, “Choice Turkey” or “Select Chicken” must
come from Grade A birds.

GRAVIES

The product must contain at least 25% meat stock or
broth, or 6% meat. Mono and diglycerides allowed in
amount of 1% in gravies.

GRAVY AND BEEF

The product must contain at least 35% cooked beef (beef
same size lettering as gravy). For 25% cooked beef (beef
lettering no larger than one-half size gravy).

GRAVY AND DRESSING WITH PORK OR GRAVY

AND PORK WITH DRESSING

The product must contain at least 14% cooked pork.

GRAVY AND POULTRY SALISBURY STEAK

Not more than 65% gravy and at least 35% poultry salis-
bury steak.

GRAVY AND SWISS STEAK

The product must contain at least 35% cooked meat.

GRAVY AND YANKEE POT ROAST

The product must contain at least 35% cooked beef. Beef
is cooked with or without vegetables.

GREEK SAUSAGE

The product must contain orange peel.

GROUND BEEF

May not contain added fat. Maximum total fat 30%.
Cheek meat is permitted up to 25% and must be declared
in the ingredients statement. For more than 25%, show as
“Ground Beef and Cheek Meat,” all the same size.

Beef of skeletal origin, or from the diaphragm or
esophagus (weasand) may be used in the preparation of
chopped beef, ground beef, or hamburger. Heart meat and
tongue meat as organ meats are not acceptable ingredients
in chopped beef, ground beef, or hamburger.

GROUND BEEF CHUCK AND ROUND

Product to be labeled “Ground Beef Chuck” or “Ground
Beef Round” must comply with the following guidelines:

1. “Ground Beef Chuck” must be derived from all
or part of the primal part of the beef carcass com-
monly referred to as the “Beef Chuck,” except as
provided for in 3. The product must comply with
the fat requirements of 9 CFR 319.15(a).

2. “Ground Beef Round” must be derived from all
or part of the primal part of the beef carcass
commonly referred to as the “Beef Round,”
except as provided for in 3. The product must
comply with the fat requirements of 9 CFR
319.15(a).

3. Generally, shank meat may be added but may
not exceed the natural proportion of the beef
carcass, which is considered to average 6%.
Higher quantities of shank meat may be used if
the shank meat remains attached during the cut-
ting and boning of the boneless chuck or round,
or if the processor can demonstrate that a
higher percentage is applicable.

GROUND BEEF — HAMBURGER AND

SOY PRODUCTS

Combinations of ground beef or hamburger and soy prod-
ucts may be descriptively labeled, e.g., “Hamburger and
Textured Vegetable Protein Product” or “Ground Beef and
Isolated Soy Protein Product” if the combination product
is not nutritionally inferior to hamburger or ground beef.
If the combination products are nutritionally inferior, they
are to be labeled as Imitation Ground Beef (or Imitation
Hamburger) or Beef Patty or Beef Patty Mix in accor-
dance with Section 9 CFR 317.2(j)(1) and Section 9 CFR
319.15(c) respectively.

GUM ARABIC

May be used up to 2% in breading and batter mixes.

GUM TRAGACANTH

A carrier and stabilizer in liquid spice extractives not to
exceed 0.1% in finished product. Not permitted in sausage
products.

GUM-VEGETABLE

Spice extractive products which employ vegetable gums
as emulsifiers have been approved. The addition of vege-
table gum is limited to no more than 15% in the seasoning
blend emulsion.
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GUMBO

A Creole word for okra. It is now recognized as meaning
a dish or a soup thickened with okra. To qualify, the dish
must have okra as an ingredient. Either the soup or the
stew standard would apply, depending on product name
(“Chicken Gumbo”). Product identified as “Creole Style —
Gumbo” does not contain okra; however, it must contain
a roux (flour, milk, or water, etc.) or gumbo file (dried
powder from young leaves and leaf buds of sassafras).

GYROS

Products identified with this term must contain at least
65% meat and no more than 12% extenders and binders.
Examples include gyro loaf, gyro cone, gyro portions, and
gyro slices.

HALAL AND ZABIAH HALAL

Products prepared by federally inspected meat packing
plants identified with labels bearing references to “Halal”
or “Zabiah Halal” must be handled according to Islamic
law. The federal meat and poultry inspection program does
not certify to the “Halal” or “Zabiah Halal” preparation of
products, but rather accepts the statements and markings
in this regard offered and applied under the supervision of
any Islamic organization. The words “Halal” or “Zabiah
Halal” may be used only on the labeling of meat and poul-
try products prepared under such Islamic authority. The
identity of the Islamic organization should be available
upon request by agency official. Qualification of the
words “Halal” or “Zabiah Halal” by such terms as “style”
or “brand” does not negate these requirements.

HAM A LA KING

Must contain at least 20% ham (cooked basis).

HAM AND BACON LOAF

There is a limit of 3% water in this product.

HAM AND CHEESE LOAF

Nonspecific loaf. Cheese is chopped into small cubes and
combined with finely ground ham.

HAM AND CHEESE SALAD

Product must contain at least 25% ham (cooked basis).
See: Salads.

HAM AND CHEESE SPREAD

Product must contain at least 25% ham (cooked basis).

HAM AND DUMPLINGS AND SAUCE OR GRAVY

Product must contain at least 18% cooked ham.

HAM, BOILED

A fully cooked, boneless product which must be cooked
in water and may be processed in a casing or can. The
product may be of various shapes and may be partially
cooked in boiling water.

HAMCOLA

Not an acceptable product name; should be accompanied
by true product name, i.e., “Boneless Cooked Ham
Coated with Spices.”

HAM CAPACOLLA, COOKED

Ham that has been cured and then cooked.

HAM CHOWDER — CONDENSED

Product must contain at least 10% cooked ham.

HAM, COOKED — SECTIONED AND FORMED

The qualifying phrase “sectioned and formed” is no longer
required on boneless ham products, e.g., “ham” and “ham-
water added.” The addition of small amounts of ground
ham added as a binder to such products may be used with-
out declaration. The amount of ground ham that may be
used can represent no more than 15% of the weight of the
ham ingredients at the time of formulation. Products con-
taining more than 15% ground ham trimmings must be
labeled to indicate the presence of the ground ham, e.g.,
“a portion of ground ham added.” Policies regarding the
required use of terminology such as “chunked and for-
med” and “ground and formed” will continue.

Whole hams require a cooking temperature to differ-
entiate the ready-to-eat products from trichinae-treated
products. The reason that the temperature is required is to
determine the label requirements (e.g., safe handling) and
proper serving size.

HAM CROQUETTES

Product must contain at least 35% cooked ham. If
chopped ham is used, the product name must be
“Chopped Ham Croquettes.”

HAM, FRESH (OR UNCURED)

Ham that does not contain a cure must be labeled either
“Fresh” or, if the ham meets the requirements of 9 CFR
319.2, “Uncured.” This also applies to cooked product, and
must be labeled cooked product “Cooked Uncured Ham.”
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HAM HALF

“Half Ham” is permitted on labels for semi- boneless ham
products which during their processing have had the
shank muscles removed. The two halves of the finished
product have approximately an equal amount of bone. The
term “No Slices Removed” has also been deemed suitable
for use with a ham item referred to as “Half Ham.”

HAM OMELET

Product must contain at least 18% cooked ham.

HAM/PARMA HAM/PROSCIUTTO DI PARMA

Ham, when labeled “Parma Ham” and/or “Prosciutto di
Parma,” would have to be produced in the region of Parma,
Italy, in accordance with Italian Law, which defines the
denomination of origin, the territorial limits of produc-
tion, characteristics of the product, and the method of
manufacture.

HAM, QUARTER, SEMI-BONELESS (NO SLICES

REMOVED)

The product consists of a ham prepared as a “Regular
Semi-Boneless, Half Ham” which is sectioned again to
result in four pieces just about equal not only in weight
but also in content of bone.

HAM ROLL SAUSAGE

Ham trimmings and ham shank meat are permitted.

HAM SALAD

Product must contain at least 35% cooked ham. Chopped
ham may be used without it appearing in the product name.

See: Salads.

HAM, SCOTCH STYLE

A cured, uncooked, boned, and rolled whole ham either
tied or in a casing.

HAM, SHANKLESS

When the term, “shankless” is used in reference to a ham,
it indicates that the shank has been removed by a cut
through the joint at a right angle to the femur bone. The
distal tip of the semitendinous muscle may be severed
above its tendinous attachment, leaving an extension
approximately 2 inches long. The extension is considered
an integral part of the ham’s body and is usually folded
over the femur’s end.

HAM SHORTCAKE

Product must contain at least 25% cooked ham.

HAM, SMITHFIELD

This is an aged, dry cured ham made exclusively in
Smithfield, Virginia. The use of the words “brand” or
“style,” e.g., “Smithfield Brand Ham,” “Smithfield Style
Ham,” does not eliminate this requirement.

HAM TRIMMINGS

Ham trimmings, to be labeled as ham, cannot contain
excess shank meat. The fat content will not exceed 35%.
It will consist of at least 65% lean meat as determined by
chemical analysis.

HAM, WESTPHALIAN OR WESTPHALIAN STYLE HAM

Ham is cut with bone in, the hip bone cut out, cured in a
combination of dry and pickle cure but not a pickle alone.
It is smoked in a medium warm (no greater than 100°F.)
smokehouse until a shining red brown or chestnut color is
acquired. Beechwood may be used and will impart the
characteristic Westphalian flavor. Other hard woods are
also acceptable. Juniper berries are permitted.

HANDLING STATEMENTS

Acceptable handling statements, in addition to those
required in sections 9 CFR 317.2(k) and 9 CFR 381.125,
include “Keep Refrigerated — May be Frozen” or “Keep
Refrigerated — Can be Frozen.”

HANDLING STATEMENTS ON RETORTED PRODUCTS

Handling statements may appear on labels for shelf stable
product, even though such product does not have to be
refrigerated or frozen, and provided the statement will
accurately reflect conditions of distribution and sale.
These products are to be handled in the plant as shelf sta-
ble items including incubation and condition-of-container
examinations. Once the product is refrigerated or frozen
for shipment, distribution, and display for sale it is to be
handled as a refrigerated or frozen item.

The statement “previously handled frozen for your
protection, refreeze or keep refrigerated” is now accept-
able on poultry products under the usual restriction of use
for such statements.

HEAD MEAT

After removal of the cheeks, lips, snout, skin, and tongue
from the head, there remains small pockets and areas on
the skull to which muscle tissue is attached. This muscle
may be removed and used in product and declared on
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labeling as beef or pork as the case may be. However,
there are a few standardized products in which the regula-
tions limit the amount of this meat that may be used and
require that it be specifically declared on the label (e.g.,
chili, chili with beans, and corned beef hash).

See: Beef Cheek Meat and Beef Head Meat (Use and
Labeling as an Ingredient in Meat Food Products).

HEADCHEESE

A jellied product consisting predominantly of pork
byproducts and seasoning ingredients. It must contain
some product from the head. Extenders like cereal, soy
derivatives, nonfat dry milk, etc., are not permitted ingre-
dients of headcheese.

HEARTS/HEART MEAT

Hearts/heart meat may not be labeled as “beef,” “pork,”
etc. in the ingredients statement. When used in a product,
they must be identified by species, e.g., “Beef Hearts.”
Hearts/Heart Meat, including the heart cap, may be con-
sidered meat for calculating the meat to textured vegetable
protein ratios.

HEAT AND EAT SAUSAGE

Not the same as Brown and Serve Sausage. When the
“heat and eat” term is used, product must comply with
cooked sausage regulations, e.g., limitation of 10% added
water and not more than 3½% binder.

HICKORY SMOKED

“Hickory flavored” ad “hickory taste” are acceptable
terms on products that have been smoked with some hick-
ory in the sawdust. They do not need to be smoked with
100% hickory smoke.

HIGH FRUCTOSE CORN SYRUP (HFCS)

HFCS may be used to flavor meat or poultry products in
amounts sufficient for its intended purpose, provided the
following conditions are met:

1. HFCS must contain not less than 40% fructose
on a solids basis.

2. HFCS must have a dextrose equivalence (D.E.)
of not less than 93.

3. HFCS must have a sweetening power greater
than or equal to sugar (sucrose).

4. HFCS must be identified on the label as High
Fructose Corn Syrup in the ingredients state-
ment, curing statement, etc.

HOLSTEIN OR HOLSTEINER

Product is the same as FARM STYLE SAUSAGE, except 
that it is stuffed into wide casings and heavily smoked,

usually in long casings, and air dried. No extenders are
permitted.

HONEY CLAIM IN PRODUCT

A honey claim may be made or implied on a product 
label if:

1. The product contains at least 3% honey.
2. Honey contains at least 80% solids, U.S. grade

C or above.
3. When other sweeteners, (sugar, dextrose, malt-

ose, invert sugar, corn syrup solids, and similar
ingredients) are used, the quantity may not
exceed one-half that of the honey, e.g.. If 3%
honey is used, then no more than 1½% of all
other sweeteners may be used.

4. Product to be identified as “Honey Glaze” must
contain honey to other sweeteners at a ratio no
less than 2:1. If dried honey is used, the ratio is
to be no less than 1.6:1.

5. When honey is included in a breading, a honey
claim may be made regardless of the quantity
of honey used.

HONEY CURED OR SUGAR CURED

“Honey Cured” may be shown on the labeling of a cured
product if:

1. the honey used contains at least 80% solids or
is U.S. grade C or above;

2. honey is the only sweetening ingredient or
when other sweetening ingredients are used in
combination with honey, they do not exceed
one-half the amount of honey used; and honey
barbecue —  touch of honey.

3. honey is used in an amount sufficient to flavor
and/or affect the appearance of the finished
product.

Traditionally, cured products which are labeled to indicate
the presence of honey, e.g. Honey ham, must meet the
parameters prescribed herein.

“Sugar Cured” may be used on the labeling of a cured
product if:

1. the sugar used is cane sugar or beet sugar;
2. sugar is the only sweetening ingredient or when

other sweetening ingredients are used in com-
bination with sugar, they do not exceed one-
half the amount of sugar used; and

3. sugar is used in an amount sufficient to flavor
and/or affect the appearance of the finished
product.
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“Honey and Sugar Cured” or “Sugar and Honey Cured”
may also be used on labeling if:

1. the honey and sugar are of the nature described
above;

2. the honey and sugar are the only sweetening
agents or when other sweetening ingredients
are used in combination with the honey and
sugar, they do not individually exceed either
the amount of honey or sugar used and collec-
tively do not exceed one-half the total amount
of honey and sugar; and

3. the honey and sugar are used in amounts suffi-
cient to flavor and/or affect the appearance of
the finished product.

HORS D’OEUVRE (SNACK)

Product must contain at least 15% cooked meat or 10%
bacon (cooked basis). True product name must be shown,
e.g., “Puffed Pastry Wrapped Frank.”

HOT DOG CHILI SAUCE WITH MEAT

Product must contain at least 6% meat.

HOT DOG CHILI WITH MEAT

Product must contain at least 40% meat. Sausages and
bologna rework not permitted.

HUNAN STYLE SEASONED PORK

Acceptable for pork shoulder sliced into one inch pieces
and marinated in a solution of soy sauce, garlic, and gin-
ger, cooked and returned to green weight. The product may
be flavored with other seasoning ingredients, e.g., star
anise and coriander.

HYDROLYZED BEEF STOCK

A beef stock which has been treated with acid, alkali, or
enzymes to digest the protein. The protein molecules are
broken down into amino acids, peptides, polypeptides,
and peptones. As the digestion is carried out for longer
periods of time, more and more of the larger molecules
are broken down into amino acids, with free alpha-amino
groups. By analyzing these alpha-amino nitrogens one
can determine the degree of hydrolysis. 100% hydrolysis
would mean that all the nitrogen (protein) is in the form 
of amino acids. 10% of hydrolysis would mean that only
10% of the nitrogen is in the form of free amino acids,
while the rest is still present in polymeric form.

The label should indicate the degree of hydrolysis.
This is determined from the ratio of amino nitrogen to
total nitrogen.

amino nitrogen � % hydrolysis total nitrogen

A product labeled 50% Hydrolyzed Beef Stock must,
therefore, have 50% of the total nitrogen present as amino
nitrogen. Adding % solids is optional. The % solids would
not necessarily be the same % as hydrolysis depending on
the thickness (consistency) of product.

HYDROLYZED GELATIN

Hydrolyzed gelatin is permitted in frankfurters and simi-
lar products (9 CFR 319.180) at levels typically used for
flavorings (less than 2%). Hydrolyzed gelatin may cur-
rently be used a 2% in 9 CFR 319.180 and like products
as a flavoring. If gelatin is used in a product, make sure it
is permitted for use in the product. Hydrolyzed gelatin is
acceptable in poultry franks 9 CFR 319.180 and like prod-
ucts at levels not to exceed 2% of total formula until oth-
erwise notified.

Hydrolyzed gelatin is recognized as a binder rather
than flavoring and may be used at levels of 2% or less in
9 CFR 319.180 type products.

HYDROLYZED OAT FLOUR

Hydrolyzed oat flour is safe and may be used in non-
standardized meat/poultry products as a binder at below
typical binder use levels, i.e., 3%. It may be used in low
fat hamburger, water, and hydrolyzed oat flour product as
per Policy Memo 121.

HYDROLYZED PROTEIN

“Hydrolyzed Protein (milk, egg, soy)” is an acceptable
common or usual name provided all components are
hydrolyzed. “Hydrolyzed Protein (potato, gelatin)” is an
unacceptable ingredient declaration and must be declared
as “hydrolyzed potato protein and hydrolyzed gelatin.”

Salt is present in hydrolyzed protein and must appear
in the sublisting of the hydrolyzed protein if it does not
appear elsewhere in the ingredients statement.

HYDROXYPROPYL METHYLCELLULOSE (HPMC)

Emulsifying agent, binder, thickener, and a stabilizer. This
is accepted for its emulsifying qualities when prepared as
a solution and applied as a dip.

1. Not more than 2% in solution
2. Not more than 4% weight gained in product
3. Not more than .08% hydroxypropyl methyl-

cellulose in finished product
4. Must be identified in the ingredients statement

for purpose
5. Approved on individual basis only
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ICE-GLAZED BREADED CHICKEN NUGGETS

If an ice glaze is applied for the purpose of setting the
breading, the term “ice glazed” needs to appear in close
contiguous to the product name. The water cannot be
included as part of the net weight statement and the trans-
mittal form should indicate this.

IMITATION FLAVORS

Imitation beef flavor, imitation mushroom flavor, flavor
base for gravies and similar substances which enhance, for-
tify, or help to simulate a flavor are usually composed of
food additives and, as such, are not “artificial flavors” for
labeling purposes. This class of imitation flavors can be
composed of such ingredients as flour, fats, oils, salt,
hydrolyzed vegetable protein, vegetable gums, thiamine
hydrochloride, beta alanine, disodium inosinate, glutamic
acid, and a host of other ingredients. These flavorings must
be identified on labels by showing each individual ingredi-
ent by its common name. Class names, e.g., amino acids are
not acceptable. Each specific amino acid must be listed.

INCIDENTAL ADDITIVES

As defined in the Food and Drug Administration regula-
tions (21 CFR 101.100(a)(3)), incidental additives are
substances present in foods at insignificant levels and that
do not serve a technical or functional effect in that food.
In determining whether a substance is an incidental addi-
tive, the following criteria may be applied:

1. Substances that are present in a food as a result
of having been present in an ingredient added to
the food and have a technical or functional effect
on the ingredient but not on the finished food, or

2. Substances that are processing aids, defined as:
a. substances added during processing but

removed before the food is packaged in its
finished form, or

b. substances added during processing but that
are converted to constituents normally pres-
ent in the food, and do not significantly
increase the amount of those constituents
naturally found in the food, or

c. substances that are added to a food for their
technical or functional effect in the process-
ing but are present in the finished food at
insignificant levels and do not have any
technical or functional effect in that food.

INGREDIENT LABELING

1. All ingredients in FDA standardized products,
e.g., Cheddar Cheese (Water, salt, cheddar,
etc.), and on standardized products, e.g., Soy

sauce, Worcestershire sauce, require complete
disclosure of all ingredients on the labels of
meat and poultry products.

2. Protein hydrolysates must identify the common
and usual names and identify the source from
which the protein is derived, e.g., “hydrolyzed
vegetable protein” would be declared as
“hydrolyzed corn protein.”

3. FDA certified color additives require the listing
of the common or usual names, e.g., FD&C
Blue No. 1, Blue 1, or Blue 1 Lake. Color addi-
tives not subject to certification may be declared
as “artificial color,” “artificial color added,” or
“color added.” Alternatively, color additives not
subject to certification may be declared as “col-
ored with _______,” or “________ color,” with
blank space filled in with the name of the color
additive listed in 21 CFR 73, e.g., “colored with
annatto” or “caramel color.”

4. Cured meat products used as ingredients,
regardless of their level of use, require com-
plete disclosure of all ingredients in the formu-
lation of meat and poultry products.

INSERT LABELS FOR USE AT RETAIL STORES

No inspection legend is permitted on insert labels.

INSPECTION LEGENDS (DUAL)

Products consisting of mixed meat and poultry ingredients
shall bear either the official meat inspection legend or poul-
try legend, depending on which ingredients are present 
in the greater amounts. If meat or poultry ingredients exist
in equal proportions, either official legend may be used. If
meat and poultry ingredients exist in exact proportions and
both appear in the product name, the official legend must
reflect the ingredient appearing first in the product name.

Containers of products intended for sale to household
consumers can bear only the official mark of inspection of
the product enclosed. Containers of products intended for
distribution to other than the retail trade may bear both the
official meat inspection legend and the official poultry
products inspection legend.

INSPECTION MARK ON WING TAG

When the inspection mark is shown on a wing tag, either
the plant number or the firm’s name and address must also
appear.

INTESTINES

Intestines can be prepared as edible product and bear the
mark of inspection.
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IRISH STEW

Product does not require a geographical qualifying state-
ment nor the words, “Style,” “Type,” or “Brand.” Usually
it contains lamb or mutton but beef may be used. It must
meet the stew standard. Vegetables include onions, car-
rots, potatoes, and turnips. Dumplings are often used.
Beans are not acceptable in “Irish Stew.”

ISOLATED SOY PROTEIN

This food ingredient is similar to soy protein concentrate
except that additional extraction has removed more of the
non-protein fraction, thereby increasing its protein con-
tent. It is prepared by alkaline solubilization of the soy
protein and then precipitation of same in an acid bath. It
may be powdered, extruded, or spun into fibrils and has a
protein content of 90 to 95%. Products of spun fibrils may
be referred to as “Textured Soy Protein Isolate,” “Isolated
Soy Protein Fibers,” or “Spun Isolated Soy Protein.” The
PER of isolated soy protein is about 1.9 and indicates a
poorer quality protein than that of soy flour or soy protein
concentrate (PER 2.2). When hydrated textured (struc-
tured) protein isolate is added to meat food products, the
ingredients statement should read “Hydrated Textured
(Structured) Isolated Soy Protein.”

ITALIAN SAUSAGE

Beef and pork Italian sausage is acceptable. Tomato prod-
ucts and other unexpected ingredients can be added if the
product name indicates their presence. Red pepper per-
mitted under 9 CFR 319.145(b)(1).

See: 9 CFR 319.145.

ITALIAN STYLE

Acceptable term for products containing anise or fennel 
or Italian type cheese (e.g., Mozzarella, Parmesan,
Provolone, Ricotta, Romano) or at least three of the fol-
lowing: basil, garlic, marjoram, olive oil, or oregano.
Sausage products must meet the Italian Sausage require-
ments as per Regulation 9 CFR 319.145.

ITALIAN STYLE SMOKED SAUSAGE

This is a smoked sausage (10% added water) and is not 
a 9 CFR 319.145 (Italian sausage) product. However, the
product must contain Italian style ingredients found in the
policy book under Italian style.

JAGWURST

The product is the same as yachtwurst (The Americanized
name for the item). It is a cooked sausage made from a
fine emulsion with cubes of lean meat rather than fat (as
in mortadella).

JAMAICAN STYLE

Term may be used to identify meat and poultry food prod-
ucts made with allspice, garlic, onion, red pepper, and
thyme. The name of the product must be further qualified
with a statement, like “with Jamaican Style Seasoning,”
e.g., “Jamaican Style Chicken Wings-with Jamaican Style
Seasonings.” If the product formula contains textured soy
product, then the ration rules apply.

JAMAICAN STYLE PATTIES

Product has at least 25% meat enclosed in a crust. The
label must show true product name, e.g., “Beef Turnover.”
If the formula contains textured soy product, then the ratio
rules apply.

JAMBALAYA

Product must contain at least 25% cooked ham and one
other meat or seafood must be included. A New Orleans
dish involving rice and ham and usually tomatoes (shrimp
or other shellfish, other meat or poultry), together with
seasonings. Must show true product name, e.g., “Ham and
Shrimp Jambalaya.”

JAMON

Spanish word for “ham.” In the usage of Spanish-speaking
people outside Spain, it has come to mean cured pork.
“Jamon di Cocinar” is cured pork for cooking as opposed
to slicing. When the term “Jamon” appears before the name
of a limb, it means the product is cured. With the exception
of products available for sale in Puerto Rico, all Spanish
product names followed with the English translation.

Examples of acceptable product names are:

Jamon de Paleta — Cured Pork Shoulder
Jamon de Pierna — Cured Pork Leg

JARDINIERE (FR)

Must contain at least 50% cooked meat based on total
product. It means “in the manner of the gardener.” The
term applies to dishes made with diced garden vegetables
which have been cooked with meat. Jardiniere should 
be followed by a true product name, e.g., “Beef with
Vegetables.”

JERK OR JERK STYLE

The terms “Jerk” or “Jerk Style” can be used to describe
red meat or poultry whole muscle, fabricated products,
and other meat poultry food products, that are mixed or
placed in a “spicy seasoning.” The seasoning usually con-
tains scallion, onion, thyme, allspice (pimento), hot pep-
pers, and usually contains at least one or more of the
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following: nutmeg, cinnamon, sugar, brown sugar, garlic,
and rice or wine vinegar. The seasoning may be in the
form of paste, marinade, sauce, or dry seasoning mixture.
The product is mixed or placed in the spicy hot seasoning
raw or the product may be grilled, cooked, or smoked.
Examples of acceptable product names are, e.g., “Oven
Roasted Jerk Chicken,” “Jerk Pork Sausage” or “Jerk Style
Smoked Beef Sausage.”

JERKY

All Jerky products must have a MPR of 0.75:1 or less;
“species” or “kind” must be in the name. Products may be
cured or uncured, dried, and may be smoked or
unsmoked, air or oven dried. A reference to the particular
type of drying method is not a labeling requirement.

1. “Beef Jerky” — Produced from a single piece
of beef. May also be classified as “Natural
Style Beef Jerky” provided this product name is
accompanied by the explanatory statement
“made from solid pieces of beef” or compara-
ble terminology. When a “Natural” claim (not
natural style) is made, the policies as outlined
in Policy Memo 055 are to be applied.

2. “Beef Jerky Chunked and Formed” —
Produced from chunks which are molded and
formed and cut into strips.

3. “Beef Jerky Ground and Formed or Chopped
and Formed” — Produced as described,
molded and formed and cut into strips.

4. Jerky products that contain over 3½% binders
(2% ISP) must reflect the binder in the product
name, i.e., “Beef Soy Protein Concentrate
jerky, ground and formed. Jerky products that
contain binders at levels below 3½% should
express the binder in a qualifying statement,
e.g., beef jerky — soy protein added.

5. “Species (or Kind) Jerky Sausage.” The word
“Jerky” can appear on labels for product in
which the “species” or “kind” has been
processed by chopping or grinding and stuffed
into casings under the following conditions only:
a. The word “Sausage” must appear immedi-

ately contiguous to “Jerky” whenever it is
shown. “Sausage” must be in type at least
one-third as high as “Jerky” in the same
color ink and on the same background. The
words “stick,” “piece” etc. cannot be used as
substitutes for “sausage” in the product
name. “Sausage” means that the product has
been chopped.

b. The product may be dried at any stage of the
process.

JUNIOR MEAT SNACKS

Product must conform to the sausage standards going into
the jar before processing. Limited to 3½% extenders.

JUNIPER BERRIES

Juniper berries and twigs are normally thrown on the fire
from which dry cured hams are smoked. Juniper berries
have been approved in the curing ingredients of
Westphalian Ham.

KABOBS

Product consists of chunks of red meat or poultry and veg-
etables placed on a metal or wooden skewer. “Kabob”
may be included in the descriptive name, e.g., “Beef,
Mushrooms, and Onion Kabob.” A kabob may be cooked
or uncooked, but the label must clearly indicate this. This
product may contain but does not require vegetables.

KALBELWURST

Product is similar to Bockwurst with no limit on water 
or milk.

KATRIFITAS

A coined word used to describe a type of empanadillas.
The product consists of dough containing yucca made to
resemble a meat turnover and has a special meat filling.
The product must contain at least 25% raw meat (beef) in
total formulation. Label must include a true product name
in conjunction with “Katrifitas,” e.g., “Katrifitas, Beef
Turnover made with Yucca Shell,” or similar wording.

KELCO-GEL

A thickening agent used in sauces. It contains sodium
alginate, calcium carbonate, and disodium phosphate. The
amount of disodium phosphate in the finished product is
approximately 0.099%. Its use should be judged on an
individual basis.

KIDNEYS FROM ENZYME INJECTED BEEF

Product may be exported to other countries. They must be
labeled “Beef Kidneys, Tendered with Papain — For
Export Only.”

KIELBASA

A sausage that is cured, cooked, and usually smoked.
Kolbassy is Czechoslovakian spelling; other variations
include Kielbassy, Kolbasa and Kolbase. Kielbasa is 
made from coarsely ground pork or coarsely ground pork
with added beef or mutton. “Hungarian Style Kolbase” is
finely ground product, seasoned and stuffed into casings.
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The 70/30 rule can be used, however, pork must always be
the predominant meat ingredient. “Beef Kielbasa” is pre-
pared with only beef as the meat ingredient. Byproducts
are not permitted ingredients in these sausages.

An uncured (fresh), uncooked variety, with no more
than 3% water exists. “Fresh” shall be used in the name
when the product is uncured. When fresh Kielbasa is
cooked or smoked, then cooked or smoked is required in
the product name. The requirements of Policy Memo 110
apply when these perishable, cooked, uncured products
are packaged in hermetically sealed containers.

KIPPERED BEEF

A cured dry product similar to beef jerky but not as dry.
MPR of 2.03:1 is applied to product.

KISKA; KISBA, KISHKA, OR STUFFED DERMA

Ingredients statement is part of the product name. A meat
food product prepared two ways:

1. Prepared with meat byproducts, including beef
blood, pork snouts, pork livers, pork cheeks,
etc. Packaged in fully labeled retail size packages
or individually banded. When beef blood is
used, it must be shown as part of product name.

2. Prepared with no more than 30% animal fat,
mixed with farinaceous (consisting of or made
of flour or meal) materials containing no other
meat byproducts and ordinarily stuffed into
beef casings and cooked. Product containing
30% or less fat is not considered amenable to
the Federal Meat Inspection Act.

KNISHES

Product must contain at least 15% cooked meat or poultry
or 10% bacon (cooked basis). Same as snack standard.
The type of meat or poultry should be identified in a true
product name, e.g., “Chicken Knishes.”

KONJAC FLOUR

Food ingredient that provides the effects of thickening,
gelling, texturizing, and water-binding, e.g., “binder,” sim-
ilar to that of starch vegetable flours, such as potato flour.
Konjac flour can be used in meat and poultry products in
which starch vegetable flours are permitted, e.g., 3.5% in
cooked sausage products such as frankfurters and bologna.

KOSHER AND KOSHER STYLE

Products prepared by federally inspected meat packing
plants identified with labels bearing references to “Kosher”
or Rabbinical markings must be handled under Rabbinical

supervision. The Federal meat and poultry inspection pro-
gram does not certify to kosher preparation of products,
but rather accepts the statements and markings in this
regard offered and applied under the supervision of the
Rabbinical authority. The word “Kosher” may be used only
on the labeling of meat and poultry products prepared
under Rabbinical supervision. The identity of the Rabbinical
authority must be made available upon request from
agency official. Qualification of the word by such terms as
“Style” or “Brand” does not negate the requirement.

KOSHER (PRODUCT CONTAINERS)

Containers must be labeled “Kosher tags attached” when
used for hearts, livers, and other products or tissues with
attached metal tags indicating kosher inspection.

KRAKOW

Acceptable name for a cooked sausage similar to
“Berliner.”

KREPLACH

Product must contain at least 20% meat. The type of kre-
plach should be identified in a true product name, e.g.,
“Beef Kreplach.”

KUBBEE

Other acceptable names are: Kubbe, Kibbe, Kabeda,
Kilin, Kibbes, Kibby, Kabbo, or Kabe.” A product popu-
lar in Syria and Lebanon. It must contain at least 25%
meat based on total formulation; it must contain soaked
cracked wheat and show the true product name, e.g.,
“Fried Cracked Wheat and Beef Balls,” “Baked Stuffed
Wheat and Beef Patty.” Products may be shaped like a
hamburger and fried or shaped into balls and fried.

KUEMMELWURST

An acceptable name. The product is the same as
Carawaywurst and is a cooked sausage of the ring variety,
with whole caraway seeds. Usual ingredients are beef,
pork, salt, caraway, flavorings, and cure.

KURMA

Product must contain at least 50% meat or at least 35%
poultry meat.

LABELING, CHECK-OFF BLOCKS

The use of check-off blocks on immediate containers for
identifying products that look alike but are different in
composition is not permitted.

72-48 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C072.qxd  31/Aug/05  11:25 AM  Page 48



Examples of product that may look alike but are dif-
ferent in composition are as follows:

● Ground Beef and Beef Patty Mix
● Partially Defatted Chopped Beef and Partially

Defatted Beef Fatty Tissue
● Frankfurters and Frankfurters with Variety Meats
● Finely Ground Chicken and Finely Ground

Chicken Meat
● Comminuted Chicken and Comminuted

Chicken With Kidney and Sex Glands Removed

However, exceptions to this policy may be granted.
Exceptions would require that the establishment operators
develop a procedure which the assigned inspector can read-
ily monitor to ensure correct labeling. Such procedures,
accompanied by written comments from the assigned
inspector and where possible, the circuit supervisor, must
be forwarded to the area supervisor for review and approval.

Approved procedures must be attached to the label
records accompanying new or modified labels submitted
for approval.

LABELING FOR SUBSTITUTE PRODUCTS

If a product fails to comply with a standard only because
the meat or poultry content is lower than required and the
product has generic identity as a nonmeat product (e.g.,
pizza, stew, pies), then the product may be designated by
the nonmeat terminology in the standardized name (e.g.,
“Pizza,” “Stew,” “Pie”), provided the meat/poultry content
of the product is conspicuously disclosed contiguous to
the product name along with a statement of the amount of
meat/poultry in the standardized product. (For example,
Pizza contains 5% sausage; Sausage Pizza contains 12%
sausage.) Such product may not be nutritionally inferior
to the standardized product it resembles. For this purpose,
nutritional inferiority is defined, consistent with the
requirement of 21 CFR 101.3(e)(4), as any reduction in
the content of an essential nutrient that is present at 2% or
more of the U.S. RDA per serving of protein or any of the
vitamins or minerals for which U.S. RDAs are estab-
lished. A quality control procedure must be approved for
such products by the Processed Products Inspection
Division before the label can be used.

If a product is nutritionally inferior to the standard-
ized product it resembles, it must be labeled “imitation” in
accordance with 9 CFR 317.2(j) and 9 CFR 381.1(b).

LABELING OF MODIFIED BREAKFAST SAUSAGE,
COOKED SAUSAGE, AND FERMENTED SAUSAGE

PRODUCTS IDENTIFIED BY A NUTRIENT

CONTENT CLAIM

Modified breakfast sausage, cooked sausage, and fermented
sausage products are substitute versions of the standardized

or traditional products that have been formulated and
processed to reduce the fat contents to qualify for use of
nutrient content claims, but do not comply with the stan-
dard of identity or composition as described in the meat
and poultry regulations or the Standards and Labeling
Policy Book (Policy Book) because of the use of ingredi-
ents used for fat replacement which are precluded or
restricted by these standards. The deviation from the stan-
dard or the traditional, i.e., “regular product,” is conveyed
by associating an expressed nutrient content claim for the
appropriate reduction in fat content and the standardized or
traditional product name, e.g., “Reduced Fat Frankfurter”
or “Low Fat Pepperoni.” The nutrient content claims that
may be used are those related to a reduction in fat contents
that are identified in the regulations for meat products in
9 CFR Part 317 and for poultry products in 9 CFR Part 381.

1. Maintaining Product Integrity

The following guidelines must be applied to assure that
the modified versions of the subject meat and poultry
sausage products do not violate the integrity of the stan-
dardized or traditional product for which they purport to
be substitutes: (1) the product must be similar in shape,
flavor, consistency, and general appearance to the product
as prepared according to the regulatory or traditional stan-
dard, (2) the meat or poultry used to formulate the modi-
fied product must come from the same anatomical
location when the standardized term is related to an
anatomical region on an animal, e.g., “ham” is expected to
be from the hind leg of the hog and cured; thus, “lean
smoked ham sausage” would be comprised of meat from
the hind leg of a hog that has been smoked and cured, (3)
the modified sausage product must result from the same
processing procedures as those specified for the subject
sausage products described by regulatory or Policy Book
standards, (4) there must not be deviations from product
safety criteria (e.g., salt content, curing agents, pH, water
activity and/or moisture/protein ratio) that are provided in
the regulatory or Policy Book standards for sausages, and
(5) the modified product must achieve the appropriate
reduction in fat content to be eligible to use a nutrient con-
tent claim in conjunction with the standardized or tradi-
tional product name.

2. Performance Characteristics

In producing modified, substitute versions of sausages,
the deviations from ingredient provisions of the regulatory
and Policy Book standards should be the minimum neces-
sary to qualify for the nutrient content claim while main-
taining the performance characteristics similar to the
standardized or traditional product, i.e., similar prepara-
tion, cooking, and handling characteristics. If a modified
version of the standardized or traditional sausage does not
perform in substantially the same way as the standardized
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or traditional item, the label must include a prominent
statement informing the consumer of such differences.
For example, a “low fat frankfurter” that essentially has
all of the characteristics of a frankfurter, but cannot be
grilled, would indicate “not recommended for grilling.”
A “reduced fat pepperoni” that displays essentially all the
characteristics of pepperoni, but cannot be cooked, would,
for example, indicate “not recommended for cooking” or
“do not cook.”

3. Safe and Suitable Ingredients

A modified, substitute sausage product must be formulated
with approved safe and suitable ingredients, e.g., those
identified in 9 CFR 318.7(c)(4) and 9 CFR 381.147(f)(4),
and those determined to be safe and suitable by the Food
Standards and Ingredients Branch, Product Assessment
Division. Such ingredients are to be used at the lowest
level necessary to achieve the intended effect of reducing
fat as compared to the standardized or traditional product.
Safe and suitable ingredients are those used to replace fat,
improve texture, and prevent syneresis.

An ingredient or component of an ingredient that is
specifically required by the regulatory or Policy Book
standard for characterizing purposes, e.g., cheese in a
cheesefurter, fresh livers in liver sausage, cured ham in a
ham sausage, and fennel or anise in an Italian sausage,
shall be present in the required amount, if applicable, or
otherwise in a significant amount to provide a character-
izing identity to the product. Moreover, an ingredient or
component of an ingredient that is not permitted by regu-
lations for use in any meat or poultry sausage product,
e.g., sodium benzoate, shall not be added to a modified,
substitute product.

4. Product Identity

The name of the modified version of the standardized or
traditional product that complies with all parts of the pol-
icy prescribed herein is the appropriate expressed nutrient
content claim for the meat and/or poultry product with a
reduction in fat content and the applicable standardized or
traditional term, e.g., “Lean Sausage,” “97% Fat-Free (or
“Low Fat”) Kielbasa,” “Low-Fat Frankfurter Made with
Beef, Pork and Turkey,” “Reduced Fat Pepperoni,” “Extra
Lean Turkey Italian Sausage,” and “Lite Genoa Salami.”
The size and style of type must conform to the nutrition
labeling regulations.

5. Ingredients Statement

To assist the consumer in differentiating between the stan-
dardized or traditional sausage product and the modified,
substitute version, ingredients that are not provided for by
regulatory or Policy Book standards, or used in excess of the
allowable levels specified, must be appropriately identified

with an asterisk in the ingredients statement. The state-
ment(s) defining the asterisk(s), e.g., “*Ingredient(s) not
in regular” (fill in name of the standardized or traditional
product), or “*Ingredients(s) in excess of amount permit-
ted in regular” (fill in name of the standardized or tradi-
tional product), or both as appropriate, must be legible
and conspicuous, and shall immediately follow the ingre-
dients statement in the same size and style of type.

LABELING OF MEAT AND POULTRY STICK ITEMS

Stick items such as beef jerky, pepperoni sticks, and beef
sticks must be labeled (i.e., contain the required label fea-
tures as outlined in 9 CFR 317 and 9 CFR 381, Subpart N)
according to the following guidelines:

1. If sold in fully labeled bulk containers, i.e., can-
isters, caddies, or similar containers, stick items
do not have to be fully labeled unless they are
individually wrapped. This type of container
cannot be reused.

2. If sold in bulk containers, i.e., canisters, cad-
dies, or similar containers that are not fully
labeled, stick items must be fully labeled. Bulk
containers such as these may only be refilled
with fully labeled product.

3. If sold in small, fully labeled cartons, boxes, or
similar containers (e.g., 3 oz., net weight) that are
only intended for retail sale intact, stick items
may be individually wrapped and unlabeled.

LABELING OF MODIFIED SUBSTITUTE VERSIONS OF

FRESH (SPECIES) SAUSAGE, HAMBURGER, OR

GROUND BEEF PRODUCTS

This policy allows modified versions of fresh (species)
sausages, ground beef, or hamburger to contain non-meat
or poultry, “fat-replacing ingredients” (e.g., binders such
as carrageenan, modified food starch) and to be identified
by certain nutrient content claims in accordance with
nutrition labeling regulations effective on August 8, 1994,
in conjunction with descriptive labeling, e.g., “Lean Pork
Sausage with a X% Solution of …,” or “Low Fat Ground
Beef, Water, and Carrageenan Product.”

This policy allows for the use of terms defined in reg-
ulations, e.g., “Lean,” “Reduced Fat,” “Low Fat,” etc., to
be used to describe fresh (species) sausage, ground beef,
or hamburger products with a reduction in fat content
resulting from the use of added ingredients (i.e., “fat
replacers” such as carrageenan and isolated soy protein).
These products must meet the criteria for use of the nutri-
ent content claim associated with the fat reduction. The
nutrient content claim may be used in conjunction with
the standardized name provided the consumer is informed
of the actual components of the product through labeling,
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i.e., descriptive product name, ingredients statement, and
Nutrition Facts.

Meat products, including those that meet the criteria
established for claims, such as “Lean,” “Low Fat,” “Lower
Fat,” “Reduced Fat,” etc., that combine fresh (species)
sausage, ground beef, or hamburger, and other safe and suit-
able ingredients, for the principal purpose of replacing fat,
may be descriptively labeled. Examples of such products are
“Lean Ground Beef, Water, and Carrageenan Product,”
“Low Fat Ground Beef With a X% Solution of …,” “Lean
Beef Sausage, Water, and Carrageenan Product,” or
“Reduced Fat Pork Sausage, Water, and Binders Product,”
provided conditions prescribed in the regulations, viz., 9
CFR 317, for use of the nutrient content claim are satisfied.
In contrast, modified versions of fresh (species) sausage,
ground beef or hamburger product containing added ingre-
dients that do not qualify for use of a nutrient content claim
prescribed in the nutrition labeling regulations must be
labeled as Imitation Pork Sausage, Imitation Beef Sausage,
Imitation Ground Beef, Imitation Hamburger, Beef Patty 
or Beef Patty Mix in accordance with 9 CFR Section
317.2(j)(1) and Sections 9 CFR 319.141 (Fresh pork
sausage), 319.142 (Fresh beef sausage), and 319.15
(Miscellaneous beef products), respectively.

Descriptively labeled, modified, substitute versions of
fresh (species) sausage, ground beef, or hamburger prod-
uct with a reduction in fat content must comply with the
following guidelines:

1. The descriptive name of a modified, substitute
product with a reduction in fat content is the
applicable nutrient content claim used in con-
junction with the appropriate standardized
name and fat-replacing ingredients, e.g., “Low
Fat Ground Beef, Water and Carrageenan
Product,” or “Lean Pork Sausage With a X%
Solution of Water, Modified Food Starch,
Spices, and Salt.” Words in the descriptive
name may be of a different size, style, color, or
type but, in all cases, the words must be promi-
nent, conspicuous, and legible. Moreover, no
word in the descriptive name should be printed
in letters that are less than one-third the size of
the largest letter used in any other word in the
descriptive name. The solution statement, when
used, is considered to be part of the descriptive
product name and must comply with descrip-
tive name sizing requirements.

2. Fat-replacing ingredients (e.g., binders and
water) and fat in the finished product may not
exceed 30% of the product as formulated for
the modified, substitute ground beef, hamburger,
or fresh beef sausage product, and no more than
40% of the product formulation for the substitute
fresh pork sausage. The fat content must be in

accordance with requirements for use of the
applicable nutrient content claim.

3. The product includes mandatory nutrition
labeling prescribed in the meat inspection reg-
ulations, viz., 9 CFR 317.

4. The product is formulated with approved safe
and suitable ingredients, e.g., those identified in
9 CFR 318.7(c)(4), and which are determined
to be safe and suitable by the Labeling and
Consumer Protection Staff, that are used at the
lowest level necessary to achieve the intended
effect as a fat-replacing ingredient (i.e., binder).

LABELING OF PRODUCT NAMES, FANCIFUL NAMES,
WORD SIZE

Words in product names or fanciful names may be a dif-
ferent size, style, color, or type, but in all cases, the words
must be prominent, conspicuous, and legible. Moreover,
no word in a product name, i.e., a common or usual name,
a standardized name, or a descriptive name should be
printed in letters that are less than one-third the size of the
largest letter used in any other words of the product name.
The same guidelines apply to letters of words in fanciful
names that may accompany the product name.

For example, for a product labeled Chili Mac — Beans,
Macaroni and Beef in Sauce, “Chili Mac” is the fanciful
name and “Beans, Macaroni and Beef in Sauce” is the
product name. No letter in “Chili Mac” may be smaller
than one-third the size of the largest letter in “Chili Mac.”
Similarly, no letter in the descriptive name may be smaller
than one-third the size of the largest letter in the descriptive
name. This policy is not intended to address the relative
size of words in fanciful names versus product names.
The size of words in qualifying statements, e.g., “Water
Added,” “Contains up to …,” “Smoke Flavoring Added,”
etc., are not affected by this policy memo.

LABELING OF PRODUCTS CONTAINING MEAT WITH

ADDED SOLUTIONS OR OTHER NONMEAT

INGREDIENTS IN SECONDARY PRODUCTS

In those situations where meat containing an added solu-
tion or other nonmeat ingredients, e.g., Ham-Water
Added, Corned Beef and Water Products, Beef —
Containing up to 10% of a solution, are used in secondary
products in sufficient quantities to meet the minimum
meat requirement without including the added solution, or
nonmeat ingredients, the product name need not include
any reference to the added solution or nonmeat ingredients;
e.g., Corned Beef and Cabbage would be an acceptable
name for a product if the corned beef portion of the corned
beef and water product was present in a sufficient quantity
to satisfy the 25% cooked corned beef requirement. The
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ingredients statement, however, must include nomencla-
ture as required by the regulations or policy. In this exam-
ple, the ingredients statement would list “Corned Beef and
Water Product — X% of added ingredients are …”

For products in which the added solution ingredient as
a whole is used to meet the minimum meat requirement, the
product name must include nomenclature required for the
component, e.g., Beef (containing up to 10% of a flavoring
solution) Burgundy. The ingredients statement must also
include the same nomenclature for the meat ingredient.

LABELING OF PRODUCTS WHICH ARE

ARTIFICIALLY COLORED

Labels of products which are artificially colored either by
artificial colors or natural colors must bear a statement to
indicate the presence of the coloring, e.g., “artificially col-
ored” or “colored with annatto.” Products whose true
color is disguised by packing media, e.g., colored pickling
solutions, must also have labels that include a statement
that indicates the presence of the color. The statement
must appear in a prominent and conspicuous manner con-
tiguous to the product name. When a component within a
product is artificially colored, e.g., breading, sauce, and
sausage, a qualifying statement is necessary. However, in
all cases, the presence of the coloring must appear in the
ingredients statement. Whenever FD&C Yellow No. 5 is
used, it must be declared in the ingredients statement by
FD&C Yellow No. 5 or Yellow 5. Some products, e.g.,
chorizos and some of the sausages of the longaniza vari-
ety, are expected to be characterized by coloring. In these
situations, the presence of the coloring need only be indi-
cated in the ingredients statement.

LABELING OF PRODUCTS WHICH INCLUDE PACKETS

OF OTHER COMPONENTS

Wording indicating that the product contains, in addition to
the meat or poultry product, another component, e.g., a
gravy, sauce, or seasoning packet must appear in conjunc-
tion with the name of the product in such a manner that it
is obvious to the purchaser that he or she is also purchasing
that packet along with the meat and/or poultry product.
The wording must be shown in print no smaller than one-
third the size of the largest letter in the rest of the product
name, of such color that will insure it not being overlooked
at point of purchase, and positioned contiguous to the rest
of the product name, so as not to appear in whole or part on
any panel except the main display panel. The net weight
individual components may be shown but are not required.

LABELING OF SAFE THAWING INSTRUCTIONS ON

CONSUMER PACKAGES

Thawing instructions which appear on the label of a frozen
meat or poultry product must be given in accordance with

FSIS’ recommendations for safe thawing procedures.
These procedures are as follows:

1. Thawing product in the refrigerator.
2. Thawing product in cold water, changing water

every 30 minutes until product is thawed.
3. Thawing product in a microwave oven for less

than 2 hours. Cook immediately.

Upon request, alternative thawing procedures may be
considered. However, scientific evidence which thor-
oughly establishes the safety of an alternative thawing
procedure must be presented with the procedure when it is
submitted for review.

LABELING PROMINENCE GUIDELINES FOR CURED,
COOKED PRODUCTS WITH ADDED SUBSTANCES

THAT DO NOT RETURN TO GREEN WEIGHT

The cured, cooked products covered by sections 9 CFR
319.100 (“corned beef”), 319.101 (“corned beef brisket”),
319.102 (“corned beef round and other corned beef cuts”),
and 319.104(a) (“cured pork products” under PFF) of the
Federal meat inspection regulations; and by Policy
Memos 057A (“Labeling Turkey Ham Products
Containing Added Water”) and 084A (“Cooked Corned
Beef Products and Cured Pork Products with Added
Substances”), whose weights after cooking exceed the
weight of the fresh uncured article, shall bear the product
name and qualifying statements on the principal display
panel using the following guidelines:

1. The product name and the qualifying state-
ments must be prominent and conspicuous.

2. The label will bear the product name on the
principal display panel in lettering not less than
one-third the size of the largest letter in terms
commonly associated with the product name,
e.g., cooked, boneless, chopped, pressed,
smoked, or words which could be a part of the
product name, e.g., steak, butt portion, shank
portion.

3. The product name will be judged prominent if
the lettering is of the same style and color, and
on the same color background as that which is
used for the terms commonly associated with
the product name or words which could be a
part of the product name [see guidelines (2)]. 
If other styles, colors, and/or backgrounds are
used, the prominence must be judged equal to
those terms and words which could be associ-
ated with or part of the product name.

4. The product name must be distinct and separate
from other label information. Thus, the product
name should not be part of or embedded in
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qualifying phrases or descriptions that include
a list of added solution ingredients.

Examples of acceptable terminology are
“Corned Beef and Water Product” and “Cured
Pork and X% of a Solution.”

5. The label for the products covered by this pol-
icy memo must also bear qualifying statements
that conform to established policies on the size
of the lettering in these statements in relation to
product name (as outlined in Policy Memo
087A, FSIS Directive 7110.2, and Policy
Memo 057A).

LABELING REQUIREMENTS FOR PUMP-CURED

BACON PRODUCTS TREATED WITH D- OR

D1-ALPHA-TOCOPHEROL IN SURFACE APPLICATIONS

Pump-cured bacon treated on the surface with d- or d1-
alpha-tocopherol must be labeled with a product name
qualifier which identifies the substances involved and the
method of application. The qualifier must identify both
the carrier and active substance in their order of predomi-
nance. The specific names, d- or d1-alpha-tocopherol, or
the term, Vitamin E, may be used in the name qualifier.
Examples of acceptable name qualifiers are “Sprayed
with a solution of vegetable oil and Vitamin E” or
“Dipped in a solution of corn oil and d-alpha-tocopherol.”
The name qualifier must be contiguous to the product
name and printed in a style as prominent as the product
name. The type used for the statement must be at least
one-fourth the size of the most prominent letter in the
product name, except that the ingredients of the mixture
may be in print not less than one-eighth the size of the
most prominent letter in the product name. The specific
name of the ingredients, d-alpha-tocopherol or dl-alpha-
tocopherol, and of the carrier must be listed as such in the
ingredients statement or curing statement, as required by
9 CFR 317.2(f)(1).

LAMB CURRY

Product must contain at least 50% fresh meat.

LANDJAEGER CERVELAT

A semi-dry sausage that originated in Switzerland. It 
is about the size of a large frankfurter but pressed flat,
smoked and dried giving it a black appearance.

LARD CONTINUOUS PROCESS

This nomenclature identifies the commodity produced from
clean and sound edible tissues of swine by a low-temperature
separation process in which the oil is separated from the
fatty tissue by means of a combination of heat and centrifu-
gal force. Labeling records containing the above designation

should identify in detail the process and equipment used
in producing the commodity.

LARD — CURED PORK TISSUE USE

Cured pork trimmings may be rendered to produce lard
manufactured in compliance with the lard and leaf lard
standard. Rendered bacon is not acceptable in lard.

LARD REFINED

This term is applied to open-kettle rendered, prime steam,
or dry-rendered lard put through a filter press, with or
without bleaching agent.

LASAGNA

Sauce is an expected ingredient of lasagna products and
its declaration in the product name is optional. 

Cheese Lasagna with meat: 12% meat
Lasagna with Meat and Sauce: 12% meat
Lasagna with Meat Sauce: 6% meat in total product
Lasagna with Poultry: 8% poultry meat
Lasagna with Tomato Sauce, Cheese, and Pepperoni:

8% pepperoni
Meat Lasagna: 12% meat
Poultry Lasagna: 8% poultry meat

LAU–LAU

Product must contain at least 25% meat. A Hawaiian dish
made with pork and fish, wrapped in taro leaves. Label
must have a true product name, e.g., “Pork and Fish Stuffed
Taro Leaves.”

LEBANON BOLOGNA

A coarse ground, fermented, semi-dry sausage. If the
product has a MPR of 3.1:1 or less and a pH of 5.0 or less,
no refrigeration is required. It is made with beef. No
extenders or hearts are permitted in the product. This is
not a 9 CFR 319.180 product.

LEGENDS

Products consisting of mixed meat and poultry ingredients
shall bear either the official meat inspection legend or poul-
try legend, depending on which ingredients are present in
the greater amounts. If meat or poultry ingredients exist 
in equal proportions, either official legend may be used. If
meat and poultry ingredients exist in exact proportions and
both appear in the product name, the official legend must
reflect the ingredient appearing first in the product name.

LENTIL SOUP WITH BACON — GERMAN STYLE

Acceptable name for a lentil soup containing only bacon.
The bacon requirement is 4.0% for condensed and 2.0%
for ready to eat.
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LEONA

An acceptable name. A coarse ground cooked sausage.

LIMA BEANS WITH HAM OR BACON IN SAUCE

Product must contain at least 12% ham or bacon.
See: 9 CFR 319.310.

LINGUICA

A Portuguese type sausage containing pork and excluding
other meat and meat byproducts. Usually contains nonfat
dry milk and condiments, e.g., vinegar, cinnamon, cumin
seed, garlic, red pepper, salt, and sugar. Paprika and cures
are acceptable in this product.

LINKS

This designation falls into four categories:

1. “Links” without further qualification refers to
an all pork fresh sausage in links.

2. “Links Sausage” can be used to designate any
sausage type formulation usually cured and
smoked in links, except for those formulations
containing poultry.

3. “Links cereal and nonfat dry milk added” usu-
ally formulated with meat and meat byproducts
cured and smoked, and approved with the
understanding each link is banded with an
approved band label.

4. “Links, A pork and textured vegetable protein
product” followed immediately by the ingredi-
ents statement is acceptable. “Links,” “Top’s
Links,” “Joe’s Links” are coined names and must
be followed immediately by true product name.

LITTLE SMOKIES

A smoked small variety sausage link made with beef and
pork.

LIVER AND ONIONS

Product must contain at least 45% liver.

LIVER, CHOPPED

Product must contain at least 50% liver.

LIVER, ONIONS, AND EGGS

Product must contain at least 40% liver.

LIVER PRODUCTS

The product name does not have to include the species for
multi-ingredient liver products, such as chopped liver, liver

pate, and pureed liver. However, the species must be iden-
tified in the ingredients statement. For single ingredient
liver products, such as sliced beef liver, the species must
be identified in the product name. “Kind” of liver must
always be identified.

Products with liver in the name (except for products
listed) must contain a minimum of 30% liver.

LIVER SPREAD (STREICH LEBERWURST)

The product name “Liver Spread (Stretch Leberwurst)” is
acceptable. Product name must contain at least 30% liver
in total formulation.

LIVERWURST OR “PATE DE FOIE — STYLE

LIVERWURST”

Product must meet liver sausage requirements. (See
Regulation 9 CFR 319.182.)

LOAF

A “Loaf” (other than meat loaf) consists of meat in com-
bination with any of a wide range of nonmeat ingredients.
These products are not identified with the term “Meat
Loaf,” “Beef Loaf,” or the like but with designations, e.g.,
“Olive Loaf,” “Pickle and Pimiento Loaf,” “Honey Loaf,”
“Luxury Loaf,” and others that are descriptive.

LOAF, CANNED, PERISHABLE

Canned perishable products in the loaf category must:

1. Meet the perishable requirements. (See 9 CFR
317.2(k).)

2. Show a brine concentration of not less than
3.5% in finished product. Show a brine concen-
tration of not less than 6.0% when the products
contain cereal, starch, or other extenders.

3. Be cooked to a minimum internal temperature
of at least than 150°F.

4. When extenders are added the product name
must be qualified, e.g., “(Name of extender)
added.”

LOLA AND LOLITA (IT)

Dry sausage products of Italian origin. Consists of mildly
seasoned pork and contains garlic. Lolita comes in 14 oz.
links, while Lola comes in 2 1/2 lb. links.

LONDON BROIL

Name can only be applied to a cooked product. Products
including the expression “London Broil” on labels must be
prepared with beef flank steak. Uncooked product must be
labeled to indicate this, e.g., “Beef Flank Steak for London
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Broil.” If prepared from another cut, the identity of that cut
must accompany the term “London Broil,” e.g., “Sirloin
Tip London Broil.”

LONG ISLAND STYLE OR TYPE

Not acceptable for poultry products.

LONGANIZA

Longaniza is a fresh sausage product. If it is prepared oth-
erwise, the product name must indicate its nature, e.g.,
“Cured Longaniza.” Paprika is an acceptable ingredient
because it is expected.

LONGANIZA AND PUERTO RICAN STYLE LONGANIZA

Longaniza is an acceptable name for Puerto Rican
sausage made from pork which may contain beef but does
not contain annatto. Added fat is not permitted.

Puerto Rican Style Longaniza is acceptable labeling
for sausage made from pork which may contain beef and
does contain annatto. Added fat is not permitted, although
up to 3% lard may be used as a carrier for annatto. When
annatto is used, it should be included in the ingredients
statement as “annatto” in accordance with Section 9 CFR
317.2(j)(5) of the meat inspection regulations.

LOUKANIKA

An acceptable name for cooked fresh Greek sausage. It is
usually made with lamb and pork, oranges, allspice, whole
pepper, and salt.

LUMPIA OR LOOMPYA

A Philippine style or Filipino style egg roll. There are no
special ingredient requirements, it refers to a shape of the
egg roll. Lumpia or Loompya are generally longer and
thinner than traditional egg rolls.

LUNCHEON MEAT

1. “Luncheon Meat” cannot contain livers, kid-
neys, blood, detached skin, partially defatted
pork or beef tissue, or stomachs.

2. On the label the meat components of
“Luncheon Meat” are identified in the ingredi-
ents statement as “beef,” “pork,” “beef tongue
meat,” “pork tongue meat,” “beef heart meat,”
and “pork heart meat.”

3. In the ingredients statement “Beef” and “Pork”
means lean meat with overlying fat and the por-
tions of sinew, nerve, and the blood vessels which
normally accompany muscle tissue and which
are not separated in the process of dressing but

not including bone and skin. Up to 10% of the
meat portion of the formula can consist of cured
and smoked meat trimmings which does not
require special declaration in the ingredients state-
ment except included under “pork” and “beef.”

4. Heart or heart muscle, tongues, or tongue meat
and cheek meat can be included in “Luncheon
Meat” under the following restrictions:
a. Hearts or heart meat or tongues or tongue

meat must be declared individually by species
in the ingredients statement on the label.

b. No restriction on the percentage limits of
hearts, heart meats, tongues, and tongue
meats in the formulation.

c. The terms “heart meat” and “tongue meat”
refer to the muscle tissue remaining after
heart caps, glands, nodes, connective tissue,
etc. are trimmed away.

5. Water added to “Luncheon Meat” during manu-
facture cannot exceed 3% by weight of the total
ingredients, this is controlled by weighing ingre-
dients and not by analysis. Care must be used to
see that water is not added indirectly through
the use of undrained hearts and tongues.

6. The only ingredients permitted in “Luncheon
Meat” are curing ingredients, sweetening agents,
spices, and flavoring. All of these substances must
be declared in the ingredients statement by name,
except the various “flavorings” and “spices”
which need not be named individually. “Spices”
refer to natural spices and not to extracts.

LYONER WURST

A cooked, smoked, and finely ground sausage originating
in Germany. It is usually made with beef, pork, (no
chicken) flavoring, cure, and contains green peppercorns.

LYONS SAUSAGE (FR)

A dry sausage made exclusively of pork (four parts finely
chopped lean and one or two parts small diced fat) with
spices and garlic which is stuffed into large casings, cured
and air-dried.

MACARONI AND BEEF IN SAUCE

Product must contain at least 12% beef.

MACARONI AND CHEESE WITH HAM

Product must contain at least 12% cooked ham.

MACARONI SALAD WITH (MEAT OR POULTRY)

Product must contain at least 12% cooked meat or 
poultry meat.
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MADE WITH … QUALIFIERS

Need only mention the species or kind in the statement
even when only a byproduct of the specific species or kind
is used, e.g., pork, chicken and beef hearts in a sausage
would carry a qualifier “made with pork, chicken and beef.”

MADE WITH 100% REAL CHEESE

This statement is acceptable on products as long as the
cheese components are all 100% real cheese. It is not
acceptable if a cheese food product or imitation cheese is
included in the formula.

MALIC ACID

Malic acid has been used extensively for many years as
part of flavoring/seasoning mixtures which are added to
components of meat or poultry products. It may be
approved as a flavoring agent, and is acceptable as a com-
ponent in a seasoning mix, e.g., in marinades and sauces,
but may not be added alone to a product.

MANICOTTI (IT)

Product must contain at least 10% fresh meat. An Italian
main dish consisting of rectangular-shaped pasta spread
with a filling of meat (e.g., sausage, ground beef, or
chopped prosciutto) and/or cheeses (e.g., ricotta and moz-
zarella). The pasta is rolled, edges pressed to seal, and
covered with grated parmesan cheese and tomato sauce. A
true product name must be shown, e.g., “Beef Manicotti
in Sauce.”

MARGARINE SUBSTITUTES

Meat food products that are substitutes for margarine
because they contain less than 80% fat and/or oil need not
be labeled “imitation” if the product has a fully descrip-
tive name and the finished product contains 15,000 inter-
national units of Vitamin A per pound.

The descriptive name of the product may include the
term “Spread” (or “Spred”), which has been widely
adopted as a generic fanciful name for this class of product.

The following guidelines shall be used in selecting the
appropriate descriptive product name:

1. “Animal Fat Spread (or Spred)” is an accept-
able product name for a product prepared from
animal fat as the sole source of fat.

2. “Animal Fat and Vegetable Oil Spread (or
Spred)” is an acceptable product name for a
product prepared with a combination of animal
fat(s) and vegetable oil(s) in which the veg-
etable oil(s) content is greater than 20% of the
total of the fat(s) and oil(s) used but less than
50% of the total.

3. “Animal Fat Spread (or Spred) — Vegetable Oil
Added” is an acceptable product name for a
product prepared with a combination of animal
fat(s) and vegetable oil(s) in which the veg-
etable oil(s) content is 20% or less of the total
of the fat(s) and oil(s) used but greater than 2%
of the total.

4. The fanciful name “Spread” (or “Spred”)
accompanied by a list of all ingredients indi-
vidually identified by their common or usual
name in order of decreasing predominance is
acceptable regardless of the nature and amount
of fat(s) and/or oil(s) used.

In 1, 2, and 3 above, the descriptive product name may
include the % of each fat and/or oil and may include the
common or usual name of each fat and/or oil used.

MARENGO

Product must contain at least 35% cooked meat or poultry
meat. It has chicken or veal in a sauce containing toma-
toes, mushrooms, onions, and wine, and label must show
true product name, e.g., “Chicken Marengo.”

MARINATED

To be labeled “marinated,” a product must use a marinade
that is a mixture in which food is either soaked, massaged,
tumbled, or injected in order to improve taste, tenderness,
or other sensory attributes, e.g., color or juiciness. Time
allotted in a marinade depends on many factors, e.g., thick-
ness and size of the meat and strength of the marinade.
Marinade should be that amount necessary to affect the
finished product, and limited to 10% pickup in red meat,
8% pickup in boneless poultry and 3% in bone-in poultry.

MARINE OIL

Herring oil and other marine species oils found by FDA to
be satisfactory may be combined with animal and mixture
of animal and vegetable oils processed as meat food prod-
ucts. Labels will bear statements identifying the presence
of such substances, e.g., a shortening consisting of 50%
herring oil and the remainder equal amounts of animal
and vegetable oils would be “Shortening, Prepared with
Herring Oil, Animal and Vegetable Oils.”

MARKING

Labeling may consist of a combination of printing, stencil-
ing, box dyes, etc. for large true containers and for shipping
containers. Crayons are unacceptable for applying required
labeling features except for figures indicating content
quantity. Approval of official marks appearing in newspaper
advertisements, billboards, etc. is not necessary; however,
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such marks may be reviewed locally before publication.
Such markings should conform to the illustrations in the
regulations and not be misleading.

“MAY CONTAIN” STATEMENTS

The use of “may contain” or “and/or” labeling may be
used in the ingredients statement’s sublisting of sliced
and/or diced products from various sources.

See: “Composite Ingredients Statement.”

MEAT AND DRESSING

Product must contain at least 50% cooked meat.

MEAT AND DRESSING WITH GRAVY

Product must contain at least 30% cooked meat.

MEAT BASE

A granular, paste-like product which is shelf-stable pri-
marily because of its high salt content (30–40%).

1. Beef Base — 15% beef or 10.5% cooked beef
2. Pork Base — 15% pork or 10.5% cooked pork
3. Ham Base — 18% ham

MEAT BROTH OR MEAT STOCK

MPR 135:1. Condensed 67:1.

MEAT BYPRODUCTS

Byproducts must be individually declared by species and
specific name in the ingredients statement, e.g., Pork
Liver, Beef Tripe, and Beef fat.

MEAT CASSEROLES

Product must contain at least 25% meat or 18% cooked meat.

MEAT CURRY

Product must contain at least 50% meat.

MEAT FLAVORING

Meat flavoring — when characteristic meat flavorings
such as bacon are added in amounts less than 2% in addi-
tion to the required meat component of a product, such
meat flavorings need not appear in the product label.

MEAT FOLDOVER MIT DRESSING

Product must contain at least 50% meat (chopped and
formed).

MEAT FOOD PRODUCTS CONTAINING POULTRY

INGREDIENTS — LABELING

Meat food products containing poultry ingredients in
amounts that exceed 20% of the total livestock and poul-
try product portion of the meat food product must have
product names that indicate the presence of the poultry
ingredients, e.g., “Beef and Chicken Chili” or “Chili made
with Beef and Chicken.”

Meat food products containing poultry ingredients in
amounts at 20% or less of the total livestock and poultry
product portion of the meat food product must have prod-
uct names that are qualified to indicate the presence of the
poultry ingredients, e.g., “Beef Stew — Turkey Added.”

However, meat food products that do not meet speci-
fied minimum livestock ingredient requirements because
poultry ingredients are replacing any part of the required
livestock ingredients must have product names that indi-
cate the presence of the poultry ingredients, e.g., “Beef
and Turkey Stew” or “Stew Made with Beef and Turkey.”

This policy does not apply to: (1) red meat products
that are expected to contain poultry ingredients, e.g.,
“Brunswick Stew and Potted Meat Food Product”
(Section 9 CFR 319.761); (2) cooked sausages identified
in Section 9 CFR 319.180 of the meat regulations (Policy
Memo 005A); or (3) nonspecific loaves, rolls, logs, etc.,
e.g., Pickle and Pimento Loaf.

MEAT LOAF

Uncooked or cooked pork, beef, veal or lamb, and other
ingredients in loaf form, but not canned.

1. Ingredients, e.g., cracker meal, oatmeal, bread
crumbs, nonfat dry milk, soy ingredients
(untextured), milk, and whole eggs are not
required in the product name.

2. Product may contain:
a. Head meat, cheek meat, heart meat, and

tongue meat under label declaration in the
ingredients statement only.

b. Not more than 12% extenders and binders.
c. Partially defatted chopped beef or pork up to

25% and declared as meat in the ingredients
statement.

3. Product must contain at least 65% meat.
4. Onion, tomato juice, water, and other liquid

extenders are not directly controlled.

MEAT LOAF, CANNED (PERISHABLE)

Canned perishable products in the loaf category must:

1. Meet the perishable labeling requirements. See:
9 CFR 317.2(k),
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2. Be cured with at least 1 ounce nitrate per 100
pounds of product and 1/2% dextrose or 1%
sugar.

3. Have a brine concentration of at least 3.5% in
the finished product. Products that contain cereal,
starch, or other extenders must have a brine
concentration of at least 6.1%.

MEAT LOAF, CANNED (STERILE PACKED)

No head, cheek, heart, or tongue meat permitted. Other
requirements are the same as uncanned cured meat loaf.
Binders and extenders must be shown in the product
name, e.g., “Meat Loaf, cereal added.”

MEAT PASTY OR PASTIES

Product must contain at least 25% meat. The label must
show the true product name, e.g., “Beef Pasty.”

MEAT PIE FILLING

Product must contain at least 37% meat.

MEAT PIES (OR VEGETABLE MEAT PIES)

Product must contain 25% meat; meat in gravy may be
counted towards meat content.

MEAT/POULTRY EXTENDED PRODUCTS

These should always be listed in the ingredients statement
of the secondary product by their correct name, e.g.,
“Beef, water and binder product,” unless it is included in
the name of the product, e.g., “Chili made with beef and
binder product.”

MEAT RAVIOLI

Product must contain at least 10% meat in ravioli.

MEAT RAVIOLI IN MEAT SAUCE

Product must contain at least 10% meat in ravioli and at
least 50% ravioli in total product, and at least 6% meat in
sauce.

MEAT RAVIOLI IN SAUCE

Product must contain at least 10% meat in the ravioli and
at least 50% ravioli in the total product.

MEAT SAUCE

Product must contain at least 6% ground meat.

MEAT SPREADS

Product must contain at least 50% meat or 35% cooked meat.
When another major component is considered a signifi-
cant source of protein such as cheese is added the require-
ment is reduced to 25% cooked meat. Product must show
a true product name, e.g., “Sausage and Cheese Spread.”

MEAT STICK AND CHEESE COMBINATION PRODUCTS

The following criteria are used for dry meat stick and
cheese combination products that need not bear a “keep
refrigerated” handling statement.

1. The dry meat stick portion must have a water
activity of less than 0.90, the cheese portion
must have a water activity of less than 0.94, and
the equilibrium of the water activity of the two
components must be no greater than 0.92;

2. the dry meat portion, if fermented, must be fer-
mented by an active fermentation culture (typi-
cally to a pH 5.0 or below) and;

3. for products where the meat portion and the
cheese portion are packaged together, there must
be a heat seal between the dry meat stick and
cheese components which separates the meat
stick from the cheese stick by at least 4 mm.

4. Dry meat stick and cheese combination products
not meeting these criteria must be labeled with
a “keep refrigerated” statement in lieu of com-
pelling data that establish safety.

Products not meeting the criteria stated above can be
labeled without a “keep refrigerated” statement if a con-
trol program ensuring safety and shelf stability is estab-
lished by the establishment.

MEATBALLS

Uncooked or cooked pork, beef, veal, and lamb, and other
ingredients in a ball form.

1. Product must contain at least 65% meat.
2. Binders and extenders are limited to 12% of the

total product. 6.8% of isolated soy protein is
considered the equivalent to 12% of the other
binders or extenders. The permitted binders and
extenders include, but are not limited to, cereal,
bread crumbs, cracker meal, soy flour, soy pro-
tein concentrate, isolated soy protein, and tex-
tured vegetable protein.

3. Cheeks, hearts, and tongues are not allowed,
but product may contain head meat, cheek meat,
heart meat, and tongue meat when declared in
the ingredients statement.
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4. Partially defatted chopped (PDC) (species)
may be used up to 25% of the meat block. PDC
(species) can be identified as (species) in the
ingredients statements. [See entry for Partially
Defatted Chopped (species).]

MEATBALLS IN SAUCE

Requires a 50% minimum of meatballs, by weight in fin-
ished product.

MEATBALL STEW

Meatball stew contains at least 25% meatballs and usually
contains vegetables such as potatoes, peas, carrots, etc., and
gravy or thick broth resulting from cooking all ingredients
together. The meatballs must meet the Meatball Standard.

MEATBALLS, SWEDISH STYLE

Product must contain at least 65% fresh meat. “Swedish
Meatballs” or “Swedish Style Meatballs” are small in size
and usually contain two or three different varieties of meat,
nutmeg and/or allspice, potatoes, and milk. “Swedish
Brand Meatballs Made in USA” means any meatball.

MEATBALLS, TURKEY

Product must contain at least 65% raw turkey meat. Skin
is permitted in natural proportions of meat used, if skin is
in excess of natural proportions, it shall be reflected in the
product name.

MEDITERRANEAN STYLE

Acceptable identification for product containing onion or
garlic, olive oil and four of any of the following groups:

1. Vegetable or fruit: dried apricot, artichoke,
dried date, dried fig, eggplant, tomato, pepper
(green or red), squash, lemon or lemon juice,
raisin and olives.

2. Legume or nut: fava bean, chick pea, white 
cannelloni bean, green bean, lentil, almond,
pine nut, pistachio.

3. Seasoning: dill, coriander, cinnamon, cumin,
fennel, basil, oregano, thyme, saffron, rose-
mary, parsley, mint, sumac, turmeric.

4. A regional dish as component, e.g., pita bread,
yogurt, Italian or Greek type cheese, pasta,
couscous or bulgur.

MERGUEZ, MERGUES OR MERGHEZ SAUSAGE

A hot and spicy fresh sausage originating in North Africa
and common in France which contains hot pepper and/or
paprika. The meat component must contain beef and may

contain lamb or mutton when labeled as “Merguez
Sausage.” When pork is used as part of meat component,
the product is labeled as “Merguez Sausage with Pork.”
When pork is the only meat ingredient, the product is
labeled “Pork Merguez Sausage.”

METHYL CELLULOSE

May be used as an ingredient in formulas for meat and
vegetable patties and various poultry products (mainly
patties) at a level of 0.15% of the total weight of the prod-
uct, which includes batter and breading of these products.

The internal technical effect is to extend and to stabilize
products as well as to act as a carrier.

See: 421.24(4) and 9 CFR 381.147(f)(4).

METTWURST

An uncooked cured smoked sausage in which byproducts
and extenders are not permitted. Beef heart meat is
acceptable. Water is limited to 3% and the fat content shall
not exceed 50%.

METTWURST, COOKED

Mettwurst which is cooked must be labeled “Cooked
Mettwurst,” and may contain up to 10% water based on
the finished product.

METZ SAUSAGE

Cured lean beef and pork and bacon are finely chopped,
seasoned, and stuffed into beef middles. It is air-dried for
5 days, then given a cool smoke. It is classed as a semi-
dry sausage.

MEXICAN STYLE

Acceptable for products that contain at least four of the
following: jalapeno peppers, chili peppers, green chilies,
cumin, cayenne peppers, red or green peppers, chili pow-
der, jalapeno powder, Monterey Jack cheese, or cheddar
cheese. This policy applies to a single food and does not
supersede Policy Memo 068.

MEXICAN STYLE DINNERS

Products like tamales, enchiladas, and tacos must make up
25% of the dinner or entree to qualify as “Mexican Style.”
The individual product standard must also be met.

MEXICAN STYLE SAUCES

A garnish (decoration) of cheese in or on the sauce of
Mexican style foods does not require the presence of the
cheese to be declared in the product name or qualifying
statement.
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MILAN OR MILANO SALAMI

A dry sausage with a maximum MPR of 1.9:1. It is an
Italian-type salami, except the meat is finely cut. It is
made with beef, pork fat, spiced with garlic, and has a dis-
tinctive cording.

MINCE MEAT

Product must contain at least 12% fresh meat or 9%
cooked meat. Heart meat may be substituted. In addition
to “Mince Meat,” the product name should include kinds
of meat, e.g., “Mince Meat with Beef” or “Mince Meat
with (species) Heart Meat.” When 2% or more cooked
meat but less than 9% cooked meat is present in the for-
mula, the product is amenable and the name must state
that the product is “Mince Meat Flavored With ____.”

A product marketed as “Mince Meat” which contains
less than 2% cooked meat or contains only beef suet as the
ingredient of animal origin, is not considered as a meat
food product and is not amenable.

MIXTURES

Mixtures of nonfat dry milk (NFDM), calcium reduced dry
skim milk (CRDSM), or dried whey, reduced lactose whey,
reduced minerals whey, and whey protein concentrate with
other substances are not allowed, except in batter and gravy
mixes and breaders. Mixtures of cereal, soy preparations
and/or sodium caseinate with other substances are permitted
to come into the plant for use in batter and gravy mixes,
but they must be labeled to show their intended use, e.g.,
“Patty Mix” or “Gravy Mix.” The labels of the mixtures
must show the ingredients in order of their predominance.

MOCK DRUMSTICKS

An imitation product; nonspecific.

MOCK TURTLE SOUP

Product must contain at least 10% beef and may be made
with beef and beef byproducts.

MOFONGO

Pork skins and plantain type product with at least 20%
pork skins in the total formulation. It must show true prod-
uct name, e.g., “Pork Skin Filling Wrapped in Plantain.”

MOISTURE PROTEIN RATIO (MPR)

Frizzes 1.6:1 Ukrainian Sausage 2.0:1 Jerky 0.75:1
Kippered Beef 2.03:1 Pepperoni 1.6:1 Dry Salami 1.9:1
Dry Sausage 1.9:1 Genoa Salami 2.3:1 Tropic Cure Pork
3.25:1 Sicilian Salami 2.3:1 Thuringer 3.7:1 Italian Salami
1.9:1 Dried Meat 2.04:1 Roast Beef, Canned 2.25:1
Chipped Beef 2.04:1 Farmer Summer Sausage 1.9:1.

MOISTURE PROTEIN RATIO (MPR) — PH

Nonrefrigerated or shelf-stable sausages must have an
MPR of 3.1:1 or less and a pH of 5.0 or less, unless com-
mercially sterilized. This does not apply to products con-
taining more than 3.5% binders or 2% isolated soy protein.

MONDONGO

A mixture of one or more of the following: (a) beef tripe,
(b) cattle feet with or without hide on, (c) chitterlings, and
(d) beef intestines.

See: Beef Tripe Stew.

MORCELLA BLOOD PUDDING

Nonspecific. The product is made from pork fat, beef
blood and/or pork blood, and may contain meat.

MORTADELLA

Normally a cooked sausage but can be dry or semi-dry. It
is similar to salami and cervelat except that it has large
chunks of pork fat. Red sweet peppers up to 4% and pis-
tachio nuts up to 1% are acceptable as long as they are
shown in the true product name.

MORTADELLA (CANNED)

Canned items designated “Mortadella” must be labeled
with the phrase “Perishable, Keep Under Refrigeration”
and must have an MPR of 3.85:1 or less.

MORTADELLA — POULTRY

Poultry Mortadella is a dry, semi-dry, or cooked sausage
formulated with poultry. The sausage must contain large
chunks of pork fat and may contain extenders and/or
binders. Red sweet peppers are permitted up to 4% and
pistachio nuts up to 1% and shown as added in the true
product name.

If product is canned, the MPR must not exceed 3.85:1,
the internal temperature must have reached 160°F and the
product labeled “Perishable, Keep Under Refrigeration”
or similar wording.

MORTADELLA WITHOUT FAT CUBES OR CHUNKS

Product must meet the standard for Mortadella and the
label be qualified to indicate the absence of Fat Cubes or
Chunks, e.g., “Mortadella without Fat Cubes” or
“Mortadella without Fat Chunks.”

MOUSAKA, MOUSSAKA, MUSAKA (GK)

Must contain at least 25% meat. Mousaka is a casserole
containing layers of meat and eggplant made in various
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ways throughout the Middle East. A true product name is
required, e.g., “Eggplant and Meat Casserole.”

MULLICATAWNY SOUP

Product must contain at least 2% cooked poultry meat and
enough curry powder and pepper to characterize the prod-
uct. The label must show a true product name, e.g.,
“Chicken Mullicatawny Soup.”

MULLIGAN STEW

Product must contain at least 25% fresh meat or meat and
poultry. Mulligan stew is a mixture of vegetables and meat
combined in a gravy or sauce. The label must have a true
product name, e.g., “Chicken and Meat Mulligan Stew.”

MUSTARD BRAN

This is not considered a spice and must be declared as
“Mustard Bran.” It is not acceptable in sausage.

MUSTARD FLOUR

It is a spice that is commonly used in sausage products.

MYVACET

(Distilled Acetylated Monoglycerides). Acceptable for
use as a coating on sausage casings. Sausages coated with
Myvacet shall show, adjacent to the product name, a qual-
ifying statement disclosing the presence of the compound,
e.g., “Summer Sausage Coated with a Solution of
Distilled Acetylated Monoglycerides.”

NACHO STYLE, NACHO FLAVOR, AND SIMILAR TERMS

Acceptable terminology for products possessing the com-
monly expected flavor characteristics associated with
“Nachos,” a Mexican hors d’oeurve. The characterizing
flavor components generally include, but are not limited
to, cheese (Cheddar or Monterey Jack), tomato (tomato
solids, tomato powder), spices, or other natural seasonings
and flavorings (usually garlic and onion), and chili pep-
pers (mild or hot). Romano and Parmesan cheese are also
often present. However, these cheeses may not be used to
satisfy the above cheese requirement.

NATURAL CLAIMS

The term “natural” may be used on labeling for meat
products and poultry products, provided the applicant for
such labeling demonstrates that:

1. The product does not contain any artificial fla-
vor or flavoring, coloring ingredient, or chemi-
cal preservative (as defined in 21 CFR 101.22),
or any other artificial or synthetic ingredient; and

2. The product and its ingredients are not more
than minimally processed. Minimal processing
may include:
(a) those traditional processes used to make

food edible or to preserve it or to make it 
safe for human consumption, e.g., smoking,
roasting, freezing, drying, and fermenting, or

(b) those physical processes which do not fun-
damentally alter the raw product and/or
which only separate a whole, intact food
into component parts, e.g., grinding meat,
separating eggs into albumen and yolk, and
pressing fruits to produce juices.

Relatively severe processes, e.g., solvent extraction, acid
hydrolysis, and chemical bleaching would clearly be con-
sidered more than minimal processing. Thus, the use of 
a natural flavor or flavoring in compliance with 21 CFR
101.22 which has undergone more than minimal process-
ing would place a product in which it is used outside the
scope of these guidelines. However, the presence of an
ingredient which has been more than minimally processed
would not necessarily preclude the product from being
promoted as natural. Exceptions of this type may be
granted on a case-by-case basis if it can be demonstrated
that the use of such an ingredient would not significantly
change the character of the product to the point that it
could no longer be considered a natural product. In such
cases, the natural claim must be qualified to clearly and
conspicuously identify the ingredient, e.g., contains
refined sugar.

All products claiming to be natural or a natural food
should be accompanied by a brief statement which
explains what is meant by the term natural, i.e., that the
product is a natural food because it contains no artificial
ingredients and is only minimally processed. This state-
ment should appear directly beneath or beside all natural
claims or, if elsewhere on the principal display panel, an
asterisk should be used to tie the explanation to the claim.

The decision to approve or deny the use of a natural
claim may be affected by the specific context in which the
claim is made. For example, claims indicating that a product
is natural food, e.g., “Natural chili” or “chili — a natural
product” would be unacceptable for a product containing
beet powder which artificially colors the finished product.
However, “all natural ingredients” might be an acceptable
claim for such a product.

NATURAL SMOKED COLOR

Approval can be properly granted to labels with this state-
ment when the products involved are “Smoked” and not
artificially colored. The results of the use of artificial smoke
materials can, by means of a number of processing opera-
tions, result in a color characteristic being acquired by the
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frankfurters, bologna, and the like. The term “Natural
Smoked Color” can be used to properly identify this point.

NAVARIN

Navarin is a stew containing lamb or mutton and vegeta-
bles and considered a national dish of France. It must
meet the meat stew standard of 25% meat. Show true
product name, e.g., “Navarin-Lamb Stew.”

NEGATIVE LABELING

1. Negative labeling is allowed if it is unclear from
the product name that the ingredient is not pres-
ent. For example, the use of the term “no beef”
on the label of “turkey pastrami” would further
clarify that the product does not contain beef.

2. Negative labeling is allowed if the statement is
beneficial for health, religious preference, or
other similar reasons. For example, highlighting
the absence of salt in a product would be help-
ful to those persons on sodium-restricted diets.

3. Negative labeling is allowed if the claims are
directly linked to the product packaging, as
opposed to the product itself. For example,
flexible retortable pouches could bear the state-
ment “no preservatives, refrigeration or freez-
ing needed with this new packaging method.”

4. Negative labeling is allowed if such claims call
attention to the absence of ingredients because
they are prohibited in a product by regulation or
policy. The statement must clearly and promi-
nently indicate this fact, so as not to mislead or
create false impressions. For example, “USDA
regulations prohibit the use of preservatives in
this product” would be an acceptable statement
for ground beef.

5. Negative labeling is allowed to indicate that
absence of an ingredient when that ingredient is
expected or permitted by regulation or policy.
This could also apply to ingredients which are
not expected or permitted by regulation or pol-
icy if the ingredients could find their way into
the product through a component. For example,
the use of “no preservatives” on the label of
“spaghetti with meat and sauce” (where regula-
tions do not permit the direct addition of preser-
vatives) would be acceptable if the product
contained an ingredient, such as cooking oil,
which could contain antioxidants but do not.

These guidelines do not preempt the requirements of the
nutrition labeling regulation. Therefore, negative claims
such as “unsalted” would have to comply with the provi-
sions stated in the nutrition labeling regulations.

NET QUANTITY OF CONTENTS ON COMBINATION

PACKAGES

The guidelines for stating the net quantity of contents on
combination packages containing both liquid and solid
products are as follows:

1. The declaration of net quantity of contents for
a combination package shall be expressed in
terms of fluid measure for individual products
that are liquid and in terms of avoirdupois
weight for individual products that are solid,
semisolid, or viscous, provided the quantity
statements for identical packages or units are
combined. For example, the fruit drink would
be expressed in fluid measure and the meat,
cheese, crackers, and cookies would be
expressed in the combined avoirdupois weight.

2. The declaration of quantity shall be preceded
by one of the following terms, as appropriate:
“Net Weight,” “Net Wt.,” or “Net Contents.”

The net quantity of contents declaration may
appear in more than one line. Therefore, both
stacked and side-by-side declarations would be
considered appropriate.
– Descriptive terms may be used to identify the

liquid and solid components of the package,
e.g., entree, meal, or drink; however, such
terms shall not include brand names.

– Connecting words such as “and” or “plus”
are permitted to be used as part of the decla-
ration of contents.

Examples of acceptable net content declara-
tions are as follows:
– Entree Net Wt. 8 oz., Drink 4 fl. oz. (120 ml)
– Net Contents: lunch 8 oz. plus fruit drink

4 fl. oz.
– Net Wt. 8 oz. Drink 4 fl. oz. (120 ml)
– Net Weight 8 oz. and 4 fl. oz.

Federally inspected meat and poultry products are exempt
from the requirements of the Fair Packaging and Labeling
Act (FPLA), including the mandatory metric labeling pro-
visions that went into effect February 14, 1994. However,
if metric labeling is included voluntarily, such labeling
should comply with the FPLA.

The guidelines contained in this policy memo will be
subject to the provisions prescribed in 9 CFR 317.2(h) and
9 CFR 381.121 of the Federal regulations.

NET WEIGHT STATEMENT

1. Divider Pak

On a product where two cans are taped together, one of
which contains the meat or poultry item and the other a
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vegetable, e.g., “Chicken Chow Mein,” the meat or poul-
try label may include the net weight on the 20% panel.
The vegetable can bears the true name of the product with
the total net weight of the other can and the drained
weight of the vegetable can.

2. Double Packing

When a poultry product and a non-poultry product are
separately wrapped and placed in a single immediate con-
tainer bearing the name of both products, the net weight
shown on the immediate container may be the total net
weight of the two products or the net weight of the poultry
product and the non-poultry product separately.

3. Additional Net Weight Information

Nonregulatory information of a net weight nature, e.g.,
4–3 oz. packages, accompanying a net weight statement is
acceptable and need not adhere to the size and spacing
restrictions.

4. Open Net Weights

Open net weights may be presented in pounds and ounces,
decimals, decimal fractions, or fractions, e.g., 1½ lbs.,
1.6 lbs.

5. Net Weight Requirements

The statement of net quantity of contents is required on all
products intended for sale at retail intact. In addition,
shipping containers must bear a net quantity of contents
statement if product inside is not uniform in weight (i.e.,
random weight). Piece counts may not be used in lieu of
a required net quantity of contents statement on a shipping
container but may be used as additional information.

6. Multi-Unit Retail Packages

Fully labeled packages of more than one of the same meat
or poultry product packages in an open (i.e., clear) over-
wrap do not have to include a net weight statement.

See: 9 CFR 317.2(h), and 9 CFR 381.121(b).

NET WEIGHT STATEMENTS ON PACKAGES WITH

HEADER LABELS

The guidelines for determining the size and location of net
weight statements on meat food product packages with
header labels are as follows:

1. The entire front of the package is considered
the principal display panel of the package and
its area is used to determine the size of the net
weight statement. Print size specifications for
the net weight statement specified by the regu-
lations must be followed.

2. The net weight statement should be placed
within the lower 30% area of the header label
if no other mandatory labeling features are
printed on the rest of the principal display
panel of the package. If mandatory features do
appear below the header label, the net weight
statement must be placed within the lower
30% of the total area containing any manda-
tory information.

A “Header Label” is a small label applied across the top
of a package usually bearing all of the mandatory labeling
information. The rest of the package is most often a clear
film containing a meat or poultry product, e.g., luncheon
meat. This type of packaging is designed to be used on
pegboard type displays.

“NEW” AND SIMILAR TERMS

Terms like “new,” “now,” “improved,” and similar terms
may be used within the following guidelines:

1. The terms may only be used for a period of 6
months from the date of the initial approval,
except as noted in 2, 3, and 4 below.

2. Extensions to the 6-month period may be
granted if:
a. Processors can demonstrate that production

or distribution delays precluded the use of
the approved labeling as scheduled. In such
situations, the lost time can be restored.

b. Processors can demonstrate that labeling
inventory needs for the 6-month period were
over estimated due to poor sales. The
processors must maintain records which
indicate the amount and the date the labeling
was originally purchased. In this situation,
up to an additional 6 months can be granted.
No further extension will be considered.

3. In those situations where it is customary to dis-
tribute “new” products to various geographical
regions, each geographic area may receive a
sketch approval for 6 months if the processor
can assure adequate controls over the segrega-
tion and distribution of the products.

4. In situations where it is customary to test mar-
ket product in no more than approximately
15% of the intended total marketing area before
total distribution begins, labeling for the test
market area can receive a sketch approval and
also be included in the 6-month sketch approval
given to the labeling of the product distributed
to the total marketing area. Processors must be
able to assure that only 15% of the total market
is involved in test marketing.
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NEW ENGLAND BOILED DINNER

Product must contain at least 25% cooked “Corned Beef.”

NEW ORLEANS STYLE

Acceptable for products that contain any five of the fol-
lowing ingredients:

Roux base, rice, onion, green onions garlic, celery, bell
peppers, cayenne pepper, white pepper, parsley, or tomato.

The product may contain various protein sources
including seafood and game.

NITRITE

Calculations should be based on the total meat block
including the muscle tissue, fat and blood (e.g., “Blood
Pudding”). If the product is cured, the blood would be
included and considered part of the meat.

NON-AMENABLE PRODUCT/VOLUNTARY INSPECTION

[Examples of non-amenable products are sandwiches con-
taining meat or poultry, clam chowder which has less than
1% bacon for export to Japan, and natural casings for
export]. Any non-amenable product can be produced
under voluntary inspection when requested [9 CFR 318.13
and Subchapter B, Part 350.3(c)]. However, most FSIS
requirements have to be met concerning labeling, i.e.,
mandatory labeling features, an accurate ingredients state-
ment, handling statement, etc. Safe Handling Instructions
are not required even for raw non-amenable products.
FDA nutrition labeling rules apply to such products.

NON-DAIRY WHITE SAUCE OR NON-DAIRY SAUCE

A sauce made with a non-dairy creamer. If this type of a
sauce is proposed for use with “Chipped Beef,” a suitable
name would be “Non-Dairy White Sauce with Chipped
Beef” or “Non-Dairy Sauce with Chipped Beef.” The ref-
erence to “Cream” or any of its derivations should not
appear in the product name.

NONSPECIFIC MEAT FOOD PRODUCTS

Red meat items of this type do not have specific require-
ments, i.e., they do not possess a standard of identity or
composition. Consequently, these products shall be identi-
fied by one of two ways: (1) A descriptive name that iden-
tifies characterizing components and/or ingredients, or (2) a
fanciful or coined name that is accompanied by an ingredi-
ents statement. The latter approach should be used when the
use of a descriptive name is not practical, e.g., when the
descriptive name would read like an ingredients statement.

When a fanciful name or coined name is used, the
ingredients statement should appear contiguous to the
product name on the principal display panel of an imme-
diate container.

NONSTANDARDIZED COOKED SAUSAGE PRODUCTS

CONTAINING BOTH LIVESTOCK AND POULTRY

INGREDIENTS

The labeling of nonstandardized cooked sausage products
must comply with 9 CFR 319.180.

Meat food products are those in which more than 50%
of the livestock and poultry product portion consists of
livestock ingredients. Such cooked sausage products
which contain poultry ingredients at more than 15% of the
total ingredients (excluding water) must have product
names that indicate the species of livestock and kind(s) of
poultry ingredients, e.g., “Beef and Turkey Frankfurter”
or “Frankfurter Made From Beef and Turkey.”

Poultry food products are those in which more than 50%
of the livestock and poultry products portion consists of
poultry. Livestock ingredients at more than 20% of the total
poultry and livestock ingredients must have product names
that indicate the kind(s) of poultry and species of livestock
ingredients, e.g., “Turkey and Beef Frankfurter” or
“Frankfurter Made from Turkey and Beef.” Such cooked
sausage products which contain livestock ingredients at
20% or less of the total poultry and livestock ingredients
must have product names that are appropriately qualified to
indicate the inclusion of livestock ingredients, e.g., “Turkey
Frankfurter — Pork Added or Turkey Frankfurter” — With
Pork.” (The product names of cooked sausage products
which contain no livestock ingredients designate the kind(s)
of poultry ingredients, e.g., “Turkey Frankfurter.”) Cooked
sausage products containing over 50% meat ingredients
would carry the red meat legend while those containing over
50% poultry ingredients would carry the poultry legend.

NOODLE CHICKEN VEGETABLE DINNER OR NOODLE

CHICKEN DINNER WITH VEGETABLES

(Canned or in glass jars). Product must contain at least 6%
cooked chicken.

NUGGET LABELING

Nuggets are irregularly shaped, usually bite-sized meat
and/or poultry products which are usually breaded and
deep fat fried and intended to be used as finger foods.
There are a number of different types of nuggets, the
labeling for which is:

1. Products made from a solid piece of meat or
poultry may use the term “Nugget” as part of
the product name without further qualification
(e.g., “Chicken Nugget,” “Beef Nugget”).

2. Products made from chopped and formed meat
or poultry may use the term “Nugget” as part of
the product name, provided a qualifying 
statement describing such process is shown 
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contiguous to the product name (e.g., “Chicken
Nugget, Chopped and Formed” or “Beef Nugget,
Chopped and Formed”).

3. Products made from chopped meat or poultry
and containing binders, extenders and/or water
may use the term “Nugget” as a fanciful name,
provided a descriptive name immediately fol-
lows “Species” or “Kind” nugget (e.g., “Breaded
Nugget-Shaped Chicken Patties”).

4. Products described in (1), (2), and (3) above
which are breaded shall be labeled as “breaded”
and shall be limited to 30% breading.

OAT FIBER

“Oat fiber,” should be identified in the ingredients state-
ment as “isolated oat product.” It may be used in non-stan-
dardized products and in products, such as, “taco fillings.”

OLEOMARGARINE

The Establishment Number may be omitted from the
outer container, provided that articles are completely
labeled including Establishment Number inside.

See: 9 CFR 317.2(i).

OMELET, DENVER OR WESTERN STYLE

Product must contain at least 18% ham with onions and
green and/or red peppers.

OMELET, FLORENTINE

Product must contain at least 9% cooked meat and must
contain spinach.

OMELETS WITH

Bacon — must contain at least 9% cooked bacon
Chicken Livers — must contain at least 12% cooked

liver
Corned Beef Hash — must contain at least 25%

corned beef hash
Creamed Beef — must contain at least 25% creamed

beef
Ham — must contain at least 18% cooked ham
Sausage — must contain at least 12% dry sausage
Sausage and Cheese (omelet with pepperoni, cheese

and sauce) — must contain at least 9% sausage
in the total product.

OPEN DATING

Labels showing further qualifying phrases in addition to
the explanatory phrase must submit with the application
sufficient documentation to support these additional
claims. See [9 CFR 317.8(b)(32) and 9 CFR 381.129(c)].

Some local authorities require that packaged foods heated
and sold hot from industrial catering vehicles be dated
with the day the foods were placed in the warming units
(e.g., Tuesday, Friday, etc.). When assured by the local
authorities that the foods are under a rigid local inspection
program, the designations may be approved without an
explanatory statement as required by the regulations. To
date, only the county of Los Angeles, California, has pro-
vided this assurance.

The packing date should be shown on immediate or
shipping containers of poultry food products as required by
regulations [9 CFR 381.126 and 381.129(c)]. When meat or
poultry products are packed and held in freezer storage for
later repacking, the explanatory phrase on repacked product
should be in terms of “sell by” or “use before.” However, if
a “packed on” phrase is desired, the date shown shall be
that of the original packing of the product.

OSTRICH AND OTHER RATITES (EMU)

Products that do not contain 3% of beef, pork, chicken or
turkey, can not contain cure ingredients, i.e., Nitrite, nitrate.

PAELLA CON BACALAO (SP)

Product must contain at least 35% cooked meat or poultry
meat and include seafood and no more than 25% cooked
rice. The label must show true product name, e.g., “Beef
and Fish with Rice.”

PAPAIN

Meat and poultry products that are dipped in a solution
containing papain shall show in conjunction with the
product name a statement, e.g., “Tenderized with a solu-
tion of (list ingredients of solution).” Carcasses of animals
treated with papain by ante-mortem injection shall be
roller branded “Tendered with Papain.” Parts not so
marked shall be labeled as “Tendered with Papain.”

See: 9 CFR 317.8(b) (25) 9 CFR 381.120
See Enzymes-Proteolytic.

PAPRIKA

Generally, paprika and/or oleoresin of paprika are not 
permitted in or on fresh red meat products, fresh ground
poultry, or fresh poultry sausage. They are permitted
under the following conditions:

1. In both red meat and poultry products where
such ingredients are acceptable and expected,
including Italian Sausage, Salisica, Chorizo,
Longaniza, and Hungarian Style products. All
requests for additional products should be
referred to the Labeling and Consumer Protection
Staff to determine their acceptability.

Standards for Meat and Poultry in the United States 72-65

DK9848_C072.qxd  31/Aug/05  11:25 AM  Page 65



2. On red meat products where their use does not
misrepresent the leanness or freshness, e.g.,
application to a surface layer of fat and not to
the muscle tissue. However, the name must be
appropriately qualified, e.g., “coated with
paprika” or “artificially colored.”

3. In or on products where they are expected and the
product name discloses this fact, or the product
name refers to a component expected to contain
the ingredients. Examples include: “Beef with
Barbecue Sauce,” “Beef — Barbecue Flavor,”
“Chicken Paprikash,” “Chicken with Orange
Sauce,” or similar type products.

4. In fresh whole muscle poultry products, pro-
vided their presence is properly described, e.g.,
“coated with paprika,” or “artificially colored,”
as appropriate.

PARTIALLY COOKED

1. Partially cooked bacon — acceptable nomencla-
ture if shrink requirement for fully cooked bacon
is not met must meet requirements for trichinae
treatment. Cooking instructions are required.

2. Partially cooked poultry — unacceptable for
cooked poultry products.

PARTIALLY DEFATTED (BEEF OR PORK) FATTY TISSUE

These are byproducts produced from fatty trimmings 
containing less than 12% lean meat. These ingredients may
be used in meat products in which byproducts are accept-
able. Products include nonspecific loaves, beef 
patties, frankfurters with byproducts, bologna with variety
meats, imitation sausage, potted meat food product, sauces,
or gravies. May be used in excess of the amounts of meat
necessary to satisfy the standard for only the products listed
in the Policy Book. However, in this situation, the PDCB or
PDCP must always be declared in the ingredients statement.

See: 9 CFR 319.15(e) 9 CFR 319.29(a).

PARTIALLY DEFATTED CHOPPED (BEEF OR PORK)
(PDCB, PDCP)

1. Partially Defatted Chopped Beef is not permit-
ted in hamburger, ground or chopped beef. The
School Lunch Program requires that when
PDCB is used in products like taco mix, which
later may be used in preparing other products
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The Amount and Labeling of PDCB and PDCP in Food Products

Class Food Category Amount Labeling

I Beef Patties No Limit Beef or Pork, or both
Imitation Sausage No Limit Beef or Pork, or both
Non Specific Loaf No Limit Beef or Pork, or both
Potted Meat Food Product No Limit Beef or Pork, or both
Patty Mix No Limit Always must be declared
Beef for Roasting 12% of Meat Block

II Chinese Eggroll and other Up to 12% of the Meat Block Beef or Pork
Chinese Specialties
Chopped Beef Steak Up to 12% of the Meat Block Beef or Pork
Corned Beef Hash Up to 12% of the Meat Block Beef or Pork
Fabricated Steaks Up to 12% of the Meat Block Beef or Pork
Pepper Steak Up to 12% of the Meat Block Beef or Pork
Salisbury Steak Up to 12% of the Meat Block Beef or Pork
Luncheon Meat (nonspecific) Up to 25% of Meat Block
Pizza Meat Topping Up to 25% of Meat Block Beef or Pork
Pizza With Meat Up to 25% of Meat Block Beef or Pork
Cooked Sausage (9 CFR 319.180 (b)) Up to 15% of Meat Block Always must be declared
Pepperoni Up to 15% of Meat Block Must be declared

III Chili Up to 25% of Meat Block or larger As beef; or pork, if larger
must be declared

Meat Loaf Up to 25% of Meat Block or larger As beef; or pork, if larger
must be declared

Meat Balls Up to 25% of Meat Block or larger As beef; or pork, if larger
must be declared

Meat Fillings for Tacos, Burritos, Up to 25% of Meat Block or larger As beef; or pork, if larger
Enchiladas, Tamales and other must be declared
Mexican Foods

IV Corned Beef Hash Up to 12% of Total Product Formulation Beef

Note: All percentages as calculated on the basis of the fresh weight of meat content.
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(e.g., tacos or patties), the PDCB or PDCP must
always be declared in the ingredients statement
on the labeling of the taco mix. All Beef or
100% Beef is acceptable as product name.

2. Partially Defatted Chopped may be used in
excess of meat necessary to satisfy the standards
on only the products listed in the Policy Book.
However, in this situation, the PDCP must
always be declared in the ingredients statement.

PARTIALLY DEFATTED COOKED (BEEF OR PORK)
FATTY TISSUE

This product may be used as an ingredient in: beef patties
(cooked and uncooked), potted meat food product, sauces,
gravies, imitation sausage, and nonspecific loaves. No
limit on quantity is made. It is believed to be self-limiting.

PARTIALLY HYDROLYZED WHEY PROTEIN

An acceptable ingredient name for a binder.

PASTELLES (SP)

Product must contain at least 10% fresh meat. Product is
always made with pork in Puerto Rico. The label must
show the true product name, e.g., “Pork Pastelles.”

PASTELLILLOS (SP)

Puerto Rican Style product containing at least 8% cooked
meat. Species is part of the product name. The label must
show the true product name, e.g., “Pork Pastellillos.”

PASTITSIO

(Greek for casserole). Product must contain at least 25%
fresh meat or 18% cooked meat. A product containing
macaroni, ground beef, tomato paste, wine, white sauce,
and Parmesan cheese that may be labeled “Greek Style
Pastitsio.”

PASTRAMI

Cooked cured beef with spices, generally made from the
plate but other cuts can be used. The product must be
smoked or treated with smoke flavoring. “Pastrami, Water
Added” is not permitted, although similar products labeled
according to Policy Memo 084A are permitted. The term
“Unsmoked Cooked Pastrami” must be used when the
product is not smoked or does not contain smoke flavor-
ing. Pastrami may or may not be coated with spices. When
product is coated, a qualifier is not required.

PASTRAMI JERKY

Acceptable name for product processed as pastrami prior
to meeting the requirements for jerky.

PASTRAMI, TURKEY

A cured turkey product that is cooked. The product must
be smoked or treated with smoke flavoring. The term
“Unsmoked Cooked Turkey Pastrami” must be used when
the product is not smoked or does not contain smoke fla-
voring. Cured turkey thigh meat is an acceptable name.

PATE DE FOIE

Product must contain at least 30% liver. Pate means paste;
foie means liver. 
See: Foile Gras Products.

PATTIE FOLD OVER MIT DRESSING

Product must contain at least 50% pattie.

PATTIES

Chopped and shaped and similar terms not required on
products labeled patties.

1. Paprika not permitted in fresh meat patties.
2. PDCB or PDCP may be listed as beef or pork,

except in patties with mechanically separated
(species) product and school lunch labeled
products.

3. PDBFT and PDPFT permitted. Must show as
such in the ingredients statement.

4. Meat patties, with added fat up to 20% of the
meat block, from a source other than that shown
in the name, show as added (ex., Veal Patties,
Beef Fat Added): over 20% to be part of the
product name, e.g., “Veal and Beef Fat Patties.”

5. Ground beef patties — no extenders or water
added. Hamburger patties — no extenders or
water added. Same requirement as hamburger.

6. Pre-broiled beef patties with simulated stripes
(patties are deposited on conveyor and pre-
broiled). Parallel stripes are applied with a
solution of caramel coloring and water through
parallel spigots. Product name will identify
artificial color marks on the label.

7. Antioxidants are permitted in pork or beef pat-
ties both raw and cooked.

8. Beef Patties: If beef byproducts are added
which are not permitted by the standard, the list
of ingredients must immediately follow the
product name. See: 9 CFR 319.15(c).

9. Pork Patties: The standard for beef patties 9
CFR 319.15(c) shall be applied with the excep-
tion that the species is pork.

PAUPIETTE (FR)

Thinly sliced pieces of meat stuffed and rolled. Same stan-
dard as “Beef Roulade,” which is at least 50% cooked meat.
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PEANUT FLOUR

Can only be used in nonspecific products that are not sub-
ject to moisture controls.

PECTIN

Can be used at a maximum use level of 3% in nonstan-
dardized meat and poultry food products. The common
and usual name of the ingredient, regardless of its source,
is “pectin” (21 CFR 184.1588).

PEPPER

The term “pepper:” as used in the Italian sausage regula-
tion refers to the pungent spices, such as: black, white,
cayenne, or red pepper. “Paprika” as an optional ingredi-
ent is less pungent and is used primarily for its coloring
qualities. Bell peppers, chilies, paprika and cayenne or red
pepper, are from the capsicum pepper family. These prod-
ucts have specific uses and are recognized by specific
names. “Paprika” should not be substituted for “pepper”
in a meat or poultry food product.

PEPPERONI

A dry sausage prepared from pork or pork and beef.
Combinations containing more than 55% beef are called
beef and pork pepperoni. Pepperoni made with beef must
be called beef pepperoni. Pepperoni must be treated for
destruction of possible live trichinae and must have an
MPR of 1.6:1 or less. Antioxidants are permitted in pep-
peroni. The casing, before stuffing, or the finished prod-
uct, may be dipped in a potassium sorbate solution to
retard mold growth. Extenders and binders are not per-
mitted in pepperoni. Hearts, tongues, and other byprod-
ucts are not acceptable ingredients.

PEPPERONI, COOKED

Cooked pepperoni is not an acceptable product name.

PEPPERONI WITH POULTRY

Poultry may be added to pepperoni if properly labeled. If
the meat block contains 20% or less poultry, the product
is labeled “Pepperoni with Turkey (kind) Added.” When
poultry over 20% of the meat and poultry block product is
labeled “Pork and Turkey (kind) Pepperoni,” an MPR of
1.6:1 is applied. If the amount of poultry exceeds that of
the meat, the product label reads “Turkey and Pork
Pepperoni.” This would carry a poultry legend.

PEPPERS AND COOKED SAUSAGE IN SAUCE

Product must contain at least 20% cooked sausage in total
formulation.

PERISHABLE UNCURED MEAT AND POULTRY

PRODUCTS IN HERMETICALLY SEALED CONTAINERS

Establishments seeking approval of label applications for
perishable, uncured products which have received a less
rigorous heat treatment than traditionally canned product
(9 CFR 318 and 381, SUBPARTS G and X, respectively)
must submit a sufficiently detailed processing procedure
either incorporated on or attached to the FSIS Form 7234-1,
APPLICATION FOR APPROVALS OF LABELS,
MARKING OR DEVICE. The procedure must include a
description of product formulation, method(s) of prepara-
tion, cooking and cooling temperatures, type of container,
and cooking and handling instructions.

Hermetically sealed containers include glass jars,
metal cans, flexible retortable pouches, plastic semi-rigid
containers, etc., that are airtight and/or impervious after
filling and sealing.

The policy does not apply to raw meat or poultry,
cooked or roast beef, cooked poultry rolls and similar
products, whole or uncut cured products, or products that
are distributed and marketed frozen. However, products
containing cured meat or poultry as components in com-
bination with raw vegetables, e.g., pasta salads and other
chilled meat/poultry meals or entrees containing raw or
partially cooked vegetables, are covered under this policy,
provided the above-mentioned procedural attributes are
indicative of the manufacturing process.

In addition, an approved partial quality control program
(PQCP) is required which must address the critical points in
the manufacturing process. As such, the PQCP must contain
a detailed description of: ingredient storage controls, prod-
uct formulation and preparation, container filling and seal-
ing, any heat treatment (times/temperatures) applied,
including a description of the equipment used, any other
treatments applied, cooling procedures (times/ tempera-
tures), lot identification procedures; finished product storage
conditions, inplant quality control procedures, and records
maintenance procedures. The PQCP must be forwarded to
the Processed Products Inspection Division (PPID) for
appropriate review and approval before the product label
may be used. Guidelines for development of PQCP’s for
these products may be obtained from PPID upon request.

PET FOOD

1. Certified pet food is manufactured under fee-
for-service inspection in a facility approved for
the manufacture of animal food. Labeling regu-
lations for certified animal food specify that
approval is granted by the labeling staff.
However, final approvals are not granted since
LCPS no longer grants final approvals. Rather,
the company should keep a copy of the final
label attached to the sketch approval.
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2. Most food for animal consumption produced
in a Federal facility is non-certified. It is not an
inspected product; therefore, it is inedible
product and does not bear any mark of inspec-
tion. The product has to be conspicuously
labeled to distinguish it from human food.
Additionally, the labeling must be in confor-
mance with 21 CFR Part 501, Animal Food
Labeling since animal food labeling is also
under the jurisdiction of the Food and Drug
Administration.

PFEFFERWURST (GR)

Product should conform to sausage standard and contain
whole peppercorn. Pork livers, pork stock, and beef blood
are not acceptable ingredients.

PHOSPHATED TRIMMINGS IN LOAVES

Trimmings from preparation of pork cuts, cured with
approved phosphates besides other curing ingredients,
may be used without limitation in loaves other than meat
loaves. When such trimmings are used, phosphates 
may be listed in the ingredients statement using the 
term “sodium phosphates” or other applicable generic
terms.

PHOSPHATES IN DIPPING SOLUTIONS CONTAINING

PROTEOLYTIC ENZYMES

Phosphates have been approved for use as buffering
agents in dry mixtures intended for solutions containing
proteolytic enzymes. The phosphates should not exceed
0.1% of the “tenderizing” solution if they are to be con-
sidered incidental additives.

PICADILLO (SP)

Product must contain at least 35% cooked meat. A Mexi-
can style hash usually made with beef, garlic, onions,
vinegar, and raisins. The species should be in the product
name, e.g., “Beef Picadillo.”

PICKLED PRODUCTS, DRY PACKED

Products that are pickled and dry packed should be quali-
fied with the name of the pickle as part of the product
name, e.g., “Knockwurst Pickled with Vinegar,” or
“Knockwurst Pickled.” The weight of the package shall be
the weight of the product less the weight of the pickle that
will weep out of the product.

PIE FILLING

Product must contain at least 37% meat. Poultry pie filling
must contain at least 18.75% cooked poultry meat.

PIES

Product must contain at least 25% meat. Meat in the gravy
may be counted. Poultry pies require at least 14% cooked
poultry meat.

PIES, ENGLISH STYLE–AUSTRALIAN STYLE

Product must contain at least 25% meat or meat byproduct.
Contains gravy and no vegetables with a puff pastry top.

PIMENTO (SP)

Refers to allspice, but must be specifically named. It is
also known as Jamaica pepper.

PIMIENTO SAUSAGE

Pimientos permitted when declared in product name as
“Pimiento Sausage.”

PINKELWURST (GR)

A cooked product that is stuffed in a casing with a diam-
eter of from 1½ to 2 inches and a length of about 10 to 12
inches. It is formulated with beef fat, pork fat, onions, oat
groats, water, and sufficient spice to satisfy seasoning
requirements.

PIROSHKI OR PIROGI

Product must contain at least 10% cooked meat. A
Russian or Jewish dish made of thin rolled dough or pas-
try that is filled and either steamed, baked, or fried. They
resemble small turnovers, pockets, or raviolis.

PIZZA

The required meat fill is to be calculated on the stated net
weight of the product, not on the formula weight.
(See: 9 CFR 319.600) with

Meat: At least 15% meat
Sausage: At least 12% cooked sausage or 10% dry

sausage (e.g., pepperoni)
Poultry: At least 12% cooked poultry meat.
Bacon: At least 9% cooked bacon.
Chili with beans: At least 25% chili with beans.
Meat Pattie Crumble: At least 15% pattie crumbles

(fresh) or 12% cooked.

An antioxidant used in pepperoni or sausage need only 
be reflected in the ingredients statement as “BHA or BHT
added to improve stability.”

PIZZA, CHICAGO STYLE

Acceptable labeling for a product which has been manu-
factured by first placing the cheese on the crust, then fol-
lowing with the meat and then the sauce. Condimental
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quantities of a grated cheese may then be placed on the
top. The product usually has the deep dish characteristics.
The requirements for pizza as designated in 9 CFR
319.600 and various policies must be met.

PIZZA, COMBINATION OR DELUXE

Product must meet the requirements for pizza as desig-
nated in 9 CFR 319.600. In a combination pizza, e.g.,
“Sausage and Pepperoni Pizza,” the component declared
last must be at least 25% of its required level in a pizza
containing a single meat component.

PIZZA CONTAINING CHEESE SUBSTITUTES

Meat requirements of 9 CFR 319.600 must be met. Labels
which contain cheese in a ratio less than one part cheese
to nine parts cheese substitute must contain additional
qualifying information. Example: Pizza — Sausage, cheese
substitute and cheese; Combination Pizza — Sausage —
Pepperoni — Imitation Cheese and Cheese.

PIZZA DOGS

A nonspecific product.

PIZZA, PAN STYLE

Pizza that is marketed in a pan and contains a thick crust.

PIZZA PUPS

Product has two crusts, filled with a mixture of pork,
tomato puree, and condimental substances. The finished
article is approximately 8 inches in length, 2½ inches
wide with a thickness of ¾ inches. It is a type of pizza.
The label must show a true product name, e.g., “Pork and
Sauce Filling in A Crust.”

PIZZA ROLL

This is a nonspecific meat food product. When the name
appears on a label, there must be a contiguous statement
identifying the major components of the product or a
complete ingredient listing. There are two major types of
pizza rolls. One is a cooked sausage-like meat food prod-
uct that contains cheese, usually contains peppers and has
no water limitation. The second type consists of a roll-
shaped dough enclosure with various fillings. A manufac-
turer of the latter type of product has asserted trademark
protection of the term “pizza roll.”

PIZZA SAUSAGE

Not an acceptable name. Product must be labeled
“Sausage for Pizza.”

PIZZA, SICILIAN STYLE

A thick crust pizza. The crust is usually 50% or greater of
the total pizza product.

PIZZA TOPPING CONTAINING SAUSAGE

The sausage portion of cooked pizza topping is permitted to
contain up to 10% water and 3.5% binders (9 CFR 319.140).
In addition, the application must indicate the sausage por-
tion within the pizza topping formula. However, the ingre-
dients statement of the cooked pizza topping does not
have to list “sausage” in its sublisting. There are no restric-
tions on the amount of seasonings in the sausage portion.

1. Pizza topping must be cooked
2. In the sausage portion:

a. Water �10% of the sausage portion
b. Binders including TV �3.5% of the sausage

portion
c. Seasonings are unlimited

3. The ingredients statement of the pizza topping
can be arranged in different ways:
a. Composite e.g., cooked pizza topping [port,

water, TVP (…), Seasonings (…)]
b. Component, e.g., cooked pizza topping

[sausage (pork, water, seasonings (…), TVP
(…), water (…)].

These parameters do not apply when specific sausage
products are governed by other regulations, e.g., Italian
Sausage. In these situations, the specific regulation (i.e.,
Italian Sausage) dictates the requirements, such as, the
amount of water permitted and binders are permitted.

PIZZA TOPPING MIX

A nonspecific product, including those products which
indicate the type of meat or poultry in the product name
(e.g., Chicken and Pork Pizza Topping or Beef Pizza
Topping). Antioxidants are permitted, see 9 CFR 318.7(c)
(4). Water, extenders, and binders are acceptable.

PIZZA, WORD SIZE

When a pizza has a true product name, e.g., “Combination
Sausage and Pepperoni Pizza,” the true product name must
be prominent, conspicuous, and legible, with all words at
least one-third the size of the largest letter in any word of the
product name. If on the label the manufacturer also elects to
display elsewhere the word “Pizza” in exaggerated fash-
ion, the word “Pizza” is not considered in the determina-
tion of the size of the letters within the true product name.

PFF (PROTEIN FAT FREE) ADJUSTING FOR USE

Protein Fat Free (PFF) controlled cured pork products with
qualifying statements, e.g., “Ham-Water Added,” may be
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used in place of PFF controlled cured pork products without
qualifying statements, e.g., Ham, to meet the minimum meat
requirements of various products. However, the amounts of
the PFF controlled cured pork products with qualifying
statements used will need to be increased. For example, if a
standard requires a certain amount of Ham and a processor
wishes to use “Ham-Water Added,” a greater amount of the
“Ham-Water Added” will be needed to meet the standard.
The magnitude of the additional amount is directly related
to the relationship between the respective PFF values.

Example: Ham Salad requires 35% Cooked Ham. “Ham
Water Added” will be used in the product formula.
Calculation: Multiply the PFF value for Ham (20.5) by
the amount of required Ham (35%). Divide this answer by
the PFF value of the product being used to formulate the
product. (In this example, PFF value for “Ham-Water
Added” is 17.0.)
Answer: [(0.35 � 20.5)/17.0] � 100 � 42.21% “Ham-
Water Added” needed in the formula.

Example: Ham Pie requires 25% Ham based on green
weight. “Ham with Natural Juices” will be used in the
product formula.
Calculation: Multiply the PFF value for Ham (20.5) by
the amount of required ham (25%). Divide this answer by
the PFF value of the product being used to formulate the
product.
(In this example, PFF value for “Ham with Natural Juices”
is 18.5.)
Answer: [(0.25 � 20.5)/18.5] � 100 � 27.70% “Ham
with Natural Juices” needed in the formula.

1. Adjusting for “Ham and Water Product X%
of the Weight is Added Ingredients”

Consider a formulated product which is required to con-
tain at least 50% Cooked Ham. If the processor chooses to
use a “Ham and Water Product (HWP)” in which 20% of
the weight is added ingredients as the source of the Ham in
the formulation, this product contains 80% Ham and 20%
added ingredients. Clearly, the processor must use more
than 50% HWP in the process. Using 50% HWP would
result in only 40% Ham in the finished product, i.e., the
added ingredients in the HWP represents 25% of the ham
content. (If it were a 10 lb. HWP, there would be 8 lbs. of
Ham and 2 lbs. of added ingredients (2/8 � 100 � 25%)).
Consequently, an additional 25% of HWP is required in
the formulation.

The following example may be used to determine the
percentage HWP needed to equal Ham:

Ham and Gravy requires 50% Cooked Ham. “Ham
and Water Product 20% of Weight is Added Ingredients”
will be used in the formulation.

Step 1: Subtract the % added ingredients from 100%.
(In this example: 1.00 � 0.20 � 0.80)

Step 2: Determine the amount of Ham needed in the
formula. (In this example: 50%)

Step 3: Divide the amount of Ham required.
Determined in Step 2 by the answer in Step 1 (In
this example: (0.50/0.80 � 0.625))

Step 4: Multiply the answer in Step 3 by 100. Answer
for this example is 62.50% “Ham and 20% Water
Product” is needed as the equivalent of 50% Ham.

PLANTATION

The regulations and policies applicable to “Farm” also
apply to plantation.

POINT OF PURCHASE MATERIALS

Point of purchase materials which refer to specific meat or
poultry products are considered labeling under certain cir-
cumstances. When printed and/or graphic informational
materials (e.g., pamphlets, brochures, posters, etc.) accom-
pany or are applied to products or any of their containers
or wrappers at the point of purchase, such materials and
the claims that they bear are deemed labeling and they are
subject to the provisions of the Federal Meat Inspection
Act and the Poultry Products Inspection Act.

Although the Food Labeling Division (FLD) does not
exercise its authority to subject point of purchase materi-
als to specific prior approval (materials shipped with the
products from the federally inspected establishment are an
exception), we do expect point of purchase materials to be
in accordance with the Federal regulations and all current
labeling policies. Upon request, FLD will review and
comment on the point of purchase materials submitted to
our office. During the review process, promotional mate-
rials will be scrutinized for special claims, particularly
those related to nutrition, diet, and animal husbandry
practices.

Claims related to nutrition and diet must be made in
accordance with all current nutrition labeling regulations.
Continuing compliance with stated claims will be assured
through periodic sampling, as necessary. Claims are
expected to be within the compliance parameters identi-
fied in the nutrition labeling regulations.

Animal husbandry claims (e.g., the nonuse of antibi-
otics or growth stimulants) may be made only for prod-
ucts shipped in containers or wrappers labeled with the
same animal production claims.

POLISH SAUSAGE

A sausage that is cured, cooked, and usually smoked. Pork
and pork byproducts shall comprise at least 50% of the
meat and meat byproducts ingredients. To have beef as a
predominant ingredient, the product name would be “Beef
and Pork Polish Sausage.” Green peppers are permitted up
to 4% in total formulation.
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An uncured (fresh), uncooked variety with no more
than 3% water also exists. “Fresh” shall be used in the
name when the product is uncured. When Fresh Polish
Sausage is cooked or smoked, then the product name is
either “Cooked Fresh Polish Sausage” or “Smoked Fresh
Polish Sausage.” The requirements of Policy Memo 110
apply when these perishable, cooked, uncured products
are packaged in hermetically sealed containers.

POLYNESIAN STYLE SAUSAGE

Product must contain fruit juices, a sweetening agent, and
soy sauce.

POLYSORBATE

Permitted in pickling solutions without declaration.

PORK AND BACON SAUSAGE

Up to 50% bacon permitted provided:

1. Bacon is brought back to green weight before use
2. Product is trichinae treated
3. Product name is “Pork and Bacon Sausage”

The standard for “Pork Sausage and/with Bacon” is 10 to
20% bacon, and for “Pork and Bacon Sausage” is more
than 20% but not more than 50% bacon.

PORK AND DRESSING

Product must contain at least 50% cooked pork.

PORK AND DRESSING WITH GRAVY

Product must contain at least 30% pork.

PORK CRACKLINGS

Product eligible to be labeled as “Pork Cracklings” must be
prepared from fatty tissues from which the skin has been
detached. If the skin is not removed from the product before
rendering, a descriptive name, e.g., “Pork Cracklings,
Fried-Out Pork Fat with Attached Skin,” must be used.

PORK FAT

Pork fat shall be declared as such in the ingredients state-
ment. Clear fatbacks and clear shoulder plates must be
declared as “Pork Fat.” Pork fat may be declared as pork in
the ingredients statement if it contains visible lean and it is
used in a standardized product which has a fat limitation.

PORK JOWLS

Product may be declared as pork if skinned.
See: Pork Skins.

PORK SAUSAGE

Product identified as pork sausage does not include the
use of pork cheeks. When such an item is offered as
“Whole Hog,” tongues, hearts, and cheeks may be used in
the natural proportion as found in the hog carcass. “Fresh”
shall be used in the name when the product is not cured,
cooked and/or smoked.

PORK SKIN RESIDUE AFTER GELATIN EXTRACTION

This material consists of back fat skins from which the gel-
atin has been extracted by means of soaking the skin in acid
and subsequent low temperature cooking for the extraction
of gelatin. It is not permitted in sausage but may be used
in imitation sausage, potted meat food product, loaves
(other than meat loaves), and other nonspecific products.

PORK SKINS

Not permitted in salami, bologna, frankfurters, Vienna
sausage, and braunschweiger. When packed in vinegar
pickle, they are not permitted to be artificially colored.
When pork skin, either attached to fat and/or muscle tis-
sue or detached from fat and/or muscle tissue, is used to
manufacture meat or poultry products, it must be specifi-
cally listed in the formulation on the label approval appli-
cation form and in the ingredients statement on the label,
e.g., “Pork Skins,” “Unskinned Pork Jowls,” “Unskinned
Pork Shoulder Trimming,” “Unskinned Pork Fat,” and
“Unskinned Pork Bellies.”

“Detached skin” refers to the portion of skin from which
most of the underlying fat is removed, e.g., skin from bacon
intended for slicing, skin from closely skinned hams, shoul-
der cuts, fat backs, etc. If removal of skin portions is inci-
dental to removal of a considerable proportion of underlying
fat from ham, shoulder, back, etc., preparatory to rendering
such fat, portions of skin so removed should not be regarded
as detached skin and may be included with fats and rendered
into lard. Ham facings are not regarded as detached skin.

PORK SKINS, FRIED

When prepared from the skin of smoked pork bellies, it may
be labeled as “Fried Bacon Skins,” “Fried Bacon Rinds,” or
“Fried Pork Skins.” The kind of skin used must be stated on
the labeling records when submitted for label approvals.

PORK SPARE RIBS, CENTER CUT

Center cut pork spare ribs refers to pork spare ribs with
the loin portion, the brisket (brisket must be removed at a
point which is dorsal to the curvature of the costal carti-
lages), the tail and two ribs from the shoulder removed,
this remaining center section may be further portioned or
left in one piece.
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PORK SPARERIBS, ST. LOUIS STYLE

St. Louis Style Spare Ribs are the same as “Pork
Spareribs” except that the sternum and the ventral portion
of the costal cartilages are removed with the flank portion.
This cut is made at a point in which the sternum and costal
cartilages are removed dorsal to the curvature of the costal
cartilages. If specified by the purchaser, the diaphragm
shall be removed.

This anatomical description of the cut must be pro-
vided with the information for label approval.

POTATO SAUSAGE, SWEDISH STYLE OR POTATO

RING SWEDISH STYLE

A cooked or uncooked meat food product with the fol-
lowing requirements:

1. At least 45% meat and no byproducts.
2. Water limited to 3% at formulation.
3. Extenders or binders limited to 3.5% of the fin-

ished product, except that 2% of isolated soy
protein shall be deemed to be equivalent of
3.5% of any of the other binders or extenders.

4. Contains at least 18% potato.

POULTRY

Cuts of poultry that are not identified in 9 CFR 381.168,
Table V, may use the maximum amount of poultry skin
permitted for that “kind.” For example, “turkey” is listed
in the table and may contain up to 15% skin. Therefore, a
product identified as “white turkey” can be placed in this
category for a maximum of 15% skin.

POULTRY STANDARDS

Name
Poultry a la King Poultry Barbecue
Poultry, Breaded
Poultry, Brunswick Stew
Brunswick Stew with Poultry
Minimum or Maximum percentage
At least 20% poultry meat
At least 40% poultry meat
No more than 30% breading
At least 12% poultry meat
At least 8% poultry meat
Poultry Burgers
Poultry Cacciatore
Poultry Canneloni
Poultry Chili
Poultry Chili with Beans
Poultry Chop Suey
Chop Suey with Poultry
Poultry Creole with Rice
Poultry Chow Mein (w/o noodles)
Poultry Croquettes

Poultry, Creamed
Poultry Dinners
Poultry Fricassee
Poultry Fricassee with Wings
Poultry Gizzards and Gravy

Name
Poultry Hash
Poultry Liver
Omelet Poultry
Meatloaf
Poultry Noodle Dinner
100% meat with skin and fat in natural proportions
At least 20% poultry meat or 40% with bone.
At least 7% poultry meat
At least 28% poultry meat
At least 17% poultry meat
At least 4% poultry meat
At least 2% poultry meat
At least 35% cooked poultry meat and sauce portion. Not 

more than 50% cooked rice in total product
At least 4% poultry meat
At least 25% poultry meat
At least 20% poultry meat
At least 18% poultry meat
At least 20% poultry meat
At least 40% poultry wings (cooked basis with bone)
At least 35% cooked gizzards
Minimum or Maximum percentage
At least 30% poultry meat
At least 12% cooked poultry liver
At least 65% raw poultry or 50% poultry meat and

at least 15% poultry meat
Poultry Noodle Dinner with Gravy
Poultry with Noodles or Dumplings
Noodles or Dumplings with Poultry
Poultry Paella
Poultry Parmigiana
Poultry Pies
Poultry Ravioli
Poultry Salad Mix
Poultry Salad
Poultry Soup
Poultry-Flavored Soup
Poultry Spread
Poultry Stew

Name
Poultry Stew with Dumplings
Poultry Subgum
Poultry Tamales
Poultry Tetrazzini
At least 6% poultry meat
At least 15% poultry meat or 30% poultry meat with bone
At least 6% poultry meat
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At least 35% poultry meat or 35% poultry meat and other
meat, no more than 35% cooked rice, must contain
seafood

At least 40% breaded poultry See: Veal Parmigiana
At least 14% poultry meat
At least 2% poultry meat
At least 45% poultry
At least 25% poultry See: Salad, Poultry
At least 2% poultry meat
No minimum requirement (less than 2% poultry meat)
At least 30% poultry
At least 12% poultry meat
Minimum or Maximum Percentage
At least 8.4% poultry meat (Based on 70% of Stew 

requirement)
At least 12% poultry
At least 6% poultry meat
At least 15% poultry meat

Poultry Turnover
Poultry with Gravy/Sauce
Gravy with Poultry 
Poultry with Gravy and Dressing
Poultry with Rice
Poultry Scrapple
Poultry with Vegetables

POULTRY, ASSORTED PIECES

At least 14% poultry meat
At least 35% poultry meat
At least 15% poultry meat
At least 25% poultry meat
At least 15% poultry meat
At least 30% poultry and/or poultry byproducts
At least 15% poultry meat

The product name “Poultry (Kind) Assorted Pieces” is
acceptable and does not require the product to be in natu-
ral proportions. In addition, the term “piece” is not the
same as the term “part,” i.e., a piece does not have to be a
whole part, e.g., a breast, thigh, or drumstick.

POULTRY BACON

See: Bacon-Like Products.

POULTRY BREASTS

When poultry breasts with ribs are boned and the result-
ing product contains portions of the scapula (shoulder)
muscles and/or muscle overlying the vertebral ribs, they
must be labeled to indicate that fact. Proper names for
such products are “Boneless Breast with Rib Meat,”
“White Chicken Meat or White Turkey Meat,” or if the skin
is left intact, “White Boneless Chicken or White Boneless
Turkey.” Product labeled “Boneless Breast” without further
qualification may not contain scapula or rib meat.

POULTRY FRANKFURTERS (SIMILAR COOKED

SAUSAGES)

Products which contain pork fat must be labeled with pork
fat added in the product name.

POULTRY GRADING (LABELING)

Indicates the quality grades of poultry (U.S. grade A, B,
or C). The shield design contains the letters “USDA,” the
U.S. grade of the product, and if not shown elsewhere, the
class of poultry. Any letter grade on a consumer package
or individual carcass indicates the product was graded by
a licensed grader of the Federal or Federal-State grading
service, and may not be applied otherwise. Letter grades
on bulk packaging or shipping containers only indicate
that the product is equal to that particular U.S. Grade.

1. Applying Grademarks to Shipping Containers

All poultry classes and kinds listed in 9 CFR 381.170,
except necks, giblets, detached tails, wing tips, skin and
stripped backs (below Grade C) are eligible for grading.

In addition, the following poultry parts may be offi-
cially graded:

Boneless, Skinless Breast and Thigh Tenderloin or
Boneless Breast without Tenderloin 

Boneless Breast Quarters
Breast Quarters with Bone in

Boneless Thigh Halves
Wing Portion or Section Breast Halves
Broiler Turkey or Duck Halves
Split Breast Split Fryers
Skinless, bone-in Thighs, Drums and Breasts
Boneless Breast, Thigh Bone-in products marinated

in a colorless solution

Poultry cuts other than those identified above may not be
eligible for grading; therefore, particular attention should
be given to the product name when approving labels for
various poultry products which include grade marks (e.g.,
“Thin Breast Fillets, Thigh Strips”).

Grade marks on raw poultry parts processed with
solutions that may impart color (e.g., injected with a solu-
tion of water, salt, butter) or cooked poultry products must
include a statement, e.g., “Prepared from Grade A
Poultry.” The USDA grader in the plant makes the final
determination concerning the necessity of the “Prepared
from” statement in situations where it is not apparent at
the time of label approval that the added solutions have
the ability to impart color to the finished poultry product.
Products which may not be grade marked:

Detached Necks
Giblets Packed Separately
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Detached Tails Wings, Tips
Stripped Backs
Below C Quality Diced or Shredded Meat

2. Wing Descriptio

The wing is made up of three sections. The section
attached to the carcass is the first section. The wing tip is
the third section.

3. Grading Backs with Necks

In applying grade standards, when necks are packed with
backs following these steps:

1. When backs are graded as provided for in the
standards, the name of the product shall read as
follows:
a. Grade A Backs “with necks,” or “and necks”
b. Grade B Backs “with necks,” or “and necks”
c. Grade C Backs “with necks,” “Graded backs

and necks,” or “backs and necks”
2. Necks are to be packed with backs in natural

proportions.
3. Necks may or may not be attached to backs.

Necks for all officially graded backs are to be free
from serious discolorations, feathers, pin feathers,
and accumulations of blood and/or excess water.

4. A neck, front, or hind portion of back, when
removed from birds which meet the stated qual-
ity, may be used to achieve exact weights. Only
one of these portions may be used per package.
Scraps of backs or necks may not be used.

5. Labels for packages with portions must indi-
cate which portions, e.g., first (1st) portion, 2nd
portion, 1st and 2nd portions, 2nd and 3rd por-
tions, etc.

4. Pressure Sensitive Stickers and Tape

1. Inserts or pressure sensitive stickers with the
grademark must have plant number.

2. Grademarks on pressure sensitive tape should
not be used on consumer packages.

3. Insert with the grademarks are not to be used
inside opaque bags.

POULTRY HINDQUARTERS

The term “hindquarters” on labels for single cut poultry
items is an acceptable alternative to the recognized termi-
nology “Leg Quarter” specified in the regulations. The use
of the term “Hindquarters” requires only a specified class
of poultry to be considered a true product name, e.g.,
“Chicken Hindquarters.” Either term refers to a poultry
thigh and drumstick, with a portion of the back attached.

POULTRY HINDSADDLES

Poultry hindsaddles are connected poultry leg quarters (the
rear of the bird). The product name “Poultry Hindsaddles”
may be used alone on the product’s label if the product is
not intended for retail sale. In contrast, the name “poultry
hindsaddles” on the label of a product intended for retail
sale must be accompanied by a fully descriptive name
(e.g., “Poultry Hindsaddles, Connected Leg Quarters”).

POULTRY PARTS

Specific net weight packages for poultry parts, usually
those containing legs or wings, include a single part, e.g., a
drumstick or thigh, to make the stated weight. The name on
the label must reflect this practice, e.g. “Chicken Legs —
Chicken Thigh added to make weight.” The single part
must be cut at the joint. Wing tips are not permitted as
added parts.

POULTRY PRODUCTS

In poultry products where “meat” appears in the product
name, e.g., “White Meat Chicken Roll,” and “Dark Meat
Turkey Loaf,” skin and attached fat are permitted in
greater than natural proportions. However, the ingredients
statement must have the poultry skin or poultry fat listed.
When skin and attached fat appear in the ingredients state-
ment, their placement should be in the correct order of
predominance and determined by the amount present over
the permitted natural proportions.

POULTRY PRODUCTS CONTAINING MEAT

INGREDIENTS-LABELING

Poultry products containing meat in amounts that exceed
20% of the total meat and poultry product portion of the
poultry product must be descriptively labeled to indicate
the presence of the meat ingredients, e.g., “Chicken and
Beef Stew or Stew made with Chicken and Beef.”

Poultry products containing meat ingredients in
amounts at 20% or less of the total meat and poultry prod-
uct portion of the poultry product must have names that
are qualified to indicate the presence of the livestock
ingredients, e.g., “Chicken Stew-Beef Added.”

However, poultry products that do not meet specified
minimum poultry ingredient requirements because meat
ingredients are replacing any part of the required poultry
ingredients must be descriptively labeled to indicate the pres-
ence of meat ingredients, e.g., “Turkey and Pork Chop Suey.”

POULTRY PRODUCTS WITH OTHER THAN NATURAL

PROPORTIONS OF WHITE AND DARK POULTRY

Poultry products containing white and dark chicken or
turkey of a distinguishable nature and in quantities other
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than natural proportions of white to dark meat must bear a
qualifying statement identifying the types of poultry meat
used in conjunction with the kind of poultry in the product
name. The poultry block of white and/dark meat [excluding
products labeled as “Mechanically Separated (Kind of
Poultry)”] solely determines the usage of the terms “white
and dark,” “dark and light,” “white,” “dark,” etc. in the prod-
uct name. Ground poultry (excluding the skin) that bears 
the terms “white/light,” “dark,” “breast,” “thigh,” etc. in the
product names is also considered as part of the poultry block
for determining the usage of terms “white and dark,” “dark
and light,” “white,” “dark,” etc. However, products labeled
as “Mechanically Separated (Kind)” do not have any bear-
ing on the use of terms “white,” “light” or “dark” in the
product name since, “Mechanically Separated (Kind)” is as
indistinguishable paste-like product that is considered a
separated standardized poultry food product ingredient.

Additionally, products with mixture of distinguish-
able poultry (white or dark) and “Mechanically Separated
(Kind)” can not bear claims of “all white,” “pure breast,”
“100% dark,” or similar terms. In this situation, the poul-
try portion of the product contains at least two separated
poultry ingredients, or one of which is “Mechanically
Separated (Kind).”

See: 9 CFR 381.117(c), Table 1.

POULTRY PUFFS

Product must contain at least 15% cooked poultry meat.
Chicken or Turkey Puffs are classified as hors d’oeuvres
and must show a true product name, e.g., “Breaded
Chicken and Rice Balls.”

POULTRY, RAW SOLUTION

Unless addressed by other regulations and policies, water
and/or oil based solutions may be added to raw poultry
and poultry parts at various levels with an appropriate
qualifying statement to the product name.

The statement must include terms adequate to inform
the consumer of the amount and manner of the addition
and include the common or usual names of the ingredients
in their proper order of predominance (e.g., “Injected with
up to 12% of a solution of water, salt, and phosphates”).
Other similar designations will be considered on their
merits. The statement must be contiguous to the product
name and printed in a style and color as prominent as the
product name. The statement of the manner and amount of
addition must be one-fourth the size of the most promi-
nent letter in the product name. The ingredients of the
solution can be printed one-eighth the size of the most
prominent letter of the product name.

Terms like “Basted,” “Marinated,” “For Flavoring,”
and similar terms contemplated within the provisions of
Section 9 CFR 381.169 of the poultry products inspection
regulation cannot be used if the amount of the solution

added is more than needed to baste, marinate, or flavor the
product. Bone-in poultry and poultry parts are limited to
3% as prescribed by the regulations. Boneless poultry is
limited to 8% to use these terms.

1986 POULTRY ROAST

May be formulated with up to 10% liquids without a qual-
ifying statement. If more than 10% liquid is used, the
name must be qualified with a statement, e.g., “containing
up to x% …”

POULTRY SALAMI PRODUCTS

Poultry sausages prepared to resemble salami and offered to
consumers as a salami shall bear product names as follows:

1. “(Kind) Salami” shall be the product name when
the moisture-to-protein ratio in the finished
product does not exceed 1.9:1. This product
resembles a dry salami made from red meats.

2. “Cooked (Kind) Salami” shall be the product
name when the product is cooked and the 
moisture-to-protein ratio is above 1.9:1. This
product resembles “cooked salami” made from
red meats.

POULTRY SAUSAGE

Sausage products made from poultry must be labeled 
to indicate kind, e.g., “(Chicken) Sausage,” “(Turkey)
Bologna,” etc. Products containing more than one kind of
poultry or red meat must declare the added ingredient in
the product name, e.g., “Chicken Bologna, Beef Added”
and “Turkey Franks, Chicken Hearts Added” per Policy
Memo 029 dated September 4, 1981. The basic sausage
standards, per meat 9 CFR 319.140, also apply to poultry,
except for added water and fat.

POULTRY SKIN

When determining the amount of poultry skin allowed,
refer to 9 CFR 381.168. If the specific part is not identi-
fied in this part, use the figure for boneless kind.

POULTRY TENDERS AND POULTRY TENDERLOINS

A “(Kind) Tender” is any strip of breast meat from the
kind of poultry designated. A “(Kind) Tenderloin” is the
inner pectoral muscle which lies alongside the sternum
(breast bone) of the kind indicated.

POULTRY WING SECTIONS (KIND)

Wing Sections is an acceptable designation for a product
consisting of equal proportions of the parts of a wing. It
may be and is usually used for equal proportions of wing
portions and drummettes.
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PREMIER JUS OR (OLEO STOCK)

The product obtained by rendering at low heat the fresh
fat of heart, caul, kidney, and mesentery collected at the
time of slaughter of bovine animals. The raw material does
not include cutting fats. Premier Jus is not an acceptable
name unless accompanied by the term “Oleo Stock.”

PRESSURE-SENSITIVE LABELS

Labels applied to packages shall be of the self-destructive
type and must adhere to the packages under all conditions
of use.

PRESSURE-SENSITIVE STICKERS

Pressure sensitive stickers are as a means for manufacturers
to use existing labeling material by covering inaccurate
and/or misleading labeling information with corrected
text or used as a promotional tool, e.g., a starburst encir-
cling sweepstakes terminology. A pressure sensitive
sticker must be the type that destroys the underlying label
or package if removed, or be self-destructive.

Temporary label approval is not required when the
entire label including the pressure sensitive sticker is
truthful, not misleading, and the product is not mis-
branded. Corrected text on the pressure sensitive sticker
can cover mandatory or non-mandatory information.

Labeling bearing pressure sensitive stickers falls
under the Provisions of the generically approved labeling
regulations 9 CFR 317.5 or 9 CFR 381.133, which indi-
cates the conditions for use of final labeling without prior
Washington approval. Companies need to create and
maintain records of all final labeling, otherwise known as
generic approvals.

Consistent with the rules on generic labeling, sketch
labeling approval is required for the entire label when pres-
sure sensitive stickers contain special claims [quality, nutri-
ent content, health, negative, geographical origin, other
claims (natural, animal production, e.g., “no antibiotics
administered,” breed claims, etc.), guarantees, foreign lan-
guage or a change of the nutrition facts serving size].

PRIMAL PARTS AND SUBPRIMAL MEAT CUTS

Red meat carcasses, primals, subprimals or cuts can be
labeled: 1) as the species of origin, e.g., beef tenderloin
bearing the simple product name of “beef,” 2) as species
without identifying the primal or subprimal when certain
terms associated with various sizes are part of the product
name, i.e., chop, cutlet, steak, fillet, filet, roast, strips, etc.,
e.g., “Beef Steak,” 3) as species and primal or subprimal
cut, e.g., “Veal Shoulder Blade Steak,” and 4) as species,
coin name (butt, cala, daisy, picnic, etc.) and primal or
subprimal cut. The species and coin name are not appro-
priate as a complete product name since it is missing the

primal or subprimal cut, e.g., the phrase “pork picnic” is
incomplete without “shoulder.”

Recent editions of the “Uniform Retail Meat Identity
Standards (URMIS),” published and distributed by the
National Livestock and Meat Board, and “The Meat Buyers
Guide,” published by the National Association of Meat
Purveyors, may be used to identify recommended names.
These guides have been prepared through extensive review
and analysis of the most recent edition of “Institutional Meat
Purchase Specifications (IMPS)” and in cooperation with
the U.S. Department of Agriculture, Agriculture Marketing
Service (AMS) and public and industry associations.

PRIME RIB OF BEEF OR STANDING BEEF RIB ROAST

FOR PRIME RIB

These products do not have to be derived from USDA
prime grade beef.

PRINCIPAL DISPLAY PANEL, ALTERNATE

The determination as to whether or not a panel is an alter-
nate principal display panel shall be based on whether or
not the panel is likely to be displayed, presented, shown,
or examined under customary conditions of sale. If the
intent of the panel cannot be determined and demon-
strated, and if it has the appearance of a principal display
panel, the presence of three or more mandatory labeling
features shall serve to characterize the panel as an alter-
nate principal panel. As such, any remaining mandatory
features required to be placed on a principal display panel
must be also included.

PRODUCT NAMES

1. A product standard should only be applied if the
product name is the same as that described by
the standard in the regulations or in the Policy
Book. For example, the product, “Beef, Cheese
and Vegetables in a Crust,” would not be required
to meet the standard for a “turnover” in the 
policy book.

2. Products such as “Pizza Pouches” must meet the
standard for pizza since they are named “Pizza”
even though they are not traditional type pizza.
Furthermore, cheese may not be substituted for
meat in products named “Pizza.”

PRODUCT NAME QUALIFIERS

Product name qualifiers have no sizing requirements other
than appearing contiguous to the product name and being
prominent and conspicuous. Examples of product name
qualifiers are “Smoked Flavor Added,” “Made in
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Sheboygan,” and “Colored with Paprika.” Examples of
phrases that are not product name qualifiers are “Water
Added,” and “Containing up to X% of a Solution.” Such
phrases are actually part of the product name and do have
particular sizing requirements.

PRODUCT NAME QUALIFIERS IN SECONDARY

PRODUCTS

Product name qualifiers, e.g., “binders added,” are not
required on secondary products with labeling, with the
exception of the statement “Calcium Propionate Added to
Retard Spoilage of Crust” on pizza labeling. Secondary
products are those meal like products that contain a multi-
ingredient meat or poultry component, e.g., “Lemon
Pepper Seasoned Chicken Breast with Rib Meat, Binders
Added in ‘Lemon Pepper Chicken Breast with Vegetable
Medley.’” The characteristics of the meat or poultry added
ingredients, are disclosed in the ingredients statement.

PRODUCT OF USA

Labeling may bear the phrase “Product of U.S.A.” under
one of the following conditions:

1. If the country to which the product is exported
requires this phrase, and the product is
processed in the U.S., or

2. The product is processed in the U.S. (i.e., is of
domestic origin). This entry cancels Policy Memo
080 dated April 16, 1985.

PROSCIUTTO

Italian for ham, dry cured. The product name “Prosciutto”
is acceptable on labeling to identify a dry-cured ham.

PROSCIUTTO, COOKED

The product name “Cooked Prosciutto” is acceptable on
labeling to identify a dry-cured Prosciutto ham that is
cooked.

PROSCIUTTO COTTO, COOKED HAM

The product name “Prosciutto Cotto, Cooked Ham” is
acceptable on labeling to identify a regular pickle-cured
cooked ham. Prosciutto Cotto is the Italian name for
cooked ham.

PROTECTIVE COVERINGS (MEAT) PROCESSED OR

PREPARED PRODUCT

Immediate containers, e.g., bags, cardboard cartons, tray
packs, and film bags enclosing processed or prepared prod-
uct can be considered protective coverings and exempt 
from the marking and labeling requirements if placed in 
a shipping container which meets all mandatory labeling

requirements of an immediate container. This does not
exempt the mandatory identification and marking which 
is specifically required on the immediate container of
cooked beef (9 CFR 318.17). In addition, the shipping
container must be clearly marked “Packed for
Institutional Use” or an equally descriptive statement of
intended limited distribution. Unlabeled product may not
be removed from shipping containers for further distribu-
tion nor displayed or offered for sale.

Unprocessed Meat Cuts — Transparent film bags
enclosing individual meat cuts in an unprocessed state can
be considered protective coverings and exempt from the
marking and labeling requirements if placed in a shipping
container which meets all mandatory labeling of an imme-
diate container. These unlabeled meat cuts may only be
removed from the shipping container for resale and fur-
ther distribution to retailers, hotels, restaurants, and simi-
lar institutions if the product itself or the film bag bears a
clearly legible official mark of inspection and the estab-
lishment number.

PROTECTIVE COVERINGS (POULTRY)

Under provision of the Poultry Products Inspection Act,
protective coverings may be exempt from labeling
requirements for immediate containers. Under certain cir-
cumstances, some protective coverings are considered
immediate containers; under different circumstances, they
are regarded only as protective product coverings.

When plastic film bags, cardboard cartons, etc., are
used for protecting poultry sold for export or to institu-
tions, e.g., hotels, restaurants, and hospitals (where the
contents are consumed on the premises), they are exempt
from the mandatory labeling of immediate containers,
provided the shipping container meets all the labeling
requirements for an immediate container. Such product
may not be diverted to retail channels and displayed for
sale or be sold to household consumers unless they bear
all labeling features required for immediate containers.

See: 9 CFR 381.65(p).

PUDDING

Nonspecific product.

PULLED PORK

Refers to pork removed from bones by hand or by mechan-
ical means. The meat must retain its natural striated mus-
cle fiber structure, i.e., it can be shredded, chunked, etc.,
but may not be ground, chopped, or comminuted.

QUALITY GRADE TERMS AND SUBJECTIVE

TERMS ON LABELS

Terms designated as grades of meat, i.e., prime, choice,
select, good, etc., may only be used on red meat which has
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been officially graded. However, the Food Labeling
Division (FLD) will take no action to rescind currently
approved labels which contain the word “select.” Labels
for new or reformulated products or new product lines
will be approved in accordance with the policy for grading
terms described above.

Letter grades A, B, C, which are designated grades for
poultry, may only be used on poultry (whole birds and
parts) that are officially graded and may not be used on
red meat. Although poultry grade terms (U.S. grade A,
etc.) are not allowed to be used on red meats, the terms
prime, choice, and select may be used on poultry (whole
birds or parts) that are equivalent to U.S. grade A. The use
of a possessive, e.g., XYZ’s Prime, does not relieve a
company of this requirement. The use of quality grade
terms on further processed meat and poultry products will
be evaluated on a case-by-case basis to determine if they
wrongly imply that the meat or poultry used in these prod-
ucts has been graded.

Terms which are subjective in nature, e.g., but not lim-
ited to, fancy, finest, super, supreme, ultimate, premium,
greatest, best, old fashioned, homestyle, hotelstyle,
deluxe, special, famous, and old time may be used unqual-
ified on labels for meat and/or poultry products. The term
“selected” as well as other terms, will be considered indi-
vidually by the Labeling and Consumer Protection Staff,
again to determine if these terms wrongly imply that the
meat or poultry has been graded.

QUICHE PRODUCTS

The term “Quiche” does not have to be qualified to indi-
cate it is a custard cheese pie. However, when character-
izing ingredients, e.g., bacon, ham, chicken, onion, etc.
are used either alone or in combination, the ingredients
shall be either clearly identified as part of the product
name or prominently displayed elsewhere on the principal
display panel (PDP) of the label (e.g., Bacon Quiche,
Ham and Onion Quiche, etc.). Similarly, the characteriz-
ing ingredients in Quiches bearing fanciful names shall be
identified as part of the product name or highlighted else-
where on the PDP (e.g., Quiche Bercy — made with ham
and wine). Since “Quiche Lorraine” is widely recognized,
the characterizing ingredients do not have to be identified
as a part of the product name or elsewhere on the PDP.

Meat and poultry quiches must contain at least 8%
cooked meat or poultry and sufficient cheese so that the
combined total at least comprises 18% of the finished
product. Quiche Lorraine must contain cooked bacon
and/or ham and the only cheeses are Swiss and/or Gruyere.

If other characterizing ingredients (excluding cheese),
e.g., onions, peppers, olives, etc., are used in addition to
the meat or poultry ingredient in Quiche Lorraine or in
any other quiche, the combination of these other charac-
terizing ingredients and the meat or poultry ingredients
must comprise at least 8% of the total product, and the

cooked meat or poultry portion must be at least 5% of the
total product.

RANCH

The regulations and policies applicable to “Farm” also
apply to ranch.

RAVIOLI (MEAT)

This product must contain at least 10% meat.

REHYDRATED DEHYDRATED VEGETABLES

Rehydrated dehydrated vegetables acceptable as name.
The specific vegetable must be identified in the ingredient
statement.

RELLENO DE PAPA (PR)

This product must contain 8% cooked meat. A Puerto Rican
product that must show a true product name, e.g., “Potato
Balls with Beef,” or “Potato Dough with a Beef Filling.”

RENDERED BEEF FAT TISSUE SOLIDS

The solid remains of a fat extraction process from beef
that was ground and rendered by a high temperature 
(180°F) continuous wet rendering system.

See: Beef Gravies.

REWORK

Rework is allowed in unlimited quantities when added 
to a like product. However, if breaded/battered rework is
added to similar products, the rework is limited to 2%.

RICE AND MEAT

The product must contain at least 12% meat.

ROASTED

The term “roasted” may be used to describe products that
have been subjected to cooking methods that result in a
roasted appearance.

ROLLS

Six uses exist for the term “Roll” in conjunction with
names for meat food products:

1. Items consisting of a solid piece of meat, e.g.,
“Boned Veal Rib,” formed and tied as a roll and
usually offered with seasonings.

2. Chopped meat in combination with condi-
ments, also formed and processed. It can be and
often is offered in the fresh meat state. Water is
not an ordinary or usual ingredient in these two
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“Meat Roll” items. If water is an ingredient in
these products, then a statement indicating the
addition of a solution has taken place must
appear contiguous to the product name wher-
ever it appears on the label.

3. “Sausage Rolls” have similar formulas and
water limitations to cooked sausage. The fin-
ished product may contain up to 10% added
water, is in roll shape, and is Cooked, or
Smoked and Cured (species) Roll Sausages.

4. Non-descriptive rolls, e.g., “Pizza Roll,”
“Pickle Roll,” “Relish Roll,” etc., contain meat
with cheese, peppers, pimentos, relishes, and
other similar materials. An ingredients state-
ment is required as a part of the product name
on the basis of instructions in 9 CFR 317.2(c)(1)
and (2), and 317.2(e).

5. Product made from meat and water that has
been chunked, ground, chipped, wafer-sliced,
etc., and formed into a roll containing a plant
protein product or other binder could be labeled
as a “Meat, Water, and Textured Vegetable
Protein Roll.” The same size lettering shall be
used for the product name.

6. Product made from meat that has been chunked,
ground, chipped, wafer-sliced, hydroflaked,
etc., and formed in a roll containing a plant pro-
tein product or other binder shall be labeled as
“Beef and Textured Vegetable Protein Roll” or
“Beef and Soy Protein Concentrate Roll.”

ROLLS, POULTRY

Only natural proportions of skin to the whole carcass or
designated part may be used. If skin is in greater than nat-
ural proportions, the name must be qualified with the term
“Skin Added.”

See: 9 CFR 381.159.

ROMANO CHEESE

Label must show “kind” of milk, e.g., (Caprino), “Romano
Cheese made with Goat’s Milk;” (Pecornia), “Romano
Cheese made from Sheep’s Milk;” or (Vaccino),
“Romano Cheese made from Cow’s Milk.” The words in
parenthesis are not required to be shown.

RUMAKI

This product must contain at least 50% chicken livers. An
hors d’oeuvre or appetizer. Rumaki is a combination of
chicken livers, water chestnuts, and bacon.

SALAD — FREEZE DRIED HAM

Antioxidants have been permitted in Freeze Dried Ham at
a level of 0.01%, based on total weight of the ham.

SALAD — GERMAN STYLE POTATO SALAD

WITH BACON

Requires at least 14% cooked bacon.

SALAD MIX, POULTRY

Product must contain at least 45% cooked poultry.

SALADS

Standards for salads:
Meat salads must include at least 35% cooked meat or

meat food product (e.g., corned beef, ham). Ingredients,
e.g., “Ham water added” or “Corned Beef and water prod-
uct” may be used if the formula is adjusted to account for
the amount of added substances. Example: if 85% of a
meat food product is meat, then 35% required meat
divided by 0.85 equals 41% required meat food product in
the salad.

Cobb Salad — Contains lettuce and chicken or turkey.
The other ingredients that may be found include bacon,
hard cooked eggs, tomatoes, Roquefort or other blue
cheese or dressing. The product name must include the
poultry component(s) and also identify any meat ingredi-
ent when present about 2%, e.g., “Bacon and Chicken
Breast Cobb Salad.”

Caesar Salad — is an acceptable product name and
normally contains cheese, meat, or poultry pieces and
may contain other vegetables.

Ham and Cheese Salad — Must contain at least 25%
cooked ham.

Macaroni with ham or beef — Must contain at least
12% cooked meat.

Poultry Salad — Must contain at least 25% cooked
poultry (natural proportions of skin and fat).

Chopped egg and ham salad — Must contain at least
12% ham.

Chopped egg and bacon salad — Must contain at least
12% bacon (9% fully cooked bacon).

Vegetable and/or fruit with poultry — Must contain at
least 25% cooked poultry.

Cracker meal, bread crumbs, and similar ingredients
may be included in meat or poultry salads up to 2% of the
total formula. If more than 2% is used, a product name
qualifier is required. Modified food starch and textured
vegetable protein cannot be substituted for cracker meal
and bread crumbs in salad products.

SALAMI

A dry sausage that requires an MPR of 1.9:1 or less.
Extenders and binders are permitted. It may be cooked to
shorten drying period.
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SALAMI, BEEF

A cooked, smoked sausage, usually mildly flavored, in a
large casing, containing coarsely ground beef. Cereals and
extenders are permitted. May contain fat. Product does
not have to be labeled cooked.

SALAMI, COOKED

The product “Salami” must be labeled to include the word
“Cooked,” regardless of the type and size of its packaging,
unless it is one of the following:

1. A salami with a moisture protein ratio of no
more than 1:9 to 1

2. “Genoa salami” with a moisture protein ratio of
no more than 2.3:1

3. “Sicilian salami” with a moisture protein ratio
of no more than 2.3:1

4. Labeled, as…
a. Kosher Salami
b. Kosher Beef Salami
c. Beef Salami
d. Beer Salami
e. Salami for Beer. Pork skins are not a per-

mitted ingredient in cooked salami.

SALAMI, COTTO

A mildly flavored cooked, cured sausage, in a large cas-
ing, usually containing coarsely ground beef and pork.
The product contains whole or visible pieces of pepper-
corns. It is cooked in dry heat.

SALAMI, HARD

A dry sausage with an MPR of 1.9:1. It is made with beef
and pork and seasoned with garlic. Less highly flavored
but usually more heavily smoked than Italian Salami. It is
tied with loops or twine that gives a scalloped appearance.

SALAMI, ITALIAN

This kind of dry salami is usually prepared in the San
Francisco area and is easily distinguished by its covering
of a white mold. This salami consists of about 80% finely
chopped pork, to which a small amount of pork fat may be
added. Nonfat dry milk can comprise 3�

1
2

�% of the finished
product. The remainder consists of chopped beef, season-
ing, salt, and curing agent. The product should have an
MPR not in excess of 1.9:1 to insure the fat content and
dryness properties associated with a “dry salami.”

SALCHICHON (SP)

This term, meaning “Large Sausage,” This term may only
be used for large casing sausage products that are 3 inches
in diameter or more. Label must show a true product name.

SALISBURY STEAK

Finished product must contain at least 65% meat. Fat is
limited to 30%. Other requirements are:

1. It is an unbreaded cooked product.
2. The meat block may contain 25% pork, with

the remainder beef. Or, the meat block may
contain up to 12% partially defatted chopped
beef and pork.

3. Extenders are permitted up to 12%. When iso-
lated soy protein is used, 6.8% is the equivalent
of 12% of the other extenders. Those extenders
include, but are not limited to: cereal, bread
crumbs, cracker meal, soy flour, soy protein
concentrate, isolated soy protein, and textured
vegetable protein.

4. Meat byproducts are not permitted. Beef heart
meat is permitted.

5. Permitted liquids include, but are not limited
to: water, broth, milk, cream, skim milk and
reconstituted skim milk (9 parts water to 1 part
NFDM).

6. Product not cooked which conforms to the
above may be labeled “Patties for Salisbury.”

SALISBURY STEAK, TURKEY

Product must contain at least 55% turkey meat in natural
proportions (light and dark) or 65% turkey with skin and
fat in natural proportions (skin 10%, turkey meat 55%).
Maximum amount of binders and extenders is 12%.

SALPICAO

A smoked sausage. The label must show a true product
name, e.g., “Smoked Sausage.” No more than 3% water
can be added at formulation.

SALSICCIA (IT)

A fresh pork sausage, highly spiced, in which paprika is
permitted. It is a rope style sausage made of finely cut
pork trimming.

SALT AS A CURE

Dry processed hams, pork shoulders, and bacon are ordi-
narily cured with mixtures that contain mostly salt along
with sugar and nitrates plus nitrites. However, some
processors use salt alone in preparing their products. The
salt in contact with the meat provides the desired cured
color, taste, and necessary product protection.

Salt is an acceptable cure when used singly in the cur-
ing and salt equalization of dry processed hams, pork
shoulders, and bacon. The cured products must have a
10% brine concentration.
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SAMOSA

This product originated in India, although it is also asso-
ciated with Pakistan. It resembles a “Meat Turnover” and
consists of a spiced vegetable and meat mixture in a
dough crust. At least 25% meat is required. Label must
show a true product name, e.g., “Beef Turnover.”

SAMPLES

Free samples included along with the meat and poultry
food products are not to be included in the net weight
statement, and the ingredients do not need to be identified
in the ingredients statement as long as the ingredients
appear on sample package.

SANDALWOOD

According to FDA regulations, Red Saunders (red sandal-
wood) is not an acceptable ingredient in meat and poultry
products. It is a permitted coloring and flavoring agent in
alcoholic beverages only. In contrast, white or yellow san-
dalwood is acceptable in meat and poultry products as a
flavoring agent in an amount that is “sufficient for pur-
pose.” White or yellow sandalwood extract may be
labeled as “sandalwood extract” or “flavoring.”

SANDWICH — CLOSED

Product must contain at least 35% cooked meat and no
more than 50% bread. Sandwiches are not amenable to
inspection. If inspection is requested for this product, it may
be granted under reimbursable Food Inspection Service.

Typical “closed-faced” sandwiches consisting of two
slices of bread or the top and bottom sections of a sliced
bun that enclose meat or poultry, are not amenable to the
Federal meat and poultry inspection laws. Therefore, they
are not required to be inspected nor bear the marks of
inspection when distributed in interstate commerce.

SANDWICH — OPEN

Must contain at least 50% cooked meat. Sandwiches are
amenable only if they are open faced sandwiches. Product
must show a true product name, e.g., “Sliced Roast Beef
on Bread.”

This regulatory policy in no way alters the Depart-
ment’s present policy with respect to caterers who include
meat sandwiches in their dinners.

SANDWICHES (MEAT OR POULTRY AS COMPONENTS

OF “DINNER PRODUCTS”)

Dinners containing a sandwich type product, e.g., a frank-
furter, hamburger, or sliced poultry meat with a bun, are
amenable and subject to inspection.

SANTA FE STYLE

Acceptable for products that contain chilies with corn or
beans and one of the following ingredients: Cheese (jack,
cheddar, Mexican Style or fresh goat), bell pepper, onion,
garlic, tomatoes, tomatillos, cumin, oregano or cilantro.
The beans should be either black, kidney, navy, pink,
pinto, red, or white beans or an indigenous variety.

SARNO

A dry smoked sausage that is air dried. The label must show
a true product name, e.g., “Smoked Sausage.” Coarsely
chopped beef, pork, and garlic are not permitted.

SATAY

This term refers more to a preparation method than to the
nature of a finished product. Satay can be made from
chicken, beef, lamb, pork, and other food items, and pre-
pared in two ways:

1. Meat is cut into one inch cubes, then dipped
into a spicy sauce, skewered, and roasted over
an open fire (similar to “Kebobs” except no
vegetables or fruit). Label must show a true
product name, e.g., “Beef Cubes on Stick.”

2. Meat is cut into one inch cubes, then dipped into
a spicy sauce and canned. Label must show a true
product name, e.g., “Beef Cubes in Spicy Sauce.”

SAUCE WITH MEAT OR MEAT SAUCE

Product must contain at least 6% ground meat.

SAUERBRAUTEN (GR)

“Sauerbraten” must contain at least 50% cooked beef.
“Gravy with Sauerbraten” must contain at least 35%
cooked meat. Sauerbrauten is cooked beef in a vinegar
flavored sauce. The beef is marinated in vinegar sauce,
then separated from the sauce and partially cooked, and
put back in the sauce and cooked completely.

SAUERKRAUT BALLS WITH MEAT

Product must contain at least 30% meat or meat food
product.

SAUERKRAUT WITH FRANKS AND JUICE

Product must contain at least 20% franks.

SAUSAGE CLASSIFICATION

1. Fresh Sausage

Made of fresh, uncured meat, generally cuts of fresh pork,
and sometimes beef. Its taste, texture, tenderness, and
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color are related to the ratio of fat to lean. Trimmings from
primal cuts, e.g., pork, loin, ham, and shoulders are often
used. When ice or water is used to facilitate chopping and
mixing, it is limited to a maximum of 3% of the total for-
mula. It must be kept under refrigeration and thoroughly
cooked before serving. Bratwurst is in this class. Binders
and extenders are permitted in fresh sausages except
where regulations do not permit the use of such ingredi-
ents, i.e., 9 CFR 9 CFR 319.140 (Pork Sausage), 9 CFR
319.142 (Beef Sausage), 9 CFR 319.144 (Whole Hog
Sausage), and 9 CFR 319.145 (Italian Sausage).

See: 9 CFR 319 Subpart E.

2. Uncooked Smoked Sausage

Has all the characteristics of fresh sausage except it is
smoked, producing a different flavor and color. It must be
thoroughly cooked before serving. “Smoked Pork Sausage”
is included in this class. If it is a mixture of pork and other
meats, regardless of size, it must be treated for trichinae.

See: 9 CFR 319 Subpart F.

3. Cooked Sausages and/or Smoked Sausages

These products are chopped or ground, seasoned, cooked
and/or smoked. Added water is limited to 10% of the fin-
ished product. Meat byproducts may be used when permit-
ted by standard. Cure is required for particular sausages,
e.g., wieners or Polish sausage. These sausages come in
various shapes and sizes, e.g., short, thin, long and chub.
Cotto salami, liver sausage, and cooked weisswurst are
included in this category. Wieners, bologna, knockwurst,
etc., are also in this class but are further distinguished by
a fat and moisture limitation.

See: 9 CFR 319.180.

4. Dry and Semi-Dry Sausages

Dry sausages may or may not be characterized by a bacte-
rial fermentation. When fermented, the intentional encour-
agement of a lactic acid bacteria growth is useful as a meat
preservative as well as producing the typical tangy flavor.

The meat ingredients, after being mixed with spices
and curing materials, are generally held for several days in
a curing cooler. Afterward, the meat is stuffed into casings
and is started on a carefully controlled air-drying process.
Some dry sausage is given a light preliminary smoke, but
the key production step is a relatively long, continuous
air-drying process.

Principal dry sausage products are salamis and cerve-
lats. Salamis are coarsely cut, cervelats finely cut with few
exceptions. They may be smoked, unsmoked, or cooked.
Italian and French dry sausage are rarely smoked; other
varieties usually are smoked.

Dry sausage requires more production time than other
types of sausage and results in a concentrated form of

meat. Medium-dry sausage is about 70% of its “green”
weight when sold. Less dry and fully dried sausage range
from 80% to 60% of original weight at completion.

Semi-dry sausages are usually heated in the smoke-
house to fully cook the product and partially dry it. Semi-
dry sausages are semi-soft sausages with good keeping
qualities due to their lactic acid fermentation.

Although dry and semi-dry sausages originally were
produced in the winter for use in the summer and were
considered summer sausage, the term “summer sausage”
now refers to semi-dry sausages, especially Thuringer
Cervelat.

SAUSAGE CONTAINING CHEESE

Sausages may contain cheese under the following 
conditions:

1. If there is a standard for that particular sausage,
it must be met as though it contained no cheese.

2. The cheese must characterize the product and
appear as part of the product name. Example
“Italian Sausage with Cheese.”

SAUSAGE — LIQUIDS ADDED

Sausages containing fluid ingredients that are expected such
as fruit and juice and vinegar, are permitted at any level as
long as the product is descriptively labeled. The sausage
portion of the product, however, must meet any applicable
standard. Vinegar is an expected ingredient in chorizos
and the name does not have to indicate its presence.

SAUSAGE — SHELF STABLE

Dry sausage must have a Moisture Protein Ratio (MPR) of
1.9:1 or less, unless an MPR is cited under MOISTURE

PROTEIN RATIO.
Non-refrigerated, semi-dry, shelf-stable sausage must

have an MPR of 3.1:1 or less and a pH of 5.0 or less, unless
commercially sterilized or unless an MPR is cited under
MOISTURE PROTEIN RATIO. Alternately, non-refrigerated,
semi-dry, shelf-stable sausages are those that:

1. are fermented to a pH of 4.5 or lower (or pH
may be as high as 4.6 if combined with product
water activity no higher than 0.91),

2. are in an intact form or, if sliced, are vacuum
packed,

3. have internal brine concentration no less than 5%,
4. are cured with nitrite or nitrate, and
5. are smoked with wood. 

SAUSAGE REWORK

This term applies to a fully or partially processed product
(excluding uncooked trimmings) re-routed for reasons
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other than unwholesomeness or adulteration (i.e., emul-
sion residue, product breakage, slicing operations,
smoked meats, returns, etc.) and intended for inclusion in
cooked sausage, loaves, and similar products. Rework
may be used provided it does not adulterate the product,
violate its standard of composition, change the order of
predominance of ingredients, or perceptibly affect the
normal characteristics of the product. Rework is subject to
the following restrictions:

1. Cooked sausage, meat loaves may be used in
similar products without limitation.

2. Except in products covered by section 9 CFR
319.180, pieces of cooked and/or smoked meat
may be used without limitation if properly
identified in the ingredients statement.

3. Pieces of uncooked, cured pork from primal
parts may be used without limitation if properly
identified in the ingredients statement.

4. Sausage products in edible collagen casings may
be used in similar finely comminuted products
without limitation and need not be peeled.

5. Finished cooked sausage in natural casings
may be used in similar finely comminuted
products without limitation, except sausages in
bungs, middles, beef rounds, bladders, or stom-
achs, which must be stripped of the casings
before use. Also, natural casings of any type
that break during the stuffing operations should
not be included in emulsions.

SAUSAGE TYPE PRODUCTS WITH FRUITS

AND VEGETABLES

Sausage type products that contain unexpected ingredients
that significantly alter the character of the product may be
descriptively labeled as (characterizing ingredient) Sausage,
e.g., “Cherry Pecan Sausage,” “Wild Rice Sausage,” or other
equally descriptive names, e.g., “Sausage with Wild Rice.”

The sausage portion of fresh sausage products must
meet any applicable standards, including fat and added
water limitations, moisture/protein ratios, and use of binders
and extenders prior to the addition of any characterizing
ingredient(s). For cooked, smoked, or dry sausages, the fin-
ished sausage type product must meet the sausage standard
prior to the addition of any characterizing ingredients.

The unexpected ingredient must be present in suffi-
cient quantity or form to characterize the sausage type
product in flavor, texture, or other sensory attributes.
However, there are no minimum use levels.

This policy applies to products containing unexpected
food ingredients, e.g., fruits and vegetables, e.g., cherries,
pecans, tomatoes, etc., that change the character of the
product by the addition of unique flavor and other sensory
characteristics. The policy does not apply to imitation
products, i.e., products formulated to resemble in taste,

texture, color, etc., the traditional sausage products, but
which are nutritionally inferior. Sausages containing cheese
are addressed Policy Memo 010, and Potato Sausages are
addressed in Policy Memo 011.

SAUSAGE WITH SAUERKRAUT IN SAUCE

Product must contain at least 40% sausage.

SAUSAGE (SPECIES)

(Species) sausages identified in 9 CFR 319.141, 319.142,
319.144, and 319.160 of the meat inspection regulations
may be cooked, cured or smoked (or any combination),
but must comply with the standards before being
processed if the product name is to include “(species)
sausage.” For example, fresh beef sausage identified in 9
CFR 319.142 which is cured and cooked may be labeled
“cured, cooked beef sausage.” Prior to this processing,
these products could not contain more than the 3% water
permitted by the standard.

Cooked cured sausages or smoked cured sausages con-
taining up to 10% added water in the finished product and
prepared from one species may be labeled as “cooked cured
sausage,” “smoked sausage,” “cooked cured sausage made
with (species),” or “smoked sausage made with (species).”

Semi-dry and dry sausages made from a single species
may be labeled “(species) sausage,” e.g., “beef sausage.”

This policy does not apply to cooked sausages identi-
fied in section 9 CFR 319.180 of the meat regulations.

SCALLOPED POTATOES AND HAM

Product must contain at least 20% cooked ham.

SCALLOPED POTATOES AND SAUSAGE

Product must contain at least 20% cooked sausage.

SCALLOPED POTATOES FLAVORED WITH SAUSAGE

Product must contain at least 3% sausage.

SCALLOPPINI

Product must contain at least 35% cooked meat or poultry
meat. Thin slices of cooked veal, sometimes beef or poul-
try, seared or fried. Label must show a true product name,
e.g., “Veal Scalloppini” or “Chicken Scalloppini.”

SCHICKENWURST (GR)

The product is made of two parts, one of which is an emul-
sion prepared from pork and beef cuts. The second com-
ponent consists of chunks of ham measuring from 2 to 3
inches in size. The two parts are mixed, stuffed into large
casings, and smoked while being cooked. The final prod-
uct appears as a luncheon sausage with large pieces of red
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ham meat held together by a light pink binder. The ham
sections comprise at least 50% of the product and the item
has a distinct smoked flavor. This product is very similar
in appearance to the product sold as “Ham Bologna.”

SCRAMBLED EGGS WITH BACON

Product must contain at least 10% cooked bacon.

SEAWEED

The term is not an acceptable ingredient declaration.
There are many types of seaweed, some are not as safe.

SELECT OR HIGHER

This phrase has been extended to retail beef products that
have been officially graded prime, choice or select.

SHEPHERDS PIE (WITH OR WITHOUT VEGETABLES)

Product must contain at least 25% meat in total formula-
tion. Shepherds Pie is a meat food product consisting of
chopped, minced, or cubed beef or lamb, seasoned with
gravy or sauce, with or without vegetables, and baked
with a covering layer or surrounding border of seasoned
mashed potatoes. The label must show a true product
name, e.g., “Beef Shepherds Pie.”

SHIPPING CONTAINERS

A mark of inspection and a handling statement is required
on all shipping containers. Safe Handling Instructions are
required with all other required features only when they
shipping container is also the immediate or primary 
container.

See: 9 CFR 316.13.

SHU-MAI

Product must contain at least 10% meat. A Chinese prod-
uct that resembles a dumpling. It is similar to a meat ravi-
oli. The label must show a true product name, e.g., “Pork
Dumpling.”

SIGNATURE LINE

It is not necessary to include the term “General Office” in
signature lines on labels used by companies with multiple
plant operations. A zip code shall appear following the
address.

See: 9 CFR 317.2(g)(1) 9 CFR 381.122.

SLOPPY JOE

A coined name that must be qualified by a true product
name, e.g., “Barbecue Sauce with Beef.” The meat con-
tent depends on the name of the product. Heart meat and

tongue meat can be used but not to satisfy the minimum
meat requirement.

SMOKE

For imported Canadian products, e.g., bacon, which are
physically smoked during processing, the word “Smoke”
is acceptable in the ingredients statement. Although not
required or customary, smoke can also appear in the ingre-
dients statement of domestically produced products which
are physically smoked. If included in the ingredients state-
ment, smoke should appear as the last item.

SMOKE FLAVORING

The use of smoke flavoring (natural or artificial) in a com-
ponent of a meat or poultry food product, e.g., ham in a
ham salad, does not require that the product name be qual-
ified to indicate the presence of the smoke flavoring.
However, the smoke flavoring must be declared in the
ingredients statement on the meat or poultry product labels.

Secondary product — when meat and extender prod-
uct is produced using a meat product in which smoke fla-
voring is added, the secondary product name does not have
to be qualified with a phrase as “smoke flavoring added.”

When smoke flavor (natural or artificial) has been
directly added to a product as part of a seasoning mix, the
presence of the smoke flavor must be identified in a qual-
ifying statement to the product name, e.g.,

1. “Chicken soup smoked flavor added,” and in
the ingredients statement.

2. “Beef soup smoke flavor.”
3. If a product is simply sprayed with liquid smoke,

it must be labeled “smoke flavoring added.”

SMOKED PRODUCTS

The guidelines for approving labels for products prepared
with natural smoke and/or smoke flavor (natural or artifi-
cial) are as follows:

1. Meat or poultry products which have been
exposed to smoke generated from burning hard-
woods, hardwood sawdust, corn cobs, mesquite,
etc., may be labeled as “Smoked” or with terms,
e.g., “Naturally Smoked” to indicate that the
traditional smoking process is used.

2. Meat or poultry products which have been
exposed to natural liquid smoke flavor which
has been transformed into a true gaseous state
by the application of heat or transformed into
vapor by mechanical means, e.g., atomization,
may be labeled “Smoked.”

3. Meat or poultry products may be labeled
“Smoked” if natural liquid smoke flavor is
applied by spraying, dipping, liquid flooding,
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or similar processes prior to or during heat pro-
cessing. In such cases, the natural liquid smoke
flavoring must be transformed into a true
gaseous state by the heat of processing. If a
product is simply sprayed with liquid smoke it
must be labeled “smoke flavoring added.”

4. Meat or poultry products to which smoke flavor
(natural or artificial) has been directly applied
to the exposed product surface, e.g., massaging
or margination, or incorporated into the product
by such means as injection, must be labeled to
identify the smoke flavor as part of the product
name, e.g., “Ham-Natural Smoke Flavor
Added,” and in the ingredients statement.

5. Meat or poultry products that are smoked, as
provided for in (1), (2) and (3) above and also
treated with smoke flavor as described in (4),
may only be labeled “Smoked” or with terms,
e.g., “Naturally Smoked,” if it is clearly dis-
closed that the product is also treated with
smoke flavor. The presence of the smoke flavor
must be identified as part of the product name,
e.g., “Smoked Ham-Smoke Flavoring Added”
and in the ingredients statement.

6. Product may be labeled as “hickory smoked”
only if the plant provides the inspector with
appropriate certification that such sawdust or
wood for smoking is 100% hickory.

SMOKED THURINGER LINKS

A cooked smoked sausage made with pork only.

SNACKS (HORS D’OEUVRES)

Product must contain at least 15% cooked meat or 10%
cooked bacon. The label must show a true product name,
e.g., “Liver Pate on Toast.”

SODIUM ALGINATE

This is added as a binder in “Taquitos.” Approval may be
given for use at a level of less than 1% with .25% of cal-
cium citrate to stabilize a pizza sauce or pizzas heated in
household toasters.

Sodium alginate when used as glue to seal burrito and
burrito like products is acceptable, if declared in the ingre-
dients statement, or if a statement such as “sealed with
sodium alginate” appears at the end of the ingredients
statement.

SODIUM BENZOATE

Sodium Benzoate is not an acceptable ingredient for meat
and poultry products, except in oleomargarine. It is
accepted as an incidental additive when it is a part of a

product prepared under FDA rules, e.g., sauces, gravies,
and similar substances.

SOFRITO WITH PORK

This is a sauce containing 6% smoked pork.

SOPPRESATE (IT)

This is an acceptable name for a dry salami with an MPR
of 1.9:1. This is an Italian salami that is lightly flavored
with garlic and, generally, hotly seasoned with paprika
and black or red peppers. It is smoked to varying degrees
depending on regional tastes.

SORBITOL

This is only permitted in 9 CFR 319.180 products, cured
pork products, dried beef, kielbasa and products similar to
kielbasa. Do not approve when used in other products.

SOUFFLE (SPECIES) OR (KIND)

Product must contain at least 18% cooked meat or 
poultry meat.

SOUJOUK (TK)

This is a Turkish sausage made from beef which is very
dry and highly spiced with an MPR of 2.04:1. The prod-
uct is usually flattened or resembles a dry salami or ring
bologna. The label must show a true product name, e.g.,
“Dried Beef Sausage.”

SOUP

1. Soups that declare meat stock in the product
name are meat food products and shall contain
at least 25% meat stock with an MPR of not
less than:
a. Condensed soup — 67:1
b. Ready-to-eat — 135:1
c. Beef Bouillon — 67:1 and at least 50% beef

stock
2. Soups made with meat shall contain not less than:

a. Condensed soup — 4% cooked meat
b. Ready-to-eat — 2% cooked meat

3. Soups containing smoked meats shall contain
not less than:
a. Condensed soup — 4.0% smoked meat
b. Ready-to-eat — 2.0% smoked meat

4. Soups made with cooked sausages shall contain
at least 4% cooked sausage.

SOUP PRODUCTS

Bean & Ham Shank: When soup is made from ham
shanks, they must be shown in the true product name, e.g.,
“Bean and Ham Shank Soup.”
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Blood: Product must contain at least 1% blood and be
made under inspection.
Chowders: Follow standard for soups.
Consomme: A broth cooked with vegetables and then
strained. Must have an MPR of 135:1.
Consomme Instant: Dehydrated — not amenable.
Cream: Condensed cream soups may be made from vari-
ous creams, whole milk, or dry milk powder. The amount
of cream, whole milk, or dry milk powder should provide a
minimum of .45% butterfat to the final product. Examples:

1. A cream containing 18% butterfat should make
up the product formulation; this provides .45%
butterfat to the product formulation.

2. Dry milk powder containing 27% butterfat
should make up 1.67% of the product for-
mulation.

Dried Meat Soup Mixes: Not amenable.
Italian Style Minestrone: Soup must contain zucchini.
Identify meat in the true product name.
Pepper Pot: Soup must contain at least 20% scalded tripe.
Petite Marmite (FR): A soup made with meat, chicken,
and vegetables.
Scotch Broth: Soup must contain at least 3% mutton in a
thick mutton broth.
Vegetable: Vegetable soups made with soup stock are not
considered amenable.

SOUSE

This is a nonspecific product that can be made with all
pork byproducts. The ingredients statement directly fol-
lows the product name.

SOUTHERN FRIED

Southern fried poultry cuts or patties are breaded and
fried. This is not geographical.

SOUTHWESTERN STYLE

An acceptable identification for products containing any
five (5) of the following types of food ingredients:

Beans (kidney beans, black beans, pinto beans, red or
pink beans), corn, chili peppers, bell peppers, cheddar
cheese, cilantro, onions or onion powder, cumin, oregano,
garlic or garlic powder, paprika, chili powder, either
mesquite smoked, or mesquite smoke flavor added.

SOY PROTEIN PRODUCTS

Whenever soy flour, defatted soy grits, soy protein con-
centrate, isolated soy protein, and similar products are
used as ingredients of meat and poultry products, they
must be called by their common or usual name (e.g., soy
flour, soy protein isolate, etc.).

Two percent isolated soy protein is equivalent to 3.5%
binders.

If these products are textured, then “textured” should
also be included in the name. We allow the use of the term
“textured vegetable protein” when the textured soy products
are mixed with spices, colorings, enrichments, etc., and
the ingredients of the textured vegetable protein are listed
parenthetically. “Vegetable Protein Product” is an accept-
able declaration for a soy product fortified in accordance
with Food and Nutrition Service regulations. The ingredi-
ents of the VPP must be listed parenthetically.

SPAGHETTI

Sauce with meatballs Sauce with meat with meatballs
with meatballs & sauce with meat and sauce with franks
and sauce. 

Must contain at least 35% cooked meatballs
Must contain at least 6% meat
Must contain at least 12% meat
Must contain at least 12% franks

SPAGHETTI SAUCE WITH MEAT STOCK

This spaghetti sauce consists mainly of tomatoes with sea-
soning. Product must contain 5% fresh beef and 12.5%
concentrated meat stock.

SPAGHETTIOS IN CHEESE SAUCE WITH

GROUND BEEF

Product must contain at least 12% meat.

SPANISH RICE WITH BEEF

Product must contain at least 20% cooked beef.

SPECKWURST

Product should conform to sausage standard (9 CFR
319.140) without the use of byproducts. Chunks of fat are
usually present.

STARCH

Starch, wheat starch, and cornstarch are synonymous in
meaning. When “Vegetable Starch” is used as a designa-
tion, it refers to the starchy materials derived from any
vegetable source, e.g., potatoes, peas, etc. Tapioca starch
cannot be declared as “starch.”

See: Tapioca Starch.

STEAK, CHINESE PEPPER

Product must contain at least 30% cooked steak. A
Chinese dish usually served with rice. Beef steak is cut in
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thin strips, browned, and added to a sauce. Vegetables are
also added to the sauce; green pepper strips are always used,
and other vegetables may include celery, onions, scallions,
red pepper, bean sprouts, tomatoes, or water chestnuts.

STEAK, COUNTRY STYLE

This term is popular in the Southern region of the country.
It resembles a “Gravy and Swiss Steak” product.
Characteristics of this product are:

1. It is prepared from the steaking portions of beef
(usually from the round) and braised.

2. The meat is mechanically “tenderized” and
floured prior to browning.

3. The meat is browned by sautéing or oven brown-
ing, but not flame browned nor cooked in water.

4. When a true product name is shown as “Gravy
and Beef Steak,” at least 35% cooked steak
must be used.

5. When a true product name is shown as “Beef
Steak with Gravy,” at least 50% cooked steak
must be used.

STEAK, PEPPER

Product must meet the standard for “Fabricated Steak” in
9 CFR 319.15(d) and contain green and/or red peppers.

STICKS

There are three types of meat or poultry sticks.

1. Meat Sticks, which are an extended “pattie-
like” product and are usually breaded. No more
than 10% extenders and 30% breading are per-
mitted. When whole egg, tomato, and nonfat
dry milk are used, they must appear as added
ingredients in the true product name, e.g.,
“BREADED MEAT STICK — NONFAT DRY
MILK ADDED.

2. The infant finger food type of sticks is usually
packed in jars. It conforms to the sausage stan-
dard and must show a true product name, e.g.,
“Meat Stick.”

3. Nonspecific dry or semi-dry sticks that do not
meet the sausage standard must be followed by
the ingredients statement. If products meet the
sausage standard, they may be identified as
“Smoked Sausage.”

STROGANOFF, MEATBALL

Product must contain at least 45% cooked meatballs.
Sauce portion shall comply with the Stroganoff Sauce
standard.

STROGANOFF SAUCE

The sauce must contain at least 10% sour cream or a com-
bination of at least 7.5% sour cream and 5% wine, or 2%
sour cream, 2½% wine, and 9½% whole milk.

STROGANOFF SAUCE WITH/AND BEEF

Product must contain at least 31% beef or 21% cooked
beef based on the total weight of the product, with sauce
portion complying with the stroganoff sauce standard.

STROGANOFF SAUCE WITH/AND MEATBALLS

Product must contain at least 31% cooked meatballs. Sauce
portion shall comply with the stroganoff sauce standard.

STROMBOLI (IT)

Product is not considered a traditional sandwich.
Minimum meat requirement is 25% fresh or 18% cooked
meat. The label must show a true product name, e.g.,
“Pepperoni and Cheese Wrapped in Dough.”

STUFFED CABBAGE WITH MEAT IN SAUCE

Product must contain at least 12% meat or at least 8%
cooked poultry.

STUFFED PEPPERS WITH MEAT IN SAUCE

Product must contain at least 12% meat or at least 8%
cooked poultry.

SUKIYAKI

Product must contain at least 30% beef. Sukiyaki consists of
cut up vegetables, e.g., mushrooms, leeks and celery, which
are cooked briefly with thin slices of beef and soy sauce.

SULFITING AGENTS

The presence of sulfiting agents (sulfur dioxide, sodium
sulfite, sodium bisulfite, potassium bisulfite, sodium
metabisulfite, and potassium metabisulfite) must be
declared on the label if their concentration in the finished
meat or poultry food product is 10 PPM or higher.
However, some finished meat and poultry food products
may be comprised of multiple separable components, e.g.,
potatoes or apple cobbler in frozen dinner. For these prod-
ucts, if a separable component contains 10 PPM or more
sulfiting agents, the sulfiting agents must be declared even
though the total product contains less than 10 PPM of sul-
fiting agents. When sulfiting agents are required to be
declared under conditions described above, their declara-
tion shall be according to the following:

1. Sulfiting agents shall be declared by their spe-
cific name or as “sulfiting agents.”
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2. Declaration shall be in the ingredients state-
ment in order of predominance or at the end of
the ingredients statement with the statement
“This Product Contains Sulfiting Agents” (or
specific name(s)).

3. When the total product contains less than
10 PPM, but a separable component contains
10 PPM or more, the sulfiting agent must be
declared as part of the component according to
(1) and (2) above.

SUMMER SAUSAGE

Product may be a semi-dry or cooked sausage. Meat
byproducts and extenders are permitted.

SWISS STEAK

Swiss Steak and Gravy: Contains not less than 50%
cooked beef.

Gravy and Swiss Steak: Contains not less than 35%
cooked beef.

Product labeled “Swiss Steak” must be floured or
dusted before searing, or may have flour added to gravy.

SWEET AND SOUR PORK, BEEF OR POULTRY

Product requires at least 25% meat or poultry meat, or
18% cooked meat or poultry meat. Product also requires
sufficient traditional sweet and sour ingredients (fruit,
fruit juices, vinegar, etc.) to impart sweet and sour char-
acteristics.

SZECHWAN STYLE

Acceptable identification for any product containing one
item from three or the four groups below.

1. Soy sauce
2. Spring onions, scallions or leeks
3. Garlic, ginger, ginger root
4. Chili, Szechwan peppercorn, Chili oil

TACO

Product must contain at least 15% meat.

TACO FILLING

Product must contain at least 40% fresh meat. The label
must show true product name, e.g., “Taco Filling with
Meat,” “Beef Taco Filling,” or “Taco Meat Filling.”

TACO FILLING, KIND

Product must contain at least 40% raw poultry meat.

TAGS, TISSUE STRIPS, BRANDS

When tags, tissue strips, brands, etc. are used to apply
ingredients statements on sausages and other products in
casings or link form, the only additional marking required
is the official inspection legend. However, if other features
are added, e.g., the product name, all applicable required
labeling features are required.

See: 9 CFR 316.10.

TALLOW

Acceptable product name for the meat food product con-
sisting of rendered beef fat or mutton fat or both.

TAMALES

Product must contain at least 25% meat. Tamales prepared
with meats other than beef and/or pork must include them
in the product name, e.g., “Chicken Tamale” or “Chicken
and Beef Tamale.”

See: 9 CFR 319.305.
When inedible wrappings are used, they must be 

indicated:

a. In the product name, e.g., “Beef Tamale Wrapped
in Corn Husk.”

b. As a qualifier to the product name, e.g.,
“remove parchment paper prior to eating,” or

c. As information in the preparation instructions,
e.g., “remove the inedible covering prior to
serving.” The wrapper cannot be included as
part of the net weight.

Filling — must contain at least 40% beef.
Pie — must contain at least 20% fresh meat. Filling

must be at least 40% of the total product.
(kind) — must contain at least 6% poultry meat.
(kind) With sauce or gravy — must contain at least 5%

poultry meat.
(species) — must contain at least 25% meat.
(species) With sauce or gravy — must contain at least

20% fresh meat.
If byproducts are used, their presence must be

included in the product name.

TAPIOCA PRODUCT

Tapioca flour — can be used as a binder in some products
in which “starchy vegetable flour” is permitted, as long as
it is declared as tapioca flour.

Tapioca starch — can be used as a binder in some
meat and poultry products in which “vegetable starch” is
permitted as long as it is declared as “tapioca starch or
food starch.” Tapioca starch cannot be declared as
“starch.”
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TAQUITOS

A Mexican dish requiring at least 15% meat. Cooked meat
product is cut into strips or shredded and placed in center
of tortilla. The tortilla is then rolled around the filling.

TASAJO SALTED BEEF (SP)

MPR not to exceed 2:1. Product is stitch pumped and
cured in salt brine for 72 hours or more after which it is
dried with circulated warm air for a period of at least 20
days. If the item is dipped in a tallow mixture, a statement
must be shown contiguous to the product name identifying
the constituents of the dipping mixture.

TEAWURST OR TEEWURST

A cooked or uncooked product processed with or without
curing and cold smoked 2 to 5 days. It is ground or
coarsely chopped and is characterized by a soft spreadable
texture. Typical meat ingredients include: pork, beef, pork
bellies, and bacon. Fresh pork bellies may be used in
place of pork fat and bacon.

TEMPURA

A Japanese dish consisting of shrimp, fish, vegetable,
meat, poultry etc., each dipped in an egg batter and deep
fried. The label must show true product name, e.g.,
“Chicken Tempura,” “Pork Tempura,” etc.

TERIYAKI, MEAT OR POULTRY

Cubes or slices of meat or poultry meat which have been
marinated in a sauce containing soy sauce, some kind of
sweetener, and usually ginger, garlic, or wine. When the
marinated product is combined with additional sauce the
product name must reflect the sauce; for example, “Beef
Teriyaki with Sauce.”

See: Teriyaki Products when product has not been
cooked.

TERIYAKI PRODUCTS

Meat and poultry teriyaki products are not required to be
cooked, provided a prominent statement is on the princi-
pal display panel informing the consumer that the product
is not cooked. Example: “Ready to Cook,” “Raw,” and
“Ready to Bake.”

TETRAZZINI, POULTRY OR BEEF

Product must contain at least 15% cooked poultry or
cooked beef. Made with diced cooked poultry or meat in
a rich cream sauce containing sherry. This is added to
cooked spaghetti or noodles in a casserole. Usually topped
with bread crumbs or grated cheese.

TEXTURED VEGETABLE PROTEIN (TEXTURED

VEGETABLE PROTEIN PRODUCT) FOR COOKED

MEAT AND/OR POULTRY MEAT

If the cooked meat and/or poultry meat to TVP ratio
exceeds 9:1, then the TVP is declared by its common or
usual name in the ingredients statement only.

If the cooked meat and/or poultry meat to TVP ratio is
less than 9:1 but at least 7:1, the label must contain a qual-
ifying phrase contiguous to the product name, e.g.,
“Chicken Salad, Textured Vegetable Protein Added.”

If the cooked meat and/or poultry meat to TVP ratio is
less than 7:1, the TVP must be shown in the product name,
e.g., “Chicken and Textured Vegetable Protein Salad.”

TEXTURED VEGETABLE PROTEIN (TVP) PRODUCTS —
FRESH MEAT OR POULTRY MEAT RATIOS

The following guidelines and labeling requirements have
been established regarding use of TVP in products other
than patties and pizza toppings.

If the ratio of fresh meat or poultry meat to TVP is
greater than or equal to 13:1, the TVP product is not con-
sidered to be characterizing or deceptive, e.g., 40% fresh
meat: 3% textured soy flour � 13.3:1, and the TVP only
needs to be shown in the ingredients statement only.

If the ratio of fresh meat or poultry meat to TVP prod-
uct is less than 13:1 but greater than or equal to 10:1, the
TVP is characterizing and must be shown contiguous to
the product name, e.g., “Hot Dog Chili Sauce made with
Beef Textured Vegetable Protein added.”

THAI STYLE

Acceptable identification for products containing at least
five of the following:

Basil, chilies or chili products, cilantro, coconut or
coconut products, coriander, cumin, fish sauce, galangal, gar-
lic, ginger, green onions, jasmine rice, lemon grass, peanuts
or peanut products, rice noodles, shallots, or soy sauce.

THURINGER

Usually classed as a “Semi-Dry” sausage with an MPR of
3.7:1. It is usually smoked and complies with the follow-
ing factors:

1. Pork fat as such may comprise up to 10% of the
total ingredients.

2. Heart meat (Beef or Pork) may comprise up to
50% of meat ingredients.

3. Tongue meat (Beef or Pork) may comprise up
to 10% of meat ingredients.

4. Cheek meat (Beef or Pork) may comprise up to
50% of eat ingredients.
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5. No binders or extenders are allowed.
6. “Cooked Thuringer” can contain up to 10%

added water.
7. Acceptable product names for uncooked

Thuringer include: “Beef Summer Sausage —
Thuringer Cervelat” and “Summer Sausage —
Thuringer Cervelat.”

TIPS

Is the sub-primal of the beef round and is often referred
to as the “Sirloin Tip.” If the term “Tips” is used for
other than from the “Sirloin Tip,” it must be qualified 
as to the specific part of the primal such as “Beef 
Ribs Tips.”

TITANIUM DIOXIDE

When Titanium Dioxide is used in poultry salads, a qual-
ifying phrase should appear under the product name stat-
ing that the product has been “Artificially Whitened” or
“Artificially Lightened.”

TOCINO

Spanish word for salt pork or bacon. Except in Puerto
Rico, must show and use true product name in English,
e.g., bacon, salt pork.

TOCINO, POULTRY

A fanciful name for a tocino product made from poultry.
The fanciful name must be followed by a true descriptive
product name, e.g., “Chicken Tocino, Sliced, Marinated,
Cured Chicken Thigh Meat.”

TOCINO (FILIPINO OR PHILIPPINE STYLE)

The thinly sliced piece of meat taken from either the hind
leg or shoulder portion of the pork carcass. The product is
treated with salt, sugar, and nitrite and/or nitrates, with
optional ingredients of ascorbic acid, spices, monosodium
glutamate, and phosphates. Acceptable color agents are
annatto, beet powder, and paprika that must be shown as
“artificially colored.” A true product name must be shown
on the label, e.g., “Sliced Marinated Cured Pork Shoulder
Butt, followed by the solution statement.”

TOCOPHEROL

May be listed as “Topcopherol (Vitamin E)” on the label
but not “Vitamin E (Tocopherol).” Tocopherol and
Vitamin E are not synonyms. Also, acceptable in rendered
or unrendered fat.

TOMATO AND BACON SPREAD

Product must contain at least 25% cooked bacon.

TONGUE TRIMMINGS

Labeling terminology for the various kinds of tongue and
cheek trimmings shall be as follows:

1. “(Species) tongue trimmings” shall be used to
identify all tissues except cartilage and bone that
are obtained by converting long-cut to short-cut
tongues. This conversion is done by making a
transverse cut anterior to the epiglottis, removing
the soft palate and epiglottis, and cutting through
the hyoid bone. Approximately 1�

1
2

� inches 
of the bone is left with the tongue. “(Species)
tongue trimmings” may also be used to identify
salivary glands, lymph nodes, and fat from which
the muscle tissue has not been removed.

2. “(Species) salivary glands, lymph nodes, and fat
(tongue)” must be preceded by the name of the
species from which derived. Tongue meat should
not include any tissues described in paragraph 2.

3. Trimmings from the tongue itself should be
identified as “tongue meat” preceded by the
name of the species from which derived.
Tongue meat should not include any tissues
described in paragraphs 2 and 3 above.

4. Trimmings with fat from tongue is acceptable
ingredient in cooked sausage products covered
under section 9 CFR 319.180 of the regula-
tions. Lymph nodes and salivary glands are not
acceptable ingredients.

TOPPING — (SPECIES) OR (KIND)

Topping is an acceptable product name for a nonspecific
product containing the species or kind indicated as well as
various other ingredients. The ingredients statement must
follow the product name.

See: Pizza Topping Mix.

TORTELLINI WITH MEAT

Product must contain at least 10% meat.

TORTILLA WITH MEAT

Product must contain at least 10% meat. Tortilla is a thin,
flat unleavened masa cake which is baked on both sides.

TOSTADA WITH MEAT

Product must contain at least 15% meat. A tortilla is usu-
ally topped with refried beans, meat, cheese, and fresh
vegetables.

TOURISTEN WURST

A semi-dry type of sausage. The MPR must not exceed 
is 3.7:1.
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“TROPIC CURE” PORK PRODUCTS

Pork products when ready for shipment from the official
establishment must have a moisture protein ratio not in
excess of 3.25:1, and a salt content not less than 6%.

TRUFFLES

Meat food product, e.g., “Liver Pate with Truffles” or
“Sandwich Spread with Truffles” would be expected to be
prepared with at the least 3% truffles. Labels of product con-
taining less than 3% truffles should indicate the amount of
truffle content in the name, e.g., “Liver Pate with 2% truf-
fles.” If the name does not feature truffles and they are men-
tioned only in the list of ingredients, we have no minimum
requirement, provided the illustration does not show truffles.

TURKEY BRAUNSCHWEIGER

The product name must be shown on the label as “Turkey
Liver Sausage.” No byproducts other than liver are per-
mitted in the product.

TURKEY CHOPS

Turkey chops are prepared by cutting the frozen breast
into slabs with each cut being made perpendicular to the
long axis of the keel bone (sternum). The larger slabs are
split in half through the center of the sternum, resulting in
two individual servings of meat with a piece of bone on
one side and a thin layer of skin on the other. The smaller
pieces at each end of the breast are left intact as individ-
ual servings. The word steak is unsuitable because a
turkey steak is boneless by definition.

TURKEY HAM PRODUCTS CONTAINING

ADDED WATER

Product otherwise conforming to the standard for turkey
ham under section 9 CFR 381.171 of the poultry products
inspection regulations but weighing more than the origi-
nal weight of the turkey thigh meat used prior to curing
shall be descriptively labeled as follows:

1. The product name must include in addition to
“Turkey Ham,” words that specify the amount of
the additional substances, e.g., “and % Water,”
“With % Water Added,” or “Turkey Ham and
Water Product % of Weight is Added
Ingredients.” (The ingredients of the added solu-
tion may be incorporated into the product name,
e.g., “Turkey Ham and Water Product % of
Weight is Added Water, Salt, Dextrose, Sodium
Phosphate, and Sodium Nitrite.”) The blank is
filled in with the % determined by subtracting
the original weight of the turkey thigh meat from

the weight of the cooked finished product.
“Turkey Ham and 12% Water” is an example.

2. In retail and non-retail size packaging, the qual-
ifying statements described in 1 above must be
shown in lettering that is either not less than
three-eighths inch in height or is at least one-
third the size of the letters used in the product
name and in the same color and style and on the
same background as the product name. Full
length of the product labeling is not required.

3. The “Turkey Ham” portion of the product name
must be qualified with the statement “Cured
Turkey Thigh Meat” in the manner described in
9 CFR 381.171(e). This may be effected by
using an asterisk as long as there is no type or
other designs between the total product name
and the qualifying statement. Other means of
qualifying “Turkey Ham” will be evaluated
based on clarity. Alternatively, the total name as
described in 1 and 2 above may be qualified
with a statement that includes “Cured Turkey
Thigh Meat” and the amount of added water,
e.g., “Cured Turkey Thigh Meat and 12%
Water.” The statement should be presented in
the manner described in 9 CFR 381.171(e).

4. The product name shall be further qualified
with the statement(s) required by section 9
CFR 381.171(f) and any other statements
required in Part 381. A product complying with
the standard for Turkey Ham, containing added
water, and descriptively labeled as stated
above, must be produced under a Partial
Quality Control (PQC) program approved by
the Processed Products Inspection Division
(PPID) prior to the use of the approved label.

TURKEY HAM AND WATER PRODUCTS

CONTAINING BINDERS

Turkey ham products containing added water and binders
must be labeled as “Turkey Ham and Water Products” X%
of weight is added ingredients as described in Policy Memo
057a to provide freeze/thaw stability and reduce purge in
packages. The binders that are acceptable for use in cured
pork product can be used in these turkey ham products. The
binders must be used in accordance with 9 CFR, Sections 9
CFR 319.104(d) and 424.21(c). Where several limits are
listed, depending upon the cured pork product, the maxi-
mum amount permitted in the regulation is acceptable.

TURKEY HAM PRODUCTS CONTAINING GROUND

TURKEY THIGH MEAT (LABELING)

Small amounts of ground turkey thigh meat may be added
as a binder in turkey ham products as defined in 9 CFR
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381.171 without declaration, provided the ground turkey
thigh meat is made from trimmings that are removed from
the turkey thighs during the boning and trimming process.
The amount of ground turkey thigh meat that may be used
can represent no more than the amount that was trimmed
and in no case more than 15% of the weight of the turkey
thigh meat ingredients when formulated. Products con-
taining any ground turkey thigh meat not removed during
the boning and trimming processes or products containing
more than 15% ground turkey thigh meat must be labeled
to indicate the presence of the ground turkey thigh meat,
e.g., “a portion of ground turkey thigh meat added.” The
provision in the regulations (9 CFR 381.171(f)) regarding
the required use of terminology, e.g., “Chunked and
Formed,” “Chopped and Formed,” and “Ground and For-
med” will continue to be followed.

TURKEY LOAF: CURED, CHOPPED (CANNED)

May contain seasonings, cures, and no more than 3% water
at formulation. Binders and extenders are not permitted.

TURNOVERS

Product must contain 25% meat or 14% poultry meat.
Similar to pies except the dough is folded. Cheese may be
substituted for meat or poultry meat in an amount not to
exceed 50% under the conditions outlined below:

1. Cheese must be part of the product name, e.g.,
“Beef and Cheese Turnover” or “Chicken and
Cheese Turnover.”

2. Imitation Cheese, substitute cheese, cheese food,
and cheese spreads are not acceptable replace-
ments for cheese.

TZIMMES

The true product name is “Beef and Vegetables” (or similar
wording) when at least 50% beef is present in the product.
“Vegetables with Beef” (or similar wording) is acceptable
when at least 35% raw beef is used.

UKRAINIAN SAUSAGE

A dry sausage made from lean pork and/or veal chunks,
containing large amounts of garlic which dominates the
flavor. It is cooked and smoked at high temperatures and
then air dried. The water activity (Aw) of the finished
product shall not exceed 0.92 or a moisture/protein ratio
2.0:1 or less.

VARIETY MEATS IN FRANKS

Cooked sausages with variety meats (byproducts) identi-
fied in 9 CFR 319.180(b) must contain not less than 15%
red skeletal meat based on total meat block weight. The

meat block includes meat, meat by-products, and if appli-
cable, poultry.

VARIETY PACKS — HORS D’OEUVRES

Whenever FDA regulated products are included as a part 
of a variety pack bearing the legend (e.g., seafood hors
d’oeuvres included with meat and poultry hors d’oeuvres),
the labeling information must still be reviewed to assure
accuracy. FDA regulated products that are found mislabeled
should be corrected according to the policies of the FDA
before the label can be approved.

VEAL AND PEPPERS IN SAUCE

Product must contain at least 30% cooked veal.

VEAL BIRDS

Product is similar to a turnover made with meat and no more
than 40% stuffing. Categories of products are as follows:

1. Veal Birds — At least 60% veal
2. Veal Birds Beef Added — At least 60% veal

and beef of which 20% may be beef
3. Veal and Beef Birds — At least 60% veal and

beef of which up to 50% may be beef
4. Veal Birds (made from patties) — Birds made

from patties shall bear a true product name
descriptive of patty used, e.g., “Veal Birds
made with Veal Patties — Beef Added.” The
patty portion shall contain 70% meat.

VEAL CORDON BLEU (FR)

The standard requires at least:

1. 60% veal;
2. 5% ham, Canadian bacon, or cooked cured

pork loin; and
3. Cheese (either Swiss, Gruyere. Mozzarella, or

Pasteurized Processed Swiss).

If the product is breaded, it must be shown in the product
name. When the product is made with other than solid
pieces of meat, “Chopped and Formed” must be shown
contiguous to the product name. Beef is not permitted in
this product.

Veal that has been injected with water and phosphates
and used for Veal Cordon Bleu should be labeled “Veal
Roll Cordon Bleu” or other descriptive names as appro-
priate.

VEAL DRUMSTICK, BREADED

May not contain more than 15% water or more than 10%
extenders.
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VEAL FRICASSEE

Must contain at least 40% meat.

VEAL PARMIGIANA

The following categories of products exist:

1. “Breaded Veal Parmigiana” is the product name
for a solid piece of veal that is breaded and
topped with cheese and tomato sauce. Breaded
cooked veal must represent 40% of the finished
product.

2. “Breaded Veal Parmigiana, Chopped and
Formed Beef (or Beef Fat) Added” is the prod-
uct name for chopped veal with up to 20% beef
and/or beef fat added that is formed, breaded,
and topped with cheese and tomato sauce. The
chopped and formed beef added statement is
shown one-third the size of “Veal” contiguous
to the product name. Breaded cooked patty
must represent 40% of the finished product.

3. “Breaded Veal Parmigiana made with Veal
Patties, Beef (or Beef Fat) Added” is the prod-
uct name for a veal patty containing at least
70% fresh meat (in unbreaded patty) of which
20% may be beef or beef fat. The patty is
breaded, topped with cheese and tomato sauce.
The entire qualifying statement in the product
name is to be shown 1/3 size of “Veal” con-
tiguous to product name. The breaded cooked
patty represents 40% of the finished product.

4. Breaded Veal and Beef Patty Parmigiana. The
patty may be prepared in proportions as gov-
erned by 9 CFR 317.2(f)(1)(v) of the regula-
tions; the minimum meat patty requirement is
50%. If the product is breaded, the name must
reflect this fact. The cheese component of the
product does not have to be shown in the name
of the product. A specific kind of cheese is not
required, although Romano, Mozzarella, and
Parmesan are the usual types used. No specific
spelling of the word “Parmigiana” is required.
Name applies to a “Cooked Product Assembled,
Ready to Heat and Eat.”

The labeling of Veal Parmigiana made from a veal patty
shall include veal patty in the product name, e.g.,
“Breaded Veal Parmigiana made with Veal Patties” or
“Breaded Veal Patty Parmigiana.” The ingredients of the
veal patty do not have to be part of the product name.

VEAL PATTIES

Up to 20% beef and/or beef fat of the meat block permitted.
Beef and/or beef fat must show in the true product name,

e.g., “Veal Patties, beef added” or “Veal Patties, beef fat
added.” Beef and/or beef fat in excess of 20% of the meat
block must show as “Veal and Beef Fat Patties.”

VEAL SCALOPPINI

Veal and sauce type product that must contain at least
35% cooked sliced veal.

VEGETABLE DECLARATION ON LABELS

1. The use of the terms onion, garlic, celery, and
parsley shall mean fresh, frozen, or canned.

2. Processed onion or garlic must be qualified in a
manner, e.g., “dried” or “dehydrated onion” or
may be shown as “onion flakes” or “powdered.”

3. It is usually not necessary to show vegetables
as whole, diced, sliced, granulated, powdered,
or pureed; however, whenever the name of the
vegetable is necessary to describe a food, then
the name of the vegetable should be modified
to show the form of its degree of processing.

4. Onion or garlic juice to which water has been
added shall be noted, e.g., onion juice with
water added.

5. Celery seed may be listed as a spice.
6. Celery salt shall be shown as celery salt.
7. Oil of celery may be listed as a flavoring.

VEGETABLE EXTRACT

The source must be identified i.e. “soy,” “corn” and “beet.”

VEGETABLE GUM

Declare common or usual name of each vegetable gum,
e.g., Guar Gum.

VEGETABLE PIE WITH

“Species” meat must contain 12% meat on a raw basis.
“Kind” poultry must contain 7% cooked poultry.

VEGETABLE STEW WITH: MINIMUM MEAT CONTENT

VIENNA SAUSAGE — PACKED IN BEEF BROTH

Product must contain 80% sausage to be in compliance
prior to inclusion in can. Broth component to have a MPR

Meatballs 12% meat
Meat 12% meat
Meat Sauce or Gravy 6% meat 
Sauce and Meat 12% meat 
Poultry 6% cooked poultry meat
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of not more than 135:1. A manufacturer holds trademark
rights to the terms “Vienna” and “Vienna Beef.”

VINEGAR

Product must contain at least 4 grams of acetic acid per
100 cubic centimeters (approximately 4% acetic acid).
This strength is referred to as 40 grain vinegar. Cider vine-
gar, which during the course of manufacture has devel-
oped an excess of acetic acid over 4%, may be reduced to
a strength not less 4%. Cider vinegar so reduced is not
regarded as adulterated but must be labeled as to its nature
as “diluted” or “water added” cider vinegar. However,
when vinegar of any concentration (not less than 4%
acetic acid) is used in a food product, the only labeling
requirement is “vinegar.” Statements like “diluted” or
“water added” are not required.

VINEGAR PICKLE

Sausage in vinegar pickle is approved with the under-
standing that sausage is completely covered with pickle
and that the pickle has a pH level not higher than 4.5.

WATER BASE SOLUTIONS IN RED MEAT IN

MEAT PRODUCTS

Solutions intended to impart flavor (not extend the prod-
uct) may be added in any amount to uncooked, cured and
uncooked, uncured red meat products including those that
have been chunked, ground, wafer sliced, etc., and formed/
shaped. Whenever an uncooked, cured red meat product is
injected, massaged, tumbled, etc., with a flavoring or sea-
soning solution, the product name must be qualified with
a statement indicating that the addition of a solution has
taken place, e.g., “Containing 6% of a Solution,” “Injected
with up to 12% of a Flavoring Solution.” The qualifier
must appear contiguous to the product name whenever it
appears on the label. The ingredients of the solution may
accompany the qualifier or appear in locations prescribed
for ingredient statements.

For products marinated (i.e., soaked, steeped, mas-
saged, tumbled, or injected in order to improve taste, tex-
ture, tenderness, or other sensory attributes, such as color
or juiciness) and identified as “marinated,” the solution
added is limited to 10%. The qualifying statement must
include the percentage of solution contained in the prod-
uct, e.g., “Marinated with up to 8% of a Solution of Water,
Salt, and Sugar.”

In situations where it has been customary to coat a
product by rubbing, spraying, or dipping water mixed
with seasonings, flavorings, etc., onto the surface of the
meat, the qualifying statement describing this treatment
does not have to include the amount and a partial quality
control program is not needed. If, however, these compo-
nents are incorporated into the meat by excessive rubbing,

massaging, or tumbling, a qualifying statement indicating
the composition and the amount of any solution absorbed
is needed as described herein. An approved partial quality
control program is also needed.

The addition of an enzyme solution to meat products
is limited to 3% of the raw meat product (green weight)
by the meat inspection regulations (9 CFR 318.7(c)(4)). If
a product is treated with an enzyme solution and a flavor-
ing solution, separately or in one step, both treatments must
be separately identified on the label, e.g., “Tenderized
with Papain,” and “Marinated with up to 7% of a Solution.”
No particular order is required for these qualifying state-
ments. Combined tenderization/marination solutions are
limited to 10% of the raw meat product (green weight).

For all products, the qualifying statement must be at
least one-fourth the size of the largest letter in the product
name. If the ingredients of the solution accompany the
qualifier, they must appear in print at least one-eighth the
size of the largest letter in the product name. Product
name labeling prominence guidelines are found in Policy
Memo 087A.

For uncooked products, the percent added substances
for the label statement is determined by subtracting the
fresh (green) weight of the article from the weight of the
finished (total) product, i.e., after injecting, marinating,
etc., dividing by the weight of the fresh article, and multi-
plying by 100.

In all situations where the percentage of a solution is
disclosed, a partial quality control (PQC) program for the
addition of solutions must be approved before the label
can be used regardless of the amount of solution added.

Since the meat inspection regulations (9 CFR 319.101
and 102) allow uncooked corned beef brisket to contain
20%, and uncooked corned beef round and other cuts to
contain 10% of a curing solution above the weight of the
fresh, uncured (green weight) product without disclosure,
the above labeling scheme does not apply until these lev-
els are exceeded. If these levels are exceeded, the total
amount of added solution, not just the level above com-
pliance, must be indicated in the format described for
other uncooked, cured products. Similarly, the labeling
scheme does not apply to uncooked cured pork trimmings
or uncooked cured pork products that are not labeled to
indicate the presence of hams, loins, shoulders, butts, pic-
nics, or cured pork made from parts not covered by the
cured pork products regulation (9 CFR 319.104) until
more than 10% added substance is present.

This policy memo does not apply to uncooked cured
pork products covered by the cured pork products regula-
tion. The labeling schemes for indicating the presence of
added substances in these products are outlined in the
meat inspection regulations (9 CFR 319.104 and 105) and
FSIS Directive 7110.2 (Rev. 1). The percentage of the
weight of added ingredients is determined as described
above.
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WATER-DECLARATION

The use of water must be declared in the ingredients state-
ment of all products with the exception of the following:

1. The water added to lactic acid starter culture
(.05% or less) for the purpose of rehydration.

2. The water added to products which are freeze-
dried or sprayed-dried.

WATER IN CANNED SAUSAGE

Water, not to exceed 8% of the total product weight, may be
used in the preparation of precooked pork sausage links
intended for canning. The amount of water used is for the
purpose of replacing that which is lost during the processing
operation that takes place prior to canning. The weight of the
sausage at the time of canning shall not exceed the weight of
the fresh uncured meat ingredients plus the weight of the
curing ingredients and the seasoning ingredients.

WATER-MISTED AND ICE-GLAZED MEAT AND

POULTRY PRODUCTS

When meat or poultry products are water-misted or ice-
glazed, the net weight of the product may not include the
weight of the water or ice. An acknowledgment to this
effect must be indicated on the label application form. A
prominent and conspicuous statement must appear on the
principal display panel adjacent to the product name,
describing that the product is protected with a water-mist
or ice glaze (e.g., “Product Protected with Ice Glaze”).

If the manufacturer can show that a water or ice glaze is
sublimed from the unpackaged product during freezing so
as not to compromise the integrity of the product’s formula-
tion or the standard with which it must comply, the labeling
of the product need not bear the statements identified above.

Because the regulatory standard 9 CFR 319.15 pre-
cludes the addition of water — hamburger, ground beef
and chopped beef patties cannot be ice-glazed and, if there
is evidence of an ice-glaze on such patties subsequent to
freezing, they must be labeled appropriately to be sold in
commerce, e.g., as “beef patties.” However, water-misting
of formed hamburger, ground beef, or chopped beef pat-
ties just prior to freezing individual patties is permitted if
(1) the water applied in misting acts as a processing aid to
prevent shrinkage of the patties, and (2) the misted water
sublimes from the surface of the patties during the freez-
ing process such that the weight of the patty exiting the
freezer does not exceed the green weight of the patty just
prior to water-misting and freezing.

WEISSWURST

An acceptable name for fresh sausage. It is usually made
of pork or veal and must be thoroughly cooked before 

eating. It is of German origin, which means White Sausage-
similar to Bratwurst. Weisswurst with milk should be
labeled “Kalbsbratwurst.” Weisswurst with milk and eggs
should be labeled “Bockwurst.”

WELSH RAREBIT SAUCE WITH COOKED HAM

Product must contain at least 20% cooked ham in the total
formulation.

WHEAT GLUTEN

Acceptable for use to bind fresh meat cuts, e.g., boneless
loins, boneless legs, and livers together, so that they may
be cooked and sliced without falling apart. The amount
used should not exceed 2% of the weight of the total prod-
uct. The product name shall be qualified by the phrase
“Wheat Gluten Added.”

Wheat gluten is not acceptable for use with chunked
and/or chopped specific products as roasts, rolls, and
reformed meat cuts.

Acceptable in nonspecific products and home-style
meat loaves within the prescribed limits of other extenders
and binders.

WHOLE HOG SAUSAGE

Must contain all primal parts of a hog. Hearts and
tongues, in natural proportions, are permitted ingredients
in whole hog sausage when declared in the ingredients
statement. Other meat byproducts are not permitted in
whole hog sausage.

See: 9 CFR 319.144.

WIENER SCHNITZEL (GR)

A veal cutlet prepared by dipping in egg, flour, and bread
crumbs and frying to a golden brown.

WILD BOAR

Products prepared from wild boar from feral swine are
amenable and subject to the meat inspection regulations.

“Wild Boar” is an acceptable label term for a product,
provided the words “Wild Boar” are directly followed by
the statement “Meat from Feral Swine.” The statement
“Meat from Feral Swine” must appear prominently on the
principle display panel as described in 9 CFR 317.2(d)(1)(2)
and (3). If the statement “Meat from Feral Swine” does not
directly follow the term “Wild Boar,” then an asterisk may
be included with the term “Wild Boar” and the statement
“Meat from Feral Swine” should appear prominently else-
where on the principal display panel. “Wild Boar from
Feral Swine,” “Wild Boar Meat from Feral Swine,” “Wild
Boar (byproduct) from Feral Swine,” are also acceptable
product names.
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In order to obtain approval for a product label bearing
the name “Wild Boar from Feral Swine,” or similar accept-
able names, a statement describing and verifying the fol-
lowing physical and environmental characteristics typical
of wild boar is required: color patterns, e.g., white stripes
or spots, longer bristly haircoat, elongated snout with visi-
ble tusks, a “razorback” body shape, and wild boar males
which are uncastrated. (We acknowledge both males and
females under the term “Wild Boar.”) The purchased hogs
should be obtained from a nonrestrictive environment
which permits foraging for uncultivated feed, natural
selection, and breeding and farrowing without confine-
ment. A letter should be submitted with “Wild Boar from
Feral Swine” labels describing the environment where
such swine live and their method of capture or entrapment.
These same criteria would also apply to imported “Wild
Boar Meat from Feral Swine” and arrangements should be
made through foreign programs for slaughter and export
from approved establishments.

In multi-ingredient products, e.g., “Beans in Sauce
with Wild Boar,” the “Wild Boar” part of the product
name must be followed by an asterisk and a statement
“(meat or meat byproduct) from Feral Swine” must appear
somewhere on the principal display panel. The ingredient
wild boar, wild boar meat, or wild boar byproduct must be
listed as “Wild Boar [(Meat or meat byproduct) from
Feral Swine]” in the ingredients statement in its proper
order of predominance.

WING SECTIONS

First wing section is described as the wing drummette
Second wing section is described as the wing portion.
Wings Sections is an acceptable wing term for both wing
drummette and wing portion when in natural proportions.

WITH NATURAL JUICES (POULTRY)

The term “With Natural Juices” may be used with poultry
products to indicate the presence of cooked out juices
derived solely from the liquid normally associated with the
poultry prior to cooking. If liquids have been added to the
poultry prior to cooking, natural can not be used.

WRAPS

A ready-to-eat meat/poultry food product that may con-
tain vegetables and seasoning ingredients and is wrapped
in a dough based component, e.g., tortilla. The product
name must bear the kind or species, e.g., “Ham Wraps.”
The minimum meat or poultry requirement is 2% cooked
meat or 2% cooked poultry meat.

YEARLING

The term “yearling” (e.g. yearling beef) may be used to
describe an animal of either sex that is too old to be clas-
sified as a calf or lamb but less than 2 years of age. The
company is required to segregate carcasses and provide
product identification to insure that no commingling
occurs between qualifying and nonqualifying products.

The terms “Yearling Ovine”, “Yearling Mutton” and
“Yearling Sheep Meat” are acceptable product names for
meat derived from sheep between 1 and 2 years of age.
Yearling Lamb is not an acceptable name for this product.
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I. INTRODUCTION

Nearly 25 years ago, the United States Food and Drug
Administration (FDA) started the approach of using
umbrella regulations to help the food industries to produce
wholesome food as required by the Federal Food, Drug,
Cosmetic Act (the Act). In 1986, the FDA promulgated the
first umbrella regulations under the title of Good
Manufacturing Practice (GMP) regulations (GMPR). Since
then, many aspects of the regulations have been revised (1).

Traditionally, industry and regulators have depended
on spot-checks of manufacturing conditions and random
sampling of final products to ensure safe food. The Current
Good Manufacturing Practice Regulations (CGMPR)
forms the basis on which the FDA will inform the food
manufacturer about deficiencies in its operations. This
approach, however, tends to be reactive, rather than pre-
ventive, and can definitely be improved.

For more than 30 years, FDA has been regulating the
low acid canned food (LACF) industries with a special set
of regulations, many of which are preventive in nature.
This action aims at preventing botulism. In the last 30
years, threats from other biological pathogens have
increased tremendously. Between 1980 and 1995, FDA
has been studying the approach of using Hazard Analysis
and Critical Control Points (HACCP). For this approach,
FDA uses the LACF regulations as a partial guide. Since
1995, FDA has issued HACCP regulations (HACCPR) (2)
for the manufacture or production of several types of food

products. These include the processing of seafood and
fruit/vegetable juices.

Since 1938, when the Act was first passed by Congress,
FDA and State regulatory agencies have worked hard to
reach a uniform set of codes for the national regulation of
food manufacturing industries and state regulation of retail
industries associated with food, e.g., groceries, restau-
rants, catering, and so on. In 1993, the first document
titled Food Code was issued jointly by the FDA and state
agencies. It has been revised twice since then. This chap-
ter discusses CGMPR, HACCPR, and the Food Code.

II. CURRENT GOOD MANUFACTURING
PRACTICE REGULATIONS (CGMPR)

The Current Good Manufacturing Practice Regulations
(CGMPR) cover the topics listed in Table 73.1. These reg-
ulations are discussed in detail here. Please note that the
word “shall” in a legal document means mandatory and 
is used routinely in FDA regulations published in the U.S.
Code of Federal Regulations (CFR). In this chapter, the
words “should” and “must” are used to make for smoother
reading. However, this in no way diminishes the legal
impact of the original regulations.

A. DEFINITIONS (SECTION 110.3)

FDA has provided the following definitions and interpre-
tations for several important terms.

1. Acid food or acidified food means foods that
have an equilibrium pH of 4.6 or below.

2. Batter means a semi-fluid substance, usually
composed of flour and other ingredients, into
which principal components of food are dipped
or with which they are coated, or which may be
used directly to form bakery foods.

3. Blanching, except for tree nuts and peanuts,
means a prepackaging heat treatment of food-
stuffs for a sufficient time and at a sufficient tem-
perature to partially or completely inactivate the
naturally occurring enzymes and to effect other
physical or biochemical changes in the food.

73-2 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 73.1
Contents of the Current Good Manufacturing Practice
Regulations (CGMPR)
Section 110.3 Definitions
Section 110.5 Current good manufacturing practice
Section 110.10 Personnel
Section 110.19 Exclusions
Section 110.20 Plant and grounds
Section 110.35 Sanitary operations
Section 110.37 Sanitary facilities and controls
Section 110.40 Equipment and utensils
Section 110.80 Processes and controls
Section 110.93 Warehousing and distribution

F. Sanitation ....................................................................................................................................................73-12
G. Implementation ............................................................................................................................................73-12

IV. FDA Food Code ..................................................................................................................................................73-12
A. Purpose ........................................................................................................................................................73-13
B. Current Applications of HACCP ................................................................................................................73-13

V. Applications ........................................................................................................................................................73-14
Acknowledgment..........................................................................................................................................................73-14
References ....................................................................................................................................................................73-14

DK9848_C073.qxd  15/Oct/05  04:31 PM  Page 2



4. Critical control point means a point in a food
process where there is a high probability that
improper control may cause a hazard or filth in
the final food or decomposition of the final food.

5. Food includes raw materials and ingredients.
6. Food-contact surfaces are those surfaces that

contact human food and those surfaces from
which drainage onto the food or onto surfaces
that contact the food ordinarily occurs during
the normal course of operations. Food-contact
surfaces include utensils and food-contact sur-
faces of equipment.

7. Lot means the food produced during a period of
time indicated by a specific code.

8. Microorganisms means yeasts, molds, bacteria,
and viruses and includes, but is not limited to,
species having public health significance. The
term undesirable microorganisms includes those
microorganisms that are of public health signif-
icance, that promote decomposition of food, or
that indicate that food is contaminated with filth.

9. Pest refers to any objectionable animals or insects
including, but not limited to, birds, rodents, flies,
and insect larvae.

10. Plant means the building or facility used for the
manufacturing, packaging, labeling, or holding
of human food.

11. Quality control operation means a planned and
systematic procedure for taking all actions nec-
essary to prevent food from being adulterated.

12. Rework means clean, unadulterated food that
has been removed from processing for reasons
other than insanitary conditions or that has
been successfully reconditioned by reprocess-
ing and that is suitable for use as food.

13. Safe moisture level is a level of moisture low
enough to prevent the growth of undesirable
microorganisms in the finished product under
the intended conditions of manufacturing, stor-
age, and distribution. The maximum safe mois-
ture level for a food is based on its water activity,
aw. An aw will be considered safe for a food if
adequate data are available that demonstrate that
the food at or below the given aw will not support
the growth of undesirable microorganisms.

14. Sanitize means to adequately treat food-contact
surfaces by a process that is effective in
destroying vegetative cells of microorganisms
of public health significance, and in substan-
tially reducing numbers of other undesirable
microorganisms, but without adversely affect-
ing the product or its safety for the consumer.

15. Water activity (aw) is a measure of the free
moisture in a food and is the quotient of the
water vapor pressure of the substance divided

by the vapor pressure of pure water at the same
temperature.

B. PERSONNEL (SECTION 110.10)

Plant management should take all reasonable measures
and precautions to ensure compliance with the following
regulations.

1. Disease Control

Any person who, by medical examination or supervisory
observation, is shown to have an illness, open lesion,
including boils, sores, or infected wounds, by which there
is a reasonable possibility of food, food-contact surfaces,
or food-packaging materials becoming contaminated,
should be excluded from any operations which may be
expected to result in such contamination until the condi-
tion is corrected. Personnel should be instructed to report
such health conditions to their supervisors.

2. Cleanliness

All persons working in direct contact with food, food-
contact surfaces, and food-packaging materials should con-
form to hygienic practices while on duty. The methods for
maintaining cleanliness include, but are not limited to, the
following:

a. Wearing outer garments suitable to the operation
to protect against the contamination of food, food-
contact surfaces, or food-packaging materials.

b. Maintaining adequate personal cleanliness.
c. Washing hands thoroughly (and sanitizing if

necessary to protect against contamination with
undesirable microorganisms) in an adequate
hand-washing facility before starting work,
after each absence from the work station, and at
any other time when the hands may have
become soiled or contaminated.

d. Removing all unsecured jewelry and other
objects that might fall into food, equipment, or
containers, and removing hand jewelry that can-
not be adequately sanitized during periods in
which food is manipulated by hand. If such hand
jewelry cannot be removed, it may be covered by
material which can be maintained in an intact,
clean, and sanitary condition and which effec-
tively protects against their contamination of the
food, food-contact surfaces, or food-packaging
materials.

e. Maintaining gloves, if they are used in food
handling, in an intact, clean, and sanitary con-
dition. The gloves should be of an impermeable
material.
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f. Wearing, where appropriate, hairnets, head-
bands, caps, beard covers, or other effective hair
restraints.

g. Storing clothing or other personal belongings
in areas other than where food is exposed or
where equipment or utensils are washed.

h. Confining the following personal practices to
areas other than where food may be exposed or
where equipment or utensils are washed: eating
food, chewing gum, drinking beverages, or
using tobacco.

i. Taking any other necessary precautions to pro-
tect against contamination of food, food-contact
surfaces, or food-packaging materials with
microorganisms or foreign substances including,
but not limited to, perspiration, hair, cosmetics,
tobacco, chemicals, and medicines applied to the
skin.

3. Education and Training

Personnel responsible for identifying sanitation failures or
food contamination should have a background of educa-
tion or experience, to provide a level of competency nec-
essary for production of clean and safe food. Food handlers
and supervisors should receive appropriate training in
proper food handling techniques and food-protection prin-
ciples and should be informed of the danger of poor per-
sonal hygiene and insanitary practices.

4. Supervision

Responsibility for assuring compliance by all personnel
with all legal requirements should be clearly assigned to
competent supervisory personnel.

C. PLANT AND GROUNDS (SECTION 110.20)

1. Grounds

The grounds surrounding a food plant that are under the
control of the plant manager should be kept in a condition
that will protect against the contamination of food. The
methods for adequate maintenance of grounds include,
but are not limited to, the following:

a. Properly storing equipment, removing litter and
waste, and cutting weeds or grass within the
immediate vicinity of the plant buildings or struc-
tures that may constitute an attractant, breeding
place or harborage for pests.

b. Maintaining roads, yards, and parking lots so
that they do not constitute a source of contami-
nation in areas where food is exposed.

c. Adequately draining areas that may contribute
contamination to food by seepage or foot-borne
filth, or by providing a breeding place for pests.

d. Operating systems for waste treatment and dis-
posal in an adequate manner so that they do not
constitute a source of contamination in areas
where food is exposed. If the plant grounds are
bordered by grounds not under the operator’s
control and not maintained in an acceptable
manner, steps must be taken to exclude pests,
dirt, and filth that may be a source of food con-
tamination. Implement inspection, extermina-
tion, or other countermeasures.

2. Plant Construction and Design

Plant buildings and structures should be suitable in size,
construction, and design to facilitate maintenance and
sanitary operations for food-manufacturing purposes. The
plant and facilities should:

a. Provide sufficient space for such placement of
equipment and storage of materials as is neces-
sary for the maintenance of sanitary operations
and the production of safe food.

b. Take proper precautions to reduce the potential
for contamination of food, food-contact surfaces,
or food-packaging materials with microorgan-
isms, chemicals, filth, or other extraneous mate-
rial. The potential for contamination may be
reduced by adequate food safety controls and
operating practices or effective design, includ-
ing the separation of operations in which con-
tamination is likely to occur, by one or more of
the following means: location, time, partition, air
flow, enclosed systems, or other effective means.

c. Taking proper precautions to protect food in
outdoor bulk fermentation vessels by any effec-
tive means, including:
– Using protective coverings.
– Controlling areas over and around the ves-

sels to eliminate harborages for pests.
– Checking on a regular basis for pests and

pest infestation.
– Skimming the fermentation vessels, as 

necessary.
d. Be constructed in such a manner that floors,

walls, and ceilings may be adequately cleaned
and kept clean and kept in good repair; that drip
or condensate from fixtures, ducts and pipes
does not contaminate food, food-contact sur-
faces, or food-packaging materials; and that
aisles or working spaces are provided between
equipment and walls and are adequately unob-
structed and of adequate width to permit
employees to perform their duties and to pro-
tect against contaminating food or food-contact
surfaces with clothing or personal contact.
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e. Provide adequate lighting in hand-washing
areas, dressing and locker rooms, and toilet
rooms and in all areas where food is examined,
processed, or stored and where equipment or
utensils are cleaned; and provide safety-type
light bulbs, fixtures, skylights, or other glass
suspended over exposed food in any step of
preparation or otherwise protect against food
contamination in case of glass breakage.

f. Provide adequate ventilation or control equip-
ment to minimize odors and vapors (including
steam and noxious fumes) in areas where they
may contaminate food; and locate and operate
fans and other air-blowing equipment in a man-
ner that minimizes the potential for contami-
nating food, food-packaging materials, and
food-contact surfaces.

g. Provide, where necessary, adequate screening
or other protection against pests.

D. SANITARY OPERATIONS (SECTION 110.35)

1. General Maintenance

Buildings, fixtures, and other physical facilities of the plant
should be maintained in a sanitary condition and should
be kept in repair sufficient to prevent food from becoming
adulterated within the meaning of the Act. Cleaning and
sanitizing of utensils and equipment should be conducted
in a manner that protects against contamination of food,
food-contact surfaces, or food-packaging materials.

2. Substances Used in Cleaning and Sanitizing;
Storage of Toxic Materials

a. Cleaning compounds and sanitizing agents
used in cleaning and sanitizing procedures
should be free from undesirable microorgan-
isms and should be safe and adequate under 
the conditions of use. Compliance with this
requirement may be verified by any effective
means including purchase of these substances
under a supplier’s guarantee or certification, or
examination of these substances for contamina-
tion. Only the following toxic materials may be
used or stored in a plant where food is
processed or exposed:
– Those required to maintain clean and sani-

tary conditions;
– Those necessary for use in laboratory testing

procedures;
– Those necessary for plant and equipment

maintenance and operation; and
– Those necessary for use in the plant’s 

operations.

b. Toxic cleaning compounds, sanitizing agents,
and pesticide chemicals should be identified,
held, and stored in a manner that protects
against contamination of food, food-contact
surfaces, or food-packaging materials.

3. Pest Control

No pests should be allowed in any area of a food plant.
Guard or guide dogs may be allowed in some areas of a
plant if the presence of the dogs is unlikely to result in
contamination of food, food-contact surfaces, or food-
packaging materials. Effective measures should be taken
to exclude pests from the processing areas and to protect
against the contamination of food on the premises by
pests. The use of insecticides or rodenticides is permitted
only under precautions and restrictions that will protect
against the contamination of food, food-contact surfaces,
and food-packaging materials.

4. Sanitation of Food-Contact Surfaces

All food-contact surfaces, including utensils and food-
contact surfaces of equipment, should be cleaned as fre-
quently as necessary to protect against contamination of
food.

a. Food-contact surfaces used for manufacturing
or holding low-moisture food should be in a
dry, sanitary condition at the time of use. When
the surfaces are wet-cleaned, they should, when
necessary, be sanitized and thoroughly dried
before subsequent use.

b. In wet processing, when cleaning is necessary
to protect against the introduction of microor-
ganisms into food, all food-contact surfaces
should be cleaned and sanitized before use and
after any interruption during which the food-con-
tact surfaces may have become contaminated.
Where equipment and utensils are used in a
continuous production operation, the utensils
and food-contact surfaces of the equipment
should be cleaned and sanitized as necessary.

c. Non-food-contact surfaces of equipment used
in the operation of food plants should be
cleaned as frequently as necessary to protect
against contamination of food.

d. Single-service articles (such as utensils intended
for one-time use, paper cups, and paper towels)
should be stored in appropriate containers and
should be handled, dispensed, used, and dis-
posed of in a manner that protects against con-
tamination of food or food-contact surfaces.

e. Sanitizing agents should be adequate and safe
under conditions of use. Any facility, proce-
dure, or machine is acceptable for cleaning and
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sanitizing equipment and utensils if it is estab-
lished that the facility, procedure, or machine
will routinely render equipment and utensils
clean and provide adequate cleaning and sani-
tizing treatment.

5. Storage and Handling of Cleaned Portable
Equipment and Utensils

Cleaned and sanitized portable equipment with food-
contact surfaces and utensils should be stored in a location
and manner that protects food-contact surfaces from 
contamination.

E. SANITARY FACILITIES AND CONTROLS

(SECTION 110.37)

Each plant should be equipped with adequate sanitary
facilities and accommodations including, but not limited to:

1. Water Supply

The water supply should be sufficient for the operations
intended and should be derived from an adequate source.
Any water that contacts food or food-contact surfaces should
be safe and of adequate sanitary quality. Running water at a
suitable temperature, and under pressure as needed, should
be provided in all areas where required for the processing
of food, for the cleaning of equipment, utensils, and food-
packaging materials, or for employee sanitary facilities.

2. Plumbing

Plumbing should be of adequate size and design and ade-
quately installed and maintained to:

a. Carry sufficient quantities of water to required
locations throughout the plant.

b. Properly convey sewage and liquid disposable
waste from the plant.

c. Avoid constituting a source of contamination to
food, water supplies, equipment, or utensils or
creating an unsanitary condition.

d. Provide adequate floor drainage in all areas
where floors are subject to flooding-type clean-
ing or where normal operations release or dis-
charge water or other liquid waste on the floor.

e. Provide that there is no backflow from, or cross-
connection between, piping systems that dis-
charge wastewater or sewage and piping systems
that carry water for food or food manufacturing.

3. Sewage Disposal

Sewage disposal should be made into an adequate sewer-
age system or disposed of through other adequate means.

4. Toilet Facilities

Each plant should provide its employees with adequate,
readily accessible toilet facilities. Compliance with this
requirement may be accomplished by:

a. Maintaining the facilities in a sanitary condition.
b. Keeping the facilities in good repair at all times.
c. Providing self-closing doors.
d. Providing doors that do not open into areas

where food is exposed to airborne contamina-
tion, except where alternate means have been
taken to protect against such contamination (such
as double doors or positive air-flow systems).

5. Hand-Washing Facilities

Hand-washing facilities should be adequate and conven-
ient and be furnished with running water at a suitable tem-
perature. Compliance with this requirement may be
accomplished by providing:

a. Hand-washing and, where appropriate, hand-
sanitizing facilities at each location in the plant
where good sanitary practices require employ-
ees to wash and/or sanitize their hands.

b. Effective hand-cleaning and sanitizing prepa-
rations.

c. Sanitary towel service or suitable drying devices.
d. Devices or fixtures, such as water control valves,

so designed and constructed to protect against
recontamination of clean, sanitized hands.

e. Readily understandable signs directing employ-
ees handling unprotected food, unprotected
food-packaging materials, of food-contact sur-
faces to wash and, where appropriate, sanitize
their hands before they start work, after each
absence from post of duty, and when their
hands may have become soiled or contami-
nated. These signs may be posted in the pro-
cessing room(s) and in all other areas where
employees may handle such food, materials, or
surfaces.

f. Refuse receptacles that are constructed and
maintained in a manner that protects against
contamination of food.

6. Rubbish and Offal Disposal

Rubbish and any offal should be so conveyed, stored, and
disposed of as to minimize the development of odor, min-
imize the potential for the waste becoming an attractant
and harborage or breeding place for pests, and protect
against contamination of food, food-contact surfaces, water
supplies, and ground surfaces.
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F. EQUIPMENT AND UTENSILS (SECTION 110.40)

1. All plant equipment and utensils should be so
designed and of such material and workman-
ship as to be adequately cleanable, and should
be properly maintained. The design, construc-
tion, and use of equipment and utensils should
preclude the adulteration of food with lubri-
cants, fuel, metal fragments, contaminated
water, or any other contaminants. All equip-
ment should be so installed and maintained as
to facilitate the cleaning of the equipment and
of all adjacent spaces. Food-contact surfaces
should be corrosion-resistant when in contact
with food. They should be made of nontoxic
materials and designed to withstand the envi-
ronment of their intended use and the action of
food, and, if applicable, cleaning compounds
and sanitizing agents. Food-contact surfaces
should be maintained to protect food from
being contaminated by any source, including
unlawful indirect food additives.

2. Seams on food-contact surfaces should be
smoothly bonded or maintained so as to mini-
mize accumulation of food particles, dirt, and
organic matter and thus minimize the opportu-
nity for growth of microorganisms.

3. Equipment that is in the manufacturing or food-
handling area and that does not come into con-
tact with food should be so constructed that it can
be kept in a clean condition.

4. Holding, conveying, and manufacturing systems,
including gravimetric, pneumatic, closed, and
automated systems, should be of a design and
construction that enables them to be maintained
in an appropriate sanitary condition.

5. Each freezer and cold storage compartment used
to store and hold food capable of supporting
growth of microorganisms should be fitted with
an indicating thermometer, temperature-measur-
ing device, or temperature-recording device so
installed as to show the temperature accurately
within the compartment, and should be fitted
with an automatic control for regulating temper-
ature or with an automatic alarm system to indi-
cate a significant temperature change in a
manual operation.

6. Instruments and controls used for measuring,
regulating, or recording temperatures, pH, acid-
ity, water activity, or other conditions that con-
trol or prevent the growth of undesirable
microorganisms in food should be accurate and
adequately maintained, and adequate in num-
ber for their designated uses.

7. Compressed air or other gases mechanically
introduced into food or used to clean food-
contact surfaces or equipment should be treated
in such a way that food is not contaminated
with unlawful indirect food additives.

G. PROCESSES AND CONTROLS (SECTION 110.80)

All operations in the receiving, inspecting, transporting,
segregating, preparing, manufacturing, packaging, and
storing of food should be conducted in accordance with
adequate sanitation principles. Appropriate quality control
operations should be employed to ensure that food is suit-
able for human consumption and that food-packaging
materials are safe and suitable. Overall sanitation of the
plant should be under the supervision of one or more com-
petent individuals assigned responsibility for this func-
tion. All reasonable precautions should be taken to ensure
that production procedures do not contribute contamina-
tion from any source. Chemical, microbial, or extraneous
material testing procedures should be used where neces-
sary to identify sanitation failures or possible food con-
tamination. All food that has become contaminated to the
extent that it is adulterated within the meaning of the Act
should be rejected, or if permissible, treated or processed
to eliminate the contamination.

1. Raw Materials and Other Ingredients

a. Raw materials and other ingredients should be
inspected and segregated or otherwise handled
as necessary to ascertain that they are clean and
suitable for processing into food and should be
stored under conditions that will protect against
contamination and minimize deterioration.
Raw materials should be washed or cleaned as
necessary to remove soil or other contamina-
tion. Water used for washing, rinsing, or convey-
ing food should be safe and of adequate sanitary
quality. Water may be reused for washing,
rinsing, or conveying food if it does not
increase the level of contamination of the food.
Containers and carriers of raw materials should
be inspected on receipt to ensure that their con-
dition has not contributed to the contamination
or deterioration of food.

b. Raw materials and other ingredients should
either not contain levels of microorganisms that
may produce food poisoning or other disease in
humans, or they should be pasteurized or other-
wise treated during manufacturing operations so
that they no longer contain levels that would
cause the product to be adulterated within the
meaning of the act. Compliance with this require-
ment may be verified by any effective means,

FDA’s GMPs, HACCP, and the Food Code 73-7

DK9848_C073.qxd  15/Oct/05  04:31 PM  Page 7



including purchasing raw materials and other
ingredients under a supplier’s guarantee or 
certification.

c. Raw materials and other ingredients suscepti-
ble to contamination with aflatoxin or other
natural toxins should comply with current FDA
regulations, guidelines, and action levels for poi-
sonous or deleterious substances before these
materials or ingredients are incorporated into
finished food. Compliance with this require-
ment may be accomplished by purchasing raw
materials and other ingredients under a sup-
plier’s guarantee or certification, or may be ver-
ified by analyzing these materials and ingredients
for aflatoxins and other natural toxins.

d. Raw materials, other ingredients, and rework
susceptible to contamination with pests, unde-
sirable microorganisms, or extraneous material
should comply with applicable FDA regula-
tions, guidelines, and defect action levels for
natural or unavoidable defects if a manufac-
turer wishes to use the materials in manufactur-
ing food. Compliance with this requirement
may be verified by any effective means, includ-
ing purchasing the materials under a supplier’s
guarantee or certification, or examination of
these materials for contamination.

e. Raw materials, other ingredients, and rework
should be held in bulk, or in containers designed
and constructed so as to protect against con-
tamination and should be held at such tempera-
ture and relative humidity as to prevent the food
from becoming adulterated. Material scheduled
for rework should be identified as such.

f. Frozen raw materials and other ingredients
should be kept frozen. If thawing is required
prior to use, it should be done in a manner that
prevents the raw materials and other ingredi-
ents from becoming adulterated.

g. Liquid or dry raw materials and other ingredi-
ents received and stored in bulk form should 
be held in a manner that protects against 
contamination.

2. Manufacturing Operations

a. Equipment and utensils and finished food con-
tainers should be maintained in an acceptable
condition through appropriate cleaning and
sanitizing, as necessary. Insofar as necessary,
equipment should be taken apart for thorough
cleaning.

b. All food manufacturing, including packaging and
storage, should be conducted under such condi-
tions and controls as are necessary to minimize

the potential for the growth of microorganisms,
or for the contamination of food. One way to
comply with this requirement is careful monitor-
ing of physical factors such as time, temperature,
humidity, aw, pH, pressure, flow rate, and manu-
facturing operations such as freezing, dehydra-
tion, heat processing, acidification, and
refrigeration to ensure that mechanical break-
downs, time delays, temperature fluctuations,
and other factors do not contribute to the decom-
position or contamination of food.

c. Food that can support the rapid growth of unde-
sirable microorganisms, particularly those of
public health significance, should be held in a
manner that prevents the food from becoming.
Compliance with this requirement may be
accomplished by any effective means, including:
– Maintaining refrigerated foods at 45°F

(7.2°C) or below as appropriate for the par-
ticular food involved.

– Maintaining frozen foods in a frozen state.
– Maintaining hot foods at 140°F (60°C) or

above.
– Heat treating acid or acidified foods to

destroy mesophilic microorganisms when
those foods are to be held in hermetically
sealed containers at ambient temperatures.

d. Measures such as sterilizing, irradiating, pas-
teurizing, freezing, refrigerating, controlling 
pH or controlling aw that are taken to destroy 
or prevent the growth of undesirable micro-
organisms, particularly those of public health
significance, should be adequate under the con-
ditions of manufacture, handling, and distribu-
tion to prevent food from being adulterated.

e. Work-in-process should be handled in a man-
ner that protects against contamination.

f. Effective measures should be taken to protect
finished food from contamination by raw mate-
rials, other ingredients, or refuse. When raw
materials, other ingredients, or refuse are unpro-
tected, they should not be handled simultane-
ously in a receiving, loading, or shipping area if
that handling could result in contaminated
food. Food transported by conveyor should be
protected against contamination as necessary.

g. Equipment, containers, and utensils used to
convey, hold, or store raw materials, work-in-
process, rework, or food should be constructed,
handled, and maintained during manufacturing
or storage in a manner that protects against
contamination.

h. Effective measures should be taken to protect
against the inclusion of metal or other extra-
neous material in food. Compliance with this
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requirement may be accomplished by using
sieves, traps, magnets, electronic metal detec-
tors, or other suitable effective means.

i. Food, raw materials, and other ingredients that
are adulterated should be disposed of in a manner
that protects against the contamination of other
food. If the adulterated food is capable of being
reconditioned, it should be reconditioned using
a method that has been proven to be effective or
it should be reexamined and found not to be adul-
terated before being incorporated into other food.

j. Mechanical manufacturing steps such as wash-
ing, peeling, trimming, cutting, sorting and
inspecting, mashing, dewatering, cooling, shred-
ding, extruding, drying, whipping, defatting, and
forming should be performed so as to protect
food against contamination. Compliance with
this requirement may be accomplished by pro-
viding adequate physical protection of food from
contaminants that may drip, drain, or be drawn
into the food. Protection may be provided by
adequate cleaning and sanitizing of all food-con-
tact surfaces, and by using time and temperature
controls at and between each manufacturing step.

k. Heat blanching, when required in the preparation
of food, should be effected by heating the food to
the required temperature, holding it at this tem-
perature for the required time, and then either
rapidly cooling the food or passing it to sub-
sequent manufacturing without delay. Ther-
mophilic growth and contamination in blanchers
should be minimized by the use of adequate
operating temperatures and by periodic clean-
ing. Where the blanched food is washed prior
to filling, water used should be safe and of ade-
quate sanitary quality.

l. Batters, breading, sauces, gravies, dressings,
and other similar preparations should be treated
or maintained in such a manner that they are
protected against contamination. Compliance
with this requirement may be accomplished by
any effective means, including one or more of
the following:
– Using ingredients free of contamination.
– Employing adequate heat processes where

applicable.
– Using adequate time and temperature 

controls.
– Providing adequate physical protection of

components from contaminants that may
drip, drain, or be drawn into them.

– Cooling to an adequate temperature during
manufacturing.

– Disposing of batters at appropriate intervals to
protect against the growth of microorganisms.

m. Filling, assembling, packaging, and other opera-
tions should be performed in such a way that the
food is protected against contamination.
Compliance with this requirement may be
accomplished by any effective means, including:
– Use of a quality control operation in which

the critical control points are identified and
controlled during manufacturing.

– Adequate cleaning and sanitizing of all
food-contact surfaces and food containers.

– Using materials for food containers and
food-packaging materials that are safe and
suitable.

– Providing physical protection from contami-
nation, particularly airborne contamination.

– Using sanitary handling procedures.
n. Food such as, but not limited to, dry mixes, nuts,

intermediate-moisture food, and dehydrated
food, that relies on the control of aw for pre-
venting the growth of undesirable microorgan-
isms should be processed to and maintained at
a safe moisture level. Compliance with this
requirement may be accomplished by any effec-
tive means, including employment of one or
more of the following practices:
– Monitoring the aw of food.
– Controlling the soluble solids/water ratio in

finished food.
– Protecting finished food from moisture

pickup, by use of a moisture barrier or by
other means, so that the aw of the food does
not increase to an unsafe level.

o. Food, such as, but not limited to, acid and acid-
ified food, that relies principally on the control
of pH for preventing the growth of undesirable
microorganisms should be monitored and
maintained at a pH of 4.6 or below. Compliance
with this requirement may be accomplished by
any effective means, including employment of
one or more of the following practices:
– Monitoring the pH of raw materials, food-

in-process, and finished food.
– Controlling the amount of acid or acidified

food added to low-acid food.
p. When ice is used in contact with food, it should

be made from water that is safe and of adequate
sanitary quality, and should be used only if it
has been manufactured in accordance with cur-
rent good manufacturing practice.

q. Food-manufacturing areas and equipment used
for manufacturing human food should not be
used to manufacture nonhuman-food-grade
animal feed or inedible products, unless there is
no reasonable possibility for the contamination
of the human food.
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H. WAREHOUSING AND DISTRIBUTION

(SECTION 110.93)

Storage and transportation of finished food should be
under conditions that will protect food against physical,
chemical, and microbial contamination as well as against
deterioration of the food and the container.

I. NATURAL OR UNAVOIDABLE DEFECTS IN FOOD

FOR HUMAN USE THAT PRESENT NO HEALTH

HAZARD (SECTION 110.110)

1. Some foods, even when produced under current
good manufacturing practice, contain natural or
unavoidable defects that at low levels are not
hazardous to health. FDA establishes maxi-
mum levels for these defects in foods produced
under current good manufacturing practice and
uses these levels in deciding whether to recom-
mend regulatory action.

2. Defect action levels are established for foods
whenever it is necessary and feasible to do so.
These levels are subject to change upon the
development of new technology or the avail-
ability of new information.

3. The mixing of a food containing defects above
the current defect action level with another lot
of food is not permitted and renders the final
food adulterated within the meaning of the Act,
regardless of the defect level of the final food.

4. A compilation of the current defect action lev-
els for natural or unavoidable defects in food
for human use that present no health hazard
may be obtained from the FDA for printed or
electronic versions.

III. HAZARD ANALYSIS CRITICAL
CONTROL POINTS REGULATIONS
(HACCPR)

In 1997, FDA adopted a food safety program that was
developed nearly 30 years ago for astronauts and is now
applying it to seafood, and fruit and vegetable juices. The
agency intends to eventually use it for much of the U.S.
food supply. The program for the astronauts focuses on
preventing hazards that could cause foodborne illnesses
by applying science-based controls, from raw material to
finished products. FDA’s new system will do the same.

Many principles of this new system now called
Hazard Analysis and Critical Control Points (HACCP) are
already in place in the FDA-regulated low-acid canned
food industry. Since 1997, FDA has mandated HACCP
for the processing of seafood, fruit juices, and vegetable
juices. Also, FDA has incorporated HACCP into its Food
Code, a document that gives guidance to and serves as

model legislation for state and territorial agencies that
license and inspect food service establishments, retail food
stores, and food vending operations in the United States.

FDA now is considering developing regulations that
would establish HACCP as the food safety standard
throughout other areas of the food industry, including
both domestic and imported food products. HACCP has
been endorsed by the National Academy of Sciences,
the Codex Alimentarius Commission (an international,
standard-setting organization), and the National Advisory
Committee on Microbiological Criteria for Foods. Several
U.S. food companies already use the system in their man-
ufacturing processes, and it is in use in other countries,
including Canada.

A. WHAT IS HACCP?

HACCP involves seven principles:

1. Analyze Hazards. Potential hazards associated
with a food and measures to control those 
hazards are identified. The hazard could be bio-
logical, such as a microbe; chemical, such as 
a toxin; or physical, such as ground glass or
metal fragments.

2. Identify critical control points. These are points
in a food’s production — from its raw state
through processing and shipping to consump-
tion by the consumer — at which the potential
hazard can be controlled or eliminated. Examples
are cooking, cooling, packaging, and metal
detection.

3. Establish preventive measures with critical lim-
its for each control point. For a cooked food, for
example, this might include setting the mini-
mum cooking temperature and time required to
ensure the elimination of any harmful microbes.

4. Establish procedures to monitor the critical
control points. Such procedures might include
determining how and by whom cooking time
and temperature should be monitored.

5. Establish corrective actions to be taken when
monitoring shows that a critical limit has not
been met — for example, reprocessing or dis-
posing of food if the minimum cooking tem-
perature is not met.

6. Establish procedures to verify that the system is
working properly — for example, testing time-
and-temperature recording devices to verify
that a cooking unit is working properly.

7. Establish effective record keeping to document
the HACCP system. This would include
records of hazards and their control methods,
the monitoring of safety requirements and
action taken to correct potential problems.
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Each of these principles must be backed by sound 
scientific knowledge such as published microbiological
studies on time and temperature factors for controlling
foodborne pathogens.

B. NEED FOR HACCP

New challenges to the U.S. food supply have prompted FDA
to consider adopting a HACCP-based food safety system
on a wider basis. One of the most important challenges is
the increasing number of new food pathogens. For example,
between 1973 and 1988, bacteria not previously recog-
nized as important causes of foodborne illness — such as
Escherichia coli O157:H7 and Salmonella enteritidis —
became more widespread. There also is increasing public
health concern about chemical contamination of food: for
example, the effects of lead in food on the nervous system.

Another important factor is that the size of the food
industry and the diversity of products and processes have
grown tremendously — in the amount of domestic food
manufactured and the number and kinds of foods imported.
At the same time, FDA and state and local agencies have the
same limited level of resources to ensure food safety. 
The need for HACCP in the United States, particularly in
the seafood industry, is further fueled by the growing trend
in international trade for worldwide equivalence of food
products and the Codex Alimentarius Commission’s adop-
tion of HACCP as the international standard for food safety.

C. ADVANTAGES AND PLANS

HACCP offers a number of advantages over previous sys-
tems. Most importantly, HACCP

1. Focuses on identifying and preventing hazards
from contaminating food,

2. Is based on sound science,
3. Permits more efficient and effective government

oversight, primarily because the record keeping
allows investigators to see how well a firm is
complying with food safety laws over a period
rather than how well it is doing on any given day,

4. Places responsibility for ensuring food safety
appropriately on the food manufacturer or 
distributor,

5. Helps food companies compete more effec-
tively in the world market,

6. Reduces barriers to international trade.

Here are the seven steps used in HACCP plan development.

1. Preliminary Steps
a. General information
b. Describe the food
c. Describe the method of distribution and

storage

d. Identify the intended use and consumer
e. Develop a flow diagram

2. Hazard Analysis Worksheet
a. Set up the Hazard Analysis Worksheet
b. Identify the potential species-related hazards
c. Identify the potential process-related hazards
d. Complete the Hazard Analysis Worksheet
e. Understand the potential hazard
f. Determine if the potential hazard is significant
g. Identify the critical control points (CCP)

3. HACCP Plan Form
a. Complete the HACCP Plan Form
b. Set the critical limits (CL)

4. Establish Monitoring Procedures
a. What
b. How
c. Frequency
d. Who

5. Establish Corrective Action Procedures
6. Establish a Record Keeping System
7. Establish Verification Procedures

It is important to remember that apart from HACCPR
promulgated for seafood and juices, the implementation of
HACCP by other categories of food processing is volun-
tary. However, the FDA and various types of food proces-
sors are working together so that eventually HACCPR
will become available for many other food processing sys-
tems under FDA jurisdiction. Using the HACCPR for
seafood processing as a guide, the following discussion
for a HACCP plan applies to all categories of food prod-
ucts being processed in United States.

D. HAZARD ANALYSIS

Every processor should conduct a hazard analysis to deter-
mine whether there are food safety hazards that are reason-
ably likely to occur for each kind of product processed by
that processor and to identify the preventive measures that
the processor can apply to control those hazards. Such food
safety hazards can be introduced both within and outside
the processing plant environment, including food safety
hazards that can occur before, during, and after harvest. 
A food safety hazard that is reasonably likely to occur is
one for which a prudent processor would establish controls
because experience, illness data, scientific reports, or other
information provide a basis to conclude that there is a rea-
sonable possibility that it will occur in the particular type of
product being processed in the absence of those controls.

E. THE HACCP PLAN

Every processor should have and implement a written
HACCP plan whenever a hazard analysis reveals one or
more food safety hazards that are reasonably likely to
occur. A HACCP plan should be specific to:
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1. Each location where products are processed by
that processor; and

2. Each kind product processed by the processor.

The plan may group kinds of products together, or
group kinds of production methods together, if the food
safety hazards, critical control points, critical limits, and
procedures required to be identified and performed are
identical for all products so grouped or for all production
methods so grouped.

1. The Contents of the HACCP Plan

The HACCP plan should, at a minimum:

● List the food safety hazards that are reasonably
likely to occur, as identified, and that thus must
be controlled for each product. Consideration
should be given to whether any food safety 
hazards are reasonably likely to occur as a
result of the following: natural toxins; microbi-
ological contamination; chemical contamination;
pesticides; drug residues; decomposition in
products where a food safety hazard has been
associated with decomposition; parasites, where
the processor has knowledge that the parasite-
containing product will be consumed without 
a process sufficient to kill the parasites; unap-
proved use of direct or indirect food or color
additives; and physical hazards;

● List the critical control points for each of the
identified food safety hazards, including as
appropriate: critical control points designed 
to control food safety hazards that could be
introduced in the processing plant environ-
ment; and critical control points designed to
control food safety hazards introduced outside
the processing plant environment, including
food safety hazards that occur before, during,
and after harvest;

● List the critical limits that must be met at each
of the critical control points;

● List the procedures, and frequency thereof, that
will be used to monitor each of the critical con-
trol points to ensure compliance with the criti-
cal limits;

● Include any corrective action plans that have
been developed to be followed in response to
deviations from critical limits at critical control
points;

● List the verification procedures, and frequency
thereof, that the processor will use;

● Provide for a record keeping system that docu-
ments the monitoring of the critical control
points. The records should contain the actual val-
ues and observations obtained during monitoring.

2. Signing and Dating the HACCP Plan

The HACCP plan should be signed and dated:

● Either by the most responsible individual on
site at the processing facility or by a higher-
level official of the processor. This signature
should signify that the HACCP plan has been
accepted for implementation by the firm.

● Upon initial acceptance; upon any modifica-
tion; and upon verification of the plan.

F. SANITATION

Sanitation controls (3) may be included in the HACCP
plan. However, to the extent that they are otherwise moni-
tored, they need not be included in the HACCP plan.

G. IMPLEMENTATION

This book is not the proper forum to discuss in detail the
implementation of HACCPR. Readers interested in addi-
tional information on HACCP should visit the FDA
HACCP website http://vm.cfsan.fda.gov/ that lists all the
currently available documents on the subject.

IV. FDA FOOD CODE

The FDA Food Code (the Code) (4) is an essential refer-
ence that guides retail outlets such as restaurants and gro-
cery stores and institutions such as nursing homes on how
to prevent foodborne illness. Local, state and federal 
regulators use the FDA Food Code as a model to help
develop or update their own food safety rules and to be
consistent with national food regulatory policy. Also, many
of the over one million retail food establishments apply
Food Code provisions to their own operations. The Food
Code is updated every two years, to coincide with the
biennial meeting of the Conference for Food Protection.
The conference is a group of representatives from regulatory
agencies at all levels of government, the food industry, aca-
demia, and consumer organizations that works to improve
food safety at the retail level (5). A brief discussion of the
Code is provided below. Further information, including
access to the Code, may be obtained from the Food Safety
Training and Education Alliance (www.fstea.org).

The Code establishes definitions; sets standards for
management and personnel, food operations, and equip-
ment and facilities; and provides for food establishment
plan review, permit issuance, inspection, employee restric-
tion, and permit suspension. The Code discusses the good
manufacturing practices for equipment, utensils, linens,
water, plumbing, waste, physical facilities, poisonous or
toxic materials, compliance and enforcement. The Code
also provides guidelines on food establishment inspection,
HACCP guidelines, food processing criteria, model forms,
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guides, and other aids. A brief introduction to the Food
Code in this chapter is important for two reasons:

● Firstly, at the end of this book, two chapters
cover retail food protection from the perspec-
tives of food sanitation. The Food Code forms
the backbone of these chapters.

● Secondly, although this guide is designed for
retail food protection, more than half of the data
included are directly applicable to food pro-
cessing plants, e.g. equipment design (clean-
ability), CIP system, detergents and sanitizers,
refrigeration and freezing storage parameters,
water requirements, precautions against “back-
flow” (air, valve, etc.), personnel health and
hygiene, rest rooms and accessories, pest control,
storage of toxic chemicals, inspection forms,
inspection procedures, and many more. Some
of the data in the present book can be readily
traced to the Code.

The Code consists of 8 chapters and 7 annexes. Some of
the information found in the Code will be further explored
in two chapters at the end of this book. The annex that cov-
ers inspection of a food establishment applies equally as
well to both retail food protection and to sanitation in food
processing. According to the Code, the components of an
inspection would usually include the following elements:

● Introduction
● Program planning
● Staff training
● Conducting the inspection
● Inspection documentation
● Inspection report
● Administrative procedures by the state/local

authorities
● Temperature measuring devices
● Calibration procedures
● HACCP inspection data form
● Food establishment inspection report
● FDA electronic inspection system
● Establishment scoring.

Details of these items will not be discussed here; some
are further explored in various chapters in this book (please
consult the index for specific topics). Instead, the next two
sections trace the history and practices of food establish-
ment inspection and how basic sanitation controls are
slowly evolving into the prerequisites for HACCP plans in
both retail food protection and food processing plants.

A. PURPOSE

A principal goal to be achieved by a food establishment
inspection is to prevent foodborne disease. Inspection is

the primary tool a regulatory agency has for detecting pro-
cedures and practices that may be hazardous and for tak-
ing actions to correct deficiencies. Food Code-based laws
and ordinances provide inspectors science-based rules for
food safety. The Food Code provides regulatory agencies
with guidance on planning, scheduling, conducting, and
evaluating inspections. It supports programs by providing
recommendations for training and equipping the inspection
staff, and attempts to enhance the effectiveness of inspec-
tions by stressing the importance of communication and
information exchange during regulatory visits. Inspections
aid the food-service industry in the following ways.

1. Serving as educational sessions on specific Code
requirements as they apply to an establishment
and its operation;

2. Conveying new food safety information to
establishment management and providing an
opportunity for management to ask questions
about general food safety matters; and

3. Providing a written report to the establish-
ment’s permit holder or person in charge so that
the responsible person can bring the establish-
ment into conformance with the Code.

B. CURRENT APPLICATIONS OF HACCP

Inspections have been a part of food safety regulatory activ-
ities since the earliest days of public health. Traditionally,
inspections have focused primarily on sanitation. Each
inspection is unique in terms of the establishment’s 
management, personnel, menu, recipes, operations, size,
population served, and many other considerations.

Changes to the traditional inspection process were first
suggested in the 1970s. The terms “traditional” or “routine”
inspection have been used to describe periodic inspections
conducted as part of an on-going regulatory scheme. A full
range of approaches was tried and many were successful in
managing a transition to a new inspection philosophy and
format. During the 1980s, many progressive jurisdictions
started employing the HACCP approach to refocus their
inspections. The term “HACCP approach” inspection is
used to describe an inspection using the “Hazard Analysis
and Critical Control Point” concept. Food safety is the pri-
mary focus of a HACCP approach inspection. One lesson
learned was that good communication skills on the part of
the person conducting an inspection are essential.

FDA has taught thousands of state and local inspec-
tors the principles and applications of HACCP since the
1980s. The State Training Branch and the FDA Regional
Food Specialists have provided two-day to week-long
courses on the scientific principles on which HACCP is
based, the practical application of these principles includ-
ing field exercises, and reviews of case studies. State and
local jurisdictions have also offered many training oppor-
tunities for HACCP.

FDA’s GMPs, HACCP, and the Food Code 73-13

DK9848_C073.qxd  15/Oct/05  04:31 PM  Page 13



A recent review of state and local retail food protec-
tion agencies shows that HACCP is being applied in the
following ways:

1. Formal Studies — Inspector is trained in
HACCP and is using the concepts to study food
hazards in establishments. These studies actu-
ally follow foods from delivery to service and
involve the write-up of data obtained (flow
charts, cooling curves, etc.).

2. Routine Use — State has personnel trained in
HACCP and is using the hazard analysis con-
cepts to more effectively discover hazards dur-
ing routine inspections.

3. Consultation — HACCP-trained personnel are
consulting with industry and assisting them in
designing and implementing internal HACCP
systems and plans.

4. Alternative Use — Jurisdiction used HACCP to
change inspection forms or regulations.

5. Risk-Based — Jurisdiction prioritized inventory
of establishments and set inspection frequency
using a hazard assessment.

6. Training — Jurisdiction is in the active process
of training inspectors in the HACCP concepts.

Personnel of every sort of food establishment should
have one or several copies of the Food Code readily avail-
able for frequent consultation.

V. APPLICATIONS

The sanitary requirements in the CGMPR and the Food
Code serve as the framework for the chapters in this book.
The HACCPR will be touched on when they help to clarify

the discussion. Essentially, this book shows how to imple-
ment the umbrella regulations provided under the CGMPR.
Each chapter handles one aspect of these complicated 
regulations. Most chapters discuss the regulations applica-
ble to all types of food products being processed. Several
chapters concentrate on the sanitary requirements from 
the perspectives of the processing of a specific category 
of food.

The appendix of this book reproduces the complete
coverage of CGMR in Section 110.
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I. THE FOOD, DRUG AND COSMETIC ACT

This chapter is based in large part on earlier reviews [1–3]
and other contributions to the scientific literature [4, 5],
but the text has been amended and expanded to include
additional information.

The language of the Federal Food, Drug and Cosmetic
Act (FD&C Act) seems rather unequivocal whenever acts
of adulteration by filth are mentioned [6–8]. One para-
graph, 301(k), prohibits any act done to a food after ship-
ment in interstate commerce that results in the food being
adulterated. Another, 402(a)(1), declares “a food shall be
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deemed to be adulterated if it bears or contains any poi-
sonous or deleterious substance which may render it inju-
rious to health.” Still another, 402(a)(3), states that a food
shall be deemed adulterated if it consists in whole or in
part of any filthy, putrid, or decomposed substance or if it
otherwise is unfit for food. The final example, from para-
graph 402(a)(4), states that a food shall be deemed to be
adulterated if it has been prepared, packed, or held under
unsanitary conditions by which it may have been contam-
inated with filth, or by which it may have been rendered
injurious to health [9].

A. ENFORCEMENT AND GUIDANCE

In the United States of America, the U.S. Department 
of Agriculture (USDA) and the U.S. Food and Drug
Administration (FDA) share responsibility for food safety.
Federal drinking water standards are set, monitored and
enforced by the Environmental Protection Agency. The
task of enforcing the FD&C Act has been given to the FDA
[10–13]. Scientists and policy managers at the FDA, along
with collaborating personnel from other federal agencies
and from universities, have endeavored to provide helpful
guidance to the food industry by generating explanatory
documents designed to spell out in detail just what FDA
understands to be the meaning of these basic paragraphs
of the FD&C Act [14–19].

B. CODEX ALIMENTARIUS

Two United Nations agencies, the Food and Agricultural
Organization (FAO) and the World Health Organization
(WHO), have also issued food safety guidelines under the
general title of Codex Alimentarius [20, 21] that are sim-
ilar in scope and principle to the food safety guidance
documents issued by the FDA and the USDA. Moreover,
WHO has promulgated a global strategy for food safety
[22]. The European Union has established the European
Food Safety Authority (ESFA), and some European nations,
such as Spain [23], have reorganized their national food
safety programs to meet the EFSA guidelines.

II. ANALYTICAL METHODS FOR FILTH

This short review should in no way be construed as a tech-
nical guide to the detection of filth in food; it is meant
merely to put the practice of filth analysis in its proper place
in the overall arena of food safety [24]. Reliable sources
of technical information are readily available [25–30].

A. HISTORY OF FILTH ANALYSIS

The current edition of the Official Methods of Analysis of
AOAC International [25] is the product of nearly 100 years
of development of analytical methods. Dr. Harvey W. Wiley,
who helped create the USDA-sponsored Association of

Official Agricultural Chemists (AOAC) in 1894, directed
the publication of the first book of official methods, a
manual devoted to the analysis of agricultural fertilizers.
Wiley and his group of intrepid food-tasters/testers gave
much of their attention to toxic chemical adulterants [31].
However, even in those early days, around the time of the
passage of the first federal food purity law in 1906 [32],
some effort (apparently minimal) was made to detect filth
in food. Since the detection process required some form of
analysis of each kind of food, analytical methods were
created out of necessity.

Over the years, the subject matter of the official meth-
ods book was expanded to include (to mention just a few
among many) animal feeds, dairy products, filth, micro-
biological contaminants, and pesticides. Sponsorship for the
Association shifted to the FDA when that arm of govern-
ment was established in 1927. Because of the ever-
broadening scope of analytical work, the organization’s
name was changed to the Association of Official Analytical
Chemists in 1965. AOAC became a fully independent
organization in 1979 (but still retained close ties to USDA
and FDA). The ever-widening international scope of food
analysis called for a more inclusive “Association of
Analytical Communities” and a further name change in
1991 to AOAC International [33].

B. THE PRACTICE OF FOOD ANALYSIS

The practice of food analysis occurs at many different lev-
els of sophistication. The more informal the analysis,
i.e., at the lower end of the sophistication scale, the less
expensive it is. The more formal the analysis, i.e., higher
on the scale of sophistication, the more expensive it is.
This expenditure of money and effort must be justified; in
other words, there has to be some compelling reason to
carry out the analysis. Generally, the more sophisticated
procedures take place in a laboratory setting; the less for-
mal procedures may occur in a wide variety of settings,
including the laboratory.

C. WHY ANALYZE FOOD

The reasons for performing analyses vary widely, but the
basic motive of food manufacturers is to present to the
consumer food that tastes good, smells good and is good.
Achieving this maintains or enhances one’s reputation,
whether individual or corporate. The production and mar-
keting of only good and wholesome food also means that
the food establishment is complying with the pertinent
federal, state and local laws pertaining to food purity, thus
avoiding the unpleasant consequences of violating these
laws: fines, prison time, and civil law suits, to mention a
few [34–36].

Other reasons for conducting food analyses arise 
from the law enforcement side of the equation. Voluntary
compliance with the laws and with good manufacturing
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practices [37, 38] is very beneficial to the consumer, but
the only way to know for certain the purity status, as
defined by the pertinent laws and regulations, of any given
food at any given time is to analyze it. Here, with regard
to the Federal FD&C Act [39, 40], at least, analysts are
guided by the two major filth provisions in the Act,
namely that filth has no place being in food or being
around food.

D. ANALYTICAL VARIETIES

The quick and casual observations by sight and smell that
happen whenever a can or package of food is opened in
the home kitchen constitute food analysis — informal but
often quite telling. Similar things happen in the grocery;
cans and packages are usually not opened, unless in con-
nection with a deli operation, but cans and packages are
observed for defects, and substandard items of all kinds
are culled before being presented to the public. Visual
inspection (read “analysis”) takes place in the warehous-
ing and distribution sectors of the food chain. Items that
look bad or smell bad are discarded.

In the food-manufacturing sector, food analysis is an
integral part of the operation’s quality assurance proto-
cols. Similar analyses, most informal but some involving
technical expertise, happen at the places where raw mate-
rials are collected for offer as ingredients in the manufac-
ture of foods. Analyses occur, too, at the many places where
food materials are harvested.

Food materials may be visually inspected on the
wharf or in the warehouse, or at the granary or flourmill.
It is common for samples to be collected in all of these
places by FDA and USDA investigators and sent to a gov-
ernment food laboratory for further examination. In the
laboratory setting, the whole range of analytical tech-
niques may be employed, from the simplest to the most
technically complex.

III. ANALYSIS FOR FILTH, DECOMPOSI-
TION AND FOREIGN MATTER

A. HEAVY FILTH

Although the word “filth” is in the title of this chapter, it
is really just the first word in a triad of contaminants: filth,
decomposition, and extraneous materials (or foreign mat-
ter) [41]. This last term covers all the others, but in com-
mon practice it refers to sand, gravel, paint chips, metal
fragments, bits of glass, fruit pits, and a whole host of
other hard foreign objects (these kinds of extraneous
materials, often collectively called “heavy filth,” are dis-
cussed below).

Visual inspection procedures and other “macroanaly-
atical” techniques designed to detect hard or sharp foreign
objects in raw ingredients or processed foods are discussed

in the Macroanalytical Procedures Manual [42]. These
hard foreign objects can be sieved out of food; or they
tend to settle out of the food materials upon agitation.
Analytical techniques for glass detection in infant foods
packaged in glass have been developed at FDA [43].

B. DECOMPOSITION AND QUALITY EVALUATIONS

1. Decomposition

The detection of decomposition is a specialized kind of
analysis. The process of decomposition often leads to the
production of characteristic odors that a specially trained
and experienced analyst can detect by organoleptic meth-
ods (smell, in this case, but taste is also employed in some
cases). Organoleptic methods [44] have been widely used
in the past to detect decomposition in seafoods and in the
carcasses of meat animals and poultry. With the onset of
voluntary or mandatory HACCP (Hazard Analysis and
Critical Control Points) programs, organoleptic analyses
have become less common.

2. Quality Evaluations

Panels of sensory analysts are often used to evaluate the
quality status of dairy products, especially cheeses. The
organoleptic method applied here is called descriptive
sensory analysis. Considerable progress has been made in
the development of an “electronic nose” designed to do
much of the work of the human evaluation panel. The
electronic nose technology has been utilized in a wide
variety of applications including evaluating the microbial
quality status of milk and of cereal grains, cheese and
juice quality, fermentation status of sausage, and meat
quality with reference to spoilage [45].

Another line of research is focused on developing an
artificial tongue that mimics human taste buds [46]. These
sensory elements consist of various conducting polymers
embedded in an ultrathin film. Besides the basic taste cat-
egories (sweet, sour, etc.), the artificial tongue can detect
slight differences among different kinds of bottled water
or different batches of wine from the same winery. Toxic
chemicals and extremely bitter tastes, that would be very
unpleasant or dangerous for human tasters to detect, can
be identified by the artificial tongue.

3. Mold as Evidence of Decomposition

Molds often occur on fruits, nuts, berries, seeds, and many
other food materials. These defects may be detected by
visual examination — techniques that are referred to as
macroanalytical methods [42, 47, 48]. On occasion, to get
an approximation of the level of moldiness, the product in
question is subjected to a special sampling program that is
designed to make the sample representative of the entire
lot. These macroanalytical techniques are often used when
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unprocessed foods are presented to the food manufacturer
for use as ingredients.

In other techniques, such as the Howard Mold Count,
the sample of food is prepared for analysis in such a way
that the mold fragments become visible under light micro-
scopy and that the mold count in the sample accurately
reflects the level of mold contamination in the entire 
lot that was sampled [49].

C. LIGHT FILTH

The detection of insect fragments, feather barbules and rat
hairs — all properly labeled filth but sometimes referred
to as light filth — has been a major focus of food analysts
for more than half a century. Basically, these kinds of ana-
lytical methods, often referred to as microanalytical meth-
ods, involve dispersing an extraction oil (usually mineral
oil) into an aqueous or alcoholic mixture of the food sam-
ple. Since the bits of insect cuticle, feather barbules and
hairs are oleophilic, they tend to rise with the oil to the
surface. The food materials, being largely hydrophilic,
tend to settle to the bottom. The analyst then simply sep-
arates the two polar opposites and examines the mineral
oil fraction under the microscope [50].

This oil/water technique, frequently utilized for rou-
tine analyses in many laboratories, is the procedure that
was most often used in the days when it was necessary to
establish (or reexamine) a food defect action level (DAL,
discussed below) for a particular product [51]. For exam-
ple, in one instance in which questions were raised about
filth adulterants in canned sardines, canned tuna and
canned crabmeat, samples were collected, using a statisti-
cally valid sampling protocol, from many localities around
the United States [52]. Before the current moratorium on
new DAL development [53], other products were sampled
and analyzed in a similar manner. These sample collection
programs produced such huge quantities of product that it
was usually not feasible for a single government labora-
tory to do all the analytical work. Therefore, contract lab-
oratories in the private sector performed most of the
microanalytical work.

D. SOLUBLE FILTH

In recent years there has been a trend to go beyond trying
to detect merely particulate filth. These efforts have focused
on identifying and quantifying the biochemical signatures
left behind by food-contaminating animals (birds, bats,
rodents, insects, mites) [54–60].

IV. QUALITY ASSURANCE

A. METHODS OF QUALITY ASSURANCE

One very important aspect of filth analysis is perhaps 
little known and little appreciated by the general public.

We refer to the great emphasis on quality assurance on the
part of the analyst population. For example, when an ana-
lyst develops a new analytical technique, that technique
does not simply and immediately become a standard
method. The technique has to be evaluated by a panel of
expert analysts to determine its reliability in the hands of
several different analytical technicians. The new tech-
nique will most likely get wide exposure by its publication
in a scientific periodical such as the Journal of AOAC
International. If it survives the examination occasioned
by the journal publication, the technique may eventually
make it into the Official Methods of Analysis of AOAC
International [25].

B. ANALYST QUALITY ASSURANCE

Most filth analysts are tested periodically to evaluate their
analytical skills. Most often, this testing is done under
programs sponsored by AOAC International. Test samples
are sent out to the analysts and the analytical results
derived therefrom are then evaluated. In this way, a high
level of consistent expertise is maintained, and any defi-
ciencies in analyst performance can be remedied.

The achievement and maintenance of a high and con-
sistent level of skill comes by way of unending practice
and the pursuit of perfection in carrying out analytical
procedures. A huge body of literature [see, for example,
references 61–65, as well as the other references at the
end of this chapter] and a wide array of analytical tech-
niques [25] must be mastered by the analyst.

C. LABORATORY QUALITY ASSURANCE

Two international bodies, the International Standards
Organization and the International Electrotechnical
Commission, have promulgated, as rule ISO/IEC 17025, a
minimum set of standards for analytical laboratories [66].
While remaining fully functional and in compliance with
internal standards, all FDA analytical laboratories (along
with virtually all commercial and governmental laborato-
ries) are in a state of transition as they strive to fully com-
ply with ISO/IEC 17025.

D. BENEFITS TO THE PUBLIC

This emphasis on quality assurance directly benefits the
general public. When any given food in found to be adul-
terated, the public can have confidence in that finding and
reassurance in knowing that such adulterated food will not
reach the dinner table. Similarly, when analysts find no
filth in food and it has been certified that all applicable
sanitation standard operating procedures (SSOPs) and
HACCP protocols have been observed, the public can be
confident that these findings reflect the actual state of the
food — it is wholesome and safe to consume [67].
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V. HEALTH SIGNIFICANCE OF 
ADULTERATION BY FILTH

A. FILTH AND THE FD&C ACT

The federal courts have never insisted that there must
always be a cause-and-effect relationship between “filth”
and “injurious to health” (see Section I, above). Since 1942,
when District Court Judge Chestnut (sometimes spelled
Chesnut) read during a trial the definition of filth from
Webster’s International Dictionary, the ordinary sense of
the word has been used in judicial interpretations of the
FD&C Act [68]. Judges and juries have rendered verdicts
both for and against the government’s allegations of filth
in food, but always based on the practical application of
this dictionary definition [35].

As used in this chapter, filth is defined as insect, bird,
rodent, or other objectionable matter, usually of animal
origin, found in or associated with food [4, 69]. The more
common kinds of filth found during food inspections and
analyses are whole insects and mites and fragments thereof;
rodent and other mammalian hairs; feathers and feather
barbules; and urine, uric acid, and feces (usually from
rodents and birds); and molds.

B. COMPETITION FOR FOOD

Human foods and animal feeds, as well as the places where
these materials are stored, processed and sold, are attrac-
tive to a wide variety of opportunistic animals and fungi.
Competition between “us” and “them” for nutritive sub-
stances is keen and continuous. Pests of the food industry
may be counted upon to take full advantage of every
opportunity to convert our foods and feeds to their own
use. To prevent this, nothing less than constant vigilance
is required of the food industry (or the housekeeper in the
home setting) [70]. But even under the best of circum-
stances, it is difficult to consistently provide the consumer
with foods and feeds that are completely free from con-
tamination by food pests [69].

C. INDICATORS OF INSANITATION: FOUR

CATEGORIES

We emphasize again that competition for food is keen.
Food pests continually search for opportunities to share
our food resources [71]. Commensal pests such as house-
flies, cockroaches, ants and mice are considered oppor-
tunistic pests. They typically exhibit synanthropic behavior,
that is, they are closely associated with human foods or ani-
mal feeds and with structures built by humans. Adventive
( facultative) pests, such as birds, bats and various insects,
sometimes utilize human-built structures for shelter and
this behavior (synanthropy) may bring them into contact
with foods or food-contact surfaces.

Pantry pests, such as the sawtoothed grain beetle
(Oryzaephilus surinamensis) or the Indianmeal moth
(Plodia interpunctella), are categorized as obligatory pests
because they are largely dependent on human or animal
foods for their own food and for shelter. All of the cate-
gories of insects noted here may also be parasitized by
small wasps or flies, termed parasitoids; this is the fourth
and final category of pests considered to be indicators of
insanitation.

D. EARLY IDEAS AND DISCOVERIES

The idea that pests might be vectors of pathogenic microbes
was very slow to dawn upon the human mind. The germ
theory itself had first to be thoroughly established, and that
was another idea that was slow to take hold. But once 
the germ theory was accepted, people began to ask about
the ways that germs make their way from a person who is
sick to one who is well.

By the dawn of the twentieth century, it was well
known that germs causing certain diseases could be trans-
mitted directly from one person to another. This method
of transmission, seemingly so simple and logical, became
the overriding theory that was applied, correctly or incor-
rectly, to a wide variety of diseases. In some cases, the
theory worked perfectly; in other cases, it seemed to work
well most of the time; and in still other cases, it did not
work at all.

E. TRANSMISSION CYCLES

Classic studies of malaria, yellow fever, and Texas cattle
fever firmly established the fact that some disease trans-
mission cycles include an obligatory intermediary, the vector
[72]. Moreover, the disease agents themselves were iden-
tified as belonging to a wide range of living organisms —
viruses, bacteria, protists/protozoa, helminths, and fungi.
The transmission cycles of these disease agents varied
from the very simple to the very complex.

Before the first half of the twentieth century came to
a close, a large number of vectorborne diseases had been
studied to the point where their mechanisms of transmis-
sion were well understood. Two basic cycles of pathogen
transmission, biological and mechanical, had been defined.
In the simplest form of biological transmission, the patho-
gen must enter the vector, undergo at least one mandatory
phase of multiplication and/or morphologic transfor-
mation, and be carried by the vector to a susceptible 
host. Biological transmission and the role of food pests as
direct agents of disease (that is, in the production of tox-
ins and allergens, as the cause of physical injury, or the
invasion of the digestive tract by insects and mites) are not
discussed is this chapter [see 72 for numerous examples],
except for very brief note below regarding biological trans-
mission. In mechanical transmission [5], the pathogen
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remains on the external surface of the vector, or in its gut,
or in its excretory system. The vector merely transports
the pathogen from an infectious source to a susceptible
host, to something that a susceptible host eats or drinks, or
to a food-contact surface.

F. MECHANICAL TRANSMISSION

The mechanical transmission of foodborne pathogens is
another idea that continues to be very slow to take hold. It
seems very easy for professional health-care providers to
accept the concept that a diarrheic food handler, emerging
from a bathroom without washing his or her hands and
immediately preparing a shrimp salad, could contaminate
food with pathogenic bacteria that might cause illness in
susceptible people who eat that food. This is, obviously,
the classic fecal-oral route of transmission that every cli-
nician and epidemiologist remembers when confronted by
a case or an outbreak of foodborne illness. However, when
an entomologist suggests that a housefly or a cockroach
might pick up pathogens from feces and mechanically
transport them to human food (or food-contact surfaces)
and that people might become ill from eating that food,
the traditional medical professional usually tends to look
for another explanation.

1. Nosocomial Infections

A good example of this kind of tunnel-vision approach can
be found in the literature on the epidemiology of nosoco-
mial infections in which the proposition that hospital pests
might be vectors is rarely considered. In spite of an extant
and growing literature on the subject (some examples are
given in the references cited in this chapter), the possibility
of mechanical transmission by insects is typically excluded
whenever environmental factors are discussed in relation
to nosocomial infections [73]. Even in those hospitals,
such as perhaps one in Calcutta, where one might under-
standably expect to have flies, ants and cockroaches as fre-
quent visitors, usually no role is given to and no discussion
is offered concerning insects as mechanical vectors [74].

In contrast to this mindset of entrenched neglect of the
evidence regarding insects as mechanical vectors, infec-
tion control specialists in an Israeli hospital were quick to
ban the carrying and use of cell phones by patient-care
personnel when Acinetobacter baumannii, a multidrug-
resistant, desiccation-resistant microbe that causes noso-
comial infections with mortality rates in the range of
50–69%, was isolated from 12% of the phones carried by
care givers [75].

2. The Housefly Menace

Before the twentieth century was even a decade old,
Dr. Harvey W. Wiley, that great champion of food purity,
had already made plans to study the role of houseflies

(Musca domestica) as mechanical carriers of bacteria [76].
In the same time period, Dr. L. O. Howard [77], an ento-
mologist, and Dr. Samuel Crumbine [78], a physician and
public health administrator (to mention just two activists
among many), castigated the housefly as a menace to pub-
lic health (Figure 74.1) [79]. Scientists have long sought to
build the case for the role of vectors in food contamination
and foodborne illnesses. Several lines of thought that
researchers and reviewers have applied to this question are
discussed here, along with examples from the literature.

G. EXAMINATION OF PESTS FOR MICROBIAL

PATHOGENS

A common approach for evaluating the role of pests as
vectors in the epidemiology of foodborne illnesses is to
capture a pest from its natural environment and then
employ microbiological culture methods to find out what
microorganisms the pest carries on its body surface and/or
in its gut. Hospitals have been a common venue for these
pest-screening programs in which ants, cockroaches and
other pests are surveyed for nosocomial and community-
acquired pathogens [80–87].

Early in the twentieth century, scientists often cultured
samples from flies and cockroaches to determine their
bacterial associates [88, 89]. Numerous investigators have
continued these vector-screening programs right up to the
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1920. Courtesy American National Red Cross Museum,
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present day [85, 90–96]. Various suspect vectors have
been assayed for pathogenic fungi [97–99], protists/proto-
zoans [100–102], helminths [103–105], bacteria [106,
107], and viruses [108].

1. Flies

The two groups of insects most frequently screened for
foodborne pathogens are houseflies and synanthropic cock-
roaches. Houseflies have been reported to carry foodborne
and other human pathogens including Campylobacter jejuni
[91, 92], Shigella spp. [109], Yersinia enterocolitica [110],
Salmonella spp. [111], Klebsiella spp. [112], Aeromonas
caviae [113], Corynebacterium pseudotuberculosis [114],
Mycobacterium spp. [115], Giardia lamblia [116], and
Cryptosporidium parvum [117]. In Japan, houseflies have
been shown to carry enterohemorrhagic Escherichia coli
O157:H7, a pathogen that causes the sometimes fatal
“hamburger disease” (hemolytic uremic syndrome and
hemorrhagic colitis) [118–120].

Enterobacter sakazakii, an opportunistic pathogen
sometimes found in powdered milk, causes neonatal
meningitis. A possible environmental reservoir has been
identified: E. sakazakii was isolated from the gut of larval
stable flies (Stomoxys calcitrans) [121]. A study of the
role of houseflies in the ecology of E. coli O157 is cur-
rently underway at Kansas State University [122].

2. Cockroaches

German cockroaches (Blattella germanica) were reported
to carry Salmonella spp. in feed mills and poultry hatch-
eries [123]. American cockroaches (Periplaneta ameri-
cana) have been reported to carry and disseminate
Cryptosporidium parvum, a pathogenic protist that causes
diarrhea [124]. The make up of the microbial population
of the American cockroach gut, long the subject of numer-
ous investigations, has been shown to include a variety of
microorganisms: bacteria, archaeans, protists (protozoa),
and nematodes [125].

H. FATE OF PATHOGENS ON AND IN PESTS

Another common technique is to expose (either externally
or orally) a “clean” potential vector, such as a fly or a
cockroach, to some known pathogen and then determine
how long the microbes remain viable in or on the insect,
how long the insect sheds viable pathogens to its environ-
ment, and how long the pathogens remain viable and
infective after being disassociated from the host insect.

Experimental work along these lines was recently car-
ried out with laboratory populations of a free-living soil
nematode, Caenorhabditis elegans (Rhabditidae) [126].
Colonies of non-pathogenic E. coli serve as the standard
food medium for these nematodes. The worms, having fed
readily on bacterial colonies representing four different

bacterial species (all non-pathogenic surrogates of known
foodborne disease pathogens), were able to transfer the
ingested bacteria to sterile substrates during a three-hour
period. In the case of fruits and vegetables that are in contact
with soil just before harvest and are promptly consumed
without further processing, there is some concern that
nematodes could transport fecal pathogens to the food
item while it is in or lying on soil.

1. Cockroaches

Pai et al. [100] recovered viable cysts of Entamoeba 
histolytica from the external surfaces and from the guts of
cockroaches (Periplaneta americana, Blattella germanica)
that had fed on cyst-laden feces. Bacteria (Salmonella
oranienburg) fed experimentally to American cockroaches
could be isolated from the fecal pellets of the roaches over
a period of 140 days [127]. American, German, and
Oriental (Blatta orientalis) cockroaches, experimentally
infected with Salmonella typhimurium, disseminated this
pathogen for at least four days and contaminated non-
infected cockroaches as well as chicken eggs [123].
Bacteria (Salmonella enteriditis), fed experimentally to
German cockroaches, were recovered from the feces for
ten days and from the gut for up to 20 days after the ini-
tial exposure [128]. Virulent mycobacteria (Mycobacterium
avium avium), recovered from cockoach nymphs (B. orien-
talis) ten days after the roaches were orally infected, caused
avian tuberculosis in chickens [129].

2. Flies

Root [130] found that cysts of Entamoeba histolytica,
ingested by flies that were subsequently drowned in water,
remained viable for seven days. Houseflies, fed on broth
containing pathogenic bacteria (Yersinia pseudotubercu-
losis), retained the microbes internally for about 36 hours
and contaminated their environment with viable microbes
for about 30 hours after ingestion [131].

Houseflies are now being considered more seriously
as potential players in the ecology and transmission of 
E. coli O157:H7 [132]. Sasaki et al. [133] investigated
epidemiological significance of housefly defecation and
regurgitation in the dissemination of Escherichia coli
O157:H7 to food. It was shown that this pathogen per-
sisted in the housefly digestive tract for at least four days
after the initial exposure and that frequent defecation and
regurgitation enhanced the dissemination of E. coli
O157:H7, especially during the first 24 hours. Kobayashi
et al. [134] postulated that houseflies are actually biolog-
ical vectors of this pathogen because the bacteria increase
in numbers while ensconced within the interstices of the
spongiform mouthparts of the fly.

Shane et al. [135] demonstrated experimentally that
houseflies can effectively transmit Campylobacter jejuni,

74-8 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C074.qxd  15/Oct/05  09:24 AM  Page 8



cause of the most frequently reported foodborne bac-
terial illness in the Unites States and other developed
countries [136].

Zimmerman et al. [137] showed that the pseudorabies
virus persisted (but did not replicate) in houseflies for up
to 13 hours. Under experimental conditions, houseflies can
serve as transport hosts of Cryptosporidium parvum oocysts
[138]. For up to 11 days after ingesting oocyst-laden
feces, the flies regurgitated oocysts and also released them
in their own feces [139].

3. Ants

House-infesting and structure-invading ants (Formicidae)
have often been investigated for their potential role as
mechanical vectors. Several ant species, such as the
Argentine ant, Linepithema humile (�Iridomyrmex
humilis), are good candidates as mechanical vectors, but
the ants that attract the most attention here are Pharaoh
ants, Monomorium pharaonis. The frequent occurrence of
ants, especially Pharaoh ants, in health-care facilities [80,
140–144], food-manufacturing plants [145], restaurants,
and domestic venues [146, 147], has made ants especially
suspect.

This level of suspicion is heightened by the fact that
representatives of several species and genera of fecal col-
iforms and human pathogens, such as Escherichia coli,
Streptococcus epidermidis (�Micrococcus pyogenes),
Proteus vulgaris, Pseudomonas aeruginosa, Shigella
flexneri, Bordetella bronchiseptica, Klebsiella pneumoniae,
Streptococcus spp., Staphylococcus spp., Salmonella spp.,
Clostridium spp., Proteus mirabilis, Serratia marcescens,
Listeria monocytogenes and Yersinia pestis, have been
recovered from ants [148–152].

Given that these suspect ants have all the needed char-
acteristics to function as mechanical vectors, and the fact
that some species are extremely invasive, sometimes even,
in hospitals, getting into materials that are presumed to be
sterile [153, 154] and foraging on the bodies of patients,
further study of their significance in pathogen dissemina-
tion may result in enough evidence to elevate this group to
a level comparable to that of houseflies and cockroaches
as reputed mechanical vectors. Certainly, in the case of
Pharaoh ants, their indiscriminant foraging habits, involv-
ing such places as floor drains, bedpans, garbage cans,
food and food-preparation surfaces, sterile dressings, dis-
carded dressings, surgical incisions, suppurative wounds,
and the lips of sick infants, would be sufficient to make
them suspect as mechanical vectors.

I. ROLE OF PEST HABITS IN MECHANICAL

TRANSMISSION

A third approach in evaluating the role of pests as vectors
is to study the morphology, physiology and behavior of a

pest to discover what attributes it possesses that make it
especially accommodating to the acquisition, carriage,
shedding or deposition of pathogens. Some pests make
especially suitable mechanical vectors because they have
morphologic features that facilitate carriage of pathogens
[155]. Commensal rodents [156], cockroaches [157], ants
[158], and flies [159] have habits that often take them to
contaminated substrates.

1. Houseflies and Microbes

In a somewhat anthropomorphic, but nevertheless apt,
comment on houseflies, West [160] notes that “If the fly
were purely and simply a fecal feeder, it would not feel
the impulse to spend so much time exploring the human
table. This is just what makes the species so dangerous.
All day long its restless nature causes it to fly back and
forth between the privy and the kitchen, between a wound
that is infected and a fresh incision.”

Because of their anatomy, physiology and behavior,
houseflies are likely the most significant insect vectors of
foodborne disease pathogens. In terms of evolutionary ecol-
ogy, houseflies are very closely associated with microbes;
their larvae develop exclusively in decaying organic sub-
strates (manure, compost, garbage, etc.) that harbor large
and diverse microbial communities. In fact, housefly lar-
vae cannot develop in substrates free of live microbes
[161, 162]. Virtually all environments rich in decompos-
ing organic matter harbor diverse and populous microbial
communities and are, therefore, suitable substrates for
development of houseflies and other filth flies [163].

2. Larval Nutrition

Housefly larvae are morphologically and physiologically
adapted for the uptake and digestion of bacterial cells
[164–166]. However, it is not known if the microbial cell
mass serves only as a direct source of nutrients or if the
microbes also play a role in chemically breaking down the
substrate, making it available for larval nutrition [162]. 
As pupation progresses towards completion, most of the
microbes in the gut are destroyed or are left behind in the
discarded pupal tissues or puparium. Consequently, newly
emerged housefly adults are largely free of bacteria [167,
168]. In any case, newly emerged adult flies start imme-
diately feeding on the substrates in which they developed
as larvae. Consequently, their body surfaces and digestive
tracts quickly become contaminated by microbes.

Experiments conducted in Israel showed that the num-
bers of bacteria (Escherichia coli) fed to maggots (Lucilia
sericata — sometimes used in the debridement of wounds)
decreased markedly as the bacteria progressed through the
alimentary canal [169]. In contrast to these findings, Fobert
[170] demonstrated that flies, Calliphora erythrocephala
(�C. vicina) and Lucilia caesar, experimentally infected
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as larvae with Salmonella montevideo, retained the bacte-
ria through metamorphosis to the adult stage. Some bac-
teria may remain viable in or on the body of the fly after
it dies. For example, Fobert [170] showed that viable
Salmonella spp. could be recovered from flies that had
died two months previously.

3. Behavior of Adult Houseflies

Adult houseflies are often attracted to human dwellings
(synanthropic behavior) and, once there, seem especially
attracted to food and drinks. Adult flies are capable of fly-
ing long distances. They move indiscriminately between
decaying substrates (where they feed and oviposit) and
places where human food and animal feed are prepared
and stored [160]. Thus, houseflies have great potential to
transport microbes from reservoirs where they present rel-
atively low risk (animal manure, garbage) to places where
they pose a great risk (human food and food-contact 
surfaces) [171].

Another feature that significantly increases the poten-
tial of houseflies to disseminate foodborne disease and
other human pathogens is their mode of feeding. Their
sponge-like mouthparts physically limit ingested foods to
only liquids or to finely comminuted solids dispersed in a
liquid medium. Houseflies habitually regurgitate a portion
of the contents of the foregut onto food substrates that are
too large to pass through the interstices of the mouthparts
[172]. This results in the deposition of digestive enzymes
and bacterial decomposers (both immediately begin to liqu-
efy the substrate or break it up into minute particles), as
well as any pathogens that may have been ingested earlier
[173]; thus, adult houseflies contaminate the surfaces upon
which they feed or otherwise touch with their mouthparts.

4. Other Filth Flies

Other filth flies, including flesh flies (Sarcophagidae) and
blowflies (Calliphoridae), also to some small extent
synanthropic in behavior, develop in decaying organic
matter. However, they usually do not build up to such
large populations, as do houseflies. Nevertheless, all filth
flies have to be considered as potential carriers of food-
borne disease pathogens. For example, the Asian blowfly
(Chrysomya megacephala) oviposits on human feces
(commonly exposed in the Orient) and feeds on confec-
tions and fruits in the markets, greatly increasing the risk
of contamination with fecal bacteria [174].

J. CORRELATION OF PEST POPULATIONS AND

DISEASE INCIDENCE

Another line of investigation is largely statistical but still
requires intensive field and laboratory work. This involves
correlation of pathogen occurrence in a human population
(applies also to populations of domestic animals and

wildlife) with that same pathogen in the population of a
suspected disease vector. Sometimes a marked increase in
a probable vector population is followed by an epidemic
in the human population [175]. Samples for microbiolog-
ical analysis must be collected from both people and sus-
pected vectors.

A corollary approach, after an epidemic has been in
progress for some time, is to dramatically reduce the sus-
pected vector population by some control measure. If, after
allowing enough time for the required incubation periods
to play out, the epidemic curve subsequently slopes down-
ward, then the implication follows that there may have been
a cause-and-effect relationship between the drop in human
cases and the corresponding drop in the vector population.

1. Flies and Outbreaks

In some cases, outbreaks of diarrheal diseases were
observed to be closely related to seasonal peaks in filth fly
numbers or dense populations of cockroaches. Outbreaks
and cases of Vibrio cholerae, V. fluvialis and Shigella spp.
in Thailand were associated with marked increases in filth
fly populations [176]. Levine and Levine [109], in a
review of the literature on the epidemiology of shigellosis,
concluded that fly control measures tend to reduce the
incidence of shigellosis in human populations. Rates of
shigellosis were lower in communities where fly suppres-
sion measures were implemented than in communities
without fly control programs [177].

Esrey [178] reported that the suppression of the house-
fly population led to a 40% reduction in frequency of diar-
rheal diseases among children in certain communities of
Africa. West et al. [179] reported that the chance of con-
tracting trachoma (caused by Chlamydia trachomatis) was
70% higher in Tanzanian preschool children in areas with
high fly populations than in areas with few flies. Hyper-
endemicity of salmonellosis and shigellosis among infants
and young children in Beirut, Lebanon, was linked to high
populations of filth flies [180]. Khalil et al. [181] demon-
strated that there was a correlation between the reduction
of filth fly numbers and a decrease of gastroenteritis cases
among infants and young children in Lahore, Pakistan.

Houseflies were postulated to be mechanical vectors
of enterohemorrhagic Escherichia coli O157:H7 after the
pathogen was collected from the flies and from patients
during an outbreak of colitis in a Japanese nursery school
[134]. Quantitative feeding experiments showed that the
bacteria, after having apparently proliferated in the mouth-
parts (especially the labellum) of the fly, passed through
the gut of the flies over a period of three days after the 
initial feeding.

2. Cockroaches and Outbreaks

Cockroaches have been implicated as probable mechani-
cal vectors in numerous reports. The case rate during an
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outbreak of infant diarrhea in a Belgian hospital dropped
off shortly after the cockroaches (Blattella germanica)
infesting the ward were exterminated. Salmonella
typhimurium was isolated from the patients and the cock-
roaches [182]. An outbreak of infant diarrhea, attributed
to S. bovismorbificans, in an Australian hospital was
traced to defective sanitary practices. The pathogen was
isolated from patients and from cockroaches and mice
infesting the hospital [183]. S. typhimurium was isolated
from sparrows infesting the kitchen of a mental hospital
where many patients were suffering from gastroenteritis
caused by the same strain of Salmonella [184]. Shigella
dysenteriae was isolated from German cockroaches 
associated with an outbreak of shigellosis in Northern
Ireland [185].

Investigators in Poland found that certain species of
pathogenic bacteria collected from patients in a provincial
hospital were also carried by cockroaches (Blattella ger-
manica, Blatta orientalis) infesting the hospital [186]. 
In a similar situation, Indian scientists found an antibiotic-
resistant strain of Klebsiella pneumoniae in patients and
in German roaches in a New Delhi hospital [187].

K. SAMPLING PATHOGENS FROM FOODS

AND PESTS

Another technique in the investigation of foodborne ill-
ness is to sample suspect foods to see if there is a match
between the microorganisms found in the food and those
taken from suspected vectors and from people who are ill.
In 1935, Staff and Grover [188] did a classic investigation
of a foodborne disease outbreak, linking the patients (208,
with three fatalities), the food product (a filled pastry),
and the vector (Rattus norvegicus) to the etiologic agent
(Salmonella enteritidis).

L. ROLE OF VECTORS IN MECHANICAL

TRANSMISSION

The last and, so far, least productive effort is to try to estab-
lish a cause-and-effect relationship between human food-
borne disease and the activity of a probable vector [159,
189]. The Staff and Grover [188] investigation was excep-
tional; too often, the evidence is largely circumstantial.
But there is at least one disease in which the route of trans-
mission clearly involves vector contamination (via infec-
tive viruses in the urine) of food and drink: Bolivian
hemorrhagic fever and the rodent transport host, Calomys
callosus [190].

Experimental work by Klowden and Greenberg [191]
unequivocally demonstrated the importance of mechani-
cal transmission. When the mechanical transmission
occurs after the final biocidal step in food processing,
consumers may be at risk of ingesting viable organisms,
and this may lead to foodborne illness. When bacteria

(Salmonella sp.) were placed on the bodies of cockroaches
that were subsequently killed, the bacteria survived on the
dead bodies for as long as 60 days. If the cockroaches had
died in a food material that was destined to be eaten with-
out further biocidal treatment, then the consumer would
have been at risk of foodborne illness.

M. ROLE OF PANTRY PESTS IN MECHANICAL

TRANSMISSION

Left to themselves, the pantry pests — insects and mites
that make their home in raw or processed foods and are
found most often in homes, granaries, grocery stores and
food warehouses — have little opportunity to become con-
taminated with pathogens. However, the foods in which
pantry pests live are also visited by ants, flies, cockroaches,
mice, rats, birds and other mobile pests, all well known for
their habit of indiscriminately foraging on filthy substrates.
Thus the more mobile pests bring pathogens to the home
territory of the pantry pests, and they, in turn, inadvertently
pick up the pathogens and disseminate them wherever they
chance to travel within the food material.

1. Indianmeal Moth Larvae

Larvae of the Indianmeal moth (Plodia interpunctella),
one of the more common insects found in the stored foods,
were collected from various food sources and screened for
their extracellular symbionts. Surprisingly, more than 80%
of the specimens did not harbor any bacterial cells in the
digestive tract that would grow on various artificial cul-
ture media [168].

2. Beetles

On the other hand, many other insect pests of stored food,
including red flour beetles (Tribolium castaneum), lesser
mealworms (Alphitobius diaperinus) and confused flour
beetles (T. confusum), collected from various feed mills in
the Midwestern United States, carried potentially patho-
genic enterococci and aerococci [168]. Immature and adult
confused flour beetles and lesser mealworms carried a
fungus, Fusarium roseum var. graminearum (�Gibberella
zeae), that produces mycotoxin F-2 (zearalenone); this
fungus was also recovered from dead beetles [192].

De Las Casas et al. [193] exposed the lesser meal-
worm to fowl pox virus and Newcastle disease virus.
Mealworms carried fowl pox virus for six hours; Newcastle
disease virus was not recovered from these insects. Another
avian pathogen, infectious bursal disease virus, was car-
ried by lesser mealworms for up to 14 days after the ini-
tial exposure [194]. Harein et al. [195] isolated five
different species of Salmonella and 48 different serotypes
of E. coli from lesser mealworm beetles collected from
poultry farms.
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3. Weevils

Artificially infected rice weevils (Sitophilus oryzae)
retained Salmonella montevideo for at least one week
[196]. Harein and De Las Casas [197] postulated a poten-
tial role for granary weevils (S. granarius), collected from
stored wheat, in the dissemination of several species of
opportunistic pathogens including Serratia marcescens,
Streptococcus spp., Micrococcus spp., and members of
the Klebsiella-Aerobacter group.

Clearly, many species of common stored-product insect
pests have significant potential as transport hosts for vari-
ous pathogenic microbes; therefore, they should not be
considered as merely nuisance or economic pests.

N. NEW POLICIES TO MEET NEW RISKS

1. Risks: Old and New

Disease-causing foodborne pathogens have been present
throughout human history. Over past ages and right up to
the present day, transmission from person to person has
been effected via the fecal-oral route. The incidence of
such infections has always been greater where insanitary
conditions — polluted water, contaminated food, and lack
of personal hygiene — prevail due to poverty or lack of
education. Foodborne diseases, as most of us know from
personal experience, are not limited to economically chal-
lenged populations. Affluent and well-educated people on
occasion acquire foodborne infections in their own homes
and in the best of restaurants.

In spite of the denial by many in the medical commu-
nity, we strongly believe that a small but significant number
of transmission incidents are effected through the agency
of mechanical transport of pathogens by food-associated,
synanthropic pests, most especially filth flies, cockroaches,
ants, and rodents. We have supplied here abundant evidence
to support our claim. Most people in the health-care and
epidemiologic professions seem quite content to ignore
the evidence. Policy makers in the food regulatory agen-
cies of several nations have de-emphasized filth testing and
terminated filth analyst and entomologist positions in gov-
ernment laboratories. We submit that, based on the follow-
ing facts, all of which are well accepted and well known,
the health of the public is not well served by these just-
mentioned presuppositions and trends. There are also appli-
cations here to domestic animal and wildlife populations,
but we will emphasize human populations.

a. Rapid transportation
Movement of pathogens, including food-associated
pathogens, from one geographic area to another is greatly
facilitated by rapid modes of transportation, as has been
recently evidenced by the episodes of SARS (severe acute
respiratory syndrome) in Asia and North America. Mass
movements of populations between adjacent geographic

regions, due to famine, civil disorders or war, may also
facilitate translocation of foodborne disease pathogens, and
the insanitary conditions, signaled by large populations of
filth flies that often accompany such chaotic population
shifts, only serve to facilitate fecal-oral transmission.

The rapid transport of food from one geographic
region to another is also a factor in the epidemiology of
foodborne diseases. The sanitary standards in the country
or region of origin may be set at a far lower level than
what would be acceptable in most of the western world.
Difficult-to-clean fruits and vegetables that are usually eaten
raw (e.g., raspberries, strawberries, cantaloupes) represent
the greatest risks. These same foods are also often exposed
to contamination by filth flies and other food pests at var-
ious stages on the journey from farm to fork: in the pro-
duction fields, in transport vehicles, in distribution points
for the wholesale market, at retail outlets, and in the home
environment. Certain specialty food items such as smoked
fish and jerky (carne seca) are sometimes exposed to filth
flies in the early phases of production and thus to poten-
tial contamination by foodborne disease pathogens.

b. Immunocompromised people
The efficiency of the immunologic response can be under-
developed or compromised for many reasons. The very
young (with still developing immunologic systems) and
the very old (with varying degrees of deterioration of the
immunologic response) first come to mind. Then there are
the ill for any reason, some of whom may exhibit a diminu-
tion of immunologic response in varying degrees, and the
traumatized by injury or surgery (especially splenectomy
and organ transplants, both involving an immediate and
prolonged suppression of the immune response). Immuno-
suppression is the constant accessory to the radiation treat-
ment and chemotherapy administered to cancer patients.
But by far the most common sort of immunosuppression
is that occasioned by the effects of the human immuno-
deficiency virus (HIV), the precursor to AIDS (acquired
immune deficiency syndrome).

c. “Super” pathogens
Pathogens may qualify for this hyperbolic descriptor for any
of several reasons. Many pathogens have acquired varying
levels of resistance to the effects of certain antibiotics.
This is important for anyone who contracts an infectious
disease, but it is especially important for the immuno-
compromised. As a general rule, when a therapeutic agent
is administered, cure is accomplished by the combined
effects of the drug and the patient’s immune system work-
ing against the pathogen population. The effectiveness of
the drug becomes more crucial when the immune system
is (for whatever reason) suppressed. Recovery is delayed
or sometimes prevented when the pathogen has developed
resistance to the antibiotic agent. Certain strains of some
very common pathogens, among them some potential
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foodborne pathogens, have become resistant, in varying
degrees, to many of the antibiotics currently in use. A few
examples are VRE (vancomycin-resistant enterococci),
MRSA (methicillin-resistant Staphylococcus aureus), and
strains of E. coli resistant to cephalosporin or cephamycin.

The medical journal Emerging Infectious Diseases is
largely devoted to “new” pathogens or to “new” strains of
previously recognized pathogens that often produce unex-
pected symptoms or exhibit unexpected virulence. Strains
of the intestinal commensal, Escherichia coli, such as E. coli
O157:H7, have acquired exceptional virulence, dangerous
enough for healthy individuals but especially dangerous
for the immunocompromised. This latter population has
become especially vulnerable to opportunistic pathogens
such as the non-food-associated Babesia recently discov-
ered in Europe [198]. Both immunocompromised and
immunocompetent populations may be susceptible to rare
strains of foodborne disease pathogens, such as Salmonella
kiambu, that “jump” unpredictably from animal to human
populations.

d. Uncommon virulence
We have already stipulated that food pests play no more
than an incidental role, as mechanical transport hosts, in the
transmission of foodborne disease pathogens. But we sub-
mit that this “small role” is taking on greater significance
because of the increasing numbers of immunocompromised
people, because some of the pathogens are acquiring resist-
ance to antibiotic drugs, and because some foodborne 
disease pathogens have taken on enhanced virulence,
involving smaller and smaller infective doses (in amounts
easily within the capabilities of mechanical vectors to
deliver) to such a degree that otherwise healthy individu-
als, as well as the immunocompromised, may become ill.

e. Summary: why food pests are important
There may have been a time when the medical community
(perhaps with some excuse) could have been nonchalant
about food pests in or around food and the associated risks
of mechanical transmission of foodborne disease pathogens,
but now we live in a much different world. We have wit-
nessed the emergence of foodborne pathogens possessing
new virulence factors dangerous to healthy people and even
more so to the immunocompromised.

A recent report, while not bearing directly on the sub-
ject matter of this chapter, does serve to underscore several
points made here [198]. Careful investigation may reveal
previously undiscovered pathogens or may identify
microbes that have been known previously to cause only
inapparent or self-limiting infections. These newly dis-
covered pathogens can be characterized and differentiated
from pathogens previously described by the application of
the molecular and genetic typing techniques briefly noted
below (Section VII D). These same techniques may be
applied to identify and characterize microbes obtained

from potential vehicles and vectors of infection, including
human and vertebrate carriers, thus making it possible to
establish probable chains of infection. This paper [198]
also demonstrates that immunocompromised people are
prime targets for opportunistic pathogens, microbes that
would stand no chance of establishing infections in
immunocompetent hosts.

2. Mechanical Transmission (Again)

As has been demonstrated earlier in this chapter, pathogens
may be carried about by insect, rodent and bird vectors.
The pathogen load borne by such vectors has traditionally
(but not necessarily accurately) been thought of as very
small in relation to the infective dose, that is, the minimum
number of pathogenic units required to generate symptoms
in a normal human host. Even if the pathogen load carried
by a mechanical vector is quite small, it may be enough to
produce illness in an immunocompromised host.

Some of the opportunistic pathogens, such as Serratia
marcescens or even our ubiquitous commensal, Escherichia
coli, isolated from various potential mechanical vectors,
especially flies, cockroaches and ants, are thought to be
innocuous to healthy human beings. However, for the
immunocompromised, these “innocuous” bacteria may
become serious, even life-threatening, opportunistic
pathogens. Further, the pathogen may be one of the newly
emergent “super” microbes; in that case, the “small”
pathogen load, deposited by a vector, may be sufficient to
make even a healthy person ill.

3. Insects and Mites in Food

The idea that eating insects and mites in our food or eat-
ing food that has been contaminated by insects and mites
is harmless is becoming so pervasive that some food reg-
ulatory agencies have simply stopped doing filth inspec-
tions and filth analyses. This trend seems inconsistent
with the fact of a long and continuing history of numerous
successful prosecutions of filth violations in the food
industry. However, consumers may still draw some assur-
ance of safety in their food because of the fact that the pol-
icy makers still attach great importance to food pests as
“indicators of insanitation.”

Of course, it is true: Most of us will not suffer any ill
effects from ingesting a few dead insects and mites with
our food. But the occasional serious illness, such as ana-
phylaxis associated with ingesting mites [199–202], jars
the complacency usually associated with such a benign
phenomenon and justifies the establishment of regulatory
action criteria [203].

4. FDA Policy on Filth in Food

Scientists and policy makers at FDA have established and
defined categories of filth and extraneous matter and have
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developed a flow diagram for use in evaluating the signif-
icance of these several categories within the context of a
food-manufacturing operation [69].

a. Potentially hazardous
There are three categories of contaminants in the flow 
diagram: potentially hazardous extraneous materials,
indicators of insanitation, and aesthetic defects.

A contaminant is designated as potentially hazardous
if scientific and medical authorities recognize it as such,
or if the contaminant is known to have caused injury, or 
if the contaminant remains in the food even though 
the usual processing procedures could be expected to
remove it.

Hard or sharp foreign objects immediately come to
mind here. When a consumer buys unpitted fruit such as
cherries or prunes, the consumer is forewarned that pits
are present and it is the consumer’s responsibility to
remove the pits before chewing the fruit. In this case, the
pits are normal constituents of the food product and would
not be categorized as potentially hazardous. If, however, a
consumer buys pitted fruit, and it is labeled as such, any
pits or fragments thereof remaining in the product could
be considered as potentially hazardous because of the
potential for injury or choking. Even in this instance, the
consumer must be wary because FDA, in its DALs, may
permit very small amounts of pit fragments in specific
retail products.

Already noted above is a different, rather uncommon
(and very minor, according to some [204]) sort of poten-
tially hazardous filth: allergic reactions to certain mite-
infested foods [199–202].

b. Indicators of insanitation
Another category of contaminants is represented by insects,
mites, rodents and birds that are themselves not hazardous
but are placed in this category because of their potential
for serving as mechanical vectors of food-associated
pathogens. Quite apart from any proved or suspected
demonstration of pathogen carriage by these pests, their
mere presence in a food-processing facility or retail food
establishment causes them to be categorized as “indica-
tors of insanitation.” The presence of these pests in or
around food suggests that one or more basic sanitation
safeguards in the food facility have failed and that the
defect or defects must be corrected.

c. Aesthetic defects
Aesthetic defects, even though generally harmless, are
subject to regulatory action if they exceed the DALs.
Some examples are field insects or fragments thereof
accidentally carried into the food processing operation,
bits of soil picked up during harvesting and not ade-
quately removed before processing, and pieces of stems or
pods that remain in the food product.

5. A New Enforcement Strategy

In any evaluation of the significance of filth and extrane-
ous materials in food, including hard or sharp foreign
objects, FDA has placed the first priority on the question,
is it a health hazard? If the answer is yes, then HACCP
immediately comes into play and corrects the problem. 
If the answer is no, the next question is, does the contami-
nant represent a violation of good manufacturing prac-
tice? If the answer is yes, then adherence to SSOPs [205]
is reviewed for adequacy of compliance. If the answer is
no, the next question to ask is, is it an aesthetic defect? If
the answer is yes, then it must be determined whether the
applicable DAL has been exceeded. Appropriate regulatory
action may be taken if there is a DAL violation. However,
even if there has been no technical violation of a DAL (or
if, as often happens, no applicable DAL exists), regulatory
action may still ensue if other factors point to deficiencies
in sanitary operations.

6. End of an Era

The food defect action levels have had a long history of
development in the federal food regulatory agencies of the
United States [53]. At least since 1973, the DALs have
been set on the basis of a large, statistically valid sample of
a particular food product. The filth load in each subsample
of that product was determined by standardized micro-
analytical techniques. All of these individual results were
then considered, along with seasonal and geographic vari-
ations, before setting a DAL.

During the last quarter of the twentieth century, ento-
mologists, chemists and analytical technicians at the FDA
Center for Food Safety and Applied Nutrition in
Washington, D.C. (now located in Beltsville, Maryland),
and at the various regional laboratories of the FDA,
actively engaged in the development of filth detection pro-
cedures for a large variety of food products, a variety far
greater than the list represented in the DAL handbook
[206, 207]. Shifting priorities on the part of the decision-
makers within the FDA and the USDA have resulted in
the near elimination of research and development on filth
detection methods. A very few modest filth methods proj-
ects are underway or planned [208, 209], but neither the
expertise nor the funds remain within FDA to support the
setting of any new DALs.

VI. HARD AND SHARP FOREIGN OBJECTS
IN FOOD

A. CONSUMER EXPERIENCE

Most consumers are aware of the fact that hard objects that
do not belong in food are, nevertheless, sometimes present.
This is because most consumers have personally found
such objects. Furthermore, most such encounters are
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innocuous in nature. Certain foods are so frequently
endowed with physical objects (e.g., grit in spinach; bits of
shell in clam chowder) that we are surprised if such objects
are not found. In other instances, the encounter between
the consumer and a physical object in food or drink may
result in an injury, the severity of which may vary widely.

B. LITERATURE ON HARD OBJECTS IN FOOD

In view of the rather high frequency with which consumers
encounter hard and sharp objects in food, it is surprising
that the scientific literature on this subject remained
remarkably scarce for so many years, the publications by
Hyman et al. [210] and Gorham [211] being the first two
of several to follow. Since the implementation of manda-
tory seafood HACCP on 18 December 1997 [212] and the
installation of many voluntary HACCP programs in recent
years, three general reviews [1, 213, 214] and one practi-
cal paper [215] on the subject have been published, and
other numerous publications have appeared, especially
regulations, guidelines, methods and didactic materials, the
latter often quite redundant but useful nevertheless because
they are usually tailored to meet the needs of specific
audiences in the food industry [14, 16, 213, 216–220].
The USDA Food Safety and Inspection Service (FSIS)
has produced a report on a technical conference on for-
eign material contaminants [221].

Concern for the possible adverse health effects of hard
foreign objects in food and drink was evident early in the
twentieth century. One might have guessed that Harvey
W. Wiley, principal protagonist for the first federal pure
food law [30], would have been interested in this subject,
and perhaps he was. But in the record of that era, he makes
only passing reference to a study of “cocoa shells in 
cocoa products” in his 1911 report [76]. His concern then
was probably with the shells as an “economic adulterant”
(in the same sense that added water was an economic
adulterant of milk) rather than with the shell fragments as
hard foreign objects in cocoa powder.

C. PRODUCT TAMPERING

Excluded from detailed discussion in this review are acts of
fraud, sabotage, and product tampering. Hiding a big rock
inside a bale of bay leaves to boost the weight would be
considered fraud. The deliberate addition of a foreign
object to a food or beverage product by an employee of the
product’s manufacturing company would be considered an
act of sabotage. When, in an effort to cause harm to some
other person or to extort money from a manufacturer, some-
one deliberately adds a foreign substance or a physical
object such as a needle, a straight pin or bits of glass to 
a product offered for sale, the act would be considered prod-
uct tampering [222–224]. The added object does not have
to be hard or sharp to constitute product tampering: Spitting

a glob of phlegm onto a fast-food hamburger before serv-
ing it to a customer would clearly be actionable.

A common type of product tampering, rarely prose-
cuted under the Federal Anti-Tampering Act [225] or any
other statute, occurs when a consumer deliberately puts a
piece of glass, a mouse, or a cockroach — to mention just
a few of the possibilities — into a food or beverage, and
then reports the “find” to the manufacturer, the motive
being to get a free quantity of the product or money from
the manufacturer.

D. FILTH

Also excluded from discussion in this section on hard for-
eign objects are those physical objects, already noted above,
usually categorized as filth [2, 69]: rodent hairs and feces;
bird feathers and feces; insects and mites and their frag-
ments; and molds and rots associated with fruits, seeds,
nuts, and many other foods. The tiny metal fragments
sometimes generated by opening cans with a can opener
in the home or restaurant kitchen are also excluded from
this present topic.

E. HARD OBJECTS ABSENT FROM THE FOOD,
DRUG AND COSMETIC ACT

The FD&C Act says nothing about such things as paint
chips, ball bearings, or glass shards in food. When such
items happen to be found in food or drink by regulatory
officials, each incident is evaluated on its own merits and,
if deemed actionable under the FD&C Act, it is because the
foreign object has rendered the food “unfit” (402[a][3])
for human consumption due to an offensive “mouth-feel”
of the adulterated food, or has rendered it “injurious to
health” (402[a][4]).

An FDA Compliance Policy Guide [16] provides fur-
ther regulatory details based on reviews by the FDA Health
Hazard Evaluation Board of nearly 200 cases of hard or
sharp foreign objects in food. The Board concluded that
objects measuring less than 7 mm in length rarely cause
physical injury. However, special risk consumers such as
infants, the elderly, and the physically or mentally chal-
lenged may be unable to cope with objects 2 mm or less in
greatest dimension.

F. DEFECT ACTION LEVELS

The DALs [206, 207] give no ground to physical objects
that find their way into foods after the agricultural phase
of production [53]. Some modest forbearance is shown 
in the DALs toward some of the fruits with pits (e.g. cher-
ries, dates, olives, prunes), apparently because even the
best pitting technology falls short of 100% efficacy. The
DALs address these and many other unavoidable defects
That the USDA permits small numbers of bone fragments
in certain meats [226] is a fact many of us have discovered
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to be true as we seek out a dentist to repair the damage.
The DALs do not exempt from regulatory action any hard
or sharp foreign object if that object has been shown 
to constitute a hazard for physical injury or choking or if
it has been shown to cause the product to be made unfit
for food.

G. THE PROCESSOR’S GOAL

Reputable food and beverage processors prefer to produce
products that are free of foreign objects. Their zeal is
driven perhaps in part by the fact that there is little defense
against an obvious hard foreign object, especially one that
has caused injury to a consumer. No doubt, however, the
overriding motive for keeping objects out of foods and
beverages is to protect and preserve the company’s repu-
tation. Of course, the economic consequences of downtime
on the production line and recalls of shipped products
probably also play a role in a company’s pursuit of zero
defects in the product line, whatever that might be. Many
food manufacturers use vendor certification programs to
ensure that only high quality ingredients enter the food
processing plant [227].

H. QUALITY ASSURANCE PROCEDURES AND

DEVICES

Many companies have invested heavily in quality assur-
ance devices and procedures to prevent the occurrence of
foreign objects in food or to discover them before the foods
leave the factory [228, 229]. Glass, one of the early mass-
produced commercial packaging materials, continues to be
widely used. Unfortunately, glass packaging readily breaks
during the manufacturing of the container and during the
washing, filling, capping, labeling, and boxing of it on the
production line. The problem of glass shards in foods and
beverages has been reviewed in the technical literature
over a span of many years beginning early in the twenti-
eth century [1]. Reputable companies that use glass pack-
aging strictly follow the applicable good manufacturing
practice (GMP) statements [37] and carefully keep records
of problems so that container-manufacturing and food-
processing equipment can be fine-tuned to reduce break-
age to a minimum.

Virtually all detection systems for foreign objects
involve a human observer to some degree, but most pro-
duction line detection systems also involve specialized
machines to supplement visual observations. There are two
different lines of approach to the goal of preventing hard
foreign objects from getting into food and drink. One
involves various screens, shakers, air blasts, filters, mag-
nets, or other devices to remove foreign objects present in
the production stream.

The second, which may sometimes be used in concert
with the first, involves machines that “look” for foreign
objects in product ingredients or in the finished product
before or after packaging [230–236]. These machines may
be very sophisticated technically and capable of detecting
many kinds of foreign objects — glass, metal, bone, rocks,
shell fragments (from nuts, mollusks or crustaceans) and
other items.

Rigid observance of well-planned protocols for house-
keeping and plant maintenance operations, with strict
accountability of supplies, tools, and spare parts, serves
well as a further safeguard against adulteration of food
products with foreign objects [237, 238]. These protocols
should include inspections of raw ingredients for hard
objects and inspections of processing equipment and food
packaging to detect missing parts or container fragments
(Figure 74.2). The shielding of all light fixtures (to prevent
broken glass lamps from falling onto the food line) is
another essential preventive measure.

I. INGESTION AND INHALATION OF

FOREIGN OBJECTS

Human injury or death associated with the ingestion or
inhalation of foreign objects has been reported widely in
the medical literature. Many such cases have nothing to do
with food. The offending object could be a coin, thumbtack,
earring, marble, balloon — in other words, a vast array of
small objects [239].
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1. Food-Related Items

Many other cases of injury and death have been attributed
to various items of food. Hot dogs are notorious offenders,
as are grapes, hard candy, nuts, chunks of meat, popcorn,
beans, and many other such objects. Liquid foods may
cause problems also, especially for infants.

Food regulatory agencies in England, Australia and the
United States [240–242] have in recent years issued warn-
ings about a choking hazard from a small, jelly-filled candy
(Figure 74.3) made in part of konjac, a flour derived from
the tuber of Amorphophallus konjac (Araceae) and widely
used as a food ingredient in the Orient. The slippery nature
of the candy, lubricated by saliva, causes it to be readily
shifted, without chewing, into the back of the throat where
it may block the airway, sometimes with fatal results. In the
United States, a hazardous food product such as konjac
candy is subject to regulatory action by both the FDA and
the Consumer Product Safety Commission (CPSC) [243].

Another category of objects reported to cause injury
or death consists of things that are associated intrinsically
with foods: fruit pits and seeds (as in dates, grapes, apples,
cherries, limes and other citrus fruits), bones (beef, pork,
chicken, fish), shells (nuts, shrimp, clams, oysters), stems

(raisins, string beans), pig teeth in sausage, and fish scales in
canned tuna. Objects in this category sometimes are con-
sidered to be less objectionable than those in the foreign
object category because it is predictable that they may
occasionally filter through the normal safeguards of good
manufacturing practice.

2. Hard and Sharp Foreign Objects in Food

This category consists of foreign objects in foods and bev-
erages. Such objects are described as foreign because they
are not intrinsically associated with an edible portion of a
food product. Some are obviously associated with har-
vesting. The small stones or clumps of soil found in dried
beans and peas are typical, as are the sand and grit in
peanut butter and spinach (Figure 74.4).

Other objects, clearly associated with manufacturing,
occur in two cases. The first is associated with the manu-
facturing of the food container per se. Glass, plastic, and
metal fragments predominate here. The second occurs dur-
ing food processing. Glass, plastic, and metal fragments
also predominate in this phase. In earlier days, wood splin-
ters were more common in manufactured foods because
wood was then more often used in processing equipment.
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Today, plastic is frequently seen on the processing lines.
Due to normal wear and tear on the equipment, bits of
plastic may find their way into foods and beverages.

Inadvertent contamination by foreign objects, such as
wood, paper, plastic, etc., may occur during food process-
ing. But most of these unwanted objects are already in the
cans and bottles before they leave the container manufac-
turer. All food processors should have systems for clean-
ing all containers before the point at which they are filled
with the food product.

a. Foreign objects associated with can 
manufacturing

At can manufacturing plants, small curls of plastic some-
times form on the “fingers” used to move the new cans
onto pallets in preparation for shipment. On occasion, the
“fingers” rub against the sharp can lip, peeling off thin
curls of plastic. Quality-assurance protocols require the
palletizer operators to periodically inspect the “fingers”
and remove any curls; otherwise, the curls will eventually
break off and drop into cans. When it is understood that
on any given day, many thousands of cans are fabricated,
palletized and readied for shipment, it should not be sur-
prising that a few bits of plastic may escape notice and
drop into cans. This is one of the reasons why seemingly
clean cans from the can factory must be cleaned and
inspected before they are filled by the processor. Glass
containers must be similarly cleaned and inspected.

b. Insects associated with can manufacturing
While not bearing directly on the subject of hard foreign
objects, it should be noted here that insect contamination
may occur during the manufacture of cans. A relatively
minor sort of “adulteration” occurs when flying insects,
attracted to the lights over the finished cans on the con-
veyors, accumulator tables and palletizers, fall into the cans.

A far more serious kind of insect “adulteration” prob-
lem occurs during warm, humid months when conditions
are favorable for the proliferation of minute mycophagous
insects called psocids or booklice (Order Psocoptera). The
same weather conditions that favor the production of large
populations of psocids also favor the growth of fungi on
the cellulose fiber (composite) slipsheets or divider boards
used to separate tiers of cans in a palletized stack. This
abundance of food naturally leads to large numbers of
psocids. When the slipsheets are placed over the open cans
on the pallet, some of the psocids fall into the cans, creat-
ing a potential violation of the FD&C Act, even though
these insects have no importance as mechanical vectors.

c. Control of booklice
Two commonly used “control” measures are both uncom-
monly ineffective. Applying insecticidal aerosols or mists
gives only minimal temporary control. The same applies
to fumigation of the stacked cans or the slipsheets. In both

instances, many of the dead insects remain on the slipsheets
and in the cans, rendering them adulterated. Therefore, the
cans must be cleaned in order to bring them back into a
marketable state. In other words, the end result is the
same, so it would seem to be economically prudent to
avoid the purchase of ineffective “control” measures.

There is no easy or totally effective way to deal with
psocids in this situation. However, the use of plastic slip-
sheets, instead of the traditional fiberboard slipsheets, goes
a long way toward solving the psocid problem. Apparently,
plastic slipsheets do not support the fungal growth required
for proliferation of the booklice. Although the plastic slip-
sheets are more expensive than the composite board slip-
sheets, economy is derived from avoiding expenditures for
the virtually useless measures of fumigation and spraying
insecticidal mists. The use of plastic slipsheets and the
practice of keeping the palletizing area scrupulously clean
will minimize both the psocid problem and the incidence
of unwanted foreign objects in the cans [244].

d. “Chicken a la plastique”
Plastic shards in a four-ton batch of chicken nuggets
prompted a major chicken processor to initiate a recall
effort. All but about 2500 pounds of the adulterated chicken
were recovered. Children discovered the plastic pieces while
eating lunch served at a school. This kind of hard foreign
object may cause physical injury or choking; fortunately,
no injuries were associated with this incident [245].

The continuing recurrence of recalls due to glass,
plastic, metal and other foreign objects in food and drink
indicates that, while much progress has been made, much
remains to be done toward the end of preventing these
unwanted objects from entering the product stream.

3. Review of Case Reports

Case reports or reviews of collections of cases involving
foreign objects in the digestive or respiratory tracts typi-
cally refer to the more severe, the more unusual, or the
fatal cases. The degree of severity ranges from the relative
“minor” esophageal tears caused by sharp-edged, solid
objects [239, 246], through partial blockages of the esoph-
agus [247] or trachea [248], to complete and fatal obstruc-
tion of the airway [249].

A review of the medical literature readily available in
the FDA foods library, covering the span of the years
1961–1990, yielded 679 cases of injury or death associ-
ated the ingestion of inhalation of foreign objects. Many
of these cases (221) had nothing to do with food, but in a
relatively large number (437), some kind of food material
was involved. In a relatively small number of cases (28),
some food-associated, hard foreign object — pit, shell,
bone, stem, seed — was the culprit.

In this admittedly incomplete collection of cases from
the medical literature, there was no unequivocal report of
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injury, illness or obstruction caused by a hard foreign
object ingested with food or drink that was not intrinsi-
cally associated the food or drink. In other words, ball
bearings, wood splinters, conveyor-belt nuts and cleats
(staple-like wires used to hold together sections of con-
veyor belt), glass shards, bits of metal or plastic, and sim-
ilar extraneous hard foreign objects ingested with food or
drink were in no case unequivocally implicated in
obstruction of or injury to the digestive or respiratory
tracts. There was one report (not included in the above
informal survey) of intestinal injury caused by a wood
splinter that apparently had been swallowed with food,
but the patient could not recall the event [250].

4. The Food and Drug Administration Complaint
Reporting System

The situation in the preceding section stands in marked
contrast to that reported by Hyman et al. [210]. In a care-
ful analysis of just one 12-month period (October
1988–September 1989), they compiled data on 10,923
complaints about food registered with FDA. Of these
complaints, 25% (2726 cases) involved foreign objects in
food or drink, and 14% (387 cases) of these involved ill-
ness or injury associated with foreign objects ingested in
beverages or food. Most of the injuries/illnesses, as might
be expected, involved cuts or abrasions in the mouth and
throat, damage to teeth or dental prostheses, or gastroin-
testinal distress. The foreign objects were rank ordered
from most to least common: glass, slime or scum, metal,
plastic, stones/rocks, crystals/capsules, shell/pits, wood,
and paper. Foreign object complaints involving injury or ill-
ness were associated most often with soft drinks, followed
in descending order by baby foods, bakery products,
cocoa/chocolate products, fruits, cereals, vegetables, and
seafoods.

J. HACCP, DALS AND HARD FOREIGN OBJECTS

The worldwide food industry is gradually coming under
the food safety program now well known as HACCP
(Hazard Analysis and Critical Control Points). In the
United States, HACCP programs are mandatory for the
seafood [212, 251] and juice [252] industries, but many
other food processing systems in the United States [253],
Canada, and in numerous other countries [254] are protected
by voluntary programs. The Canadian Food Inspection
Agency plans to implement mandatory HACCP in all fed-
erally registered meat and poultry processing plants by
mid-2005 [255].

Since HACCP focuses on microbial hazards and their
prevention, reduction or elimination, the overall safety of
food should be enhanced. In spite of the fact that hard for-
eign objects have little to do with microbial pathogens,

hard foreign objects are nevertheless considered a Critical
Control Point. This is because hard foreign objects may be
a choking hazard or may cause injury if the consumer
attempts to chew or swallow them [1, 213, 214].

The DALs [53, 206, 207] allow very small quantities
of fruit pits to be present in food; at these low levels, they
are considered to be natural and unavoidable constituents
of food. Other hard foreign objects are considered adul-
terants under the provisions of the FD&C Act if they may
cause injury to the mouth and digestive organs [1, 210, 214],
if they simply make the food to feel gritty in the mouth, or
if they may be a choking hazard for special consumers
such as infants and physically challenged individuals of
any age who have difficulty chewing and swallowing.

VII. CONCLUSION: HACCP, SSOPs,
RESEARCH

A. HACCP

The HACCP program for food safety, when properly imple-
mented and maintained, has the ability to protect everyone
from both the traditional foodborne pathogens and parasites
and from the newly-emerging ones [253, 256]. Although
hard foreign objects are treated as a Critical Control Point,
the other adulterants generally referred to as “filth in food”
receive very little attention in the HACCP protocols.

B. SSOPS

However, this is not to say that filth is considered to be
unimportant. HACCP does not deal specifically with the
sources of filth in food because the whole edifice of
HACCP is built (and must be built) on a foundation of
thorough, persistent and dependable sanitary practices in
the food industry, usually referred to as SSOPs (sanitation
standard operating procedures) [229]. A substantial part
of preventing pathogens from getting into our food is pre-
venting pests from getting into our food — and this at all
stages of production, harvest, storage, manufacture, distri-
bution, retailing, and even to the home kitchen, this latter
being the theater where the majority of foodborne infec-
tions are staged.

C. FOODBORNE DISEASES

Estimates by the Centers for Disease Control and Preven-
tion of the annual incidence of foodborne diseases in the
United States range from 6.5 million to 76 million cases.
Annual mortality has been estimated between 5,000 and
9,000 [257, 258]. The rates of foodborne diseases in devel-
oping countries are much higher due to poor sanitation,
lack of clean water, and inadequate hygiene. With increased
international travel, the risk of introduction and spread of
pathogens around the world is very high.
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After many years of therapeutic and preventive uses of
antibiotics, many kinds of bacteria have adapted and
become resistant to antibiotics. Multiple uses of anti-
microbial agents in medicine, production of food animals,
and crop protection have caused an increasing resistance
to those agents. In addition, widespread use disinfectants
in household products may also contribute to the develop-
ment of resistance. As effectiveness of existing antimicro-
bial agents declines, it will be more difficult and expensive
to treat infectious diseases and to control epidemics.

D. RESEARCH

Within the past few decades, great advances in biology
(primarily biochemistry and molecular biology) have
offered new and more sensitive approaches for the fields of
microbial ecology and epidemiology, as exemplified in the
paper by Herwaldt et al. [198]. Techniques based on bio-
chemical analysis and amplification of nucleic acids by the
polymerase chain reaction (PCR) technique, followed by
genotyping by, for example, restriction fragment length
polymorphism (RFLP), pulse field gel electrophoresis
(PFGE), and amplified fragment length polymorphism
(AFLP), allow for tracking specific pathogens (strains/
serotypes/genotypes) in various clinical and environmental
habitats. This leads to a better understanding of bacterial
and vector ecology and consequently to formulation and
implementation of more effective food safety programs.

It is clear that the need for risk assessment and surveil-
lance programs for foodborne and other human and animal
diseases, including screening for antibiotic resistance genes
and their spread in the environment and an improved under-
standing of microbial ecology in general, is rapidly growing.
Thorough assessment of the significance of mechanical and
biological transmission of pathogens by arthropod and other
animal vectors must be an integral and essential part of new
food safety and foodborne disease prevention programs.
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I. INTRODUCTION

In the United States, an estimated 76 million persons, about
one in every four, contract foodborne illnesses each year (1).
Most cases of foodborne illness are relatively mild, with
the affected individuals suffering from a few days of gastro-
intestinal cramping, headache, vomiting and/or diarrhea.
However, some foodborne illness is much more serious,
with an estimated 325,000 cases requiring hospitalization
and 5000 resulting in death in the United States (1).
Persons who are very young, elderly, pregnant (because of
risk to the fetus) and those with weakened immune systems
are especially susceptible to foodborne illness and the
serious consequences that may result.

Consumers can reduce the risk of getting a foodborne
illness by following safe food handling guidelines when

buying, storing, preparing, cooking and serving food at
home. In the United States, consumers tend to believe that
food prepared at home is an unlikely source of foodborne
illness, although studies indicate that many kitchen envi-
ronments are contaminated with pathogens, and many
consumers are unaware of or do not practice safe food
handling methods (2). Many consumers clean their bath-
rooms more thoroughly than their kitchens, as shown in 
a bacterial survey of these rooms in 15 households. The
kitchen was more heavily contaminated with fecal coli-
forms and other bacteria than was the bathroom (3). It has
been shown that foods consumed in household settings
are three times more likely to cause foodborne illness than
foods consumed in cafeterias (2).

This chapter discusses causes and sources of common
foodborne diseases encountered by consumers, and the
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measures that consumers can take to prevent and control
foodborne illness.

II. CAUSES OF FOODBORNE ILLNESSES

There are over 200 diseases that are transmitted through
food (1), although those who work in the public arena
offering food safety advice to consumers concentrate their
concern on 10 to 30 of the most significant agents of food-
borne disease. Most foodborne illnesses are caused by
eating food that contains harmful bacteria, viruses or par-
asites, or a toxin produced by bacteria growing in the
food; metals and prions are other sources of foodborne ill-
ness/disease, but will not be discussed here.

The U.S. Centers for Disease Control and Prevention
(CDC) uses data from a number of sources to estimate the
incidence of foodborne disease in the United States,
including the frequency of diarrhea in the general popula-
tion, and active surveillance for nine pathogens in a
defined population of 20 million Americans. However,
foodborne illness is underreported for a number of rea-
sons: people who become ill may not seek medical care
(and frequently do not if the illness is mild), doctors may
not order diagnostic tests or sampling of patients with sus-
pected foodborne illnesses; diagnostic tests may not be
measuring the causal organism or detect low numbers of
organisms; and diagnosed illnesses may not be reported to
public health agencies. Sporadic illnesses, those occurring
occasionally or singly, are significantly less reported than
outbreak-related cases of foodborne illness, when two or
more people come down with the same illness from the
same contaminated food. About 81% of the 76 million
foodborne illnesses projected by CDC are caused by
unidentified or as yet unknown pathogens (1).

A. VIRUSES

Of the 13.8 million U.S. foodborne illnesses caused by iden-
tified pathogens, viruses are responsible for 9.2 million
cases, or 67% (1). Viruses are extremely small pathogens
that are able to reproduce only within a living host cell;
they do not reproduce in foods. Some viruses (such as no
rovirus and hepatitis A) can be transmitted by food and
water. Other viruses (such as Human Immunodeficiency
Virus, the cause of AIDS) are transmitted from person to
person, but not through food or water (4). Table 75.1 pro-
vides information about the incidence, costs to society,
disease severity, food sources, and the control of food-
borne illness due to fourteen major foodborne pathogens,
including norovirus and hepatitis A.

Norovirus is the most common cause of foodborne ill-
ness in the United States (1) because of its low infectious
dose, relative resistance to sanitizers and heat, many
strains, and the fact that individuals do not acquire long
term immunity (5). Fortunately, the illness is usually mild.

Norovirus is passed from the feces or vomit of infected
persons onto the hands of food handlers or into sewage.
Any food subject to human fecal contamination may
cause a norovirus infection. Outbreaks are usually associ-
ated with food or contaminated water in swimming pools,
lakes, or municipal supplies. Inadequately cooked shell-
fish or salads contaminated by food handlers have been
vehicles for norovirus-caused illness. Norovirus was
recently responsible for a series of troubling outbreaks of
illness aboard cruise ships in the Caribbean; transmission
was attributed primarily to person-to-person contact
rather than through food (6). The low infective dose
means that it is relatively easy for a person who has the
virus to spread the disease to other people. The U.S. Food
and Drug Administration (FDA) recently advised 
that hand washing is the best prevention against gastro-
enteritis (7).

Hepatitis A virus causes about 4000 foodborne ill-
nesses annually in the United States. Similar to norovirus,
hepatitis A virus is excreted in feces of infected people,
and causes infection in susceptible individuals when con-
taminated water or foods are ingested. Controlling the
spread of hepatitis A can be difficult because infected per-
sons can shed viral particles during the long, 10 to 50 day,
incubation period. The greatest danger of spreading the
disease to others occurs during the middle of the incuba-
tion period, well before the first presentation of symp-
toms. Hepatitis A is usually mild, but can be one of the
more severe foodborne illnesses (8); recovery generally
requires 1–2 weeks, but can be much longer. Hepatitis A
symptoms include fever, fatigue, nausea, vomiting and
abdominal discomfort, followed in several days by jaun-
dice. The infectious dose is thought to be fairly low, 10–100
virus particles (9).

B. BACTERIA

Bacterial pathogens are estimated to account for about 
4 million of the foodborne illnesses caused by identified
pathogens annually in the United States (1). Depending on
how the classification is made, there are 19 or so bacterial
pathogens that cause nearly all the identified bacterial
foodborne illnesses. Bacterial pathogens account for 60% 
of the hospitalizations attributable to foodborne illness, and
72% of the deaths (1). Bacterial pathogens can be found
in virtually any environment, including food, and plants
and animals produced for food. They thrive in warm,
moist foods that are low in acid. Most disease-causing
bacteria grow very slowly in foods at low temperatures,
multiply rapidly in mid-range temperatures, and are killed
at high temperatures.

Bacterial pathogens cause foodborne illness by three
mechanisms: infection, intoxication or toxin-mediated
infection; some employ more than one mechanism (10).
Some bacterial pathogens produce a literal food poisoning
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by producing a toxin as they grow in food. In this case,
ingestion of the toxin causes illness (Staphylococcus
aureus and Clostridium botulinum are examples). Most
bacterial pathogens cause an infection when ingested, bur-
rowing into the digestive tract lining and colonizing there,
increasing in number. Antibiotics are used to control 
bacterial infection from foodborne illnesses, but some
bacterial pathogens are becoming antibiotic-resistant,
resulting in illnesses that are not easily treated. Antibiotic-
resistant bacteria are increasing in the food supply 
(11, 12), making prevention of foodborne illnesses
increasingly important.

All bacteria exist as vegetative cells, which are relatively
easily destroyed by heat, sanitizers and/or other controls.
However, a few bacterial pathogens have the ability to
form spores (for example Clostridium botulinum and C.
perfringens), a structure that enables the bacteria to with-
stand harsh environmental conditions, such as heating and
the application of sanitizers. This characteristic makes
their control more difficult than that of non-spore-forming
pathogens. Some bacterial pathogens (for example,
Yersinia enterocolitica and Listeria monocytogenes) are
psychotrophs, so refrigeration temperatures are not effective
for controlling growth in food (13).

Eleven bacterial pathogens are of particular concern
in consumer food safety. The illnesses caused by these
pathogens are briefly discussed below in the order of the
amount of foodborne disease they cause in the United
States. This information is drawn primarily from the Food
and Drug Administration’s Center for Food Safety and
Applied Nutrition’s (FDA-CFSAN) Bad Bug Book web
pages (9); this is a good source for additional information.
Table 75.1 lists the estimated incidence, dollar cost to soci-
ety, and disease severity of these pathogens with organ-
isms grouped by food safety behaviors most useful in
controlling each pathogen (14). Salmonella (nonty-
phoidal) and Campylobacter are responsible for 43% and
29% of the hospitalizations caused by known bacterial
pathogens; Salmonella (nontyphoidal) and Listeria mono-
cytogenes are responsible for 43% and 38% of the deaths
caused by known bacterial pathogens (1).

● Campylobacter jejuni causes the most food-
borne illness among bacterial pathogens. Its
infective dose is small, about 400–500 bacteria
may cause illness, although individual suscep-
tibility varies. Campylobacter infections are
frequently mild, causing diarrhea, which may
be watery or sticky. Other campylobacteriosis
symptoms include fever, abdominal pain, nau-
sea, headache and muscle pain. The illness usu-
ally occurs 2–5 days after ingestion of the
contaminated food or water and generally lasts
7–10 days, but relapses occur in about 25% of
cases. The illness rarely can progress to further

complications including reactive arthritis,
hemolytic uremic syndrome, meningitis, recur-
rent colitis, and Guillain-Barré syndrome.

● Bacteria in the genus Salmonella include thou-
sands of serotypes, most of which are patho-
genic. Foodborne illness is mainly from the
nontyphoidal types. As few as 15–20 bacterial
cells may cause the infection, although suscep-
tibility depends upon individual age and health,
and on serotype differences. Symptoms of sal-
monellosis include nausea, vomiting, abdominal
cramps, diarrhea, fever, and headache. The ill-
ness usually occurs 6 to 48 hours after ingestion
of the contaminated food or water and lasts 1 to
2 days, but may be prolonged. Complications
include post infection reactive arthritis in about
2% of cases.

● Clostridium perfringens is a spore-forming
organism that frequently causes illness due to
temperature abuse of prepared foods, which
allows the spores to germinate and grow in a
competition free environment. Prefringens poi-
soning is caused by ingestion of large numbers
(greater than 100 million) bacterial cells. When
the infection takes hold, toxin produced in the
digestive tract is associated with sporulation of
the vegetative cells. Perfringens poisoning
symptoms include intense abdominal cramps
and diarrhea which begin 8–22 hours after con-
sumption of foods containing large numbers of
C. perfringens bacteria. The illness lasts about
1 day, but residual symptoms may persist for 
1 or 2 weeks.

● Staphylococcus aureus bacteria occur normally
on human skin and in the nose and throat; about
50% of people carry this pathogen. These bac-
teria can be transmitted to food during handling
or preparation. When potentially hazardous
foods are held at temperatures where S. aureus
can grow, any Staphylococcus bacteria in the
food multiply and produce a heat stable toxin
that is not destroyed by cooking. Staphylococ-
cal food poisoning occurs when less than 1 µg
of toxin is ingested, a toxin level produced
when S. aureus populations exceed 100,000 per
gram of food. Symptoms of staphylococcal
food poisoning occur within 1 to 6 hours,
depending on individual susceptibility to the
toxin, the amount of contaminated food eaten,
the amount of toxin in the food ingested, and
the general health of the victim. The most com-
mon symptoms are nausea, vomiting, retching,
abdominal cramping, and prostration. In more
severe cases, headache, muscle cramping, and
transient changes in blood pressure and pulse
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rate may occur. Recovery generally takes 
two days.

● Shigella spp. are highly infectious bacteria that
are transmitted by the fecal-oral route. As few as
10 bacterial cells can cause the gastro-intestinal
infection. The symptoms of shigellosis occur
within 12 to 50 hours of ingesting contami-
nated food or water and include abdominal pain,
cramps, diarrhea, fever, vomiting and blood or
mucus in the stools. Complications may include
reactive arthritis and hemolytic uremic syn-
drome. Infants, the elderly, and the infirm are
susceptible to the severest symptoms of disease,
but all individuals are susceptible to some degree.
Shigellosis is a very common malady suffered
by individuals with acquired immune deficiency
syndrome.

● Yersinia enterocolitica is a bacterial infection
that causes fever and abdominal pain and often
diarrhea and/or vomiting. Yersiniosis is more
common in Northern Europe, Scandinavia, and
Japan than in the United States. Complications
of yersiniosis include reactive arthritis (about
2–3% frequency) and rarely bacteremia
(entrance of organisms into the blood stream).
Fatalities are rare.

● Escherichia coli is a common bacteria, but sev-
eral strains have the potential to cause food-
borne illness, accounting for just over 4% of
known bacterial causes of foodborne illness 
in the United States. E. coli 0157:H7 causes the
most serious illness, as it is responsible for 3%
of total hospitalizations and 3% of total deaths
from known pathogens. E. coli O157:H7 can
cause severe bloody diarrhea. The symptoms
begin to occur within one to eight days, and the
illness generally lasts 5 to 10 days. About 5%
of persons who are infected with E. coli
0157:H7 develop serious complications such as
kidney failure and blood clots in the brain.
Children and the elderly are much more likely
to have serious complications from E. coli
0157:H7. In young children, E. coli 0157:H7 is
the leading cause of acute kidney failure.

● Bacillus cereus is a spore forming organism
that produces two types of toxins when envi-
ronmental conditions permit its growth in food.
These toxins cause two types of symptoms:
diarrhea is caused by a large molecular weight
protein, while vomiting is caused by a low
molecular weight, heat-stable peptide. If the
number of B. cereus bacteria exceeds one mil-
lion per gram in a food, toxin is likely to be
present. The diarrheal illness, including
abdominal cramps, occurs 6–15 hours after

consumption of contaminated food and persists
for about 24 hours. The type of illness charac-
terized by nausea and vomiting generally
occurs more quickly, within 0.5 to 6 hours after
consumption of contaminated foods, and lasts
less than 24 hours.

● Vibrio spp. At least three species of Vibrio are
involved with foodborne illness: Vibrio para-
haemolyticus, Vibrio vulnificus, and Vibrio
cholera. They cause somewhat different ill-
nesses, but all are associated with seafood.

● Vibrio parahaemolyticus causes a usually mild
to moderate infection with associated diarrhea,
abdominal cramps, nausea, vomiting, headache,
fever, and chills. Ingestion of greater than one
million organisms causes disease, although the
dose may be lowered if stomach acid is buffered
by food or antacids. Illness occurs within 4–96
hours when the organism attaches itself to the
small intestine and excretes a toxin. Illness usu-
ally lasts about 2.5 days.

● The ingestion of Vibrio vulnificus can cause seri-
ous blood infection in individuals with underly-
ing chronic disease such as diabetes or leukemia,
or those taking immunosuppressive drugs. Rapid
death occurs in about 50% of cases. For healthy
individuals, ingestion of this organism can result
in gastroenteritis. The infective dose for gas-
trointestinal symptoms in healthy individuals is
unknown, but for susceptible persons the infec-
tive dose is less than 100 total organisms.

● The infection caused by Vibrio cholera, which
attaches to the small intestine and produces a
toxin, creates mild to acute watery diarrhea,
abdominal cramps, nausea, vomiting, dehydra-
tion, and shock. If there is severe fluid and elec-
trolyte loss, death may occur. Human volunteer
feeding studies utilizing healthy individuals
have demonstrated that approximately one 
million organisms must be ingested to cause 
illness.

● Listeria monocytogenes bacteria rarely cause
illness (an estimated 2500 foodborne cases per
year), but those who get listeriosis are fre-
quently hospitalized and about 20% of cases
result in death. Pregnant women, the elderly,
and those with compromised immune systems
are vulnerable to Listeria infection. If a preg-
nant women gets listeriosis, the infection can
be passed to the unborn child and cause death
to the fetus. Listeriosis can occur within 1 day
or up to 3 weeks of ingesting contaminated
food.

● Botulism is a rare, but deadly food poisoning,
causing an estimated 58 cases and 4 deaths per
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year. This pathogen has the ability to form
spores that are very resistant to heat. Ingestion
of the spores or vegetative cells is generally
harmless (with the exception of infant botu-
lism), but when vegetative cells grow, they pro-
duce a toxin that is one of the most deadly
agents; a few nanograms is sufficient to cause
the death of an adult.

C. PARASITES

Parasitic pathogens cause about 3% of known foodborne
illnesses in the United States (1). Several types of parasites
can be found in food and water, including Toxoplasma
gondii (the cause of toxoplasmosis), Trichinella spiralis (the
cause of trichinosis), Giardia lamblia, Cryptosporidium
parvum, and Cyclospora cayetanensis. Parasites do not
reproduce in food, and usually require more than one ani-
mal species to carry out their life cycle.

● One parasite of note, Toxoplasma gondii usu-
ally causes a mild, self-limiting infection.
About 30% of Americans have likely been
infected with Toxoplasma. House cats and
many other animal species (including animals
raised for meat), as well as humans may carry
Toxoplasma. Pregnant women who become
infected with Toxoplasma gondii during preg-
nancy may transmit the disease to their unborn
child, resulting in severe illness in the child.
Toxoplasmosis has been increasing in frequency
due to increases in the numbers of immunocom-
promised individuals (15). Additional informa-
tion about Toxoplasma gondii is in Table 75.1.

Although causes of foodborne illness like those described
above have been recognized for decades, new pathogens
that can cause foodborne diseases continue to be identi-
fied, and that trend is likely to continue.

III. FOOD SOURCES OF FOODBORNE
DISEASE

Almost any food can be a source of foodborne pathogens,
but some foods are more likely to be sources, and require
more careful handling. In addition, foods which are
termed “potentially hazardous” support the rapid growth
of bacterial pathogens and must be kept out of the Danger
Zone (40° to 140°F). Sometimes these foods are also
called “perishable” foods. These foods are usually moist
and low in acid and include:

● foods of animal origin such as meat, milk,
cheese, poultry, eggs, fish, and seafoods

● foods of plant origin that have been heat treated,
including cooked vegetables, beans, and rice

● raw sprouts
● cut melons, peeled carrots, and other peeled

vegetables and fruits
● cooked pasta
● tofu and other moist soy protein products
● sauces such as Hollandaise and many other

sauces (unless they are high in acid)

The Center for Science in the Public Interest, a consumer
activist group that specializes in food issues, has compiled
a list of foods that have caused foodborne illness from
1990 to 2001 using outbreak data reported to the CDC
(16). The top six food categories linked to food-poisoning
outbreaks were multi-ingredient foods, seafood, eggs,
produce, beef, and poultry.

Some foods are more likely to be sources of specific
pathogens. The foods associated with specific pathogens are
discussed below (pathogens arranged in alphabetical order).

● Bacillus cereus, which produces two kinds of
toxins in foods, has been associated with a wide
variety of foods. Meats, milk, vegetables, and
cereal dishes are foods that have caused the
diarrheal-type illness. The vomiting-type of ill-
ness is generally associated with starchy foods,
such as rice products, potatoes, and pasta; veg-
etable sprouts and pasteurized cream have also
been implicated (17).

● Campylobacter jejuni bacteria are normally
found in warm-blooded animals such as cattle,
poultry, and pigs. These bacteria may be pres-
ent in food products that come from these ani-
mals, such as raw meat, poultry, eggs, or
unpasteurized dairy products. Handling raw
poultry and eating undercooked poultry is asso-
ciated with many sporadic cases of campylo-
bacteriosis (18). A majority of chicken
available in the U.S. (63 to 88%) is contami-
nated with Campylobacter (19, 20).
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Food Outbreaks of Cases

Multi-ingredient foods, such as salads, 337 23,142
pizza, and sandwiches

Eggs and egg-dishes 271 10,827
Produce, including sprouts, lettuce, 148 9,413

berries, and cantaloupe
Beef 134 6,089
Seafood 340 5,133
Poultry 79 4,279
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● The bacteria that cause botulism, Clostridium
botulinum, are indigenous in soil and water and
have the ability to form spores. They become
dangerous when environmental conditions of low
oxygen and low acidity allow them to multiply
and produce a toxin. Low-acid foods such as
meat, fish, poultry, or vegetables that are
improperly canned can provide a growth envi-
ronment for these bacteria. The toxin also may
be produced in low-acid cooked foods left too
long at room temperature, such as baked pota-
toes or potpies. Homemade mixtures of raw
garlic stored in oil at room temperature have
also caused outbreaks (17).

● Clostridium perfringens bacteria are widely
distributed in the environment (soil, water,
foods) and frequently occur in the intestines of
humans and many domestic and feral animals.
Spores of this bacterium persist in soil, sedi-
ments, and in areas subject to human or animal
fecal pollution. Meat, poultry, vegetables,
beans, rice, and spices are foods in which C.
perfringens have been identified. Meat dishes
that are prepared one day and served the next
day have been the source of a number of per-
fringens food poisoning outbreaks (17).

● Escherichia coli 0157:H7 can be transmitted
through food and water. A wide variety of
foods, including undercooked ground beef, raw
(unpasteurized) milk, uncooked sprouts and
unpasteurized juices as well as contaminated
drinking water have been associated with E. coli
0157:H7 outbreaks. E. coli 0157:H7 also can be
transmitted from person to person. This is par-
ticularly a problem in day care centers where
young children are in close contact. If the bac-
teria are on the hands, they can be spread by
touching another person or by touching food
that will not be cooked before eating (21).

● Listeria monocytogenes has been isolated from
a wide variety of foods including milk and
dairy products, meat and meat products, veg-
etables, and seafood. Foods associated with
outbreaks have generally been highly
processed, capable of supporting the growth of
L. monocytogenes, had extended shelf life at
refrigeration temperature and were ready to eat.
L. monocytogenes is able to colonize food-pro-
cessing environments for long periods of time,
is tolerant to sodium chloride and sodium
nitrate, and can grow on a wide variety of foods
at refrigeration temperatures. Thus, food manu-
facturers must be vigilant to prevent post-
processing contamination (22). Pregnant women
and others who are at risk of listeriosis are

advised to either avoid or reheat paté, smoked
seafood, fresh soft cheeses, luncheon meats,
hot dogs, smoked fish and deli salads because
these foods have been implicated in listeriosis
outbreaks (23).

● Salmonella are normally found in warm-blooded
animals such as cattle, poultry, and pigs, and
foods of animal origin cause most of the
Salmonella infections in humans. Consumers
need to be aware that these bacteria may be pres-
ent in raw meat, poultry, eggs, or unpasteurized
dairy products. Salmonella outbreaks have also
been associated with fresh fruits and vegetables
and packaged products (17, 24).

● Since Staphylococcus aureus is primarily 
carried on human skin and in the respiratory
tract, foods that require extensive handling dur-
ing preparation and that are kept at Danger
Zone temperatures after preparation are fre-
quently involved in staphylococcal food poi-
soning. Some of the foods that are often
involved in staphylococcal food poisoning
include meat and meat products; poultry and
egg products; salads such as egg, tuna, chicken,
potato, and macaroni; bakery products such as
cream-filled pastries, cream pies, and chocolate
éclairs; sandwich fillings; and milk and dairy
products (25).

● Shigella is principally a disease of the human
intestinal tract and is rarely found in animals.
These bacteria are found frequently in water
that is polluted with human feces. The contam-
ination of foods with Shigella occurs via the
fecal-oral route when food handlers do not fol-
low proper hand washing practices or when
fecally contaminated water is used for irrigation
or processing. Salads (potato, tuna, shrimp, mac-
aroni, and chicken), raw vegetables, milk and
dairy products, and poultry have all been
involved in outbreaks (26).

● Yersinia enterocolitica occurs naturally in ani-
mals (pigs, birds, beavers, cats, and dogs) and
in the environment (ponds, lakes). This organ-
ism has been found in meats (pork, beef, lamb,
etc.), oysters, fish, and raw milk, but the exact
cause of the food contamination is unknown.
Poor sanitation and improper sterilization tech-
niques by food handlers are postulated as con-
tributing to contamination (27). Most cases are
associated with pork (17).

● Infections with Vibrio spp. have been associ-
ated with the consumption of raw, improperly
cooked, or cooked, recontaminated fish and
shellfish. Improper refrigeration of contami-
nated seafoods will allow an increase of
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pathogen numbers, which increases the possi-
bility of infection. Infection increases during
the warmer months of the year (28). Sporadic
cases occur along all coasts of the U.S. (17).

IV. CONSUMER PREVENTION AND
CONTROL OF FOODBORNE DISEASES

Review of the pathogens of most concern in consumer
food safety indicates that the control of these pathogens
requires hand washing, kitchen cleanliness, avoidance of
cross-contamination and of unsafe foods, heating to appro-
priate temperatures, and refrigeration. Educating consumers
about food safety has coalesced around four or five basic
messages. The Partnership for Food Safety Education is a
coalition of industry, government and consumer groups
formed in 1997 to educate the public about safe food han-
dling and reduce foodborne illness. The coalition developed
the Fight BAC!® campaign to promote four steps — Clean,
Cook, Chill and Separate — that consumers “can take to
fight foodborne bacteria and reduce their risk of foodborne
illness” (29). A recent review of the food safety literature
identified and categorized common food handling mes-
sages, then used a Delphi process with a panel of food
safety experts to identify the most important messages
(30). They identified five pathogen control factors: 1)
Practice personal hygiene, 2) Cook foods adequately, 3)
Avoid cross-contamination, 4) Keep foods at safe temper-
atures and 5) Avoid foods from unsafe sources (1 through
4 are in concert with the Fight BAC!® steps). The
pathogens shown in Table 75.1 are grouped according to
these control factors needed to prevent them from causing
a foodborne illness. The details associated with these mes-
sages are presented below.

A. PRACTICE GOOD PERSONAL HYGIENE

The most important food safety message for consumers is
adequate and frequent hand washing. Most of the food-
borne illnesses that can be prevented by good personal
hygiene are those that are transmitted from an infected
person’s intestines to another person, the fecal-oral route.
These include particularly the norovirus and Hepatitis A
viruses, and the bacterial pathogen Shigella. Consumers
need to be reminded about the times to wash hands:
always after using the toilet, changing a diaper, or petting
an animal, and before handling food or eating food.
Pathogens can be transferred to the hands from a variety
of sources. Some foodborne pathogens, including
norovirus and hepatitis A virus, E. coli, and some other
types of bacteria, plus some parasites such as Giardia, can
also be transmitted directly from person to person, often
via the hands of an infected person. Animals at home, on
the farm, or in a petting zoo are also sources of pathogens,

as well as dirt, manure, or a sandbox. Toxoplasma gondii,
for example, is commonly found in dirt or sand in areas
where there are outdoor cats. Consumers should also be
encouraged to teach and model good hand washing prac-
tices to their children. Regular hand washing can help
consumers avoid transferring pathogens from raw food,
the environment, or their body onto ready-to-eat foods.

Most consumers know about the need to wash hands,
but do not always put knowledge into practice. A survey
and observational study conducted for the American
Society of Microbiology’s (ASM) Clean Hands
Campaign found 95 percent of men and women say they
wash their hands after using a public restroom, but only
67 percent of people actually do wash before leaving the
restroom (31). Hand washing studies also suggest that
consumers need to be reminded about the techniques for
hand washing that adequately remove pathogens from
hands. Use of warm water assists in dissolving foreign
materials and encourages longer washing. Soap is a sur-
factant and is necessary to loosen dirt and pathogens from
the skin so they can be rinsed away. In spite of the preva-
lence of antibacterial soaps available to consumers, they
are not necessary and may potentially contribute to the
problem of antibacterial resistance (32). A fingernail
brush helps remove dirt and feces. Hand washing research
suggests that 15 to 20 seconds are necessary for adequate
pathogen removal and that thorough drying of hands is
necessary to prevent recontamination (33). The use of
disposable paper drying towels is preferred, although fre-
quently (daily) changing of a cloth hand towel is accept-
able practice in homes.

Consumers who are sick with diarrhea should not pre-
pare food for others. Fecal matter can contain millions of
pathogenic viruses or bacteria (5), and the infectious dose
is low for many pathogens. People can easily miss a few
pathogens when hand washing and unintentionally infect
someone else. Personal hygiene messages also need to
stress that cuts and burns on hands should be covered with
a bandage and disposable plastic gloves during food
preparation because infected lesions can be a source of
Staphylococcus aureus.

Specific food handling messages for consumers that
focus on good personal hygiene should include:

● Wash hands after any contact with raw poultry,
meat, or seafood.

● Work with clean hands, clean hair, clean fin-
gernails, and wear clean clothing.

● Avoid using hands to mix foods when clean
utensils can be used.

● Keep hands away from one’s mouth, nose, and
hair.

● Cover the nose and mouth with disposable tis-
sues when coughing or sneezing, and wash
hands thoroughly afterward.
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● Use a clean spoon each time when tasting food
while preparing, cooking, or serving.

● Wash hands after smoking.

B. COOK FOODS ADEQUATELY

Cooking is an essential part of making foods safe to eat
since foodborne pathogens are killed by heat. Almost all
pathogens are killed when food is heated to 160°F for a
few seconds; lower temperatures for longer periods of
time also kill pathogens (34). The best way to be certain
food has been cooked to the proper temperature is to
check it with a food thermometer. However, only a small
percentage of consumers use food thermometers when
preparing food. For example, 12 to 24% of consumers say
they use a meat thermometer (2). Only 3 to 6% use a ther-
mometer to check endpoint temperature of hamburgers
(35). Educating and motivating consumers to use instant-
read food thermometers more frequently is the focus of
USDA’s Thermy™ Campaign (36).

Two types of instant-read food thermometers are gen-
erally available to consumers: bimetallic coil dial ther-
mometers and thermister digital thermometers. The best
kind of thermometer to use is a thermister digital ther-
mometer. The thermister is located in the tip of the probe
and is a ceramic semiconductor whose electrical resist-
ance changes with temperature. It can be used in both
thick and thin foods. Even though the temperature sensor
is in the tip, the tip still must be inserted at least ½-inch
deep into the middle of the thickest part of the food.
Digital thermometers require about 10 seconds to register
the correct temperature. When testing thin or small items
for temperature, it is best to insert the thermometer from
the side. Instant read dial thermometers use a bimetallic
coil to sense temperature; the bimetal coil generally occu-
pies the lower 2 to 3-inches of the thermometer stem, so
for these thermometers the entire lower 2 to 3 inches of
the stem must be inside the food. For thin foods, it must
be inserted sideways. Instant read thermometers, dial and
digital, are used to test for doneness near the end of the
cooking time; they are not designed to be left in the food
during cooking. Instant read thermometers should be
tested for accuracy periodically using ice water or boiling
water (37).

Consumers need to assume that raw (uncooked or
unpasteurized) meats, poultry, fish, shellfish, milk, and
eggs contain pathogens, and eating them raw or lightly
cooked presents a food safety risk. Many pathogens live
naturally in the intestinal tracts of food animals. Surveys
of poultry cuts sold in retail food stores indicate that
between 1/4 and 3/4 are contaminated with Salmonella
and/or Campylobacter (20). Due to the grinding and mix-
ing process, ground meats such as hamburger, sausage
and ground poultry products may be contaminated with
pathogens throughout the meat, requiring that ground

meat items be cooked throughout to 160°F. Parasites such
as Toxoplasma or Trichinella may be in the muscles of
some animals, particularly pigs. Thus, pork also requires
thorough cooking to kill parasitic as well as bacterial
pathogens. Roasts and steaks from other animals usually
only have pathogens on the surface of the meat unless the
meat is pierced for tenderizing or pumping. Rare beef
steaks and roasts are much less risky than rare pork or
undercooked ground meat. Wild game may have a higher
level of bacteria than commercially slaughtered meat
because of the difficulty of handling game in the field,
thus thorough cooking of all game meat is recommended.
Salmonella sometimes contaminate the inside of the egg
as well as the eggshell itself; about 1 egg out of every
20,000 contains Salmonella inside the shell (38). Shellfish
may pick up bacteria and viruses from contaminated
waters (13). Fish may contain parasitic worms. These
microorganisms then can infect anyone who eats the shell-
fish or fish if they are not cooked properly.

Seventy-four to 92 percent of consumers are aware of
risks associated with eating rare meats or poultry, raw or
lightly cooked fish and shellfish, raw milk, and foods
made with raw or lightly cooked eggs. However, 80 to
93% do not know the correct temperatures for safe heat-
ing of foods (2). Any foods likely to be contaminated with
pathogens should be heated to an internal temperature of
160°F; at this temperature, most pathogens are killed very
quickly (34). Safe heating temperatures for foods are
shown in Table 75.2. Consumers should be advised to
check the temperature with a thermometer to be certain
the food is fully cooked.

C. AVOID CROSS-CONTAMINATION

Caution to prevent the moving of pathogens from one food
to another food is an especially critical consideration when
dealing with food that is ready-to-eat. Cross-contamination
is a relatively common mistake made by home food pre-
parers. A case in point is Campylobacter jejuni, a common
contaminant of poultry from the grocery store. Campy-
lobacter is relatively easy to kill by cooking, and few peo-
ple eat undercooked poultry. Yet there are about 2 million
cases each year of foodborne illness resulting from Campy-
lobacter, good indirect evidence that cross-contamination
is common. In a United Kingdom study of consumer food
handling behavior, it was found that 17% of homemade
chicken salads prepared in a model kitchen were positive
for Campylobacter as a result of cross-contamination dur-
ing preparation (2).

Although it may be challenging within the confines of
some small domestic kitchens, consumers can prevent
cross contamination by always keeping cooked and ready-
to-eat foods separate from raw foods. Food preparation
surfaces need to be cleaned before and after preparing
food. After any contact with raw poultry, meat, seafood, or
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any other potentially hazardous foods, hands, knives, cut-
ting boards, food preparation surfaces, and sink need to be
thoroughly washed. For utensils and hard nonporous sur-
faces, washing and rinsing should be followed by sanitiz-
ing with a dilute chlorine solution and air drying. Mixing
1 tablespoon of bleach (5.25% sodium hypochlorite) to
one gallon of water produces an approximately 200 ppm
chlorine sanitizing solution (39, 40) that will kill most
pathogens. Household bleach is easily available to con-
sumers. For best efficacy, the chlorine solution should be
left in contact with the surface for two minutes before
rinsing. Storing the dilute bleach solution in a spray bot-
tle can make sanitation more convenient. Dilute bleach
solutions do lose strength over time (41) and should be 

re-made regularly. Kitchen countertops should be washed
with soap and water before food preparation if previous
use of the surface is not known; for example, if there is a
cat in the house that gets on the counters.

Fresh produce should be rinsed thoroughly under run-
ning water before preparing or eating. Rinsing does not
remove all pathogens, but it reduces the number present by
about 90 to 99 percent (42, 43). Pathogens have been iso-
lated from a wide variety of fresh produce, and outbreaks
of foodborne illness have been associated with many
types of produce, including cantaloupes, lettuce and toma-
toes. If contamination is present on the skin of the fruit 
or vegetable, the pathogens move into the fruit when it is
sliced. Removing the skin or rind reduces the risk (44).
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TABLE 75.2
Endpoint Temperatures to Control Pathogens in Specific Foods
Minimum
Interior
Temperature Food Item Details

160°F Ground meats (including Using visual signs to determine that ground beef
turkey and chicken) is done is risky because it has been shown that 1 in 4

hamburgers appears brown before reaching 160°F.
Pork and game meats These meats may contain parasites. Game meats may

contain more pathogens than commercially slaughtered
meat due to less controlled slaughter and cutting conditions.

Poultry When poultry is cooked to 160°F, the meat may not
look and taste ‘done’, although pathogens will be killed.

At 170°–180°F, the flavor, texture, or appearance will
be that associated with fully cooked poultry.

Eggs Either check the temperature with a thermometer or else
cook eggs until both the yolk and white are firm. Visual
cues are adequate since pathogens will be killed if the
yolk and white are cooked enough to be firm.

Food mixtures Visually difficult to assess doneness; use a thermometer
containing to check temperature.
eggs or raw meat

145°F Beef steaks and roasts, Heat exterior sufficiently to kill pathogens. Interior not
ham, lamb likely to contain pathogens.

Fish and shellfish Visual cues are commonly used to determine if fish and
shellfish are thoroughly cooked. Cook fish until it flakes
and loses its translucent or raw appearance, and cook
shellfish until the shell opens and the flesh is fully
cooked. Little research has been done to identify the
cooking temperatures required to kill pathogens on fish
and shellfish, and the cooking recommendations are
based more on quality of the cooked product than on
actual scientific data.

165°F Leftovers, reheating of Re-heat to kill pathogens that may have survived the
those to be served hot first cooking or that were introduced after cooking.

However, Staphylococcus aureus toxin is not destroyed
by heating leftovers.

Hot dogs, deli meats for Pregnant women, the elderly and those with
some people compromised immune systems should reheat before

eating. Because these items have been fully cooked
previously, they, like leftovers, should be heated to 165°F.
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During the preparation and storage of raw meat and
poultry items it also important to avoid cross-contamination.
It is best to have two cutting boards — one for raw meat,
fish, and poultry, and another for food that will not be
cooked before eating. Colored cutting boards, which
allow boards to be more easily restricted for use with one
food category, are increasingly available. A hard, non-
porous cutting board such as one made of acrylic is easier
to clean than a wooden board because the acrylic board
can be washed in the dishwasher. In the refrigerator, raw
meat and poultry should be placed on a tray or plate to
prevent juices from dripping onto other food. The refrig-
erator “meat drawer” should be used for the storage of either
raw or ready-to-eat meats, not both. All family members
should be aware of refrigerator storage rules. When moving
raw meats to a cooking site (such as grilling outdoors), it
is important to remember to bring a clean plate or other
clean container for the cooked meat in order to prevent
cross contamination.

Kitchen cloths and sponges can be a major source of
cross-contamination. Bacteriological surveys of kitchen
dishcloths and sponges have shown the presence of many
pathogens (45). Dishcloths and sponges need to be laun-
dered frequently. Drying dishcloths in a clothes dryer aids
in killing pathogens. Sponges can be washed in the 
dishwasher. Wet dishcloths and sponges can be sanitized
by heating them in a microwave oven for one minute on
high (45, 46). They also can be disinfected by soaking in a
bleach solution (3 tablespoons of bleach per quart of water)
for 5 minutes, then rinsed and dried (40). Paper towels
should be used to clean up spilled juices from raw meat 
or poultry.

D. KEEP FOODS AT SAFE TEMPERATURES

Most bacterial pathogens grow most rapidly at tempera-
tures of 60° to 125°F. Controlling bacterial growth in
potentially hazardous foods requires temperature control;
the old adage “keep hot foods hot” (above 140°F) and
“cold foods cold” (below 40°F) is frequently used to rein-
force the message. Figure 75.1 summarizes the temperature
information needed by consumers to control the growth of
bacteria in foods. Temperature control recommendations
for consumers differ from those used in foodservice
because consumers are unlikely to keep track of the
amount of time foods are kept at different temperatures.

Recommendations for consumers center around the
temperatures needed for hot holding, the types of foods
requiring refrigeration, proper refrigerator temperature and
the limitation of time these foods are held at room tem-
perature. Recommendations for consumer refrigerator
temperature is 40°F or below (47). Prepared and leftover
foods should not be at room temperature more than 2 to 3
hours, including all time involved during preparation, stor-
age, and serving. When shopping, consumers are advised 

to pick up perishable foods as the last stop in the grocery
store, and, especially in hot weather, get them home and
into the refrigerator quickly, using an ice chest or cooler
for transportation of perishable items when shopping is
done more than 30 minutes from home. A recent study
found that most (68%) consumers refrigerate or freeze
meat within 1 hour of purchase, but 9% did not place meat
purchases in cold storage until more than 2 hours (and up
to 8 hours) had elapsed (48). Research indicates that about
13% of consumer refrigerators are above 40°F, and most
(80%) do not have a thermometer in the refrigerator (49).
Brown and colleagues (49) also reported that 78% of peo-
ple did not know the correct temperature to maintain in
home refrigerators. It would aid consumers in maintaining
safe food if refrigerators came equipped with built in ther-
mometers that clearly marked the temperatures recom-
mended for cold food storage.

Foods need to be stored to prevent cross-contamination
in the refrigerator. It is best to store meat, poultry and fish on
a dish or tray. Refrigerators require periodic cleaning. A
recent study from Ireland found that foodborne pathogens
were commonly present in home refrigerators. Staphylo-
coccus aureus was found in 40%, E. coli and Listeria in
6%, and Salmonella in 7% of the home refrigerators, indi-
cating that some refrigerators are unclean and unsafe for
food storage (50). Washing refrigerator interior surfaces
with a solution of one gallon of water mixed with one-half
cup of unscented ammonia is a recommended cleaning
method (51).

A common consumer practice is to cool foods at room
temperature prior to refrigerating in the mistaken belief
that placing hot foods in the refrigerator is harmful to the
appliance. Small amounts of warm or hot foods may be
put into the refrigerator, but it is advisable to speed the
cooling of larger quantities by cooling the container of
food in a pan of ice water, stirring and replacing the ice
frequently until the food has cooled to about 100°F, then
refrigerating the food in shallow containers. Consumers
are advised to set a timer for about 30 to 45 minutes as a
reminder to check to see if the food is cooled enough to be
refrigerated (52).

Planning ahead for proper cooling and reheating of
food prepared in large quantities and/or prepared for
transporting to other sites, such a picnics, potluck dinners,
camping trips and packed lunches, requires special atten-
tion. This involves planning the amount of needed refrig-
erator space (to include good circulation) or ice and cooler
space to keep foods at safe temperatures. If perishable
foods from picnics or potlucks are not kept adequately
chilled or heated during serving, they should be thrown
out if in the Danger Zone for 2 to 3 hours.

Frozen perishable foods must be thawed in the refrig-
erator, under cold running water, or as a part of the cook-
ing process. If food is thawed in a microwave, it should be
cooked right after it thaws.
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E. AVOID HIGH-RISK FOODS AND WATER

Some foods have such a high probability of being con-
taminated with pathogens or toxins that their consumption
should be avoided by all individuals. The risk is highest
for people susceptible to foodborne illness. Many of these
foods are ready-to-eat and have been produced or
processed in a way that does not kill pathogens. Foods
frequently linked to foodborne illness include:

● Unpasteurized milk and milk products
● Raw or undercooked meats and poultry
● Unpasteurized fruit juice
● Raw sprouts of all types
● Raw seafood and fish
● Raw or undercooked eggs
● Contaminated water

Specific consumer advice for reducing the chance of con-
tracting a foodborne illness includes:

● Drink only pasteurized milk and fruit juices.
● Avoid eating undercooked or raw meat (such as

steak tartare).

● Use cheese and yogurt made from pasteurized
milk.

● Cook sprouts before eating.
● Cook fish and shellfish before eating them.
● Avoid eating foods containing raw eggs. Use

pasteurized eggs or egg products in food con-
taining uncooked eggs.

● Use water from a safe water supply for drinking
and for food preparation.

● Obtain shellfish from approved sources such as
grocery stores (rather than from an unlicensed
roadside vendor) (30).

V. SPECIAL INFORMATION FOR
CONSUMERS MORE SUSCEPTIBLE 
TO FOODBORNE DISEASE

Some people are more susceptible to foodborne disease
because of suppressed immune function. These include 
the very young, elderly, pregnant, people who have diseases
such as AIDS, cancer or diabetes, and those whose immune
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system is suppressed by other medical conditions. These
groups represent 20% of the American population (23).

All food safety guidelines related to hand washing,
cooking meat, seafood, poultry and eggs properly, avoiding
cross-contamination and keeping foods at safe temperatures
are important for control of food illnesses of all people,
including those in high-risk groups. In addition to following
the guidelines listed above, additional precautions are
suggested for the high-risk groups. Pregnant women should
be encouraged to avoid ready-to-eat foods known to be
sources of L. monocytogenes, avoid contact with cat feces,
and cook or reheat foods well before eating. Elderly and
immune compromised persons should avoid raw or under-
cooked seafood, raw sprouts, foods that contain raw eggs,
and food known to be sources of L. monocytogenes. For
young children, use of pasteurized milk and fruit juices,
avoiding raw sprouts, and washing fruits and vegetables
before eating are important food safety behaviors (23).

VI. FOODS THAT CONSUMERS SHOULD
HANDLE WITH EXTRA CARE

While all foods should be handled by following the basic
rules (practice good personal hygiene, cook foods ade-
quately, avoid cross-contamination, and keep foods at safe
temperatures), some foods require extra care or special
handling.

● Eggs and foods containing eggs. Fresh eggs
must be handled carefully, for even eggs with
clean, uncracked shells may contain
Salmonella bacteria. Eggs should be purchased
only from a refrigerated case and checked for
cleanliness and intact shells. Eggs should be
refrigerated promptly in their original carton
and not in the rack that may be on the refriger-
ator door, because the temperature on the door
fluctuates widely. Eggs and dishes containing
eggs need to be cooked thoroughly, with both
the yolk and white cooked to firmness or to
160°F. Dishes containing eggs should be
cooked to 160°F as verified by thermometer.
Dishes with raw or lightly cooked eggs require
the use of pasteurized eggs or a modified recipe
(available from the American Egg Board
http://aeb.org). Cooked eggs and egg dishes
should be reheated or refrigerated within 2–3
hours of their preparation, including hard-
cooked eggs used for Easter egg hunts.

● Thawing meat/fish/poultry. Recommended
thawing of frozen meat, poultry and fish includes
thawing in the refrigerator (generally requires
24 hours for each five pounds of product) or
submerging the frozen package in a watertight

plastic bag under cold water. Since cold water
thawing requires about 30 minutes per pound
of frozen meat, it should not be used for very
large items (10 hours would be needed to thaw
a 20 lb. turkey by this method). The risk of bac-
terial contamination could be high if the water
is not changed regularly during thawing (53).

If meat is microwave-defrosted, it must be
cooked promptly after thawing because some
areas of the food become warm during
microwaving. Raw meat can be thawed at room
temperature for short periods of time as long as
it is refrigerated or cooked while it is still cold
and contains ice crystals. Cooking from the
frozen state requires food to be cooked about
1½ times longer than for thawed products of
the same size and shape.

● Ground meats. Ground meat must be handled
with special care because bacteria on the sur-
face are spread throughout the meat during
grinding. Ground meats should always be
cooked to 160°F, and verified with a ther-
mometer inserted sideways into meat that has
been lifted out of the pan on a spatula. Turning
ground meat patties frequently assures even
distribution (54).

● Hot dogs and lunch meats. These products are
perishable and should be kept in the refrigera-
tor. Hot dogs should be cooked before eating
and luncheon meats should be heated to steam-
ing if they are to be eaten by a person at high
risk for listeriosis.

● Stuffed meat or poultry. When stuffing meats
and poultry, stuffing should be not be tightly
packed, to allow heat to penetrate throughout
quickly, and these items should be stuffed just
before cooking. Stuffing needs to reach a tem-
perature of at least 165°F as verified with a
thermometer. Whole, stuffed poultry should not
be cooked in a microwave oven because the
stuffing may not get hot enough to kill harmful
bacteria.

● Using a microwave oven to cook meat, poul-
try, or fish. Cooking in a microwave oven can
leave cold spots that present a food safety prob-
lem. Using meat that is the same temperature
throughout aids in even cooking; if defrosted in
the microwave, a rest period of 20 to 30 minutes
between defrosting and cooking allows the tem-
perature to equalize. Covering the meat item,
cooking at medium power (50%), and rotating
food frequently all aid in more even cooking
and the elimination of cold spots. A food 
thermometer should be used to ensure food is
cooked to the proper temperature. Letting food
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stand covered for 5–10 minutes after cooking
also equalizes internal temperatures.

● Fresh produce. The U.S. Food and Drug
Administration (FDA) has offered specific con-
sumer advice about the purchase and handling
of fresh produce: buy produce that is not
bruised or damaged; fresh cut produce should
be refrigerated or surrounded by ice at the
store; perishable produce should be promptly
refrigerated; wash produce just before eating
using cool tap water and reasonable agitation,
and removing bruised or damaged areas (pre-
washed packaged vegetables labeled “Ready
To Eat” do not need to be washed at home; firm
produce such as melons and cucumbers should
be scrubbed with a clean produce brush) (55).
Some outbreaks of E. coli O157:H7 have been
caused by apple cider; homemade apple cider
should be heated to at least 160°F.

● Honey. Infants are susceptible to a very rare
form of botulism that is caused by ingesting
Clostridium botulinum bacteria. An infection
results when these bacteria grow in the infant’s
intestinal tract. (In contrast, botulism in adults
is caused by eating food contaminated with the
toxin that the bacteria produce.) Babies with
infant botulism are constipated and have diffi-
culty holding up their heads and sucking.
Because honey can contain C. botulinum, the
U.S. Centers for Disease Control and
Prevention state that children who are less than
a year old should not be exposed to honey (56).
(This includes foods made with honey such as
honey graham crackers, muffins and jellies.)
Pasteurized honey is not a solution, because the
heat treatment that produces the desired crys-
tallization is too mild to kill the spores. While
only 5 percent of the nation’s infant botulism
cases have been traced to honey, protecting
children from honey before their first birthdays
is one step that parents and caregivers can
actively take.

● Home canned foods. Low-acid foods (meat,
fish, poultry, and vegetables) must be canned in
a pressure canner. Boiling-water canners,
ovens, steamers without pressure and open ket-
tles do not get the food hot enough to kill the
spores of Clostridium botulinum, so it is not
safe to can vegetables, fish, meat or poultry —
or mixtures containing these foods — by any
method other than using a pressure canner.
Tomatoes with added acid in the form of lemon
juice or citric acid, pickled vegetables, and
fruits can be canned safely in a boiling water
canner because they are more acidic. However,

overripe tomatoes or tomatoes from frost-killed
vines should not be used for canning since they
lose acidity as they mature or if they are frozen.
Many Cooperative Extension offices have
information and bulletins, and some conduct
classes, with specific directions and scientific
time and temperature recommendations for
home canning and other food preservation
methods. Research based information for home
canning, the USDA Complete Guide to Home
Canning, is available online at the National
Center for Home Food Preservation (57).

VII. MOTIVATING CONSUMERS TO 
ADOPT SAFE FOOD HANDLING
PROCEDURES

Many consumers are aware that they can reduce their risks
of foodborne illness by their own actions regarding hand
washing, adequate cooking, avoiding cross-contamination,
refrigeration of foods and avoiding risky foods and water.
However, they may not have sufficient motivation and
knowledge plus the proper equipment to successfully
implement all of the recommended behaviors. Some
examples of barriers to adopting recommended behaviors
and ways to reduce the barriers follow:

● Strong motivation is required to modify habit-
ual behaviors. Change may occur when people
participate in programs that make them aware
of their actions when they wash their hands or
when preparing food in a way that results in
cross contamination.

● Knowledge regarding how to implement recom-
mended behaviors may be lacking. To reduce
this barrier, food safety education should be
more common, including in school curricula,
and emphasized in television cooking shows.

● Current recommendations may be different
from what the person learned previously. For
example, the current recommendation is to cook
ground beef to 160°F. Previously, consumers
were advised to cook ground beef until it
appeared to be cooked and had no traces of
pink. Extensive education about the new recom-
mendation is necessary to replace the previous
behavior.

● Equipment needed to implement the recom-
mended behavior may not be readily available.
For example, if a consumer decides to cook
ground beef patties to 160°, they will need an
instant-read thermometer, preferably one that
has recommended endpoint internal tempera-
tures printed on the sheath. Fortunately, these
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types of thermometers are now much more
commonly available to consumers.

Educational efforts are needed to increase food handlers’
knowledge of correct procedures and motivation to per-
form recommended behaviors. Equipment should be
designed to reduce opportunities to make food handling
mistakes. Improvement in behaviors is likely to result in
reduction in incidence of foodborne illnesses.
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I. INTRODUCTION

Plastics have revolutionized the packaging and transporta-
tion of foods, allowing foods to be packaged in light weight
materials while offering excellent physical protection
against mechanical damage, water vapour transmission and
light oxidation. Approximately 70 to 80% of food and
ingredients are packaged in polymeric materials (1).
However, the use of plastic organic polymers containing
functional additives such as plasticizing agents, antioxi-
dants, U.V. light and heat stabilizers or lubricants in the
manufacture, packaging and serving of common foodstuffs
such as meat, cheese, margarine, bacon, vegetables 
and beverages may result in these polymer constituents
potentially becoming indirect food additives (1, 2). This

phenomenon occurs due to the potential for contact and
migration or transfer of polymer components from con-
tainers or packaging films into foods during processing,
packaging and storage. Plastics (e.g. polyethylene,
polypropylene, polystyrene etc.) are also extremely preva-
lent as food service utensils and containers both inside and
outside the home (3, 4). Polymer additives can fall into two
functional categories: those that modify the physical prop-
erties of polymers, namely catalysts, plasticizers, lubri-
cants and colouring agents etc. and those that have a
stabilizing or protective effect on polymer degradation
(antiaging additives), such as antioxidants, U.V. light and
heat protection agents (5, 6). Plasticizers are synthetic
organic additives characterized by low molecular weight
with low melting points or low volatility with high boiling
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points and high miscibility with the parent polymeric
matrix (e.g. phthalic acid esters (PAEs)). They are used to
improve the plasticity (e.g. flow, workability and flexibil-
ity) of polymers such as the vinyl derivatives (e.g.
polyvinyl chloride (PVC), polyvinyl acetate (PVA),
polyvinyl alcohol (PVAL)) and the polyolefins (e.g. poly-
ethylene (PE), polypropylene (PP)). In this way, plastic for-
mulations can contain up to 60% of plasticizer materials to
transform an otherwise rigid polymer into a plastic with
improved physical and mechanical properties such as flex-
ibility, durability, and impact resistance (1, 2, 7). However,
due to the relatively low molecular weight of residual poly-
meric monomers and certain additives (i.e. plasticizers and
antioxidants), the migration to and absorption of these
compounds by both solid and liquid foods is known to
occur (8–10). This may result in off-odours or -flavours
being imparted to the packaged food (11, 12) resulting in
the loss of product and sales. As well, the toxicology of
these substances has been the subject of intense investiga-
tion in animal models (13–17) and human subjects
(18–21). These issues gain relevance due to the prevalence
of microwavable convenience foods which are heated in
the packaging containers, as well as the increasing interest
in irradiating packaged foods for increased microbiological
safety against foodborne illnesses (22–24). Gamma-irradi-
ation of packaged foods is known to result in alterations
such as crosslinking and scission of polymeric materials
and component additives which may be, in turn, adsorbed
by the packaged food contained therein. This chapter will
discuss these issues as well as examining potential alterna-
tives to the traditional polymeric packaging materials dis-
cussed in the recent literature.

II. MIGRATION THEORY

The investigation and mathematical modelling of the diffu-
sion, migration and sorption of materials from food packag-
ing materials into foods or in contrast, from foods into the
packaging polymer itself, have been the subject of several
recent reviews and reference book compilations (2, 5, 6, 25,
26). Generally, the movement of molecules within a pack-
aging system reflects the motion of mass or energy from one
location to another. Mass transport by diffusion will be
influenced by the behaviour of the polymer itself (i.e. glassy
versus rubbery state) as well as the solubility of the diffusant
chemical in the polymeric matrix and the partition coeffi-
cient of the diffusing chemical between the two contact
media (25). Polymers are classified as either rubbery or
glassy depending on whether the temperature of the poly-
mer is above or below the glass transition temperature (Tg)
for that polymer, respectively. Above the Tg, polymer chains
will be able to move more freely in space versus below the
Tg, where chain mobility will cease and the polymer
becomes glassy and hard. Rubbery polymers at T � Tg,
which include polyvinylchloride (PVC, Tg � 80–100°C),

polystyrene (PS, Tg � 80–100°C), polyethylene terephtha-
late (PET, Tg � 67–81°C) and polytetrafluoroethylene
(PTFE, Tg � 115–125°C) are able to quickly establish a new
equilibrium when a diffusant chemical is absorbed and
transported through the rubbery matrix of the polymer (25).
Conversely, glassy polymers at T � Tg, which comprise
the various forms of the olefins PE (Tg � �30 � 15°C) and
PP (Tg � �17 � 5°C) are unable to rapidly establish a
homogeneous environment upon absorption of a diffusant.

In rubbery polymers, diffusion of chemicals obey
Fick’s Laws of Diffusion and can be explained on the basis
of the adhesion theory, which refers to the physical 
interaction of two materials.

Fick’s First Law of Diffusion

J � �D

where 
J � flux (i.e. moles/sec cm2)
D � diffusion coefficient (i.e. cm2/sec)
C � concentration of substance A (i.e. moles/cm3)
X � distance (i.e. cm)

Fick’s Second Law of Diffusion

� D 0 � x � l

where
C � concentration of substance (liquid or plasticizer)
D � diffusivity in the membrane
x � space coordinate
l � length of the geometric shape in question
t � time

Fick’s first law of diffusion describes steady-state diffusion
wherein mass transfer from a region of high concentration
to a region of low concentration occurs and eventually
approaches equilibrium (26, 27). Whereas, unsteady-state
diffusion is described by Fick’s second law of diffusion
wherein for a constant diffusivity, the rate of change in the
concentration of the substance of interest with time is pro-
portional to the rate at which the concentration gradient
changes with distance in a given diffusion direction.

In glassy polymers, on the other hand, diffusion of
compounds is more complex, in that diffusion can be:

a. Class I or Fickian, where the rate of diffusion is
much less than the relaxation of the diffusant-
polymer system; or

b. Class II, where the rate of diffusion is very
rapid compared to the relaxation processes of
the polymer system; or

c. Anomalous diffusion, where the rates of diffu-
sion and relaxation of the polymer system are
comparable to each other (25).

∂2C
�∂2x

∂C
�∂t

∂CA
�∂X
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This non-ideal behaviour can be linked to swelling or
shrinkage of the food in question, or the packaging poly-
mer. Food components, particularly water, may influence
the swelling and plasticity/mobility of the polymer chains
leading to non-ideal diffusion (27).

There are two mechanisms by which adhesion plays
an important role in the migration of packaging material
components. The first is through the adhesion and loss of
food constituents (i.e. volatiles) to the packaging material,
resulting in a reduction of food sensory qualities and thus,
acceptability. The second is through the adhesion of the
packaging material to the foodstuff, which may introduce
toxicants, unwanted flavours or odour-active substances,
again resulting in the potential loss of food quality as well
as safety (5, 28). The adhesion phenomena can be explained
according to the conditions listed in Table 76.1 (5, 28, 29).
The term migration typically refers to the movement of
chemical compounds from the packaging material into 
the food or beverage contained therein. This migration
activity would then include the movement of gases, low
molecular weight compounds and water vapour from the
package into the food (5). This phenomenon is distinct
from sorption, which involves the movement and uptake
of food constituents, such as flavour and odour compo-
nents, into packaging materials (28). These processes are
dynamic and can occur simultaneously by diffusion (30).
At steady state, the flux can be described as a function of
the concentration difference of the migrating chemical
across the distance of diffusion when referring to Fick’s
first law of diffusion above (31). In general, migration and
sorption are similar processes which can ultimately affect
food quality. Both phenomena are influenced by the 
chemical and physical properties of the substrate and the
receiving medium.

III. MIGRATION OF PACKAGING 
MATERIALS

Of primary concern to polymer and food scientists as well as
the consumer are the migration and sorption processes which
may impact on the organoleptic quality, nutrition and safety
of packaged foods. Migration of plastic packaging con-
stituents may result in the introduction of undesirable and/or
unsafe substances into the food, thus rendering the food
unsuitable for consumption. Similarly, sorption processes
may result in nutrient or flavour and odour loss from the
packaged food into the packaging material, giving rise to a
poor quality product. Thus, sorption phenomena involve
packaged foods wherein concern for product organoleptic
qualities and nutrient retention are the primary focus.
Packaging materials can adsorb flavour components from
food systems rendering the food product unacceptable over
time (i.e. during the distribution and delivery process) due to
“flavour scalping” as in the case of terpenoids in juices (32).
In addition, the use of heat treatment or other adhesive phe-
nomena will contribute to weight loss or reduced volume and
altered nutrient retention in packaged foods (33).

Migration of packaging materials into food is a function
of the chemical composition and concentration of the pack-
aging materials and the solubility of the migrating chemi-
cal in the polymer, or its partition coefficient between the
polymer and the contact surface of the food. The fat content
and more specifically, the fat-releasing properties of con-
tact foods can greatly influence migration of low molecu-
lar weight compounds (34). For example, migration of the
plasticizer stearyl 3-(3,5-di-tert-butyl-4 hydroxyphenyl)
propionate into mayonnaise (an oil-in-water emulsion with
moderate fat-releasing properties) resulted in a mean con-
centration of 69 µg/dm2 compared to 792 µg/dm2 into a 
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TABLE 76.1
General Tenets to Adhesion Theory Involving Migration of Food Packaging Materials1

Type of Adhesion Interaction Molecular Interaction Description of Interaction

Mechanical interlocking Macro- and microscale Rugosity of surface increases 
locking of film components.

Wetting Liquid dispersion and Electrodynamic intermolecular forces
surface tension create dispersive and attractive forces

at surfaces.
Electrostatic Ionized substrates form Double layer is positively charged while

electrical double layer outer interface is negatively charged.
Adhesive forces act by attraction through
electrical double layer in films.

Chemical Covalent bonding between Contact time and processing dependent.
surfaces and polymer
components

Diffusion Polymer and additive Contact time, temperature, molecular
migration weight, polymer type, viscosity and

concentration dependent.

1 References: 5, 28, 29.
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test fat (34). Migration efficiency will also be affected by
the storage or thermal processing temperature used (i.e.
heating the food inside the packaging material, e.g.
microwave cooking), as well as the amount of time during
which the food is in contact with the package material (3).
Thus, the migration of chemicals from packaging materials
into foods can be mathematically modelled and predicted
(4, 35, 36). Any toxicological hazard associated with the
migration of food packaging materials into foods would
therefore be a function of the amount of migratory mate-
rial originating from the polymer which enters the food
and the intrinsic toxicity of this material or its metabolites
(16, 17, 37).

It is important to recognize that the conditions involved
with the use of plastic packaging of foods will not be
isothermal throughout the life of the polymer. Moreover,
food systems are, by their nature, very complex with aque-
ous and hydrophobic components often co-existing in one
food matrix. In order to study the extent of the migration of
polymer components into foods, laboratories use estab-
lished food simulants (i.e. distilled water, 3% NaCl, 3%
NaHCO3, 3% acetic acid, 3% lactic acid, 20% sucrose,
15–50% ethanol and olive oil or iso-octane) as model 
systems to estimate migration of chemicals into foodstuffs
(31, 34–36). Frequently, elevated temperatures are used to
simulate accelerated storage conditions and the worst-case
scenario. Standard test conditions accepted by 
regulatory bodies in the United States (US Food,
Drug and Cosmetic Act enforced by the Food and Drug
Administration (FDA)), Canada (Division 23 of the Food
and Drugs Act and Regulations), United Kingdom
(Ministry of Fisheries and Foods (MAFF)), and European
Union (EU Scientific Committee for Toxicity, Ecotoxicity
and the Environment (CSTEE)) include 10 days at 40°C,
2 hr at 70°C and 1 hr at 100°C (10, 34, 38, 39). These data,
used in conjunction with toxicological testing, have resulted
in the establishment of regulatory allowances for food pack-
aging components migrating into foodstuffs set at a dietary
concentration of 0.5 µg/kg in the US by the FDA (36, 40,
41) and maximum total migration limits to be set at 10
mg/dm2, or less than 60 mg/kg food by the EU (7, 42).
Packaging design and construction which incorporate the
concept of functional barriers (i.e. laminate films) to limit
the migration of noncarcinogenic chemical components to
food to a level less than the threshold of 0.5 µg/kg are
regarded acceptable in the US (36). Functional barriers rep-
resent a concept whereby the specific package design and
construction limit the migration of packaging materials into
food in amounts regarded below this threshold level (36,
43). This is especially pertinent given the trend to use recy-
cled materials in packaging. Quite often, a contaminated
material will be co-extruded with virgin materials acting as
a functional barrier against taint migration from the inner
layer of recycled polymer material (36). Tripartite poly-
ethylene terephthalate (PET) films made from core material

consisting of PET contaminated with toluene and
chlorobenzene sandwiched between two virgin PET layers
demonstrated significant migration of the contaminants into
water, 3% acetic acid and iso-octane. Migration of contam-
inants into 3% acetic acid (50°C over 10–131 days) from
the contaminated PET into 3% acetic acid ranged from 4.1
to 33.3 µg/dm2 and �0.1–20.7 µg/dm2 without and with
barrier layers respectively for toluene and �0.1–17.0
µg/dm2 and �0.1–12.3 µg/dm2 without and with barrier
layers for chlorobenzene (36). Thus, the effects of diffusion
of core layer contaminants in plastic films must be consid-
ered when using coextruded recycled materials.

IV. CONCERNS WITH MIGRATION OF
PACKAGING MATERIALS

The classes of packaging material migrants that fall into the
category of food safety concerns include the amine precur-
sors and nitrosamines (44), plasticizers (1, 45) and polymer
monomers such as vinyl chloride and styrene (17, 20).
Amine precursors and nitrosamine formation have been
reported from the interaction of the rubber netting used to
package nitrite containing cured meats and from other
foods contained in paperboard containers (5, 44, 46). The
focus of the following discussion will concentrate on the
polyolefin and vinyl derivative packaging materials and
additives. The most commonly used plasticizers to improve
the working properties of PVC, for example, are the esters
of dibasic or tribasic organic acids known as phthalates
which comprise as much as 60% of the market (47).
Phthalic acid esters are the subject of concern due to 
the structural similarity of these compounds to the known
teratogen thalidomide (phthalidomide) (48). Indeed, di(2-
ethylhexyl) phthalate (DEHP) has been demonstrated to
have fetotoxic, embryolethal and teratogenic effects in rats
at a dose of 1 g/kg/day (14). Finally, vinyl chloride polymers
(polyvinylchloride; PVC) are widely used in many types of
packaging materials and have also been shown to migrate
into foods (8, 48). PVC contains allylic chlorine atoms,
which can be released from the polymer upon exposure to
light or heat treatment of the packaged food. The primary
concern with PVC and the monomer vinyl chloride used
in the manufacture of this plastic, is due to animal and
human epidemiological data from workers exposed to
vinyl chloride indicating that exposure to vinyl chloride is
strongly linked to hepatic carcinoma (17, 19, 20, 49).

V. SOURCES OF FOOD PACKAGING
MIGRANT CHEMICALS

A. POLYMERS

Numerous polymers are used in food packaging to store
and protect food from deterioration due to chemical or
physical damage due to radiant or heat energy, while at
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the same time enabling the consumer to view and evaluate
the product. Examples of common polymers used in food
packaging materials and migratory components of con-
cern are presented in Table 76.2 and chemical formulae of
plastic resin monomers and polymers provided in Tables
76.3 and 76.4, respectively.

B. VINYL DERIVATIVES

Polyvinyl chloride (PVC) is second only to PE in world-
wide production, estimated at approximately 22 � 106

metric tons (2). PVC film is manufactured by the low
pressure free radical polymerization of vinyl chloride
(Table 76.3) at temperatures ranging from 50–160°C (50).
PVC film is a versatile thin cling film (�25 µm or 1 mil
thick) which is transparent and has high oxygen perme-
ability but is naturally brittle and therefore requires plas-
ticizing agents, such as the phthalic acid esters (Table 76.5),
to be incorporated into the polymer (50). Plasticizer con-
tent of PVC polymers can vary from 3.0 to as high as 80%
(1). A copolymer of vinyl chloride and vinylidene chloride
(Table 76.3), more commonly known by its trade name,
Saran™, is a high quality cling-film wrap used commer-
cially and in the home. As plasticizers are not polymerized
directly into the polymer matrix, and have high mobility
associated with a low molecular weight, migration from
the PVC polymer into the food product can occur.
Migration is influenced by the fat content, pH and the
alcohol content of the foodstuff (48). Vinyl chloride

monomer (VCM) is a residue of PVC film manufacture
which is removed following the polymerization reaction.
However, VC has received considerable attention due to
its link to angiosarcoma of the liver (ASL) (17, 19, 20).
An Italian study indicated that significant quantities of VC
(13 to 83 ppt) could be detected in PVC-bottled drinking
water (8). Moreover, the concentration of VC in bottled
water was observed to increase linearly with storage time
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TABLE 76.2
Common Polymers and Migration Chemicals in Food Packaging Materials1

Polymer Example of Use Migration Chemicals

Polyethylene (PE) Dairy product and other food Acetaldehyde, allyl alcohol, acrolein.
containers, water pipes, food
wrap films

Polyvinylchloride Beverage and water bottles, Allylic chlorine, vinyl chloride
(PVC) food wrap films, water pipes monomer, plasticizers and

stabilizers.
Polypropylene (PP) Bread packaging, bottles, Isopropyl alcohol, methyl alcohol,

frozen foods, microwavable formaldehyde, antioxidants and
foods stabilizers.

Polystyrene (PS) Microwave meals, cookie bags Styrene monomers, dimers, trimers,
and syrup containers polystyrene.

Polyethylene Beverage and water bottles, Acetaldehyde, cyclic oligomers,
Terephthalate (PET) box liners, boil-in-bag pouches, ethylene glycol.

microwave food trays
Paper and paperboard Milk and juice cartons Polychlorinated biphenyls (PCBs),

alkyl and aryl aldehydes.
Melamine-Formaldehyde Tableware Melamine and formaldehyde residues.
Vulcanized rubber Rubber nettings for packaged Polycyclic aromatic hydrocarbons

meats, food industry equipment (PAHs) including benzo[a]pyrene,
nitrosamines, alkanes, alkenes,
acids, antioxidants, plasticizers and
sterols.

1 References: 1, 2, 4, 5, 8, 11, 12, 35, 46, 50.

TABLE 76.3
Monomers and Degradation Products from Food
Packaging Polymers
Compound Name Chemical Structure

Ethylene

Propylene

Ethyl acetate

Vinyl acetate

Vinyl chloride

Vinylidene chloride

Styrene

cis-1,4-isoprene (rubber) C C

CH3CH3

CH3 H

CH CH2

CH2 CHCl

CH2 CHCl

CH3COOCH CH2

CH3COOCH2CH3

H2C CHCH3

CH2CH2

DK9848_C076.qxd  15/Oct/05  09:25 AM  Page 5



76-6 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 76.4
Common Food Packaging Polymer Materials
Compound Class Name Abbreviation Chemical Structure

Polyolefins Polyethylene PE

Polypropylene PP

Vinyl derivatives Polyvinylchloride PVC

Polyvinylidene chloride PVDC

Polyvinylalcohol PVAL

Polyvinylacetate PVA

Polystyrene PS

Polyfluorocarbons Polytetrafluoroethylene PTFE Teflon™

C C

CH3 n

CH2 CH2

H

CH2 CH2 CH2 C

CH3

C

CH2 CH2 CH2

n

O−

Na+

O

R NH

O O

n

R=(CH2)n, i.e. Polyamide 6

(CF2 CF2)n

O
O

O

R

O

n
R = OH, Mylar™
R = OCH3, Terylene 

CH )n(CH2

(CH2CHOCCH3)n

O

(CH2 CHOH)n

(CH2CCl2)n

(CH2CHCl)n

(CH CH2)n

CH3

(CH2 CH2)n

Polyesters Polyethylene terephthalate PET

Polyamides Polyamide PA

Ionomers Poly(ethylene-co- Surlyn™
methacrylic acid)

Rubber Poly (cis-1,4-isoprene)

(approx. rate 1 ng/l/day), resulting in the recommendation
that storage dates be placed on the labels of PVC-bottled
water (8). While migration of VC into vinegar (9.4 mg/L),
cooking oil (14.8 mg/kg), butter and margarine (approx.
50 µg/kg) have been reported (48), the greatest risk of

health effects from VC is from occupational exposure 
in manufacturing plants (18, 19). Workers exposed to VC
from manufacturing plants have been reported to suffer
from primary nonangiosarcoma liver tumours as well as
ASL (18, 19, 49). Workplace exposure to VC has also been
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reported to result in the dissolution of the distal phalanges
in the hands of workers as well as disturbances in the cir-
culation of the extremities (49). Studies with cell culture
and rodent animal models have demonstrated that VC is
mutagenic and can induce liver, lung and brain carcino-
genesis (49). Moreover, mutations to the p53 tumour sup-
pressor gene have been observed in ASL patients in
association with serum anti-p53 antibodies (20). Anti-p53
antibodies could also be detected in serum from individu-
als who were occupationally exposed to VC, leading these
workers to suggest that serum anti-p53 antibodies may be
a biomarker of individuals at risk for development of ASL.

Another vinyl derivative which is used commonly in
food service utensils and dishes is the monomer styrene
(Table 76.3) in the manufacture of polystyrene (PS; Table
76.4) foam articles (2, 3, 4, 9, 35, 51). Styrene is classified
as a mutagen and is also known to cause irritation of the
nose and eyes, drowsiness, weakness and an unsteady gait
on overexposure (52, 53). Routes of exposure to styrene
monomer include occupational exposure to styrene vapour
during the manufacturing process and as a result of migra-
tion into food contact articles (53). Concern about styrene
exposure is related to its high blood/gas phase solubility
ratios whereby styrene easily enters the circulation from the
lungs upon inhalation. General purpose and high impact PS
are used in numerous food packaging and preparation con-
tainers including thermoset cookware, plates, cups, bowls,
egg cartons, meat trays and hinged take-out containers. In
most cases, foods would only be in contact with the pack-
aging material for a short period of time at relatively mild
temperatures (approx. 55°C) in a food service situation or
for a longer period at refrigeration temperatures (approx.
4°C) (4). Migration of residual styrene monomer from ther-
moformed PS foam food contact articles into Crisco™
brand cooking oil has been reported to be proportional to
the square root of the time of exposure (4). The diffusion
coefficients of styrene migration into cooking oil ranged
from 4.5 � 10�11 cm2/s at 21°C to 3.4 � 10�9 cm2/s at
65.6°C (4). Migration of styrene into 8% ethanol from egg
cartons incubated over 31 days at 4°C was negligible
(below the detection limit of 0.01 µg/cm2) (4). Daily styrene
exposure from the diet and inhalation has been estimated at
approx. 18.2 to 55.2 µg/person for an annual exposure 
ranging from 6.7 to 20.2 mg/person according to a recent
German survey (54). Others have evaluated the concentra-
tion and migration of styrene-7,8-oxide in food contact arti-
cles (35). Styrene-7,8-oxide is the oxidation product of
styrene and is thought to be formed during the peroxide-ini-
tiated polymerization of styrene resin at 200°C. Moreover,
styrene is metabolized by hepatic NADPH-cytochrome
P450-dependent monooxygenases to epoxides, namely its
7,8 epoxide, which can bind to cellular macromolecules
(i.e. proteins, nucleic acids), resulting in cytotoxicity, muta-
genicity and ultimately carcinogenicity (53). Thus, it is this
styrene derivative which has been hypothesized to be

responsible for the toxicity of styrene including renal,
hepatic damage as well as pulmonary and cardiac abnor-
malities (35, 55). Finding the oxide in PS packaging mate-
rials but not in the base resin pellets indicates that the
epoxides are not formed during the polymerization process
but rather are formed during injection moulding or thermo-
forming of the plastic. However, the oxide decomposed rap-
idly in aqueous media at 40 and 100°C potentially making
exposure levels in foods less of a risk (35).

C. POLYOLEFINS

Polyethylene (PE) is the most wide-spread food packaging
material today. Annual world production of PE polymers
was 40 � 106 metric tons in the 1990’s (2). This hydrocar-
bon polymer (Table 76.4) can be manufactured with vary-
ing amounts of branching within the linear backbone with
high-density PE (HDPE) being the least branched and low-
density PE (LDPE) containing the most branching (2). The
ratio of LDPE to HDPE and linear LDPE (LLDPE) poly-
mers produced was 40:40:20 (LDPE:HDPE:LLDPE) (2).
The structural differences between the various forms of PE
are associated with the differing uses of these polymers:
HDPE has great thermal stability and as such, is used not
only for films but also rigid food containers (i.e. yogurt
pots) while LDPE is used for bags and cling-films due to its
excellent flexibility. The related polymer, polypropylene
(PP) has similar characteristics and uses in food packaging
as PE. Production of PP polymers is ranked third behind PE
and PVC with an annual worldwide production of 21 � 106

metric tons (2). Conditions which favour migration of
chemicals from polyolefin packaging materials such as PE
include elevated storage temperatures and exposure to oxy-
gen (11, 12). The resultant reaction products (Table 76.2)
can migrate into foods and cause wax-like odours that con-
tribute to easily detected off-flavours. Vitamin E has been
shown to reduce the migration of off-odour, aldehydes and
ketones and hexadec-1-ene into water stored in HDPE bot-
tles, thus reducing the development of off-flavours in stored
product (11). Phenolic antioxidants were also demonstrated
to reduce the release of off-odours and -tastes from HDPE
bottles associated with aldehydes and ketones (low odour
thresholds) although a total of 47 volatile components
released from bottles could be identified by gas chromatog-
raphy combined with mass spectrometry (GC/MS) (12).

D. POLYESTERS

The polyester polyethylene terephthalate (PET) is synthe-
sized by the condensation of ethylene glycol and tereph-
thalic acid and is more commonly known by its trade name
Mylar™ in North America (Table 76.4). PET is often used
in cola type beverage and water bottles as well as in lami-
nated films to provide excellent strength and abrasion
resistance (2). PET and polybutylene terephthalate (PBT)
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are noted for the impact and wear resistance of these poly-
mers. PET is also known to be a good barrier to gases,
aroma volatiles and lipids, but less so against water vapour
transmission (2). Thus, PET is used to bottle edible oils,
peanut butter, dressings as well as in cereal box liners (1).
In the frozen prepared-food industry, paperboard dishes
are laminated with PET or PBT for use in ovens between
200–220°C. Microwavable single-serving dishes are man-
ufactured from heat-formed PET films. Two PET
monomers, mono- and di-ethylene glycol (MEG, DEG)
have designated specific migration limits (SML) between
15 and 30 mg/kg food. MEG is an hygroscopic poison,
more well known as antifreeze, which causes vomiting,
drowsiness, coma, respiratory failure, convulsions, renal
damage and ultimately death with a lethal dose of approx.
1.4 mL/kg b.wt. or 100 mL (51). DEG is also used in
antifreeze solutions and has similar symptoms as MEG
upon ingestion. Similar to PE and PVC, PET is also sensi-
tive to thermal and oxidative degradation resulting in the
release of acetaldehyde as the principle volatile migratory
compound. Acetaldehyde concentrations in mineral water
and lemonade have been reported to range between 7.5 
and 11 mg/L (1). Acetaldehyde has also been associated 
with causing colour changes in PET as the packaging
material ages. Cyclic oligomers of PET have been reported
in various microwavable foods such as french fries,
fish sticks, waffles and pizza at levels between 0.012 up to
7.0 g/kg (1).

E. OTHER PACKAGING MATERIALS

Paper and cardboard are also commonly used as packag-
ing materials. Polychlorinated biphenyls (PCBs) have
been reported in foods packaged in paperboard made from
recycled paper as a consequence of the recycling process
or from the printing ink used in the packaging (48). In
Glassine packages, a pine oil hydrogenation product is
used in cereal box liners which can contribute to a pine
flavour upon migration of chemical constituents (5).

VI. ADDITIVES USED IN POLYMER 
FORMULATIONS

A. FUNCTIONALITY IN POLYMERS

There are in excess of 450 different plasticizers used in poly-
mer formulations, of which approximately 100 are avail-
able for commercial use (5). Some common plasticizing
agents, in use to decrease the rigidity and brittleness of poly-
olefin, vinyl derivative and polyester polymers such as PE,
PVC, PS and PET, are listed along with chemical formu-
lae in Table 76.5. Important factors in choosing an appropri-
ate plasticizer include low volatility, miscibility with the
plastic polymer and avoidance of undesirable properties
such as a predisposition to induce colour alterations of the
packaging material as well as adverse organoleptic or 
toxicological properties. Plasticizers are used primarily in
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TABLE 76.5
Plasticizer Additives Used in Polymers
Classification Compound Name Abbreviation Chemical Structure

Phthalic acid esters Phthalic acid

(Continued)

C

C

O

O

O

O

CH2(CH2)5CHCH3

CH2(CH2)5CHCH3

CH3

CH3

COOC8H17

COOC8H17

COOC4H9

COOC4H9

COOH

COOH

Dibutyl phthalate DBP

Diisononyl phthalate DINP

Dioctyl phthalate DOP
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TABLE 76.5
(Continued )
Classification Compound Name Abbreviation Chemical Structure

Adipic acid esters Adipic acid HOOC(CH2)4COOH
Dioctyl adipate DOA (CH2)4(COOC8H17)2

Oils and fatty acids Epoxidized soybean oil ESBO
Epoxidized linseed (flax) oil ELO
N-butyl stearate

H2C COO(C4H9)

C

H2C

COO(C4H9)CH3COO

COO(C4H9)

CH2CH2COOCH2CH(CH2)3CH3

CH2CH2COOCH2CH(CH2)3CH3

C2H5

C2H5

COOH

HOOC

C

C

O(CH2)3CH3

OCH2

O

O

COOCH2CH(CH2)3CH3

COOCH2CH(CH2)3CH3

CH2CH3

CH2CH3

C

C

OC10H21

OC10H21

O

O

Citrates Acetyl tributyl citrate ATBC

Di (2-ethylhexyl)phthalate DEHP

Benzyl butyl phthalate BBP

Terephthalic acid esters Terephthalic acid

Di (2-ethylhexyl) terephthalate DEHT

Di (2-ethylhexyl) adipate DEHA

polymers which are characterized by a glassy or crys-
talline structure at room temperature (6). The rigid poly-
mer interacts with plasticizer molecules to reduce the
brittleness (brittleness temperature, Tb) as well as the
glass transition temperature (Tg) allowing an increase in
the temperature range of viscoelasticity for the polymer
(6). Other routes of exposure to plasticizers from packag-
ing materials include sealants of glass jar lid closures,

printing inks on polymer films as well as adhesives and can
lacquers (56). Other additives used in polymer manufac-
ture include a variety of antioxidant species, namely phos-
phites and phenols (Table 76.6) to protect against effects
from metal contaminants, photoactive dyes and pigments
which may be incorporated into the polymer matrix (57, 58).
Polymers are oxidized primarily by two routes: a) long-
term heat aging (thermal oxidation), or b) weathering

Diisodecyl phthalate DIDP
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TABLE 76.6
Stabilizers Used in Polymeric Materials
Classification Compound Name Abbreviation Chemical Structure

Antioxidants
Phosphites

Bis(2,4-di-tert.butylphenyl) Ultranox 626™
pentaerythritol diphosphite Hostanox PAR24™

Tris(nonylphenyl) phosphite TNPP

Phenols

U.V. Stabilizers
Pb4O3(SO4)H2O

Heat and Light 
Stabilizers

Organotin Di-n-butyltin 
compounds compounds

Lubricants

R � fatty acid chain or other carbon chains.

Lead stearates Dibasic lead stearate 2PbO � Pb(C17H35COO)2

Tribasic lead stearate 3PbO � Pb(C17H35COO)2

C9H19

OH

HO CH2CH2COC18H37

O

ROP R = C9H19

3

O P

OCH2

OCH2

CH2O

CH2O
C P O

O PTris(2,4-di-tert.butylphenyl) Irgafos 168™
phosphite

Octadecyl β-(2,6-di-tert. Irganox 1076™
butylphenol) propionate

4-nonylphenol NP

from U.V. light (photo-oxidation) (57). Polymers are pro-
tected from thermal oxidation effects through the incorpo-
ration of phenols such as Irganox 1076™ (Table 76.6).
The efficiency of the phenol antioxidants can be improved

by using these antioxidants in combination with phos-
phites (e.g. Irgafos 168™, TNPP) which facilitate the
decomposition of hydroperoxides (1). Heat stabilizers are
necessary in PVC manufacture due to the low thermal 
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Lead sulfates Tribasic lead sulfate

Sn

O

O

R

R
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stability of these polymers. Thermally aged PVC becomes
discoloured due to the formation of conjugated double
bonds associated with dehydrochlorination of the polymer
during molding or extrusion processes. Heat stabilizers
include barium, calcium or zinc fatty acid soaps and various
organotin compounds (Table 76.6) (1, 57). Thermo- and
light-stabilizers such as tribasic lead sulfate are often used
in PVC in combination with organotin stabilizers (1).
Lead stearates function as thermo-stabilizers and as a
lubricant for PVC and vinyl chloride copolymers, again
often in combination with organotin compounds (1).

B. PLASTICIZERS

The commonly used phthalic acid esters (PAEs) are low
molecular weight esters that consist of a cyclohexatriene
ring (benzene dicarboxylic acid) core esterified to aliphatic
substituents (Table 76.5). The PAEs are used in a variety of
packaging materials such as PVC, PE, PS, PET, laminated
aluminum-PE as well as printed fibreboard and cellophane.
DEHP is the most common plasticizer incorporated into
polymers with an annual worldwide production of approx.
2.7 � 106 metric tons (38). PAEs, such as DEHP and DOP,
are characterized by an affinity for these polymers, low
volatility, water resistance and good flexibility of products
at low temperatures (6). On the other hand, DBP has a rela-
tively high volatility and is used mainly in cellulose-based
varnishes and in adhesives (6). Several other organic acids
such as terephthalic acid (an isomer of phthalic acid), adipic
and citric acids are the parent compounds of other plasti-
cizers such as DOA, DEHA and ATBC. Other plasticizers
include stearyl 3-(3,5-di-tert-butyl-4 hydroxyphenyl) pro-
pionate used in HDPE, LDPE and PP as well as n-butyl
stearate which is used in high-impact polystyrene and PVC
manufacture (6, 34). Polyepoxide plasticizers, such as
ESBO, have a good affinity for the vinylic polymers and
are frequently used to plasticize PVC glass jar lid gaskets
(6, 56). Frequently, combinations of plasticizers will be used
in formulations due to differences in plasticizing, solva-
tion, lubrication and creep properties of finished polymer
and plasticizer blends.

VII. FACTORS WHICH INFLUENCE 
THE MIGRATION KINETICS OF 
PLASTICIZERS

Over time, plastics containing low molecular weight plas-
ticizers will lose plasticizer due to the evaporation of
volatiles or migration of plasticizer during food contact (6).
This will result in a change in the physical properties of
the polymer (i.e. becoming hard and brittle) accompanied
by a decrease in weight due to loss of the plasticizer. 
The migration of plasticizer from PVC films into foods is
thought to follow Fickian behaviour occurring via a 

two-stage process involving first, the diffusion of plasti-
cizer from the bulk phase within the polymer to the sur-
face followed by the subsequent diffusion of the migrant
compound from the polymer into the food. Transfer of the
plasticizer to the surface of the film depends on the nature
and properties of the film (i.e. functional barrier in a lami-
nate) as well as barrier layer thickness (36). The migration
of plasticizer into the food is facilitated by the relatively
lower resistance to mass transfer within the food phase
compared to that of the polymer. As a result of the differ-
ences in diffusion kinetics between the polymer and food
source, both the composition (fat content and fat-releasing
properties) and phase of the food, as well as the type and
concentration of plasticizer used, are important variables
in migration kinetics (34, 36). For example, transport of
plasticizer by diffusion is expected within an immobile or
solid food phase as opposed to convection kinetics if the
food is in the liquid phase. In both of these situations, the
migrant transportation rate will be reduced as the system
approaches an equilibrium. The physico-chemical proper-
ties of the plasticizer and food simulant extraction
medium will also influence the rate at which equilibrium
is established (34, 36). For example, migration of stearyl
3-(3,5-di-tert-butyl-4 hydroxyphenyl) propionate from
LDPE into distilled water after incubation at 20°C for 60
days resulted in transfer of 2.53 µg plasticizer/dm2 whereas
the transfer into olive oil was 720 µg plasticizer/dm2 (36).
These variables will also be influenced by duration and
temperature of exposure of films in contact with foods (34,
36). Moreover, a lower concentration of plasticizer within
a polymer will result in ultimately less migration into the
foodstuff (47). Diffusion of plasticizers from a polymer
will also occur more rapidly when the temperature is sig-
nificantly above the Tg of the polymer material. However,
if the external temperature is approximately equal to the
Tg, diffusivity of the plasticizer can decrease by several
fold with a change in incubation temperature in food sim-
ulant model studies. Bieber and coworkers (34) demon-
strated this phenomenon with high impact PS containing
n-butyl stearate incubated with a test fat resulting in trans-
fer of plasticizer at a rate of 10.2 µg/dm2 at �20°C com-
pared to 41.7 µg/dm2 at 20°C after 120 days incubation.

VIII. MIGRATION OF PLASTICIZER FROM
POLYMER FILMS

Migration of plasticizers from PVC and PE films, PS as
well as PVC-based toys and childcare articles have been
studied investigating a variety of foods and food simulants
modelling aqueous and fatty food systems as well as saliva
extraction for the children’s articles (10, 39, 42, 59, 60).
Several international studies (Canadian and Danish) con-
firm that DEHA is present in food-contact films and as a
migrant chemical in store-wrapped meat, poultry, fish,
cheese and ready-to-eat prepared foods (10, 42, 59, 60). 
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In the Canadian study, fresh meat, poultry and fish con-
tained up to 14 µg DEHA/g; a noteworthy observation was
that smoked salmon filet contained 220 µg/g reflecting its
relatively greater surface area exposed to the packaging
material (10). Cheeses wrapped in polymer films con-
tained between 2.1–310 µg DEHA/g and mean levels of
2.2 µg DEHP/g. Packaged ready-to-eat foods contained
between 7.9–160 µg DEHA/g. Levels of DEHA in store-
wrapped cheese were observed to reach a level of 45
mg/kg after only 2 hr at 5°C and then to increase to 150
mg/kg after 10 days of storage (59). Other workers have
reported DEHA levels as high as 429 mg/kg in cheeses (60)
which means that consumer intakes close to or even
exceeding the EU recommended maximum tolerable daily
intake (TDI) for DEHA (0.3 mg/kg body weight) are
entirely possible given a 50 g portion size for cheese and a
60 kg adult. In fact, a majority of PVC cling film samples
(77%) used at the various stages of food distribution
(importers, wholesalers and retailers) demonstrated greater
rates of overall migration (between 8.3 and 59.4 mg/dm2)
and specifically of DEHA migration into fatty foods as
modelled by iso-octane (in place of olive oil) than permis-
sible by the EU limit of overall migration of less than 10
mg/dm2 (or �60 mg/kg food) as well as the specific migra-
tion limit (SML) of 3 mg DEHA/dm2 (or �18 mg/kg food)
(42). However, when the appropriate ‘reduction factors’
were applied to these migration data to take into account
migration from actual fat-containing foods, overall migra-
tion was calculated to decrease to between 6.4 and 13.9
mg/dm2. Migration of DEHA from PVC films into non-
fatty foods as modelled by water was at or below the EU
limit of 0.1 mg/dm2 in this same study. It is noteworthy that
while some fresh meats packaged in PVC films have con-
tained 49 to 151 mg DEHA/kg, frozen chicken showed no
detectable migration of DEHA (60).

Migration of other plasticizers including DEHP have
been reported in beverages (mean 0.065 mg/kg) and food-
stuffs (0.29 mg/kg) packaged in glass containers with
DEHP-containing cap or lid seals (10). PVC film wrapped
cheeses were observed to contain a mean of 2.2 µg DEHP/g.
The UK MAFF has established TDI values for various
phthalate esters as follows: DEHP 0.05 mg/kg b.wt./day;
BBP 0.1 mg/kg b.wt./day; DBP 0.05 mg/kg b.wt./day and
DEP 0.2 mg/kg b.wt./day (38). These TDI values relate to
the EU total tolerable daily intake (TTDI) for all phthalate
esters of 0.3 mg/kg b.wt./day. In an Australian survey, the
most predominant plasticizers used in PE, PS, PET, cello-
phane, printed fibreboard and laminated aluminum-PE
packaging materials were DEHP, DBP, BBP and DEHA; the
greatest levels of phthalate plasticizers (up to 8160 µg/g
film) were observed in printed PE films indicating the
importance of printing inks on films in contributing to
total phthalate esters in packaging materials (38).

Another source of phthalate ingestion unique to young
children are PVC-based toys and childcare articles which

may be mouthed for considerable periods of time by young
infants (39). In fact, the EU CSTEE has established maxi-
mum permissable extracted amounts for several PAEs for
a child weighing approx. 8 kg: all values are mg/10 cm2 of
the article mouthed over a 3 hr period, DEHP 0.3; DBP 0.8;
DOP 3.0; DINP 1.2; DIDP 2.0 and BBP 1.6 (39). Using a
saliva simulant solution of potassium and sodium salts in
distilled water, Earls and coworkers (39) reported
extractable amounts of PAEs from teethers, bath animals
etc. ranging from 0.7–1.6 µg/10 cm2/min which is less than
the CSTEE migration limit of 9 µg/10 cm2/min for DINP
for example. Other plasticizers may enter a child’s diet from
commerically prepared and bottled baby foods (56). A
Swedish study reported that ESBO migration from PVC
gaskets in lids into ready cooked baby foods sold in glass
jars ranged from �1.5–50.8 mg/kg food, with a mean of
11.9 mg/kg and a median value of 7.9 mg/kg (56). The EU
CSTEE has proposed a TDI of 1 mg ESBO/kg b.wt. and a
maximum total migration of 60 mg ESBO/kg food for
adults. When these values are translated for an infant of
approx. 8.5 kg, two servings of food containing a mean of
11.9 mg ESBO/kg results in an intake of approx. 0.38 mg/kg
b.wt., which is very close to the adult TDI value above (56).

IX. METABOLISM OF PLASTICIZERS

Plasticizers in food are absorbed from the diet over a wide
concentration range and can be found in several tissues,
with the most concentrated amounts being found in the kid-
ney and liver and metabolites excreted in the urine (61, 62).
Studies to estimate dietary intake and excretion of DEHA
reported a median intake of 23.7 mg in the United Kingdom
(62). Urinary excretion of the metabolite 2-ethylhexanoic
acid (EHA) acted as a useful biomarker to assess DEHA
intake. Exposure to DEHP occurs not only through envi-
ronmental factors such as the diet, but also from plastics
used in medical settings, namely PVC medical devices such
as IV bags and tubing, blood and plasma bags as well as
enteral feeding and dialysis equipment (63). Average total
daily exposure, excluding occupational exposure, has been
estimated at 0.27 mg DEHP in the US. Exposure in the
medical setting ranges from 0.01 mg DEHP/kg b.wt. from
hemodialysis to a high of 140.0 mg/kg b.wt. from extracor-
poreal oxygenation of infants (63). There does not appear
to be any significant bioaccumulation of phthalates such as
DEHP in healthy higher mammals and humans (21, 61,
63). Studies in primates indicate that DEHP is rapidly and
extensively metabolized to be excreted in the urine as glu-
curonide conjugation products of mono(2-ethylhexyl)
phthalate (MEHP). DEHP is metabolized to MEHP by
intestinal lipases and esterases. Another primary metabolite
of DEHP is 2-ethanohexanol (2-EH), which undergoes fur-
ther hepatic metabolism along with MEHP to secondary
metabolites prior to excretion. The alkyl side chains are 
further oxidized and short chain dialkyl phthalates can be
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excreted unchanged, or are completely hydrolyzed to
phthalic acid (61). Longer chain DEHP is converted to
polar derivatives of the monoester by oxidative metabolism
prior to excretion. MEHP metabolism occurs in part by a
rate limiting peroxisomal β-oxidative metabolism prior to
excretion (21). For both DEHP and MEHP, excretion fol-
lows a time and dose-dependent metabolic profile in pri-
mates and man. DEHP has been estimated to have a urinary
elimination half-life of approx. 6–12 hr (63). Lipoprotein
bound DEHP metabolites are efficiently eliminated (e.g.
peak elimination is 6 hours after ingestion) as evidenced by
the 90% urinary excretion of DEHP and metabolites and
10% fecal excretion (21). Differences in DEHP metabolism
between humans and rodents include the fact that rodent
gut lipases are more effective in the hydrolysis of DEHP to
MEHP compared to man. This results in greater intestinal
absorption of MEHP by rodents, and in particular, greater
absorption by young rodents compared to adults. These
observations become important in the discussion of DEHP
toxicity, since MEHP is thought be the active agent
involved in this toxicity (63).

X. TOXICITY OF PLASTICIZERS:
PHTHALATES

The potential toxicity of phthalate esters is of concern not
only from packaging materials but also from the fact that
PAEs are noted to leach into the environment (64). A
Taiwanese study reported that PAEs such as DOP can be
detected in the soil, ground water as well as vegetables
grown in these environments (64). The LD50 for DEHP in
rats has been reported to be 34 g/kg b.wt. (62). Phthalate
esters have been shown to have a number of potential dele-
terious effects in vitro and in vivo (Table 76.7). In young
male rats (110 g b.wt.), diets containing 2% (wt/wt) DEHP
fed for 3 weeks resulted in decreased body weight gains
associated with a decrease in energy retention and cumu-
lative nitrogen balance (65). As mentioned above, PAEs
such as DEHP, are the subject of toxicological concern
due to the structural similarity of these molecules to the
known teratogen thalidomide (phthalidomide) (48). In
vitro studies evaluating the potential estrogenicity of var-
ious PAEs demonstrated that DBP and BBP weakly com-
peted with 17β-estradiol for estrogen receptor binding and
exhibited 36 and 42% activity, respectively, in gene
expression assays using MCF-7 breast cancer cells (66).
However, in vivo these PAEs did not increase uterine wet
weights in the standard uterotrophic assay, nor was there
any effect on vaginal epithelial cell cornification (66).
Evidence of fetotoxicity, embryolethality and teratogenic-
ity of PAEs have been reported in animal studies with
DEHP and other branched PAEs fed at 1000 mg/kg diet to
rat dams; no such effects were observed with DEHP fed 
at 200 or 40 mg/kg diet (14). DEHP at 1000 mg/kg diet,

resulted in reduced numbers of live fetuses and 63% mal-
formed fetuses, namely soft tissue malformations and
skeletal malformations. Others have reported that rats
dosed with 2 g DEHP or DOP/kg b.wt./day resulted in no
changes in seminiferous tubular structure or Leydig cell
morphology with DOP, but slight cytoplasmic rarefaction
or vacuolation of Sertoli cells in seminiferous tubules with
DEHP (67). Studies evaluating the developmental toxicity
of 7-, 9- and 11-carbon branched PAEs have reported 
that doses between 500 and 1000 mg/kg b.wt. resulted in
increased incidences of supernumerary lumbar ribs in
pups and a significant increase in dilated renal pelves (68).
Decreases in testicular weight recorded in rodents receiv-
ing MEHP at 2% of their diet has been attributed to loss of
gonadal zinc. The intravenous administration of 11 mg/kg
MEHP daily for 13 days to rabbits has been shown to
result in 33% maternal mortality. Enlargement of liver and
accompanying hypolipidemia and hepatic peroxisomal
proliferation has also been reported in rats administered
DEHP (16). Chronic feeding studies of DEHP at dietary
intakes of 0.27–0.9 g/kg b.wt. for 2 years has resulted in a
significant increase in hepatic tumours. It should be noted,
however, that there is a 6,000 fold or more margin
between the estimated human intake of PAEs and the dose
that produced liver tumours in rodents. Thus, while PAEs
have been reported to have teratogenic and fetotoxic
effects in animal studies when fed at levels of 1 g DEHP/
kg/day, and impaired lipid metabolism accompanied by
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TABLE 76.7
Some Detrimental Effects of Phthalate Esters and
their Monoester Metabolites1

In Vitro Findings:
Chromosomal aberrations in mammalian cells;
Base pair mutagenicity with/without S-9 mix (MEHP);
Genotoxicity to B. subtilis;
Estrogenic effects via competitive estrogen receptor binding; MCF-7 

gene expression;
Inhibition of gap junctional intercellular communication (GJIC) in

rat and mouse hepatocytes;
Decreased LH-stimulated secretion of testosterone from rat 

Leydig cells.

In Vivo Findings:
Decreased rat body weight gains and decreased energy and nitrogen 

balances;
Small or no decrease in rat litter size and pup weight;
Hepatic and pituitary hypertrophy;
Neuromuscular and skeletal deformities, i.e. increased incidence of 

supernumerary lumbar ribs;
Reproductive tract malformations, decreased testicular weight and 

sperm counts;
Hypolipidemia;
Hepatic tumorigenesis;
Fetotoxicity, embryolethality and teratogenicity in rats.

1 References: 13, 14, 16, 62, 65–70.
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hepatomegaly at 2% DEHP in the diet, the rapid metabo-
lism and excretion of DEHP in primates and humans sug-
gests that this plasticizer is only a minor health risk (14,
16, 21). Indeed, the Institute of Food Technologists’
Expert Panel on Food Safety and Nutrition concluded that
phthalates do not represent a significant hazard to healthy
humans given the relatively low rates of migration into
foods (5). On the other hand, the very young and those
undergoing hemodialysis and hemophiliacs with long-
term exposure to higher doses of DEHP may be at risk of
adverse effects including pulmonary, cardio-toxicity or
increased hepatic peroxisomal proliferation (63). The risk
for liver cancer in man appears to be relatively low due to
the metabolism and excretion of PAE metabolites such as
MEHP as well as the absence of inhibition of GJIC in
human and hamster hepatocytes in culture compared to rat
and mice hepatocytes (69).

XI. EFFECTS OF IONIZING RADIATION
ON PACKAGING MATERIALS

Treatment of foods which represent a microbiological health
risk using ionizing irradiation to improve the safety of
susceptible foods such as chicken (Salmonella sp) and
ground beef or hamburger (Escherichia coli O157:H7) is
increasingly recommended given the potential severity of
these foodborne diseases (22, 23). Irradiation must also be
combined with other safe food handling or preservation
techniques (i.e. refrigeration) to prevent cross- or reconta-
mination of the irradiated product. One way to achieve this
is to irradiate pre-packaged meat and poultry; however, the
irradiation process should alter neither the physico-chemical
properties of the packaging film nor result in the transfer
of components or residues from the packaging material to
contaminate the food in contact with the plastic film (71).
Irradiation of plastic films may result in a combination of
two basic phenomena: a) chemical cross-linking between
polymer structural units ultimately resulting in a potential
increase in film tensile strength, or b) fragmentation of
polymeric structures resulting in decreased strength and
increased permeability of packaging films (72, 73). Polymer
additives such as plasticizers and antioxidants (added as
stabilizers) will also be affected by the ionizing irradiation
of plastic films (72–74). Radiation-induced polymer alter-
ations will be influenced by several factors including the
chemical structure and composition (i.e. additives) of the
polymer, processing history and the irradiation conditions,
namely the dose rate. In addition to scission and crosslink-
ing of polymeric chains, the formation of volatile radio-
lysis products, which can be influenced by the presence of
O2, occur in irradiated plastics. As reviewed by Buchalla
and coworkers (72), under vacuum, the main radiolysis
volatiles produced are hydrogen, methane and hydrogen
chloride from polymers containing chlorine molecules. 

In the presence of O2, the gaseous products will also contain
CO2, CO as well as H2, CH4 and other hydrocarbons. The
formation of reactive oxygen species as free radicals can
result in the oxidation of the polymer, resulting in the for-
mation of peroxide, alcohol and carbonyl compounds (72).

The various classes of polymers are noted to vary in
their susceptibility to radiolysis. The most stable polymers
include the vinyl derivative PS and the polyester PET, with
the polyamides (Nylons) having intermediate stability and
the polyolefins (HDPE, LDPE, PP) as the least stable poly-
mers. When exposed to radiation doses or 25 or 50 kGy, PS
samples have been reported to contain radiolysis products
such as benzaldehyde, acetophenone (30–50 ppm), 1-
phenylethanol (�10 ppm) and phenol; Nylon samples
contained pentanamide (approx. 75 ppm) and caprolactam
(75). Exposure of PP to heat, light or ionizing radiation is
known to result in the generation of alkyl radicals (PP•)
which can subsequently interact with molecular oxygen to
form peroxyl radicals (PP-OO•) and ultimately, products
containing hydroxyl, carbonyl or carboxyl groups (76).
These volatiles can result in adverse flavour changes to
irradiated foods packaged in these polymers. The intensity
of off-odours is much greater upon irradiation of LDPE
compared to HDPE, which in turn is greater than PS and
various polyamides and polyesters (77). Moreover, the
intensity of off-odours is noted to increase with the avail-
ability of oxygen in the atmosphere. Taints from PVC and
PS have been reported with doses as low as 2.6 to 3.9 kGy
through sensory testing (77). Odors from irradiated LDPE
have been described as waxy polyolefin odor in the unirra-
diated control and plastic, burnt, pungent and waxy in irra-
diated samples (78). PET samples were described as
giving off a slight plastic and a sweet plastic odor in both
unirradiated and irradiated samples.

Due to the potential physico-chemical changes to
polymers as a result of cross-linking or scission of poly-
mer chains as a result of irradiation, it is necessary to
investigate the permeability of irradiated films to O2, CO2,
water vapour transmission as well as mechanical proper-
ties. Recently, Goulas and coworkers (79) reported that
irradiation at 5, 10 and 30 kGy had no effect on the O2,
CO2 permeability or water vapour transmission rates of a
variety of polymers including LDPE, HDPE, PS, ethylene
vinyl acetate (EVA), bi-axially oriented PP (BOPP) and
an Ionomer. The low doses (5 and 10 kGy) had no effect on
polymer mechanical properties such as tensile strength, %
elongation at break and Young’s Modulus. However, 30
kGy of irradiation resulted in decreased tensile strength in
HDPE, BOPP and Ionomer and decreased % elongation at
break in LDPE and Ionomer (79). There were no changes
in Young’s Modulus values for all polymers with the high
dose irradiation. It is noteworthy that the mechanical
properties of neither EVA nor PS were affected by irradi-
ation. The overall migration into food simulants also
showed variable results in that migration into distilled
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water was not affected by irradiation; at 30 kGy, migration
into 3% acetic acid was enhanced and decreased for BOPP
and Ionomer, respectively. Similarly, migration into iso-
octane was increased for BOPP, but decreased for HDPE
and Ionomer films (79).

The addition of antioxidants such as BHT is noted to
reduce the formation of carboxylic acid derivatives in LDPE
films (72). However, phenolic antioxidants such as Irganox
1076™ (Table 76.6), 1010™ and 1330™ and the arylphos-
phite antioxidant Irgafos 168™ which are frequently added
to PVC, PE and PP polymers are susceptible to degradation
following gamma irradiation, but also during melt process-
ing and/or storage of polymers such as HDPE (58, 74).
For example, low doses of irradiation of approx. 5 kGy to
HDPE trays can result in the complete destruction of phos-
phite antioxidants such as Irgafos 168™ and Ultranox
626™ (Hostanox PAR24™) to their phosphate derivatives
(58). Products of Irgafos 168™ decomposition in polymers
include 1,3-di-tert-butylphenone and 2,4-di-tert-butylphenol
(78). It is noteworthy that some antioxidant degradation
products may become covalently linked to the matrix poly-
mer, thereby decreasing the potential for migration into
foodstuffs. This hypothesis has been validated by studies
with 14C-labelled packaging antioxidants indicating that
following irradiation, the amount of extractable 14C-labelled
native antioxidant declined in irradiated polymers. This
observation was associated with increases in the non-
extractable radioactivity within the polymeric matrix (74).
At present, little is known about the toxicity of the radio-
lysis products from polymers and additives given the vari-
ability in migration rates due to potential polymeric
entrapment of volatiles from the different polymers into
food simulants.

XII. ALTERNATIVE FOOD PACKAGING
MATERIALS

Alterations in the formulation of traditional polymers are
performed for several reasons including a) improvement
of the biodegradability of common polymers such as LDPE
once they enter the environment (80) and b) decreasing the
bitterness from flavanones and terpenoids in citrus juices
through the use of active packaging (enzymes immobilized
on cellulose acetate films) (81). Safety concerns about the
environment and the food supply with regard to the disposal
of packaging materials in the environment and leaching of
plasticizers into the soil and ground water (64) have been
the impetus behind research into novel food packaging
materials. Edible films based on carbohydrate (i.e. starches),
lipids (i.e. monoglycerides) and milk protein (i.e. caseinates,
whey proteins) have been investigated extensively by food
technologists (82–84). However, these films have very
high water vapour transmission rates (WVTR) albeit,
moderate oxygen permeability, ultimately severely limit-
ing the utility of these biodegradable or edible films in the

food industry in any meaningful way (82, 83). Conn and
coworkers (85) investigated the use of polylactide (PLA)
as a food packaging polymer. Polylactide is a polymer
resulting from the polymerization of lactic acid and its
dimer lactide as shown below:

Lactic acid has a solid history of use as a food ingredient
and has had GRAS status in the US since 1984. The main
physical characteristic of concern with PLA is the
Tg � 60°C which limits the use of this polymer to foods
which are not extensively heated. Migrant chemicals from
PLA may include lactic acid, lactoyl-lactic acid (the linear
dimer of lactic acid), small oligomers of PLA and lactide
(85). These chemical species are however expected to be
hydrolysed to lactic acid in the aqueous or acidic environ-
ment of foodstuffs or ultimately within the gastric con-
tents. Potential applications of PLA include disposable
food service items such as dishes and cutlery, packaging
for fast-food applications at or below room temperature or
at elevated temperatures below 60°C (85).

Other workers have investigated LDPE films which
had been formulated to contain from 5 up to 40% rice,
potato, wheat or soluble starch to improve the biodegrad-
ability of LDPE films when exposed to aerobic and anaer-
obic bioreactors (80, 86). It is noteworthy that the
resultant LDPE/starch blend polymers would consist of 
4 separate phases, two each of crystalline and amorphous
structure from the two different polymer components. The
incorporation of rice and potato starches into LDPE poly-
mers resulted in reductions to film mechanical properties,
namely tensile strength and modulus as well as % elonga-
tion; however, films retained functionality provided the
starch content did not increase past 20% (80). The flexural
strength and moduli of the LDPE/starch blend polymers
increased with the starch proportion of the films. When
evaluating gas permeability and WVTR of the LDPE/
starch blends, film permeability to N2 and CO2 increased,
as did the WVTR, with an increase in polymer starch con-
tent. As expected, biodegradability of the LDPE/starch
blend polymers was enhanced at rice and potato starch 
contents greater than 10%, with approx. 50–60% starch
removal and some early LDPE degradation observed fol-
lowing bioreactor incubations. Moreover, using soluble
versus wheat starch improved the biodegradability of the
LDPE/starch blend polymers, in that wheat starch resulted
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in up to 55% starch removal, whereas soluble starch resulted
in up to 80% starch removal (86). LDPE/starch blend poly-
mers containing up to 20% starch retain mechanical bar-
rier properties, although the susceptibility to high WVTR
values and gas permeabilities would be a significant 
concern for most processed foods.

Active packaging is an emerging technology wherein
the packaging interacts with the food inside to improve its
quality, shelf-life or safety (81). Citrus juices, particularly
grapefruit juice, contain bitter components, namely
naringin and limonin, which may be a negative character-
istic from an organoleptic perspective. Active packaging,
which was comprised of fungal-derived naringinase
immobilized to cellulose acetate film, reduced naringin
and limonin concentrations in grapefruit juice, and thereby
decreased bitterness as evaluated by paired-comparison
sensory testing (81). Desorption of enzyme from the film
reached only 2% following 4 weeks of storage indicating
good stability compared to other acetate films.

XIII. CONCLUSION

In summary, migration of plastic polymer residues (i.e. VC,
styrene), plasticizers and contaminants may adversely influ-
ence the taste, odour and safety of foods and beverages
either stored or heated in specific types of storage contain-
ers (i.e. PE, PVC, paperboard etc.). Factors which influence
the degree of severity of these effects include: contact sur-
face and time, aqueous or lipophilic nature of the food-
stuff, fat-releasing properties of the food, temperature of
processing or storage and method of processing (i.e. ion-
izing radiation). Off-odours and flavours in foods pack-
aged or stored in polymers, or conversely ‘flavour-scalping’
of food volatiles into packaging materials may reduce the
quality and palatability of foods without affecting the
health and safety of the consumer. Toxicology of plastics
and plasticizers may be associated with occupational
exposure as in the case of ASL in those exposed to VC, or
consumption of phthalate ester plasticizers in animal stud-
ies. Exposure of consumers to the amount of phthalate
esters which may migrate into foods is not considered to
be a health risk. Food scientists are currently evaluating
the utility of such alternate packaging materials such as
edible films, polymer/starch blends, polylactide, a poly-
mer of the dimer of lactic acid, lactide, as well as enzymes
adsorbed to films as a form of active packaging which can
conceivably improve a product as it interacts with its
packaging. Limiting factors for the application of these
novel packaging films include such problems as high rates
of water vapour transmission, high gas permeability as
well as glass transition temperatures close to the serving
temperature of foods. However, new formulations as well
as the use of laminate films may enhance the physico-
chemical properties of existing films and newer edible or
biodegradable films.
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I. PART I: SANITATION

Sanitation in a food processing plant is to assure that the
food product the company manufactures is wholesome
and safe to eat. This usually means that the food does not
contain any potential undesirable substances including:

● Biological toxins
● Chemical toxicants
● Environmental contaminants
● Extraneous substances

To achieve this goal, a food processor with products
sold crossing state lines in the United States uses the fol-
lowing approaches:

1. Implementing a basic food plant sanitation 
program.

2. Compliance with good manufacturing regula-
tions issued by the United States Food and
Drug Administration (FDA).

3. Long term plan in developing a Food Hazards
Critical Control Points or HACCP program for
those food industries that are not mandated to
have a current HACCP program.

A. FOOD PLANT SANITATION PROGRAM

Most food processors have a sanitation program to make
sure that their products are safe. Most programs have the
following components, among others:

1. The product and its ingredients
2. Cleaning
3. Housekeeping
4. Personnel hygiene and safety
5. Warehousing
6. Distribution and transportation
7. Sanitation inspections

Let us use the manufacturing of bakery products as an
example to study the above factors.

Bakery goods include bread cakes, pies, cookies, rolls,
crackers and pastries. Ingredients consisting of flour, baking
powder, sugar, salt, yeast, milk, eggs, cream, butter, lard
shortening, extracts, jellies, syrups, nuts, artificial coloring,
and dried or fresh fruits are blended in a vertical or hori-
zontal mixer after being brought from storage, measured,
weighed, sifted, and mixed. After mixing, the dough is
raised, divided, formed, and proofed. Fruit or flavored fill-
ings are cooked and poured into dough shells. The final
product is then baked in electric or gas-fired ovens, pro-
cessed, wrapped, and shipped. Loaves of bread are also
sliced and wrapped.

B. RAW INGREDIENTS AND THE FINAL PRODUCT

Sanitation considerations apply to every stage of the pro-
cessing operation: raw materials, operations.

1. Critical Factors in the Evaluation of Raw
Materials

1. Raw materials must come from warehouses that
comply with local, county, state and federal
requirements for food warehouse sanitation.

2. For certain ingredients such as egg and milk
products, their sources, types, etc. should be
ascertained. If frozen eggs are used, are they
pasteurized and received under a Salmonella-
free guarantee? Some food plants require 
routine testing of critical raw materials for bac-
terial load including Salmonella and other
pathogens.

3. Are raw materials requiring refrigeration (or
freezing) or refrigerated (or frozen)?

4. Is there any “blend off,” mixing contaminated
raw materials with clean raw materials?

2. Critical Factors in Evaluating the Sanitation
of Operations

1. Room temperature, bottleneck, and bacterial
contamination. During certain stages of an
assembly line operation, always check sites
where “bottleneck” frequently occurs. Room
temperature and period of bottlenecking are
related to chances of bacterial contamination.

2. Metal detection. During a production opera-
tion, always check metal detection or removal
devices to make sure that they are working
properly.

3. Time and temperature. Identify stages in the
operation where time and temperature are major
and/or critical variables. Intense education must
assure that any abuses which may allow growth
and possible toxin formation of microbial con-
taminants are strictly forbidden.

4. Equipment design. Be alert for poorly designed
conveyors or equipment which might add to bac-
terial load through product delay or “seeding.”

C. CLEANING

Imagine your kitchen. We have to wash the kitchen floor
because water, oil, and other cooking ingredients are
dropped accidentally or intentionally. Then there are the
dishes and pots and pans. They have to be cleaned and put
away.
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Of course the same problems exist in a bakery pro-
cessing plant, but on a much larger scale.

Almost all bakery processing plants have a written plan
on plant sanitation:

● Is there water on the floor?
● Has all flour dust been removed?
● Are different and clearly identified containers

used for salvaged material and returned goods?
Any noncompliance may be the cause of con-
taminating newly produced products

● Is the distance between garbage disposal con-
tainers and the station where food ingredients
are processed acceptable to avoid any potential
contamination?

Those few examples are among hundreds of details
that a good sanitation program will carefully identify and
establish polity as to who is responsible and what the
responsibility is.

Similarly, food processing equipment requires a
highly structured sanitation program.

Major components or equipment in the process flow
are flour bins, elevator boots, conveyor systems, sifters,
dump scale apparatus, production line flouring devices,
dough proofers, overhead supports and ledges, and trans-
port vehicles. All have removal inspection ports. Schedule
checks to make sure that static accumulation for insect
and/or rodent infestations is acceptable. Remove them as
frequently as possible.

Most companies require the inspection of equipment
prior to production to determine adequacy of cleanup and
sanitizing operations.

It is doubtful that a food processing company will sur-
vive long if it does not have a comprehensive and work-
able program to clean the equipment used to manufacture
its products. The objective of cleaning any equipment that
has been used in food processing is to remove any residue
or dirt from the surfaces which may or may not touch any
food or ingredient.

Some of the equipment may be subjected to further
sanitization and sterilization. Such attempts will be ques-
tioned if there is still visible dirt or debris attached to any
surface of the equipment.

The wet-cleaning process, used by all food processors,
has three components: pre-rinse, cleaning, post-rinse. This
can be done manually or by circulation.

● Pre-rinse. This uses water to separate loosely
adhered particles (dirt, residue, etc.), using two
basic considerations. Perform the cleaning after
the production cycle is completed to get ready
for the next work day. Predetermined criteria:
method for specific surfaces (vessels, compo-
nents, pipelines), period of rinsing, temperature.

For both factors, most food processing plants
have established appropriate policy to handle
the pre-rinse.

● Clean. Under most circumstances, soaking,
scrubbing and more soaking, characterize any
cleaning process. The goal is to remove sticky
residues or particles from the surface. Of
course, cleaning detergents or solutions are
used in the soaking and scrubbing. The chemi-
cal reactions are the standard: saponification,
hydrolysis, emulsification, dispersion, and so
on. All chemical reactions are time- and 
temperature-dependent.

● Post-rinse. This is no difference from rinsing
cooking utensils after they have been scrubbed
and soaked. This stage removes all deter-
gents/sanitizers used and any particles left
behind.

For all three stages, the water used must comply with
rigid standards to avoid damage to equipment, corrosion,
and status of microbiological presence.

Apart from manual cleaning, we have the Clean In Place
or CIP which uses a circulation system of chemical solu-
tions pumped through the equipment “in place.” Much food
processing equipment is designed to have this built-in fea-
ture. Any automatic process has inherent problems that
must be dealt with in a manner dictated by circumstances.

The use of a circulatory method in cleaning is depen-
dent on two groups of factors:

1. Substances used in the detergent or cleaning
solutions.

2. The variables.

Substances used can include an array of chemicals:
caustic soda, acid, etc. Obviously, the concentration of such
chemicals is a critical factor. The variables include: con-
tact temperature, contact time, flow rate between surfaces
and substances in cleaning solution.

D. HOUSEKEEPING

Again, we can use our home as an example. We keep the
inside clean, dusting, vacuuming, sweeping, and so on.
We keep the outside of our house clean: garbage, leaves,
droppings, peeling paints, and so on. It is of paramount
importance that a food processing plant is clean inside and
outside.

For internal housekeeping, part of the information has
been discussed in the cleaning process we presented ear-
lier. However, we still need to worry about cleaning win-
dows, debris under counters and in the corner of a room,
emptying garbage cans, and so on. Most food companies
hire regular maintenance crews to do the job. Unfortunately,
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the plant manager will still need to develop policy, imple-
ment and evaluate procedures.

The environment of a food processing plant has always
been a problem: garbage, birds, insects, rodents, and so
on. Housekeeping for the immediate vicinity outside a
food plant requires close monitoring.

Many professionals consider housekeeping as “non-
glamorous” and “menial.” However, it is so important that
it requires complete attention from management. The rea-
son is simple. Regulatory officials from local, county, and
state levels are serious about this aspect of food process-
ing. If the company ships products across state lines, the
United States FDA has the authority to issue warning let-
ters about any unacceptable conditions, including sloppy
housekeeping.

We will briefly analyze the two components of house-
keeping.

1. Housekeeping inside a Food Plant

Every manufacturing company, food or otherwise, has a
master schedule of cleaning. Obviously, food particles
attract rodents and other undesirable animals and insects
and removal is important to the plant operation. A clean-
ing schedule essentially has the following components:

1. Coverage: rooms, storage areas, toilets, offices,
freezers, walls, ceilings, and so on.

2. Frequency: each area requires a different 
frequency of cleaning, days (1, 2, 3, 4, etc.),
weekly, etc.

A cleaning schedule is meaningful only if the methods
of cleaning are appropriate and the schedule is enforced or
implemented. Also, the frequency of cleaning must be care-
fully evaluated with the methods of cleaning. This is
because, a process of cleaning may increase the dust load in
the air which may in turn contaminate other surface areas.

Some areas require frequent cleaning and others don’t.
A storage room with infrequent traffic may be cleaned

once a week while a storage room with frequent traffic may
need to be cleaned once a day.

a. Dust
1. Most dry cleaning methods increase dust in the

air, e.g., wiping with a rag, vacuum cleaners,
brooms, brushes, pressurized air.

2. Since dust particles are charged electrically, they
will adhere to any surfaces that are electrically
or electrostatically charged. This results in 
contamination.

3. Dust contamination is heightened when the envi-
ronment is moist, including surfaces, resulting in
molds. When the molds occur on piping, back of
tanks, ducts and cables, corner of ceilings and

other places that are obscured from vision, the
problem increases.

4. Dust moves from room to room by normal air
flow from temperature differences or window
and door draft. That is further contamination.

5. Dust dispersion is a risk replacing the risk that
has just been removed by cleaning.

The areas to be cleaned should be evaluated with great
care.

1. Although most objects, e.g., vats, holding tanks,
are raised from the floor with a space for clean-
ing, it is still difficult to clean this part of the
floor because the space is too narrow and hid-
den from view.

2. Corners always pose a problem for cleaning.
Special devices such as suction hose are needed
to keep them clean. There are places where
insects, rodents, and other undesirable crea-
tures will thrive.

3. Bottoms of most equipment always pose a
problem in cleaning. Crawling on one’s knees
does not always solve the problem. Customized
devices may be needed.

Wet-cleaning by hands or machines is acceptable.
Modern technology has made available gel, foam, aerosols,
and special equipment. However, the water hose is still the
method of choice in most food companies. Wet-cleaning
must take the following into consideration:

1. All materials that can absorb moisture, such as
cardboard boxes, pallets, etc. should be removed.

2. After wet-cleaning, the surfaces must be dried
carefully.

3. Proper draining systems should be in place and
maintained, clean and free of debris around the
openings.

II. PART II: UNITED STATES ENFORCEMENT
TOOLS

A. BACKGROUND INFORMATION

The FDA is charged with protecting American consumers
by enforcing the Federal Food, Drug, and Cosmetic Act
and several related public health laws. What does it do
when there is a health risk associated with a food product?

When a problem arises with a product regulated by
the FDA, the agency can take a number of actions to protect
the public health. Initially, the agency works with the man-
ufacturer to correct the problem voluntarily. If that fails,
legal remedies include asking the manufacturer to recall a
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product, having federal marshals seize products if a vol-
untary recall is not done, and detaining imports at the 
port of entry until problems are corrected. If warranted,
the FDA can ask the courts to issue injunctions or prosecute
those that deliberately violate the law. When warranted,
criminal penalties — including prison sentences — are
sought.

However, the FDA is aware that it has legal responsi-
bility to keep the public informed of its regulatory activi-
ties. To do so, the FDA uses press releases and fact sheets.
The FDA uses this tool before, during, and after an event
of health hazard related to a food product. Some of these
are briefly described below, emphasizing the sanitation
deficiencies of affected food products.

1. Press Releases and Fact Sheets

FDA Talk Papers are prepared by the Press Office to guide
FDA personnel in responding with consistency and accu-
racy to questions from the public on subjects of current
interest. Talk Papers are subject to change as more infor-
mation becomes available.

Below are the regulatory tools used by the FDA.

B. DATA ON INSANITARY PRACTICES

For the FDA to enforce its laws and regulations, it must 
have specific data regarding the sanitary practices of 
a food processing plant. The FDA has a number of ways
to ascertain or determine if a food product is associated
with unsanitary conditions in a food processing plant or if
a food processing plant has sanitary deficiencies. They
include:

1. Product monitoring
2. Activities based on reports from the public
3. Activities based on reports from other govern-

ment agencies
4. Establishment inspection reports

1. Product Monitoring

Product monitoring is as old as when modern food pro-
cessing first started. At present, local, county, state, and
federal health authorities conduct market food product
sampling and analyses to determine the wholesomeness of
food. Such monitoring is restricted by the availability of
allocated budget and resources. However, the FDA has the
most resources and its monitoring effort produces the most
results.

When products are found to be unsanitary (pathogens,
rats, insects, glass, metal, etc.) by the FDA, it will imple-
ment standard procedures to warn the public, remove such
products from the market and a variety of other actions it
can do and which will be discussed later in this chapter.

2. Activities Based on Reports from the Public

The FDA has a website and an 800 number for the public to
report health hazards including sanitation of food products.
Since the establishment of such communication conve-
nience, there is an increasing number of consumers report-
ing products posing health risks, such as glass in baby food,
dead insects in frozen dinners, and so on. Occasionally,
so-called whistle blowers, i.e., employees of food compa-
nies, inform the FDA of products with contaminants from
unsanitary practices. Based on the data provided by the
public, the FDA implements standard procedures to handle
any potential health hazards related to the products reported.

3. Activities Based on Reports from Other
Government Agencies

Health care providers frequently are the source of infor-
mation that eventually lead to unsanitary practices of food
companies. These include physicians, pharmacists,
nurses, dentists, public health personnel, and others. Most
of these reports involve injury, such as food poisoning,
decomposed or spoiled product contents.

These reports become a vital source of leads for the
FDA to enforce its laws and regulations.

4. Establishment Inspection Reports

Inspection of a food processing plant by a government
authority is the basis on which the government can decide
if the food manufactured in the plant is wholesome and
poses no economic fraud. The frequency and intensity of
the inspection process will depend on resources and bud-
gets, especially for the non-federal agencies. The FDA, as a
federal agency, has more authority, resources, and budget.

The framework for inspecting a plant covers the 
following:

1. Basics
a. Preparation and references
b. Inspectional authority

2. Personnel
3. Plants and grounds
4. Raw materials
5. Equipment and utensils
6. Manufacturing process

a. Ingredient handling
b. Formulas
c. Food additives
d. Color additives
e. Quality control
f. Packaging and labeling

After an inspection is completed, the inspector gives 
the plant management a copy of the report. If there are
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sanitation deficiencies, the management will be expected
to correct them.

The data collected from this inspectional procedure and
other sources discussed earlier become the central operation
base on which the FDA will enforce its legal responsibility
to make sure that all deficiencies are corrected to reduce
any hazard to the health of the consuming public.

The interesting part is the enforcement and compliance
of the equation that concerns this chapter. We have seen
the manner in which the FDA compiles data on the sani-
tation of a food product and a food processing plant. We will
now proceed to the regulatory activities the FDA uses to
assure compliance.

C. RECALLS

The FDA Consumer magazine has published several arti-
cles on the recall of food products in this country. The fol-
lowing information has been compiled in these public
documents.

1. Misunderstanding

Recalls are actions taken by a firm to remove a product
from the market. Recalls may be conducted on a firm’s
own initiative, by FDA request, or by FDA order under
statutory authority.

The recall of a defective or possibly harmful consumer
product often is highly publicized in newspapers and on
news broadcasts. This is especially true when a recall
involves foods, drugs, cosmetics, medical devices, and other
products regulated by FDA.

Despite this publicity, FDA’s role in conducting a recall
often is misunderstood not only by consumers, but also 
by the news media, and occasionally even by the regu-
lated industry. The following headlines, which appeared
in two major daily newspapers, are good examples of that
misunderstanding:

“FDA Orders Peanut Butter Recall,” and “FDA Orders
6,500 Cases of Red-Dyed Mints Recalled.”

The headlines are wrong in indicating that the Agency
can “order” a recall. FDA has no authority under the Federal
Food, Drug, and Cosmetic Act to order a recall, although
it can request a firm to recall a product.

Most recalls of products regulated by FDA are carried
out voluntarily by the manufacturers or distributors of the
product. In some instances, a company discovers that one
of its products is defective and recalls it entirely on its
own. In others, FDA informs a company of findings that
one of its products is defective and suggests or requests a
recall. Usually, the company will comply; if it does not,
then FDA can seek a court order authorizing the Federal
Government to seize the product.

This cooperation between FDA and its regulated
industries has proven over the years to be the quickest and
most reliable method to remove potentially dangerous

products from the market. This method has been success-
ful because it is in the interest of FDA, as well as indus-
try, to get unsafe and defective products out of consumer
hands as soon as possible.

FDA has guidelines for companies to follow in recall-
ing defective products that fall under the Agency’s juris-
diction. These guidelines make clear that FDA expects these
firms to take full responsibility for product recalls, including
follow-up checks to assure that recalls are successful.

Under the guidelines, companies are expected to notify
FDA when recalls are started, to make progress reports to
FDA on recalls, and to undertake recalls when asked to do
so by the Agency.

The guidelines also call on manufacturers and distrib-
utors to develop contingency plans for product recalls that
can be put into effect if and when needed. FDA’s role under
the guidelines is to monitor company recalls and assess the
adequacy of a firm’s action. After a recall is completed, FDA
makes sure that the product is destroyed or suitably recon-
ditioned and investigates why the product was defective.

The FDA has stated the following guidelines several
times in its magazine FDA Consumer.

2. Categories

The guidelines categorize all recalls into one of three
classes according to the level of hazard involved.

1. Class I recalls are for dangerous or defective
products that predictably could cause serious
health problems or death.

2. Class II recalls are for products that might
cause a temporary health problem, or pose only
a slight threat of a serious nature.

3. Class III recalls are for products that are
unlikely to cause any adverse health reaction,
but that violate FDA regulations.

FDA develops a strategy for each individual recall that
sets forth how extensively it will check on a company’s per-
formance in recalling the product in question. For a Class I
recall, for example, FDA would check to make sure that
each defective product has been recalled or reconditioned.
In contrast, for a Class III recall the Agency may decide that
it only needs to spot check to make sure the product is off
the market. Detailed regulations have been promulgated on
FDA recalls in the U.S. Code of Federal Regulations.

Even though the firm recalling the product may issue
a press release, FDA seeks publicity about a recall only
when it believes the public needs to be alerted about a
serious hazard. For example, if a canned food product,
purchased by a consumer at a retail store, is found by FDA
to contain botulinum toxin, an effort would be made to
retrieve all the cans in circulation, including those in the
hands of consumers. As part of this effort the Agency also
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could issue a public warning via the news media to alert
as many consumers as possible to the potential hazard.

FDA also issues general information about all new
recalls it is monitoring through a weekly publication titled
“FDA Enforcement Report.”

Before taking a company to court, FDA usually noti-
fies the responsible person of the violation and provides
an opportunity to correct the problem. In most situations,
a violation results from a mistake by the company rather
than from an intentional disregard for the law.

There are several incentives for a company to recall a
product, including the moral duty to protect its customers
from harm and the desire to avoid private lawsuits if
injuries occur. In addition, the alternatives to recall are
seizures, injunctions, or criminal actions. These are often
accompanied by adverse publicity, which can damage a
firm’s reputation.

A company recall does not guarantee that FDA will
not take a company to court. If a recall is ineffective and
the public remains at risk, FDA may seize the defective
products or obtain an injunction against the manufacturer
or distributor.

The recalling firm is always responsible for conducting
the actual recall by contacting its purchasers by telegram,
mailgram, or first-class letters with information including:

1. The product being recalled
2. Identifying information such as lot numbers

and serial numbers
3. The reason for the recall and any hazard involved
4. Instructions to stop distributing the product and

what to do with it.

FDA monitors the recall, assessing the firm’s efforts.

3. Initiating a Recall

A firm can recall a product at any time. Firms usually are
under no legal obligation to even notify FDA that they are
recalling a defective product, but they are encouraged to
notify the agency, and most firms seek FDA’s guidance.
FDA may request a recall of a defective product, but it
does so only when agency action is essential to protect the
public health.

When a firm undertakes a recall, the FDA district
office in the area immediately sends a “24 Hour Alert to
Recall Situation” notifying the relevant FDA center (respon-
sible for foods and cosmetics, drugs, devices, biologics, or
veterinary medicine) and DEEO of the product, recalling
firm, and reason for the recall. FDA also informs state
officials of the product problem, but for routine recalls,
the state does not become actively involved.

After inspecting the firm and determining whether there
have been reports of injuries, illness, or other complaints to
either the company or to FDA, the district documents its

findings in a recall recommendation (“RR”) and sends it to
the appropriate center’s recall coordinator. The RR contains
the results of FDA’s investigation, including copies of the
product labeling, FDA laboratory worksheets, the firm’s
relevant quality control records, and, when possible, a
product sample to demonstrate the defect and the potential
hazard. The RR also contains the firm’s proposed recall
strategy.

4. The Strategy

FDA reviews the firm’s recall strategy (or, in the rare
cases of FDA-requested recalls, drafts the strategy), which
includes three things: the depth of recall, the extent of
public warnings, and effectiveness check levels.

The depth of recall is the distribution chain level at
which the recall will be aimed. If a product is not haz-
ardous, a recall aimed only at wholesale purchasers may
suffice. For more serious defects, a firm will conduct a
recall to the retail level. And if the public health is seri-
ously jeopardized, the recall may be designed to reach the
individual consumer, often through a press release.

But most defects don’t present a grave danger. Most
recalls are not publicized beyond their listing in the weekly
Enforcement Report mentioned earlier. This Report lists
the product being recalled, the degree of hazard (called
“classification”), whether the recall was requested by FDA
or initiated by the firm, and the specific action taken by
the recalling firm.

A firm is responsible for conducting “effectiveness
checks” to verify — by personal visits, by telephone, or
with letters — that everyone at the chosen recall depth has
been notified and has taken the necessary action. An effec-
tiveness check level of “A” (check of 100 percent of peo-
ple that should have been notified) through “E” (no
effectiveness check) is specified in the recall strategy,
based on the seriousness of the product defect.

5. The Health Hazard Evaluation

When the center receives the RR from the district office,
it evaluates the health hazard presented by the product and
categorizes it as a class I, II, or III. The classification is
determined by an ad hoc “Health Hazard Evaluation
Committee” made up of FDA scientists chosen for their
expertise. Classification is done on a case-by-case basis,
considering the potential consequences of a violation.

A class I recall involves a strong likelihood that a
product will cause serious adverse health consequences or
death. A very small percentage of recalls are class I.

A class II recall is one in which use of the product
may cause temporary or medically reversible adverse health
consequences, or in which the probability of serious adverse
health consequences is remote.

A class III recall involves a product not likely to cause
adverse health consequences.
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For class I and II, and infrequently for class III, FDA
conducts audit checks to ensure that all customers have
been notified and are taking appropriate action. The agency
does this by personal visits or telephone calls.

A recall is classified as “completed” when all reason-
able efforts have been made to remove or correct the
product. The district notifies a firm when FDA considers
its recall completed.

6. Planning Ahead

FDA recommends that firms maintain plans for emergency
situations requiring recalls. Companies can minimize the
disruption caused by the discovery of a faulty product if they
imprint the date and place of manufacture on their prod-
ucts and keep accurate and complete distribution records.

A “market withdrawal” is a firm’s removal or correction
of a distributed product that involves no violation of the
law by the manufacturer. A product removed from the
market due to tampering, without evidence of manufac-
turing or distribution problems, is one example of a mar-
ket withdrawal.

A “stock recovery” is another action that may be con-
fused with a recall. A stock recovery is a firm’s removal or
correction of a product that has not yet been distributed.

Even though the firm recalling the product may issue
a press release, FDA seeks publicity about a recall only
when it believes the public needs to be alerted about a
serious hazard. For example, if a canned food product,
purchased by a consumer at a retail store, is found by FDA
to contain botulinum toxin, an effort would be made to
retrieve all the cans in circulation, including those in the
hands of consumers. As part of this effort the Agency also
could issue a public warning via the news media to alert
as many consumers as possible to the potential hazard.

D. WARNING LETTERS

Under FDA regulations, a prior notice is a letter sent from
FDA to regulated companies about regulatory issues. One
such notice is the warning letter. If the establishment inspec-
tion report includes a list of sanitary deficiencies, the FDA
may send a warning letter to the food company to ask for
proper correction of such deficiencies.

III. PART III: QUALITY ASSURANCE

Many college graduates in food science, food technology,
and food engineering work for food processing plants.
Eventually, many of them become operational managers
in the company. At this stage, they realize the significance
of quality assurance. They are responsible for, not only
the quality of the finished product, but also its whole-
someness and safety for public consumption.

The principles and procedures for quality assurance
are as applicable and beneficial to small plants as to larger

plants. In many cases, quality control systems can be more
efficiently administered in small plants because of a simpler
organizational structure and more direct communication
among employees. The term quality control is not the same
as quality assurance. In general “control” refers to one
aspect of “assurance.” Some professionals equate quality
control systems with quality assurance. To avoid this issue
and for ease of discussion, we use them (quality assurance,
quality control, and quality control systems) interchangeably.

A. COST VERSUS BENEFIT

Quality assurance or control is a good management tool.
A quality control system specifically tailored to the volume
and complexity of a plant operation can be cost-effective.

A properly designed and operated total quality control
system will minimize the likelihood of mistakes during pro-
cessing, give an indication of problems immediately and pro-
vide the information quickly to locate and correct the cause
of problems. As a result, production delays are reduced, the
need for re-processing or re-labeling is lessened, and the
possibility of product recall and condemnation is reduced.

B. PRODUCT CONSISTENCY IMPROVED

Quality control systems provide the information neces-
sary to consistently produce a uniform quality product at a
predicted cost. Some processors have questioned whether
the cost of implementing a total quality control system
would be recovered unless the quality of the plants product
had been so poor that the plant suffered reduced sales and
a high return of product.

It is true that a plant with a poor product would benefit
most. In even the best plants, however, the lack of a quality
control system results in a product that is more variable
and not as well defined.

With organized controls and objective sampling, the
plant has more extensive and precise information about its
operation. As a result, management has better control and
product quality is stabilized. Records from a quality con-
trol system define product quality at the time of shipment,
and will aid in dealing with claims of damage or mishand-
ling during shipment.

C. EQUIPMENT COSTS

Contrary to the impression or idea that quality control sys-
tems require highly trained technicians and expensive
equipment, a plant quality control system can be fairly sim-
ple and inexpensive and still be effective.

The expense of equipment is related to the type and
complexity of products and operations and the volume of
production. In most cases, a total quality control system in
a small plant would require only inexpensive thermometers,
calculators, knives, grinders, and existing testing equipment
used for traditional inspection and quality assurance. 
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If necessary, samples may be submitted to commercial
laboratories.

Technical skills in food science, mathematics and sta-
tistics necessary to establish a quality control system are
available from trade associations and professional societies
at a reasonable one-time charge. This assistance can be
utilized to define defects, defective units, and critical con-
trol points and to establish corrective actions for the system.
Once the technical details of the system are established,
the system can be carried out by plant personnel familiar
with the processing operation. It is not necessary to hire a
quality control technician.

A critical control point is a point in the food processing
cycle where loss of control would result in an unacceptable
product. Such points may include the receipt of raw meat
just before use, processing and storage operations, and
delivery of the product to the customer.

The FDA and USDA have special programs designed
to assist in identifying critical control points and setting
up a quality control system in a small food processing plant.
They will also provide onsite assistance in the startup of
the system.

D. ELEMENTS OF A TOTAL QUALITY

CONTROL SYSTEM

The first step in developing a plant quality control system
is to outline the processes that occur in the plant. An easy
way to do this is to visualize the physical layout of the
plant operation. The building may be small and consist of
only one or two rooms or it may be large and contain
many rooms. Make a list of the rooms or areas, and draw
a flow diagram of the production process, starting with the
incoming or receiving area and ending with the shipping
area for finished goods.

For each room or area, list the activities that occur
there, making special note of those unusual or important
relevant to the process or product. For each, spell out the
controls that are imposed-or should be imposed- whether
precise or flexible, written or not. Examples would include
raw materials examined, ingredients weighed, meters used,
scales calibrated, equipment cleaned, bills of lading exam-
ined, or trucks checked.

Identify the FDA or USDA inspection regulations that
apply to each area of the processing plant, and these should
be listed. The good manufacturing regulations promulgated
by the FDA are the most appropriate.

For each processing area, designate the person respon-
sible for the controls or inspection — the name of a plant
employee or an outside contractor. How often is the control
or inspection check to be done? What records are kept? This
information can be compiled by a clerical or administrative
employee, and the FDA or USDA inspector can assist.

When this exercise has been completed, a rough outline
of a total quality control system has been developed. It

can be compared, area by area, to descriptions of the ele-
ments in the sample system in the appendix of the manual
that records the system. If a company does not have such
a manual, it is recommended that it start one.

As each element is reviewed, note where controls may
be missing. The outline that remains, with missing con-
trols added, is another step closer to a total quality system.

The final step is to convert this outline into a written
format, as though it were a set of instructions for plant
employees. In reality, it can be the operating manual for
the persons responsible for conducting quality control in
the plant.

E. GENERAL ELEMENTS OF TOTAL

QUALITY CONTROL

We have just completed a discussion of the general outline
of a plant quality control system. Within the system are
various elements, determined by the type of operation in
the plant.

In this section, the specific operations will be dis-
cussed and the elements of a good quality control system
will be outlined.

F. RECEIVING

Examples of controls:

● Examine (and possibly sample) incoming lots
● Verify identification marks
● Check carriers
● Log deliveries

A plant’s total quality control system will include writ-
ten instructions for checking incoming raw materials, such
as raw fruit, flour, frozen fish, spices, salt, liquid ingredi-
ents, additives and extenders, and for recording the results.
These materials must be verified for wholesomeness (free
from indications of mishandling, decomposition, infesta-
tion), acceptability for intended use, and approval for use.

It may also be desirable at this point — although it is
not mandatory — to test for composition (fat, moisture,
and so on) to assure proper blending of formulated prod-
ucts. It is preferable to run the most frequent tests on prod-
ucts likely to have the most variation. For example,
biological cultures and frozen orange juice need more fre-
quent analysis than frozen dough or dried beef. Sampling
plans utilizing statistical quality control procedures are
helpful in inspecting incoming lots. These plans are easy
to use and may be obtained from several sources, includ-
ing government booklets.

It is good practice to prepare a suppliers’ or buyers’
guide outlining the specifications for ingredients, addi-
tives and other products bought outside the plant.

The air temperature and product temperature in the
receiving area should be checked often enough to assure
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that the company’s requirements are being met. This would
include checks of freezers, doors, door seals, incoming
railroad cars, and trucks. The quality control plan should
include procedures for taking corrective action in the
event a product is contaminated during shipment.

The receiving log should be checked to assure that
entries are accurate and up to date and that all requirements
regarding incoming products and materials are met. The
log will be useful in indicating trends, so problems can be
spotted early. The person who checks the log can keep a
record of the dates and results of the verifications.

Lots moved from the receiving area to other areas of
the plant should be periodically checked to assure that
their identity is properly maintained.

In preparing written instructions for the receiving area,
identify the various checks to be made, who is to make
them, when they are to be made, and how and where the
information will be recorded.

G. MANUFACTURING

Examples of Controls:

● Verifying wholesomeness
● Verifying identification, weight or volume of

ingredients
● Verifying ambient temperature
● Handling of rejected ingredients or product

Although ingredients may have been checked earlier
for wholesomeness and acceptability, it is a good idea to
make another check just prior to actual use in the manu-
facturing process.

This recheck does not need to be painstaking. It should
be ample to assure that unacceptable ingredients are not
used, and that ingredients are correctly identified and eli-
gible for use in the product. The frequency of these rechecks
can be reduced for small, low-volume plants.

Moreover, a method for controlling the weight of each
ingredient is essential in order to assure a uniform and
consistent finished product that complies with the com-
pany’s quality requirements for the products and FDA’s
good manufacturing regulations for the products.

Maintaining the correct temperature in an area is impor-
tant to good quality product. Occasional checks should be
made during the shift and a record kept of the findings.
This will take only a small amount of time and effort on
the part of a plant employee, and will identify any situations
requiring correction. Inexpensive recording thermometers
are useful for maintaining a record of room temperature.

Occasionally, unacceptable ingredients or materials
will arrive in the manufacturing area, and procedures
should be outlined for these situations. Remember, good
management sets realistic and effective controls for deal-
ing with these situations. The procedures that are outlined
must be diligently followed.

In cases where a finished product must meet certain
requirements, such as fat or moisture limits, consider sam-
pling each lot. Sampling plans may be designed to fit each
condition and type of analysis.

For the purpose of verifying formulation or checking
wholesomeness, a lot can be each batch during each shift,
several batches from the shift, or the shift’s entire produc-
tion. For the purpose of laboratory testing, a lot may con-
sist of one day’s production or several days’ production of
an item, depending on the volume and type of product.

Records of all inspections and tests must be made avail-
able to state and federal inspectors and maintained on file.

H. PACKAGING AND LABELING

Examples of Controls:

● Verify label approval
● Verify accuracy of labeling
● Check temperatures
● Finished product sampling

Since this is one of the last steps prior to shipping, it
is essential that no regulatory requirement be overlooked.

Checks must be made to assure that all labels have
been approved by state and federal regulators and that
proper labels are being used. Particular attention should
be paid to the new nutrition labeling. It must be verified
that illustrations represent the product, net weight and
count declarations are accurate, and packaging meets the
company’s specifications. The temperatures of frozen prod-
ucts, as well as the condition of all containers and cases,
should be checked and the findings recorded.

A net weight control program must assure that all lots
leaving the plant meet with FDA’s requirements for stan-
dardized foods as well as other applicable requirements.
The sampling rate should be appropriate for the volume,
type of product, size of package, and degree of accuracy
desired. For instance, cartons of wholesale volumes need
less frequent checks than retail packages.

Where applicable, routine systematic sampling,
inspection, or analysis of a finished product must be part
of the approved total quality control system, especially for
a product going to retail outlets.

State and federal regulators in the plant, in regional
offices, or in Washington can consult with processors on
sampling, including rates, targets, and limits.

I. SHIPPING

Examples of Controls:

● “First in, first out”
● Record of shipments
● Checking order sizes and temperatures
● Checking containers and carriers
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Records of the destination of products shipped from
the plant are important to good quality control. In the
event recall is necessary, the records will pinpoint the
amount and exact location of the product.

The procedure for knowing the destination of each
shipment should be explained in the quality control sys-
tem. The plant may find it beneficial to have some type of
container coding and dating system. This would identify
the date of processing and packaging for returned goods.
Occasional quality control checks should be made to ver-
ify the adequacy of the container codes and to verify order
sizes, temperatures, (where applicable), and the condition
of containers, rail cars, or trucks used for shipping. These
controls do not need to be complicated, but adequate to
assure effectiveness.

J. GENERAL SANITATION

Examples of Controls:

● Rodents and pests
● Product contamination
● Employee hygiene
● Facilities and environmental appearance

A procedure to check the overall sanitation of plant
facilities and operations, including outside adjacent areas
and storage areas on plant property, should be included in
a total quality control system.

In a total quality control system, a designated plant
official will make the sanitation inspection and record the
findings. If sanitation deficiencies are discovered, a plan
for corrective action is necessary. Corrective action might
include re-cleaning, tagging a piece of equipment, or clos-
ing off an area until a repair is completed.

A frequent systematic sanitation inspection procedure
should be used where product contamination is possible,
such as packaging failure, moisture dripping, or grease
escaping from machinery onto product or surfaces which
come into contact with product.

Good employee hygiene should be continuously
emphasized through special instruction for new employees
and properly maintained, adequate toilet and welfare facil-
ities. Clean work garments in good repair, good personal
hygiene practices such as hand-washing, periodic training,
and the cleaning of floors and walls in non-production areas
are signs of effective sanitation. Plant management will
want to use a number of techniques to assure the continued
effectiveness of this phase of the quality control system.

K. EMPLOYEE TRAINING

Examples of Controls:

● New employee orientation
● Refresher training

When new employees begin work at a plant, it is use-
ful to acquaint them with all aspects of the plant. The
quality control system should provide for instruction of
new employees on the plant’s operations and products and
on good hygiene practices.

A number of questions concerning hygiene should be
addressed in this instruction. What basic things should any
new employee know about food handling and cleanliness?
Why is cleanliness essential? What are the standards-in
other words, what does clean mean? Why are product
temperatures important? What is a cooked product? What
occurs if something is accidentally soiled? Which chemi-
cals (cleaners, sanitizers, insecticides, food additives) are
around? Does the new employee use or have any respon-
sibility for any of these? How does the employee become
acquainted with the operation and products? Whom does
the employee consult if questions or problems arise?

Make a list of all the items that need to be covered in
employee orientation, and indicate generally how and
when the orientation will be performed.

Employee training should not end with orientation,
but should include an ongoing program to continually
remind employees of the importance of good sanitation.

How are employees continually reminded of important
functions, such as personal hygiene after a visit to the rest-
room? Will posting a sign or poster which fades over time
communicate the appropriate level of importance? There are
many ways of continuing employee training and maintain-
ing sensitivity. Plants may find that occasionally changing
methods will help emphasize management’s commitment.

A brief description of the methods and time schedule
for assuring that employees do not become unconcerned
or indifferent is helpful.

L. COMPLETING THE TOTAL QUALITY CONTROL

SYSTEM

When the details of the elements discussed in previous
sections are compiled, the result is essentially the plant’s
“operating manual.” It will also serve as the plant’s total
quality control system.

Upon completion, it should be reviewed. In some
cases, a definition or description may be needed for such
points as control limits, variability in weights, or number of
defects per sample. Also, all critical control points should
be covered.

In addition, those sections of the FDA’s good manu-
facturing practice regulations applicable to the operations
of the plant must be listed. For each, identify the specific
part of the quality control system which is designated to
assure compliance.

If one or more full-time quality control personnel are
employed at the plant, an organizational chart should be
included showing how they fit into the plant’s management
structure. If there are no full-time quality personnel,
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identify who will assume specific responsibilities for
quality control and list all other duties of that employee.

When the proposed total quality control system is
completed, it is ready to be submitted to the company’s
management. Let us wish the best of luck to the officer who
prepares the plan.
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I. BACKGROUND

When we talk about retail food protection, we include many
categories of business that deal with food e.g., restaurants,
cafeterias (schools, prisons, hospitals), public eating places
(fairgrounds, events) and so on. As far as health agencies
are concerned, delis, grocery stores, etc. are also considered
as retail food business. There is no doubt that eventually all
large restaurants and cafeterias will be required to imple-
ment a HACCP system. Before it can be implemented, most
state regulatory agencies want to make sure that all such
foodservice establishments have safety programs in place
that serve as the foundation or prerequisites to a workable
HACCP program. This chapter discusses such fundamen-
tal safety practices and how they can eventually be incor-
porated into a sound HACCP program. The information has
been modified from the Food Code.

The discussion for this chapter will be much facilitated
by referring to a glossary of terms frequently mentioned and
provided by the Food Code as indicated in the next section.

II. GLOSSARY

Some important terms in the glossary are:
Approved source — acceptable to the regulatory authority
based on a determination of conformity with principles,
practices, and generally recognized standards that protect
public health.
Bacteria — living single-cell organisms. Bacteria can be
carried by water, wind, insects, plants, animals, and people
and survive well on skin and clothes and in human hair.
They also thrive in scabs, scars, the mouth, nose, throat,
intestines, and room-temperature foods.
CCP — Critical Control Point.
Contamination — the unintended presence in food of
potentially harmful substances, including microorgan-
isms, chemicals, and physical objects.
Cross-contamination — the transfer of harmful sub-
stances or disease-causing microorganisms to food by
hands, food-contact surfaces, sponges, cloth towels and
utensils that touch raw food, are not cleaned, and then touch
ready-to-eat foods. Cross contamination can also occur
when raw food touches or drips onto cooked or ready-to-eat
foods.
Corrective action — an activity that is taken by a person
whenever a critical limit is not met.

Critical Control Point (CCP) — an operational step or
procedure in a process, production method, or recipe, at
which control can be applied to prevent, reduce, or eliminate
a food safety hazard.
Critical limit — a measurable limit at a CCP that can be
monitored to control the identified hazard to a safe level
in the food.
Fish — fresh or saltwater finfish, crustaceans and other
forms of aquatic life (including alligator, frog, aquatic tur-
tle, jellyfish, sea cucumber, and sea urchin and the roe of
such animals) other than birds or mammals, and all mol-
lusks, if such life is intended for human consumption;
includes an edible human food product derived in whole or
in part from fish, including fish that have been processed in
any manner.
Food — raw, cooked, or processed edible substance,
ice, beverage, chewing gum, or ingredient used or
intended for use or for sale in whole or in part for human
consumption.
Food establishment — an operation at the retail level,
i.e., that serves or offers food directly to the consumer and
that, in some cases, includes a production, storage, or dis-
tributing operation that supplies the direct-to-consumer
operation.
Foodborne illness — sickness resulting from acquiring a
disease that is carried or transmitted to humans by food
containing harmful substances.
Foodborne outbreak — the occurrence of two or more
people experiencing the same illness after eating the same
food.
HACCP — Hazard Analysis Critical Control Points.
HACCP plan —  a written document which is based on the
principles of HACCP and which describes the procedures
to be followed to ensure the control of a specific process
or procedure.
HACCP system — the result of implementing the HACCP
principles in an operation that has a foundational, com-
prehensive, prerequisite program in place. A HACCP sys-
tem includes the HACCP plan and all SOPs.
Hazard — a biological, physical, or chemical 
property that may cause a food to be unsafe for human
consumption.
Internal temperature — the temperature of the internal
portion of a food product.
Meat — the flesh of animals used as food including 
the dressed flesh of cattle, swine, sheep, or goats and 
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other edible animals, except fish, poultry, and wild game 
animals.
Microorganism — a form of life that can be seen only
with a microscope, including bacteria, viruses, yeast, and
single-celled animals.
Molluscan shellfish — any edible species of raw fresh or
frozen oysters, clams, mussels, and scallops or edible por-
tions thereof, except when the scallop product consists
only of the shucked adductor muscle.
Monitoring — the act of observing and making measure-
ments to help determine whether critical limits are being
met and maintained.
National Shellfish Sanitation Program (NSSP) — the
voluntary system by which regulatory authorities for
shellfish harvesting waters and shellfish processing and
transportation and the shellfish industry implement speci-
fied controls to ensure that raw and frozen shellfish are
safe for human consumption.
NSSP — National Shellfish Sanitation Program.
Operational step — an activity in a food establishment,
such as receiving, storage, preparation, cooking, etc.
Parasite — an organism that grows, feeds, and is sheltered
on or in a different organism and contributes to its host.
Pathogen — a microorganism (bacteria, parasites,
viruses, or fungi) that is infectious and causes disease.
Personal hygiene — individual cleanliness and habits.
Potentially hazardous food — a food that is natural 
or synthetic and that requires temperature control because
it is capable of supporting 1) the rapid and progressive
growth of infectious or toxigenic microorganisms, 2) 
the growth and toxin production of Clostridium botu-
linum, or 3) in raw shell eggs, the growth of Salmonella
enteritidis.
Potentially hazardous food — includes foods of animal
origin that are raw or heat-treated; foods of plant origin
that are heat-treated or consists of raw seed sprouts; cut
melons; and garlic and oil mixtures that are not acidified
or otherwise modified at a processing plant in a way that
results in mixtures that do not support growth of patho-
genic microorganisms as described above.
Procedural step — an individual activity in applying this
guide to a food establishment’s operations.
Process approach — a method of categorizing food oper-
ations into one of three modes: 1) Process number one:
Food preparation with no cook step wherein ready-to-eat
food is stored, prepared, and served; 2) Process number
two: Food preparation for same day service wherein food
is stored, prepared, cooked, and served; or 3) Process
number three: Complex food preparation wherein food is
stored, prepared, cooked, cooled, reheated, hot held, and
served.
Ready-to-eat food — a food that is in a form that is edi-
ble without washing, cooking, or additional preparation 
by the food establishment or consumer and that is reason-
ably expected to be consumed in that form and includes

potentially hazardous food that has not been cooked; raw,
washed, cut fruits and vegetables; whole, raw, fruits and
vegetables that are presented for consumption without the
need for further washing, such as at a buffet; and other
food presented for consumption for which further washing
or cooking is not required and from which rinds, peels,
husks, or shells have been removed.
Record — a documentation of monitoring observation and
verification activities.
Regulatory authority — a federal, state, local, or tribal
enforcement body or authorized representative having juris-
diction over the food establishment.
Risk — an estimate of the likely occurrence of a hazard.
SOP — Standard Operating Procedure.
Shellfish — bivalve molluscan shellfish.
Standard operating procedure (SOP) — a written
method of controlling a practice in accordance with pre-
determined specifications to obtain a desired outcome.
Temperature measuring device — a thermometer, ther-
mocouple, thermistor, or other device for measuring the
temperature of food, air, or water.
Toxin — a poisonous substance that may be found in
food.
Verification — the use of methods, procedures, or tests
by supervisors, designated personnel, or regulators to
determine if the food safety system based on the HACCP
principles is working to control identified hazards or if
modifications need to be made.
Virus — a protein-wrapped genetic material which is 
the smallest and simplest life-form known, such as 
hepatitis A.

III. PREREQUISITE PROGRAMS

A. FOOD CODE

The provisions of the Food Code provide a foundation on
which to develop a food safety system based on the prin-
ciples of HACCP. Major interventions in the Food Code
demonstrate the knowledge of the person-in-charge, regard-
ing employee health, avoiding contact with ready-to-eat
food with bare hands, time and temperature control, and the
use of a consumer advisory regarding the consumption of
raw or undercooked animal foods. These interventions need
to be addressed within the overall food safety program
which may entail inclusion in SOPs (Standard Operation
Procedures) which can be considered as the major frame of
reference of sanitation and HACCP.

B. STANDARD OPERATION PROCEDURES

1. Introduction

Many provisions of the Food Code address the design of
food establishments and equipment as well as acceptable
operational practices. Adherence to design criteria and
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development of SOPs affect the food preparation environ-
ment. Both are considered prerequisite to the development
of food safety systems based upon the HACCP principles.
SOPs specify practices to address general hygiene and
measures to prevent food from becoming contaminated dur-
ing storage, preparation or service. When SOPs are in place,
HACCP can be more effective because it changes the focus
from the food preparation facility to the hazards associated
with the food and its preparation.

SOPs specific to your operation describe the activities
necessary to complete tasks that accomplish compliance
with the Food Code, are documented as a written refer-
ence, and are used to train the staff who are responsible for
the tasks.

Three purposes for establishing SOPs for your oper-
ation are to protect your products from contamination
from microbial, chemical, and physical hazards; to control
microbial growth that can result from temperature abuse;
and to ensure procedures are in place for maintaining
equipment.

SOP procedures ensure that:

1. Products are purchased from approved suppliers/
sources

2. The water in contact with food and food-con-
tact surfaces and used in the manufacture of ice
is potable

3. Food-contact surfaces, including utensils are
cleaned, sanitized, and maintained in good 
condition

4. Uncleaned and nonsanitized surfaces of equip-
ment and utensils do not contact raw or cooked
ready-to-eat food

5. Raw animal foods do not contaminate raw or
cooked ready-to-eat food

6. Toilet facilities are accessible and maintained
7. Handwashing facilities are located in food prepa-

ration, food dispensing, warewashing areas, and
immediately adjacent to toilet rooms and are
equipped with hand cleaning preparations and
single-service towels or acceptable hand drying
devices

8. An effective pest control system is in place
9. Toxic compounds are properly labeled, stored,

and safely used
10. Contaminants such as condensate, lubricants,

pesticides, cleaning compounds, sanitizing
agents, and additional toxic materials do not con-
tact food, food packaging material, and food-
contact surfaces

11. Food, food packaging materials, and food-
contact surfaces do not come in contact with,
and are not contaminated by physical hazards
such as broken glass from light fixtures,
jewelry, etc.

2. SOPs to Control Contamination of Food

Procedures must be in place to ensure that proper personnel
health and hygienic practices are implemented including:

1. Restricting or excluding workers with certain
symptoms such as vomiting or diarrhea

2. Practicing effective handwashing
3. Restricting eating, smoking, and drinking in

food preparation areas
4. Using hair restraints
5. Wearing clean clothing
6. Restricting the wearing of jewelry

3. Control Microbial Growth

These procedures ensure that all potentially hazardous
food is received and stored at a refrigerated temperature 
of 41°F (5°C) or below. Note that the Food Code makes
some allowances for specific foods that may be received
at higher temperatures.

4. Maintain Equipment

These procedures ensure that:

1. Temperature measuring devices (e.g., thermo-
meter or temperature recording device) are cal-
ibrated regularly

2. Cooking and hot holding equipment (grills, ovens,
steam tables, conveyor cookers, etc.) are rou-
tinely checked, calibrated if necessary and are
operating to ensure correct product temperature

3. Cooling equipment (refrigerators, rapid chill
units, freezers, salad bars, etc.) are routinely
checked, calibrated if necessary and are operat-
ing to ensure correct product temperature

4. Warewashing equipment is operating according
to manufacturer’s specifications

C. THE FLOW OF FOOD

The flow of food, which is the path that food follows from
receiving through serving, is important for determining
where potentially significant food safety hazards may occur.
At each operational step in the flow, active management of
food preparation and processes is an essential part of busi-
ness operations. With a HACCP system, you set up con-
trol measures to protect food at each stage in the process.

The illustrations of food processes listed below are not
intended to be all inclusive. For instance, quick-service,
full-service, and institutional providers are major types of
food service operations. Each of these has its own indi-
vidual food safety processes. These processes are likely to
be different from a deli in a retail food store.
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Some operations may have all three types of processes
or variations of the three. Identifying the flow of food 
processing specific to your operation is an important part 
of providing a framework for developing a food safety
management system.

D. FOOD PROCESSING WITH NO COOK STEP

1. Receive — Store — Prepare — Hold — Serve

As mentioned in the Introduction, the important feature 
of this type of process is the absence of a cooking step.
Heating foods destroys bacteria, parasites, and viruses,
and is often a CCP. But since this particular food flow
does not include cooking, there is no step that will elimi-
nate or kill bacteria, parasites, or viruses. An example is
tuna salad that is prepared and served cold. Control in this
process will focus on preventing:

1. Bacterial growth (e.g., storage under 
refrigeration)

2. Contamination from employees (e.g., restric-
tion of employees ill with diarrhea, proper
handwashing, preventing bare hand contact
with ready-to-eat foods, etc.)

3. Cross-contamination from other foods (e.g., raw
to ready-to-eat)

4. Cross-contamination from soiled equipment
(e.g., cleaning and sanitizing)

5. Obtaining foods from approved sources (e.g., a
supplier of raw fish for sushi who adequately
freezes fish to control parasites)

You should also think about some other factors.

1. Are there any ingredients or menu items of spe-
cial concern? (see Food Code)

2. Is this a potentially hazardous food requiring
specific temperature controls?

3. How will it be served? Immediately? On a 
buffet?

4. Does this food have a history of being associ-
ated with illnesses?

5. Will this menu item require a great deal of
preparation, making preparation time, employee
health, and bare hand contact with ready-to-eat
food a special concern?

6. How will an employee ill with diarrhea be
restricted from working with food?

7. Are you serving food to a population that 
is known to be highly susceptible to food-
borne illness (e.g., residents of health care 
facilities, persons in child or adult day care
facilities, etc.)?

E. FOOD PREPARATION FOR SAME DAY SERVICE

1. Receive — Store — Prepare — Cook —
Hold — Serve

In this process, a food is prepared and served the same day.
The food will be cooked and held hot until service, such as
chili. Generally, the food will pass through the temperature
danger zone only once before it is served to the customer,
thus minimizing the opportunity for bacterial growth.

The preparation step may involve several processes,
including thawing a frozen food, mixing in other ingredi-
ents, or cutting or chopping. It is important to remember that
added ingredients may introduce additional contaminants to
the food. Cutting or chopping must be done carefully so that
cross contamination from cutting boards, utensils, aprons, or
hands does not occur. Control points at this operational step
include good sanitation and handwashing.

During cooking, food will be subjected to hot temper-
atures that will kill most harmful bacteria, parasites, and
viruses that might be introduced before cooking, making
cooking a CCP. It is the operational step where raw animal
foods are made safe to eat, and therefore, time and tem-
perature measurement is very important. Temperature of
foods during hot holding must be maintained until service
so that harmful bacteria do not survive and grow.

F. COMPLEX PROCESSES

1. Receive — Store — Prepare — Cook —
Cool — Reheat — Hot Hold — Serve

Failure to adequately control food product temperature is
the one factor most commonly associated with foodborne
illness. Foods prepared in large volumes or in advance for
next day service usually follow an extended process flow.
These foods are likely to pass through the temperature dan-
ger zone several times. The key in managing the operational
steps within the process is to minimize the time foods are
at unsafe temperatures.

In some cases, a variety of foods and ingredients that
require extensive employee product preparation may be
part of the process. A sound food safety management sys-
tem will incorporate SOPs for personal hygiene and cross
contamination prevention throughout the flow of the food.

Before you set up a management system for your oper-
ational steps, there are several factors you should consider.
Multiple step processes require proper equipment and
facilities. Your equipment needs to be designed to handle
the volume of food you plan to prepare. For example, if
you use a process that requires the cooling of hot food,
you must provide equipment that will adequately and effi-
ciently lower the food temperature as quickly as possible.
If you find that a recipe is too hard to prepare safely, you
may want to consider purchasing pre-prepared items from
a reputable source.
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IV. GETTING STARTED

The most effective way to get started is to use a team
approach to design and implement a plan based on the
HACCP principles. A team could be comprised of the owner
and the chef or cook. Although managers are responsible
for designing the system, implementation involves the
efforts and commitment of every employee. Education and
training of both management and employees in their
respective roles of producing safe foods are important. You
may consider working with outside consultants, university
extension services, and regulatory authorities to ensure
your HACCP system is based on the best available science
and will control identified hazards.

V. PROCEDURAL STEP 1: GROUP MENU
ITEMS

To get started, review how your menu items flow through
your operation, note whether they undergo a cook step for
same day serving, receive additional cooling and reheating
following a cook step, or have no cook step involved. Refer
to the Food Code for organizing your menu items by
Process 1, 2, and 3.

Looking at your menu, place each menu item or simi-
lar menu items (like “hot soups” or “cold salads”) into the
appropriate group. You may discover that more than one
food process is conducted within your operation. These
menu items may pose special hazards that are not always
readily apparent. To accomplish the first procedural step in
developing your food safety management system, identify
the food processes specific to your menu items.

A. PROCESS-SPECIFIC LISTS

List your menu items that belong to one of the three
processes.

Process number 1
Food preparation with no cook step — ready-to-eat food
that is stored, prepared, and served.

Process number 2
Food preparation for same day service — food that is
stored, prepared, cooked, and served.
Process number 3
Complex food preparation — food that is stored, pre-
pared, cooked, cooled, reheated, hot held, and served.

VI. PROCEDURAL STEP 2: CONDUCT
HAZARD ANALYSIS

In developing a food safety system, you need to identify
the hazards that exist in the flow of foods in your opera-
tion from receiving to serving. Hazards include:

1. Pathogens or toxins present in food when you
receive them

2. Pathogens that may be introduced during
preparation (e.g., using a raw animal food as
one ingredient)

3. Pathogen growth or toxin production during
storage, preparation, or holding

4. Pathogens or toxins that survive heating
5. Contaminants (i.e., pathogens, chemicals,

physical objects), that are introduced to food by
food workers or equipment

Since you have grouped your menu items, including ingre-
dients, into the three processes on Chart 1, you can identify
hazards that are associated with each process. You will see
that the more complex the process is, the greater are the
opportunities for hazards to occur.

In consultation with your regulatory authority, you
need to identify the hazards associated with various foods
and ingredients, such as:

1. Salmonella and Campylobacter jejuni in raw
poultry

2. E. Coli O157:H7 in raw ground beef
3. Staphylococcus aureus toxin formation in

cooked ham
4. Bacillus cereus spore survival and toxin forma-

tion in cooked rice
5. Clostridium perfringens spore survival and

subsequent growth in cooked foods
6. Hazards specific to seafood (see Food Code)

This list is only a brief sample of hazards associated with
specific foods. By identifying the hazards, you will be
able to determine CCPs and critical limits on the work-
sheet. Another way of fulfilling the hazard analysis step is
to understand the hazards associated with your specific
menu items and to adhere to the critical limits established
in the Food Code. Those critical limits are based on the
anticipated hazards.

Chart 1: Process-Specific Lists
Process #1 Process #2 Process #3

List menu foods: List menu foods: List menu foods:
Examples: Examples: Examples:
Salad greens Hamburgers Soups 
Fish for sushi Soup du jour Gravies 
Fresh vegetables Hot vegetables Sauces 
Oysters or clams Entrees for “special  Large roasts 

served raw of the day” Chili 
Tuna salad Cooked eggs Taco filling 
Caesar salad dressing
Coleslaw Egg rolls
Sliced sandwich meats
Sliced cheese
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A. FOOD SAFETY MANAGEMENT WORKSHEETS

AND SUMMARIES FOR OPERATIONAL STEPS

Worksheets and summaries are provided to enable you to:

1. Identify those operational steps in the food flow
that are specific to your operation

2. Write in your SOPs which are the general pro-
cedures that cross all flows and products

3. Reference the CCPs and critical limits pertain-
ing to those process steps

4. Develop monitoring procedures and correc-
tive actions which are customized to fit your
operation

5. Consider the type of record keeping you need
to document you are controlling significant
food safety hazards

HACCP allows the flexibility for you to customize a food
safety management system specific to your operations.
The worksheets are provided to assist you in developing
procedures to:

1. Monitor CCPs
2. Take corrective actions when critical limits are

not met
3. Establish a verification procedure
4. Establish a record keeping system

Review the following worksheets and the summary page
for each operational step. Determine the ones that are
applicable to your operation and make copies of them so
you can fill in your groupings of menu items (which you
did preliminarily in Procedural Step 1). Then continue to
use the forms and complete the information as you work
through Procedural Steps 3 through 9.

1. Receiving

At receiving, your main concern is contamination from
pathogens and the formation of harmful toxins. Obtaining
food from approved sources and at proper temperatures are

important purchase specifications for preventing growth
and contamination during receiving. Approved sources are
suppliers who are regulated and inspected by appropriate
regulatory authorities.

Ready-to-eat, potentially hazardous food is a special
concern at receiving. Because this food will not be cooked
before service, microbial growth could be considered a sig-
nificant hazard for receiving refrigerated, ready-to-eat-foods.
Having SOPs in place to control product temperature is gen-
erally adequate to control the hazards present at receiving
of these products. Besides checking the product tempera-
ture, you will want to check the appearance, odor, color,
and condition of the packaging.

Federal regulations require that processors of seafood
and seafood products for interstate distribution have a
HACCP plan. These establishments are approved sources
for seafood, and you may ask your interstate seafood sup-
plier for documentation that the firm has a HACCP plan
in place. Processors of seafood and seafood products that
are sold or distributed only within a state may or may not
be required to have a HACCP plan, depending on the
state, local, or tribal regulations.

Special consideration should be given to certain
species of finfish and raw molluscan shellfish. Molluscan
shellfish (oysters, clams, mussels, and scallops) that are
received raw in the shell or shucked must be purchased from
suppliers who are listed on the FDA Interstate Certified
Shellfish Shippers’ List or on a list maintained by your state
shellfish control authority. Shellfish received in the shell
must bear a tag (or a label for shucked shellfish) which
states the date and location of harvest, in addition to other
specific information.

Finfish harvested from certain areas may naturally
contain a certain toxin that is not readily apparent. This toxin
is called ciguatera. Other finfish may develop toxins after
harvest if strict temperature control is not maintained. This
toxin is called scombrotoxin. Temperature control is impor-
tant at receiving because this toxin can not be eliminated by
cooking. For more information on toxins in reef finfish,
histamine formation in certain species, and parasites in raw
finfish requiring control, refer to the Food Code.

Retail Foods Sanitation: Prerequisites to HACCP 78-7

Operational Step 1: Receiving
Corrective 

Process Menu Item Hazard CCP Critical Limits Monitoring Actions Verification Records

Process 1 Examples: Microbial Yes _____ Receive at 41°F 
Salads contamination or below
Sushi Bacterial growth or Approved source

Parasites No _____ Seafood HACCP plan
Scombrotoxin Proper chemical
Ciguatera or storage/use

other toxin
contamination

Chemical
contamination

(Continued)
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2. Storage

When food is in refrigerated storage, your management
system should focus on preventing the growth of bacteria
that may be present in the product. This is primarily
achieved through temperature control. Special attention
needs to be given to controlling and monitoring the tem-
peratures of potentially hazardous ready-to-eat foods.

When determining the monitoring frequency of product
storage temperature, it is important to make sure that the
interval between temperature checks is established to ensure
that the hazard is being controlled and time is allowed for an
appropriate corrective action. For example, If you are storing
potentially hazardous ready-to-eat foods under refrigeration,
you may decide to set a critical limit for the refrigeration
units to operate at 41°F (5°C) or below. You may also want
to set a target, or operating limit, of 40°F (4.4°C) for exam-
ple, in order to provide a safety cushion that allows you the
opportunity to see a trend toward exceeding 41°F (5°C) and
to intervene with appropriate corrective actions.

Monitoring procedures for ready-to-eat food ideally
include internal product temperature checks. You need to
assess whether it is realistic and practical for you to do
this, depending on the volume of food you are storing.

You may choose to base your monitoring system on
the air temperature of the refrigerated equipment as an
SOP. How often you need to monitor the air temperature
depends on:

1. Whether the air temperature of the refriger-
ator accurately reflects the internal product
temperature — (remember, your food safety

refrigeration temperature must be based on 
the internal product temperature of the food
stored within a refrigeration unit, not the air
temperature)

2. The capacity and use of your refrigeration
equipment

3. The volume and type of food products stored in
your cold storage units

4. The SOPs that support monitoring this process
5. Shift changes and other operational considera-

tions

Standard operating procedures can be developed to con-
trol some hazards and assist in implementing a food safety
system that minimizes the potential for bacterial growth
and contamination. The control of cross contamination
can be done by separating raw foods from ready-to-eat
products within your operation’s refrigeration and storage
facilities.

Special consideration should be given to the storage of
scombroid fish due to the potential formation of histamine,
a chemical hazard. To control histamine formation in scom-
broid toxin-forming fish, it is recommended that storage be
a CCP with the critical limit not to exceed 41°F (5°C), as
stated in the Food Code, unless you can show through sci-
entific data that the food safety hazard will not result.

3. Preparation

Of all the operational steps in food processes, preparation
has the greatest variety of activities that must be controlled,

Operational Step 1: Receiving
(Continued )

Corrective 
Process Menu Item Hazard CCP Critical Limits Monitoring Actions Verification Records

Process 2 Examples: Microbial Yes _____ Receive at 41°F or
Hamburgers contamination below
Mahi-mahi Bacterial growth or Approved source

Scombrotoxin No _____ Seafood HACCP plan
Ciguatera or Proper chemical

other toxin storage/use
contamination

Chemical
contamination

Process 3 Example: Microbial Yes _____ Receive at 41°F or
Soups contamination below

Bacterial growth or Approved source
Ciguatera or No _____ Seafood HACCP plan

other toxin Proper chemical
contamination storage/use

Scombrotoxin
Chemical

contamination
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monitored, and in some cases documented. It is impossible
to include in this model a summary guide that covers the
diversity in menus, employee skills, and facility design that
impact the preparation of food. The preparation step may
involve several processes, including thawing a frozen food,
mixing together several ingredients, cutting, chopping, slic-
ing, or breading.

At the preparation step, SOPs can be developed to con-
trol some hazards and assist in implementation of a food
safety system that minimizes the potential for bacterial
growth and contamination from employees and equipment.

Front-line employees will most likely have the great-
est need to work with the food. A well-designed personal
hygiene program that has been communicated to all employ-
ees will minimize the potential for bacterial, parasitic, and
viral contamination. Your program must include instructions
to your employees as to when and how to wash their hands.
Procedures need to be in place that either eliminate employee
hand contact with ready-to-eat foods, or implement an alter-
native personal hygiene program that provides an equivalent
level of control of bacterial, parasitic, and viral hazards. It is
also very important to identify and restrict ill employees
from working with food, especially if they have diarrhea.

Procedures must be in place to prevent cross contami-
nation from utensils and equipment. Designated areas or
procedures that separate the preparation of raw foods from
ready-to-eat foods minimize the potential for bacterial con-
tamination. Proper cleaning and sanitizing of equipment and
work surfaces are an integral SOP to this operational step.

Batch preparation is an important tool for controlling
bacterial growth because limiting the amount of food 
prepared minimizes the time the food is kept at a tempera-
ture that allows growth. Planning your preparation ahead
assists in minimizing the time food must be out of temper-
ature at this operational step. Batch preparation also breaks
the growth cycle of bacteria before they can reach danger-
ous levels.

When thawing frozen foods, maintaining proper prod-
uct temperature and managing time are the primary controls
for minimizing bacterial growth. Procedures need to be in
place to minimize the potential for microbial, chemical, and
physical contamination during thawing.

Use of prechilled ingredients to prepare a cold prod-
uct, such as tuna salad, will assist you in maintaining tem-
perature control for this process.

Special consideration should be given to disallowing
bare hand contact in the preparation of ready-to-eat
foods. You need to control the introduction of hazards
during preparation. How will you accomplish controlling
the hazard presented by hand contact with ready-to-eat
food? You should review your operation to determine
whether this operational step will be controlled as a CCP
or an SOP.

4. Cooking

This operational step only applies to those foods that you
have listed in Processes #2 and #3. Cooking foods of animal

Operational Step 2: Storage
Corrective 

Process Menu Item Hazard CCP Critical Limits Monitoring Actions Verification Records

Process 1 Example: Bacterial Yes _____ Store at 41°F or below
Salads growth Separate raw from
Sushi Cross or ready-to-eat food

contamination No _____ Freeze fish to be 
Parasites consumed raw @
Chemical �4°F for 7 days or

contamination �31°F for 15 hours
Proper chemical 

storage/use

Process 2 Example: Bacterial growth Yes _____ Store at 41°F or below
Hamburgers Scombrotoxin or Separate raw from 
Mahi-mahi Cross No _____ ready-to-eat food

contamination Proper chemical 
Chemical storage/use

contamination

Process 3 Example: Bacterial Yes _____ Store at 41°F or below
Soups growth Separate raw from 

Scombrotoxin or ready-to-eat food
Cross No _____ Proper chemical 

contamination storage/use
Chemical

contamination
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Operational Step 3: Preparation
Corrective 

Process Menu Item Hazard CCP Critical Limits Monitoring Actions Verification Records

Process 1 Example: Bacterial Yes _____ Store at 41°F or 
Salads growth or below or use time

Cross No _____ to control growth
contamination Separate raw from 

Contamination ready-to-eat food
from employees Restrict ill employees;

Chemical control bare hand 
contamination contact

Proper chemical 
storage/use

Process 2 Examples: Bacterial growth Yes _____ Store at 41°F or below
Hamburgers Cross or or use time to control growth
Mahi-mahi contamination No _____ Separate raw from 

Contamination ready-to-eat food
from employees Restrict ill employees;

Chemical control bare hand contact
contamination Proper chemical 

storage/use

Process 3 Example: Bacterial growth Yes _____ Store at 41°F or below or
Soups Cross or use time to control growth

contamination No _____ Separate raw from
Contamination ready-to-eat food

from employees Restrict ill employees; 
Chemical control bare hand contact

contamination Proper chemical storage/use

origin is the most effective operational step in food
processes for reducing and eliminating biological con-
tamination. Hot temperatures will kill most harmful bacteria
and with relatively few exceptions, such as cooking plant
foods, this is a CCP. It is at this step that food will be made
safe to eat. Therefore, product temperature and time meas-
urements are very important. If the appropriate product tem-
perature for the required amount of time is not achieved,
bacteria, parasites, or viruses may survive in the food.

Critical time and temperature limits vary according to
the type of food. Employees should view ensuring proper
cooking temperatures as an essential element in producing
an acceptable product. A final cooking time and tempera-
ture chart for specific foods is included for your review.
Simply reference the foods specific to your food estab-
lishment and incorporate the appropriate critical time and
temperature limits into your management system.

You will need to determine the best system for you to
use that will ensure that the proper cooking temperature and
time are reached. Checking the internal product tempera-
ture is the most desirable monitoring method. However,
when large volumes of food are cooked, a temperature
check of each individual item may not be practical. For
instance, a quick service food service operation may cook
several hundred hamburgers during lunch. If checking the

temperature of each hamburger is not reasonable for you
to do, then you need to routinely verify that the specific
process and cooking equipment are capable of attaining a
final internal product temperature at all locations in or on
the cooking equipment.

Once a specific process has been shown to work for
you, the frequency of record keeping may be reduced. In
these instances, a record keeping system should be estab-
lished to provide scheduled product temperature checks to
ensure that the process is working.

Special consideration should be given to time and tem-
perature in the cooking of fish and other raw animal foods.
To control the pathogens, it is recommended that cooking
be a CCP, based upon the critical limits established by the
Food Code, unless you can show through scientific data
that the food safety hazard will not result.

5. Cooling

This operational step is only used for those foods that 
you have listed in Process #3. One of the most labor inten-
sive operational steps is rapidly cooling hot foods to control
microbial growth. Excessive time for the cooling of poten-
tially hazardous foods has been consistently identified as
one of the factors contributing to foodborne illness. Foods

DK9848_C078.qxd  8/27/05  09:08  Page 10



Retail Foods Sanitation: Prerequisites to HACCP 78-11

Operational Step 4: Cooking
Corrective 

Process Menu Item Hazard CCP Critical Limits Monitoring Actions Verification Records

Process 1 Example: Does not apply Does not Does not apply Does not Does not Does not Does not 
Salads apply apply apply apply apply
Sushi

Process 2 Examples: Bacterial, parasitic, Yes ___ Cook to
Hamburgers or viral survival or Product Internal
Mahi-mahi or growth No ___ Temp Time

See Chart 2

Process 3 Example: Bacterial, Yes ___ Same as Process #2
Soups parasitic, or viral or

survival or growth No ___

Chart 2: Food Code Cooking Temperatures and Times
Final Internal 

Product Temperature Time

1a. Poultry 1a. 165°F 1a. 15 seconds
Wild Game Animals
Stuffed Fish
Stuffed Meat
Stuffed Pasta
Stuffed Poultry
Stuffed Ratites
or
Stuffing containing
Fish
Meat
Poultry or
Ratites

1b. Animal foods cooked in a microwave oven 1b. 165°F; food rotated, 1b. Cover and
stirred, covered allow to stand

for 2 minutes

2a. Pork, ratites, or injected meats 2a. 155°F 2a. 15 seconds

2b. Ground meat, fish, or game animals commercially 2b. 155°F 2b. 15 seconds
raised for food

2c. Game Animals under a voluntary inspection program 2c. 155°F 2c. 15 seconds

2d. Raw shell eggs that are NOT prepared for 2d. 155°F 2d. 15 seconds
immediate service

3a. Raw shell eggs broken and prepared in response  3a. 145°F 3a. 15 seconds
to consumer order and for immediate service

3b. Fish and Meat including Game Animals except  3b. 145°F 3b. 15 seconds
as specifically referenced on this chart

4a. Fruit and vegetables cooked for hot holding 4a. 140°F or above 4a. 
Instantaneous

4b. Ready-to-eat food from a commercially sealed container  4b. 140°F or above 4b. 
for hot holding Instantaneous

4c. Ready-to-eat food from an intact package  4c. 140°F or above 4c.
(from a food processing plant inspected by the Instantaneous
regulatory authority with jurisdiction over the plant)
for hot holding

(Continued)
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that have been cooked and held at improper 
temperatures provide an excellent environment for the
growth of disease causing microorganisms that may 
have survived the cooking process (spore-formers).
Recontamination of a cooked food item by poor employee
practices or cross contamination from other food products,
utensils and equipment is a concern at this operational step.

Special consideration should be given to large food
items, such as roasts, turkeys, thick soups, stews, chili, and
large containers of rice or refried beans. These foods take
a long time to cool because of their mass and volume. If the

hot food container is tightly covered, the cooling rate will be
further slowed down. By reducing the volume of the food
in an individual container and leaving an opening for heat
to escape by keeping the cover loose, the rate of cooling
is dramatically increased.

Commercial refrigeration equipment is designed to
hold cold food temperatures, not cool large masses of
food. Some alternatives for cooling foods include:

1. Using rapid chill refrigeration equipment
designed to cool the food to acceptable 

Chart 2: Food Code Cooking Temperatures and Times (Continued )
Final Internal 

Product Temperature Time

5a. Beef Roast/Corned Beef Roasts 5a. LESS THAN 10 lbs.
Preheated Oven Temperatures (i) Still dry: 350°F or more

(ii) Convection: 325°F or more
(iii) High Humidity: 250°F or less
MORE THAN 10 lbs
(i) Still dry: 250°F or more
(ii) Convection: 250°F or more

(iii) High Humidity: 250°F or less

5b. Beef Roast/Corned Beef Roasts 5b. ACHIEVE ONE OF
Internal Food Temperature for Specified Amount of Time THE FOLLOWING:

(i) 130°F for 121 Minutes
(ii) 132°F for 77 Minutes

(iii) 134°F for 47 Minutes
(iv) 136°F for 32 Minutes
(v) 138°F for 19 Minutes

(vi) 140°F for 12 Minutes
(vii) 142°F for 8 Minutes

(viii) 144°F for 5 Minutes
(ix) 145°F for 3 Minutes

Operational Step 5: Cooling
Menu Critical Corrective 

Process Item Hazard CCP Limits Monitoring Actions Verification Records

Process 1 Examples: Does not Does not Does not Does not Does not Does not Does not 
Salads apply apply apply apply apply apply apply
Sushi

Process 2 Examples:
Hamburgers Does not Does not Does not Does not Does not Does not Does not 
Mahi-mahi apply apply apply apply apply apply apply

Process 3 Example: Bacterial growth Yes ___ Cool food from 
Soups Cross or 140°F to 70°F within

contamination No ___ 2 hours and from 
Contamination 70°F to 41°F within 

from employees 4 hours
or equipment Separate raw from

ready-to-eat foot
Restrict ill
employees; control
bare hand contact
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temperatures quickly by using increased com-
pressor capacity and high rates of air circulation.

2. Avoiding the need to cool large masses by
preparing smaller batches closer to periods of
service.

3. Stirring hot food while the food container is
within an ice water bath.

4. Redesigning your recipe so that you prepare and
cook a smaller or concentrated base and then add
enough cold water or ice to make up the volume
that you need. This may work for some water-
based soups, for example.

Whatever cooling method you choose, you need to ver-
ify that the process works. Once again if a specific
process has been shown to work for you, the frequency
of record keeping may be reduced. A record-keeping
system should be established to provide scheduled 
product temperatures checks to ensure the process is
working.

6. Reheating

This operational step applies only to those foods that you
listed in Process #3. If food is held at improper tempera-
tures for enough time, pathogens have the opportunity to
multiply to dangerous numbers. Proper reheating provides
an important control for eliminating these organisms. It 
is especially effective in reducing contamination from

bacterial spore-formers which survived the cooking process
and may have multiplied because foods were held at
improper temperatures.

Although proper reheating will kill most organisms of
concern, it will not eliminate toxins, such as that produced
by Staphylococcus aureus. If microbial controls and SOPs at
previous operational steps have not been followed correctly
and Staph toxin has been formed in the food, reheating will
not make the food safe.

Incorporating a comprehensive personal hygiene 
program throughout the process will minimize the risk

from Staph toxin. Along with personal hygiene, preventing
cross contamination through the use of cleaned and 
sanitized equipment and utensils is an important control
measure.

Special consideration should be given to the time and
temperature in the reheating of cooked foods. To control
the pathogens, it is recommended that reheating be a CCP,
based upon the critical limits established by the Food Code,
unless you can show through scientific data that the food
safety hazard will not result.

7. Holding

All three processes may involve holding. Proper tempera-
ture of the food while being held is essential in controlling
the growth of harmful bacteria. Cold temperature holding
may occur in Processes 1, 2, or 3. Hot temperature holding
occurs primarily only in Processes 2 and 3. Where there is
a cooking step as a CCP to eliminate pathogens, all but the
spore-forming organisms should be killed or inactivated.
If cooked food is not held at the proper temperature, the
rapid growth of these spore-forming bacteria is a major
food safety concern.

When food is held, cooled, and reheated in a food estab-
lishment there is an increased risk from contamination
caused by personnel, equipment, procedures, or other fac-
tors. Harmful bacteria that are introduced into a product
that is not held at proper temperature have the opportunity to

multiply to large numbers in a short period of time. Once
again management of personal hygiene and the prevention
of cross contamination impact the safety of the food at
this operational step.

Keeping food products at 140°F (60°C) or above dur-
ing hot holding and keeping food products at or below 41°F
(5°C) is effective in preventing microbial growth. As an
alternative to temperature control, the Food Code details
actions when time alone is used as a control, including a
comprehensive monitoring and food marking system to
ensure food safety.

Retail Foods Sanitation: Prerequisites to HACCP 78-13

Operational Step 6: Reheating
Menu Critical Corrective 

Process Item Hazard CCP Limits Monitoring Actions Verification Records

Process 1 Examples: Does not Does not Does not Does not Does not Does not Does not 
Salads apply apply apply apply apply apply apply
Sushi

Process 2 Examples: Does not Does not Does not Does not Does not Does not Does not 
Hamburgers apply apply apply apply apply apply apply
Mahi-mahi

Process 3 Example: Bacterial, parasitic or Yes _____ Reheat to 165°F
Soups viral survival or growth or within 2 hours

No _____
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How often you monitor the temperature of foods dur-
ing hot holding determines what type of corrective action
you are able to take when 140°F (60°C) is not met. If the
critical limit is not met, your options for corrective action
may include evaluating the time the food is out of tem-
perature to determine the severity of the hazard and based
on that information, reheating the food, if appropriate, or
discarding it. Monitoring frequency may mean the differ-
ence between reheating the food to 165°F (74°C) or dis-
carding it.

When determining the monitoring frequency of cold
product temperatures, it is important to make sure that the
interval between temperature checks is established to ensure
that the hazard is being controlled and time is allowed for an
appropriate corrective action. For example, If you are hold-
ing potentially hazardous ready-to-eat foods under refriger-
ation, such as potato salad at a salad bar, you may decide to
set a critical limit at 41°F (5°C) or below. You may also
want to set a target, or operating limit, of 40°F (4.4°C) for

example, in order to provide a safety cushion that allows you
the opportunity to see a trend toward exceeding 41°F (5°C)
and to intervene with appropriate corrective actions.

Special consideration should be given to the time and
temperature in the hot or cold holding of potentially haz-
ardous foods to control pathogens. It is recommended that
hot or cold holding be a CCP, based upon the critical limits
established by the Food Code, unless you can show through
scientific data that the food safety hazard will not result.

8. Setup and Packing

Setup and packing is an operational step used by some
retail food establishments including caterers (e.g., restau-
rant/caterer or interstate conveyance caterer), commis-
saries, grocery stores (for display cases), schools, nursing
homes, hospitals, or services such as delivery of meals to
home-bound persons. Setup and packing can be con-
trolled through an SOP and may involve wrapping food

Operational Step 8: Setup and Packing
Corrective

Process Menu Item Hazard CCP Critical Limits Monitoring Actions  Verification Records

Process 1 Examples: Bacterial Growth Yes _____ 41°F
Salads Microbial or No bare hand 
Sushi contamination from No ______ contact or equivalent 

employees alternative

Process 2 Examples: Bacterial Growth Yes _____ 140°F or 41°F
Hamburgers Microbial or
Mahi-mahi contamination from No _____

employees No bare hand contact 
or equivalent 
alternative

Process 3 Example: Bacterial Growth Yes _____ 140°F or 41°F
Soups Microbial or

contamination from No _____
employees No bare hand contact or

equivalent alternative

Operational Step 7: Holding
Critical Corrective 

Process Menu Item Hazard CCP Limits Monitoring Actions Verification Records

Process 1 Examples: Bacterial, parasitic, or Yes _____ 41°F
Salads viral introduction, or
Sushi survival, or growth No ______

Process 2 Examples: Bacterial, parasitic, or Yes _____ 140°F
Hamburgers viral introduction, or or
Mahi-mahi survival, or growth No _____ 41°F

Process 3 Example: Bacterial, parasitic, or Yes _____ 140°F
Soups viral introduction, or or

survival, or growth No _____ 41°F
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items, assembling these items onto trays, and packing
them into a transportation carrier or placing them in a 
display case. An example would be an airline flight
kitchen where food entrees are wrapped, assembled, and
placed into portable food carts which are taken to a final
holding cooler. Hospital kitchens would be another exam-
ple where patient trays are assembled and placed into car-
riers for transportation to nursing stations. Food may be
placed into bulk containers for transportation to another
site where it is served.

This operational step might not be considered a CCP,
but it is a special consideration when setting up your pro-
gram. This process can be controlled by strict adherence
to SOPs to minimize the potential for bacterial contam-
ination and growth, to eliminate bare hand contact with
ready-to-eat foods, to ensure proper handwashing, and to
ensure food comes into contact with cleaned and sanitized
surfaces.

Following final assembly into either individual trays
or into bulk containers, the food may be held for immedi-
ate service or for transportation to another site for service.
This hot holding or cold holding operational step needs to be
evaluated in the same manner as other holding operational
steps on the worksheet. Temperature control or using time as
a control measure during transportation, and holding and
serving at a remote site must be evaluated and managed as
part of your food safety system.

Special consideration should be given to time/temper-
ature controls and the prevention of cross contamination
from equipment and utensils and contamination from
employees’ hands. This process may be adequately con-
trolled through an SOP; however, holding and transporta-
tion should be considered CCPs.

9. Serving

This is the final operational step before the food reaches the
customer. When employees work with food and food-contact
surfaces, they can easily spread bacteria, parasites, and
viruses and contaminate these items. Managing employees’

personal hygienic practices is important to controlling these
hazards. A management program for employee personal
hygiene includes proper handwashing, the appropriate use
of gloves and dispensing utensils, and controlling bare hand
contact with ready-to-eat foods.

Minimizing the growth of bacteria is also a concern
at hot and cold holding customer display areas.
Maintaining food products at proper temperature within
these display units will control the growth of microor-
ganisms. Refer to the HOLDING worksheet for addi-
tional information.

Special consideration needs to be given to minimizing
contamination from the customer. Customer self-service
displays, such as salad bars, require specific procedures to
protect the food from contamination. Some suggestions
for protecting food on display include:

1. The use of packaging
2. Counter, service line, or salad bar food guards
3. Display cases
4. Suitable utensils or effective dispensing methods
5. Not mixing an old product with fresh
6. Having employees monitor self-serve stations

Preventing cross contamination from soiled utensils and
equipment will minimize the potential for bacterial con-
tamination of ready-to-eat foods.

VII. PROCEDURAL STEP 3: IDENTIFY
CCPs AND CRITICAL LIMITS

The CCPs column identifies places in the flow of food
where you can have a significant impact in controlling
food safety hazards. A measurable critical limit has been
identified for each of these CCPs. These critical limits pro-
vide the baseline for measuring the effectiveness of your
food safety procedures.

For each of your operational steps, within your oper-
ation, review the CCPs and critical limits needed to mini-
mize or eliminate significant food safety hazards. Does

Operational Step 9: Serving
Critical  Corrective 

Process Menu Item Hazard CCP Limits Monitoring Actions Verification Records

Process 1 Examples: Bacterial, parasitic, viral, or Yes _____
Salads physical contamination or
Sushi No ______

Process 2 Examples: Bacterial, parasitic, viral, or Yes _____
Hamburgers physical contamination or
Mahi-mahi No _____

Process 3 Example: Bacterial, parasitic, viral, or Yes _____
Soups physical contamination or

No _____
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your operation currently have control measures in place
that are at least equivalent to these critical limits?

On the worksheet, you will need to decide whether the
operational step is a CCP or whether the hazard is con-
trolled by your SOPs that address the prerequisite program
elements discussed in the Food Code.

In some operational step worksheets, such as the
cooking step, the Guide recommends that the step be
considered a CCP, because there is no practical alterna-
tive to ensure control of the hazard. In other operational
steps, you may have a choice as to how you will control
the hazard. For example, in the preparation step for
ready-to-eat foods, you will identify contamination from
employees’ hands as a hazard. When controlling that
hazard as a CCP, you must also identify the critical lim-
its, establish monitoring and corrective actions, verifica-
tion procedures, and records. Alternatively, you may
choose to control that hazard by instituting an SOP that
disallows bare hand contact with ready-to-eat food. 
You will need to decide the most effective method 
of controlling the hazard, i.e., as a CCP or through use
of an SOP.

VIII. PROCEDURAL STEP 4: MONITOR
CRITICAL CONTROL POINTS

Use the worksheet to develop procedures, customized to
your operation, for monitoring your CCPs. Consideration
should be given to determining answers to the following
questions.

1. What critical limit at the CCP are you measuring?
2. How is it monitored?
3. When and how often will the CCP be monitored?
4. Who will be responsible for monitoring it?

Monitoring is observing or measuring specific operational
steps in the food process to determine if your critical lim-
its are being met. This activity is essential in making sure
your critical food processes are under control. It will iden-
tify where a loss of control occurs or if there is a trend
toward a loss of control of a critical food process. Needed
adjustments will then become obvious.

In your food safety management system, certain
processes have been identified as CCPs. What you are
going to monitor depends on the critical limits you have
established at each CCP. Minimum critical limits for
many CCPs have been established by the Food Code. For
example, cooking hamburger (which is the CCP) to 155°F
(68.3°C) for 15 seconds (which is the critical limit) will
kill most harmful bacteria. Therefore, final temperature
and time measurements are very important and you need
to determine how you will effectively monitor the critical
limits for each CCP.

Is monitoring equipment needed to measure a critical
limit? The equipment you choose for monitoring must be
accurate and routinely calibrated to ensure critical limits are
met. For example, a thermocouple with a thin probe might
be the most appropriate tool for measuring the final product
temperature of hamburger patties.

When deciding how often you need to monitor, make
sure that the monitoring interval will be reliable enough to
ensure the hazard is being controlled. Your procedure for
monitoring should be simple and easy to follow.

Individuals chosen to be responsible for a monitoring
activity may be a manager, line-supervisor, or a desig-
nated employee. Your monitoring system will only be
effective if employees are given the knowledge, skills, and
responsibility for serving safe food. Train your employees
to carefully follow your procedures, monitor CCPs, and
take corrective action if critical limits are not met.

IX. PROCEDURAL STEP 5: DEVELOP 
CORRECTIVE ACTIONS

Decide what type of corrective action you need to take if
a critical limit is not met.

1. What measures do you expect employees to
take to correct the problem?

2. Is the corrective action understood by your
employees?

3. Can the corrective action be easily imple-
mented?

4. Are different options needed for the appropri-
ate corrective actions, depending on the process
and monitoring frequency?

5. How will these corrective actions be docu-
mented and communicated to management so
the system can be modified to prevent the prob-
lem from occurring again?

Whenever a critical limit is not met, a corrective action
must be carried out immediately. Corrective actions may
be simply continuing to heat food to the required temper-
ature. Other corrective actions may be more complicated,
such as rejecting a shipment of raw oysters that does not
have the required tags or segregating and holding a prod-
uct until an evaluation is done.

In the event that a corrective action is taken, you should
reassess and modify if necessary your food safety system
based upon the HACCP principles. Despite the best sys-
tem, errors occur during food storage and preparation. 
A food safety system based upon the HACCP principles 
is designed to detect errors and correct them before a 
food safety hazard occurs. It is a benefit to industry and
regulators to be able to show that immediate action is
taken to ensure that no food product that may be injurious
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to health is served to or purchased by a customer. It is
important to document all corrective actions in written
records.

X. PROCEDURAL STEP 6: CONDUCT 
ONGOING VERIFICATION

A. DESCRIPTION

Because HACCP is a system to maintain continuous con-
trol of food safety practices, implementation of the plan
needs to be audited or verified. Verification is usually per-
formed by someone other than the person who is respon-
sible for performing the activities specified in the plan.
That person might be a manager, supervisor, designated
person, or the regulatory authority.

There is ongoing verification, which is conducted fre-
quently, such as daily, weekly, monthly, etc., by desig-
nated employees of the establishment. It is important to
note that routine monitoring should not be confused with
audit or verification methods or procedures.

There is long-term verification, which is done less fre-
quently. This will be discussed in Procedural Step 8.

Verification is an oversight auditing process to ensure
that the HACCP plan and SOPs continue to:

1. Be adequate to control the hazards identified as
likely to occur

2. Be consistently followed (i.e., a comparison is
made regarding observed, actual practices and
procedures with what is written in the plan)

Ongoing verification activities include:

1. Observing the person doing the monitoring: is
monitoring being done as planned?

2. Reviewing the monitoring records:
a. Are records completed accurately?
b. Do records show that the predetermined fre-

quency of the monitoring is followed?
c. Was the planned corrective action taken when

the person monitoring found and recorded
that the critical limit was not met?

d. Do records of the calibration of monitoring
equipment indicate that the equipment was
operating properly?

B. PROCEDURES

Procedures may include the following activities:

1. Observe the person conducting the activities at
the CCPs and recording information

2. Check monitoring records
3. Check corrective action records

4. Periodically review the total plan
5. Test product in process or finished product
6. Review equipment calibration records
7. Review recording thermometer accuracy (large

operations and some processes such as large
quantity cook and chill operations or smokers,
etc.)

C. FREQUENCY

Verification should occur at a frequency that can ensure
the HACCP plan is being followed continuously to:

1. Avoid adulterated/unsafe product getting to the
consumer

2. Be able to take corrective action without loss of
product

3. Ensure prescribed personnel practices are con-
sistently followed

4. Ensure personnel have the tools for proper per-
sonal hygiene and sanitary practices (e.g., hand-
washing facilities, sanitizing equipment, cleaning
supplies, temperature measuring devices, and
sufficient gloves, etc.)

5. Follow/comply with the control procedures
established

6. Conduct calibrations as needed depending
upon the type of equipment (some may be ver-
ified daily and others annually)

D. OBSERVATIONS/DOCUMENTATION — EXAMPLES

1. System Verification

a. Receiving
The manager reviews temperature logs of refrigerated
products at various intervals such as daily or weekly. An
operation may want its HACCP Plan to specify that the
manager checks the monitoring records daily if:

1. Receiving constitutes a high volume, or
2. Products include particular items such as fresh

tuna, mahi-mahi, mackerel, etc. (scombrotoxin-
forming species).

b. Chill step
Weekly, the production manager checks the “chilling log’’
that is maintained for foods that are either left over or
planned for later service. Recorded on the log sheet are
the time the food is placed into the cooler, its temperature,
the type of container used (depth per SOP), and measure-
ments of the time and temperature involved in cooling the
food.

c. Handwashing facilities and practices
Daily, the manager checks the log maintained at the hand-
washing facilities and corrections made in areas where
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ready-to-eat food is prepared. Less frequent checks are
made in other areas of the operation.

2. Process Verification

The manager checks daily or weekly, the time/tempera-
ture monitoring records at all CCPs (receiving, holding,
preparation before cooking for scombrotoxin-forming
seafood; cooking time/temp for hamburgers, etc.)

XI. PROCEDURAL STEP 7: KEEP RECORDS

In order to develop the most effective record-keeping system
for your operation, determine what documented informa-
tion will assist you in managing the control of food safety
hazards. Some recorded information should already be
part of your food safety system, like shellfish tags, and an
additional record may not be needed. Your record-keeping
system can use existing paperwork, such as delivery
invoices, for documenting product temperature. Another
method could be maintaining a log to record the tempera-
tures. A record-keeping system can be simple and needs to
be designed to meet the needs of the individual establish-
ment. It can be accomplished many different ways that are
customized to your operation as long as it provides a system
to determine that activities are performed according to the
HACCP plan.

Accurate record keeping is an essential part of a suc-
cessful HACCP program. Records provide documentation
that the critical limits at each CCP were met or that appro-
priate corrective actions were taken when the limits were not
met. Records also show that the actions performed were
verified.

Involve your employees in the development of your
management system. Ask them how they are currently
monitoring CCPs. Discuss with them the types of correc-
tive actions they take when a critical limit is not met.
Employees are an important source for developing simple
and effective record keeping procedures. Managers are
responsible for designing the system, but effective day-to-
day implementation involves every employee.

The simplest record-keeping system that lends itself to
integration into existing-operations is always best. A simple
yet effective system is easier to use and communicate to
your employees.

Record-keeping systems designed to document a
process rather than product information may be more
adaptable within a retail food establishment, especially if
you frequently change items on your menu. Accurately
documenting processes like cooking, cooling, and reheat-
ing, identified as CCPs, provides active managerial con-
trol of food safety hazards. Consistent process control by
management reduces the risk of foodborne illness.

Simple logs for recording refrigeration equip-
ment temperature are perhaps the most common SOP

records currently maintained. However, product tem-
perature records are commonly CCP records.

Other records may include:

1. Writing the product temperature on delivery
invoices

2. Keeping a log of internal product temperatures
of cooked foods

3. Holding shellstock tags for 90 days

Some retail establishments have implemented comprehen-
sive HACCP systems where records are maintained for
each CCP. These records may be quality control logs, but
they can also constitute CCP records if they are designed
to monitor activities that are, in fact, CCPs. The level of
sophistication of record keeping is dependent upon the
complexity of the food operation. For example, a cook–
chill operation for a large institution would require more
record keeping than a limited menu, cook–serve operation.

Once a specific process has been shown to work for
you, such as an ice bath method for cooling certain foods,
the frequency of record keeping may be reduced. In these
instances, a record keeping system provides a scheduled
check (verification) of the process to ensure that it effec-
tively controls the risk factor. This approach is extremely
effective for labor-intensive processes related to:

1. Cooking large volumes of food where a temper-
ature check of each individual item is impractical

2. Implementing a verified process will allow
employees to complete the procedure within the
course of a scheduled work day

3. Cooling foods or leftovers at the end of the
business day

4. Maintaining cold holding temperatures of
ready-to-eat potentially hazardous foods in
walk-in refrigeration units

XII. PROCEDURAL STEP 8: CONDUCT
LONG-TERM VERIFICATION

Once your food safety system is implemented, you will
need to confirm that it is effective over time, an activity
referred to in this document as long-term verification. You
may benefit from both internal (quality control) verifica-
tions and external verifications that may involve assis-
tance from the regulatory authority or consultants.

Long-term verification is conducted less frequently
(e.g., yearly) than on-going verification. It is a review or
audit of the plan to determine if:

1. Any new product/processes/menu items have
been added to the menu

2. Suppliers, customers, equipment, or facilities
have changed

3. The SOPs are current and implemented
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Procedural Step 8: Long-Term Verification

Name of person responsible for long-term verification: _____________________________ Title: _____________________________________
Frequency at which the long-term verification is done: _______________________________ ________________________________________
Reason, other than frequency, for doing a long-term verification: ____________________________________ ___________________________

Date of last long-term verification: _______________________

The length of time this record is kept on file: ______________

1. (a) Has a new product,
process, or menu item No ___
been added since the
last verification?

Yes ___ Does this change necessitate a
Go to Question #2 change on the worksheet?

No ____ Yes ____

(b) Has the supplier, Yes ___
customer, equipment, or No ___
facility changed since the Go to Question #2
last verification?

2. Do the existing No ___ � Worksheet information updated: Date: Name:
worksheets contain accurate _______ ________
and current information? ________

Yes ___
Go to Question #3

3. Are the existing CCPs No ___ — � CCP’s updated: Date: Name:
correctly identified? _______ ________

Yes ___
Go to Question #4

4. Are the existing critical No ___ — � CL’s updated: Date: Name:
limits appropriate to _______ ________
control each hazard? ________

Yes ___
Go to Question #5

5. Do the existing No ___ — � Monitoring procedures updated: Date: Name:
monitoring procedures _______ ________
ensure that the critical ________
limits are met?

Yes ___
Go to Question #6

6. Do existing corrective No ___ Corrective actions updated: Date: Name:
actions ensure that no _______ ________
ensure that no ________
injurious food is 
served or purchased? 

Yes ___
Go to Question #7

7. Do the existing on-going No ___ On-going verification Date: Name:
verification procedures procedures updated: _______ ________
ensure that the food safety ________
system is adequate to 
control hazards and is
consistency followed?

Yes ___
Go to Question #8

(Continued)
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4. The worksheets are still current
5. The CCPs are still correct, or if new CCPs are

needed
6. The critical limits are set realistically and are

adequate to control the hazard (e.g., the time
needed to cook the turkey to meet the Food
Code internal temperature requirement)

7. Monitoring equipment has been calibrated as
planned

Long-term verification helps the operator:

1. Ensure the food safety management system 
is implemented and the HACCP plan is being
followed

2. Improve the system and HACCP plan by iden-
tifying weaknesses

3. Eliminate unnecessary or ineffective controls
4. Determine if the HACCP plan needs to be modi-

fied or updated
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8. Does the existing record No ___ Record keeping procedures Date: Name:
keeping system provide updated: _______ ________
adequate documentation ________
that the critical limits are
met and corrective actions
are taken when needed?

Yes ___
Go to Question #9

9. Are the existing No ___ Does this necessitate a change in
SOPs current and your plan? If so, start again with
implemented? number 1.

Yes ___

The long-term verification procedure is now complete. The next long-term verification is due ___________________.
The changes made to the food safety management system were conveyed to the line supervisor or front-line employees on ________________.

Completed by: Name
_____________________________________________________
Title _____________________________________________________
Date ____________________________________
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I. INTRODUCTION

This chapter discusses HACCP (Hazard Analysis Critical
Control Point) program management for the seafood
industry as recommended by the U.S. National Marine
Fisheries Service (NMFS).

HACCP is a nontraditional, noncontinuous inspection
technique recommended by the National Academy of
Sciences as a more scientific, analytical, and economical
approach than that provided by traditional inspection and
quality control methods. HACCP, which focuses on prob-
lem prevention and problem solving, relies heavily on
proper monitoring and record keeping by the industry.
One of the primary economic benefits of HACCP is that it
provides for reduced destructive sampling of the finished
product as compared to the end-product sampling
required under traditional inspection systems. The appli-
cation of HACCP principles to seafood inspection has
been adopted by several countries, including Canada,
Iceland, and the European Union, and is becoming more
broadly recognized by the international community as a
mechanism to apply uniform inspection procedures.

Hazard Analysis Critical Control Point (HACCP) is a
management system in which food safety is addressed
through the analysis and control of biological, chemical, and
physical hazards from raw material production, procure-
ment and handling, to manufacturing, distribution and
consumption of the finished product. For successful
implementation of a HACCP plan, management must be
strongly committed to the HACCP concept. A firm com-
mitment to HACCP by top management provides company
employees with a sense of the importance of producing safe
food. In July 1992, the U.S. National Marine Fisheries
Service (NMFS) announced the availability of a new
seafood inspection program based on (HACCP) princi-
ples. This program is in addition to the Integrated Quality
Assurance (IQA) Program that also uses HACCP princi-
ples. However, the IQA program, having unique methods
for the inspection and grading of products, will continue
as an option for applicants to the program. The guidelines
for the HACCP Quality Management Program (QMP) have
been compiled to inform interested parties that the NMFS
is offering an alternative inspection program in addition to
what is presently available. Participation in one program
over the other is a decision, which must be made by the
company’s management. Under the Quality Management
Program, the company takes on the responsibility of doc-
umenting and implementing a quality system. NMFS will
then ensure that the quality system in place is adequate to
control the critical functions by regular inspections of the
system, known as audits. These audits will evaluate the qual-
ity system by examining product, processes, and records.

This document includes sections, which explain the
specifications or requirements of the QMP program for
documenting a quality system that will meet NMFS

requirements. The document is also a guide manual for
use by interested parties in developing their own quality
manual. The HACCP Quality Management Program will
allow participants an opportunity to apply their existing
quality systems more efficiently, receive the management
benefits of producing safe, wholesome, and properly
labeled products more consistently and obtain the market-
ing benefits of using marks associated with the program.
In summary, the HACCP-based service is consistent with
global activities to harmonize inspection protocols. 
In addition, NMFS believes that the service will enhance
the safety, wholesomeness, economic integrity, and qual-
ity of seafood available to consumers, as well as improve
seafood industry quality assurance and regulatory 
oversight.

NMFS policy is to encourage and assist interested par-
ties in the development and implementation of HACCP-
based quality management systems to facilitate consistent
distribution of safe, wholesome, and properly labeled
fishery products of desired uniform quality. The develop-
ment and implementation of HACCP-quality manage-
ment systems is optional. However, their use should result
in more efficient use of NMFS resources to inspect, grade,
and certify fishery products.

NMFS has issued a document “NOAA HACCP
Quality Management Program (HACCP QMP). Program
Requirements.” The latest revision was dated January 1,
2000. This document is designed to provide guidance for
the development, implementation, and operation of
HACCP-quality management systems, which will meet
NMFS approval. All information in this chapter has been
modified from this document.

When studying this document, please note the follow-
ing premises:

1. The data have been obtained from a document
issued by the NMFS. Data have been slightly
modified for ease of reading. Therefore, for
details, users should obtain a copy of the origi-
nal document from the NMFS.

2. The user is assumed to know the abbreviations.
3. In the U.S., the word “shall” is a legal require-

ment and is used where applicable.
4. The legal numerical citation is maintained.
5. Although the information in this document is

designed for seafood processors in the United
States, it can be easily modified to fit foreign
producers who may be interested to apply
HACCP in a proper manner.

II. DEFINITIONS

1. Auditee: The organization being audited.
2. Auditor: A person qualified to perform audits.
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3. Contamination: The occurrence of a contami-
nant in fish due to microbial pathogens, chemi-
cals, foreign bodies, spoilage, objectionable
taints, unwanted or diseased matter, which may
compromise fish safety or suitability.

4. Control measure (preventive measure): Action
performed to eliminate a hazard or reduce it to an
acceptable level. For the purposes of this guide a
control measure is also applied to a defect.

5. Control Point: Any step in a process whereby
biological, chemical, or physical factors may
be controlled.

6. Corrective Actions: An action taken to elimi-
nate the causes of an existing nonconformity,
defect, or other undesirable situation in order to
prevent recurrence.

7. Critical Control Point (CCP): A point, step, or
procedure in a food process at which control
can be applied, and a food hazard can as a
result be prevented, eliminated, or reduced to
acceptable levels.

8. Critical Deficiency: A hazardous deviation
from plan requirements such that maintenance
of the safety, wholesomeness, and economic
integrity is absent; will result in unsafe,
unwholesome, or misbranded product.

9. Critical Limit: The maximum or minimum
value to which a physical, biological, or chem-
ical parameter must be controlled at a critical
control point, or defect action point, to prevent,
eliminate, or reduce to an acceptable level the
occurrence of the identified food hazard.

10. Decision Tree: A sequence of questions applied
to each process step with an identified hazard to
identify which process steps are CCPs. For the
purpose of this Program this also applies to a
Defect Action Point.

11. Decomposition: A persistent and distinct objec-
tionable odor or flavor including texture break-
down caused by the deterioration of fish.

12. Defect: A condition found in a product which
fails to meet essential quality, composition
and/or labeling provisions of the appropriate
product standards or specifications.

13. Defect Action Point (DAP): A point, step or pro-
cedure at which control can be applied and a
defect can be prevented, eliminated or reduced
to acceptable level, or a fraud risk eliminated.

14. Food Safety Hazard: Any biological, chemical,
or physical property that may cause a food to be
unsafe for human consumption.

15. HACCP Plan: A document prepared in accor-
dance with the principles of HACCP to ensure
control of hazards which are significant for
food safety and control of defects which are

significant for essential quality, composition,
and/or labeling provisions in the segment of the
food chain under consideration.

16. Hazard: A chance for, or the risk of, a biologi-
cal, chemical, physical, or economic property
in a food product that could violate established
program criteria or cause the consumer distress
or illness.

17. Hazard analysis: The process of collecting and
evaluating information on hazards and condi-
tions leading to their presence to decide which
are significant for food safety and therefore
should be addressed in the HACCP plan.

18. High risk products: Seafood that may pose a
significant danger to the health of the public
when prepared for consumption by conventional
or traditional means. For example, ready-to-eat;
heat and/or brown and serve products; products
which may contain a microbial pathogen,
biotoxin, or physical or chemical contaminant
which may pose an unacceptable health risk at
the time of consumption.

19. Low risk products: Seafood that poses no sig-
nificant risk to the health of the public when
prepared for consumption by conventional or
traditional means.

20. Major Deficiency: A significant deviation from
plan requirements, such that maintenance of
safety, wholesomeness, or economic integrity
is inhibited.

21. Minor Deficiency: A failure of the part of the
HACCP-based system relative to facility sani-
tation which is not likely to reduce materially
the facility’s ability to meet acceptable sanita-
tion requirements.

22. Monitoring Procedures: Scheduled testing
and/or observations recorded by the firm to
report the findings at each CCP or DAP.

23. NUOCA (Notice of Unusual Occurrence and
Corrective Action): The record that outlines the
incident and the corresponding corrective
action implemented by the facility.

24. Objective Evidence: Information, which can be
proved true, based on facts, obtained through
observation, measurement, test, or other 
means.

25. Prerequisite Program: Procedures, including
Good Manufacturing Practices that address
operational conditions providing the founda-
tion for the HACCP system.

26. Preventive Measure(s) (control measure):
Physical, chemical, or other factors that can be
used to control an identified food safety hazard.
For the purposes of this program, this also
applies to a DAP.
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27. Process: One or more actions or operations to
harvest, produce, store, handle, distribute, or
sell a product or group of similar products.

28. Quality: Totality of characteristics of an entity
that bear on its ability to satisfy stated and
implied needs. The inherent properties of any
processed product which determine the relative
degree of excellence of such product, and
includes the effects of preparation and process-
ing, and may or may not include the effects of
packing media, or added ingredients.

29. Quality Audit: A systematic and independent
examination to determine whether quality
activities and related results comply with
planned arrangements and whether these
arrangements are implemented effectively and
are suitable to achieve objectives.

30. Record: A document that furnishes objective evi-
dence of activities performed or results achieved.

31. Serious Deficiency: A severe deviation from
plan requirements such that maintenance of
safety, wholesomeness, and economic integrity
is prevented; and, if the situation is allowed to
continue, may result in unsafe, unwholesome,
or misbranded product.

32. Severity: The seriousness of the effect(s) of a
hazard or defect. Specification: A document
stating requirements. A detailed document
describing the materials, dimensions, and
workmanship requirements of a product.

33. Systems Audit: On-site NMFS evaluation of
the firm’s effectiveness in following the plan
after validation.

34. Validation: That element of verification
focused on collecting and evaluating scientific
and technical information to determine if the
Quality Management Plan, when properly
implemented, will effectively control the haz-
ards and defects.

35. Verification: Those activities performed by 
the firm, other than monitoring, that determine
the validity of the Quality Management Plan
and that the system is operating according to
the plan.

III. APPLYING TO ENTER THE PROGRAM

Firms who wish to participate in the Program may apply
orally or in writing to the appropriate Regional Inspection
Branch of the NMFS. The Regional Inspection Branch
will provide the applicant with all necessary materials to
inform them of the program and its requirements. This
material will also include the requirements and any poli-
cies necessary for development and submission of a
Quality Management Plan. The firm develops its Quality

Management Plan and submits it for review according to
the plan review procedures described further in this docu-
ment. There may be a cost for the application.

IV. EDUCATION AND TRAINING

The success of a HACCP system depends on educating and
training management and employees in the importance of
their role in producing safe foods. This should also include
information concerning the control of food borne hazards
related to all stages of the food chain. It is important to rec-
ognize that employees must first understand what HACCP
and quality management is and then learn the skills nec-
essary to make it function properly. Specific training activ-
ities should include working instructions and procedures
that outline the tasks of employees monitoring each CCP
or DAP. Management must provide adequate time for
thorough education and training. Personnel must be given
the materials and equipment necessary to perform these
tasks. Effective training is an important prerequisite to
successful implementation of a HACCP or quality plan.

Each facility must employ a NMFS-certified person
knowledgeable in the program’s principles to be present
during all processing times. The certification must be kept
on file and available to NMFS at all times.

NOTE: Retail establishments of significant size do
not require the certification of an individual at each store
or facility location. However, they must have demon-
strated sufficient control of the training of all pertinent
individuals and have a sufficient number of management
personnel trained and certified in their system to maintain
proper control of the concepts and the HACCP plan.

V. PLAN REVIEW AND DESK AUDIT

Each applicant must submit a QMP plan in accordance
with this document. At the request of the firm, NMFS will
provide consultation toward the development of the HACCP
Quality Management Program plan on a fee basis. Plans
are submitted to the servicing Regional Inspection Branch
for desk review. Reviews of the plan may require requests
for changes, clarifications, deletions, etc., from the firm.
The servicing region will work with the firm to finalize
the development of the QMP Plan. A written review is sent
to the firm indicating what changes, if any, are necessary
prior to scheduling the site visit. All work of the assigned
CSO and the Regional Inspection Branch is performed on
a fee basis at established rates.

VI. LABEL REVIEW PROCEDURES AND
APPROVAL

All applicable labels must be approved prior to use in
accordance with regulations.
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The firm should begin following their plan as soon as
possible. The firm must adhere to the plan’s provisions
and keep all records associated with the approved QMP
plan for at least five (5) consecutive production days. The
firm will contact the Regional Inspection Branch as soon
as they believe the approved plan is functioning success-
fully and when they have records covering the minimum
production days. The Regional Inspection Branch will
schedule a site visit with the firm. The firm must verify
through end-product examination that the process controls
result in a product which complies to all regulations and
applicable quality standards or specifications. If docu-
mentation has not been previously provided, the firm must
collect data prior to the site visit, which will be sufficient
to demonstrate this relationship. Firms attempting to doc-
ument this relationship must collect data on not less than
20 percent of their lots using sampling plans comparable
in statistical confidence to those in 50 CFR Part 260, with
at least one lot representing each product form.

The inspection records must be available to NMFS
personnel upon request. Although not required, NMFS
recommends that the firm submit end-item verification
records with their QMP Plan. This will allow the firm to
test their controls, provide plan reviewers more informa-
tion, and possibly reduce the time and cost of the site visit.

The audit performed on site will determine whether
all of the hazards/defects and CCPs/DAPs have been iden-
tified, the quality management plan is being followed and
monitored by the firm, and is effectively controlling the
identified hazards/defects. The site visit will be conducted
on a fee basis by a team of personnel assigned based upon
the needs of the audit and the expertise available. The
number and structure of the team will be determined by
the size and complexity of the firm’s process and nature of
hazards associated with the products covered under the
QMP Plan. The audit will include conducting document
and record reviews, evaluating sanitation and in process
observations and product verification.

All reviews will be performed using accepted auditing
practices based on the current standards of ISO 10011.
Conducting a combination of statistical reviews of records
and finished product sample inspections will complete
product verifications. At least one lot for each product
form will be verified by inspecting samples of finished
product. NMFS inspection personnel may, for cause, sam-
ple and verify product in excess of this guideline. Firms
will be evaluated using the QMP System Evaluation
Criteria. If the firm is determined to be acceptable it will
qualify as a participant in the program and may finalize a
contract for services with NMFS. If the audit at the firm is
favorable, all products under review during the audit, includ-
ing the previous five (5) production days, are eligible to
bear the appropriate official marks or advertising claim.

Note for Vessels: Due to logistical factors, only one
NMFS Consumer Safety Officer will perform the site

visit. The NMFS Consumer Safety Officer will accom-
pany the vessel, if determined necessary, for an appropri-
ate time period during a fishing season, performing the
background checks of critical control points and auditing
the plan at one time. The officer may assist the quality
assurance/management group on board the vessel in any
alterations to make to their QMP Plan to work toward plan
approval and a successful audit. Once the QMP plan is
approved, the officer is taken off the vessel as soon as is
practicable. These procedural accommodations are made
in recognition of possible space restrictions and to reduce
the numbers of transfers at sea.

VII. QMP PLAN CHANGES

After the QMP plan has been approved, modifications
may be made under the following conditions. The firm
must notify the servicing Regional Inspection Branch, in
writing (Faxes are acceptable), of any modifications in their
QMP plan before implementing the changes. However,
any changes to address a health or safety issue may be
made without prior approval, but must be documented in
a corrective action plan. The Regional Inspection Branch
must be notified of these immediate changes within one
working day.

As the QMP Plan outlines the basic foundation and
policies of the firm’s quality program, changes to the plan
must be approved in advance with Program management.
However, the specific work procedures may change as
necessary without prior approval, as long as they meet 
the NMFS Program Quality System Standard found at the
end of this document. Prior to signing the contract, it will
be determined what of the firm’s document requires
preapproval.

VIII. SYSTEMS AUDITS

Only with a valid contract and continued demonstrated com-
pliance with all applicable laws and regulations and policies
may (1) the firm be eligible to use official marks or other
related statements and (2) firm-collected data be used by
NMFS towards issuing official certification of the firm’s
products or facility compliance. After the firm’s QMP Plan
is approved, NMFS will conduct Systems Audits at a fre-
quency listed below to determine the firm’s continued
adherence to their QMP Plan.

A. VESSELS

Firms must provide the appropriate NMFS Regional
Inspection Branch with their tentative season schedules
and off-loading schedules and sites as soon as they are
known. Firms must give the servicing Regional Inspection
Branch notice prior to each port arrival, providing 
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sufficient time for auditors to verify and audit the vessel
when required. Failure to do so could result in the removal
of the vessel from the Program. Vessels will be visited
once every other trip, with at least one visit per year. A
visit will be composed of a maximum of ten (10) percent
of the scheduled fishing days for the trip in question. For
example, if a trip is scheduled to last 30 days, the Systems
Audit will be performed over approximately three days.
Additional days may be necessary if the Consumer Safety
Officer has encountered a problem during the audit.
Audits may not require the auditor to be on board during
fishing, but will require the auditor to be present during
offloading.

NOTE: Samples of finished product may be pulled
while the NMFS Consumer Safety Officer is on board or
at dockside. If samples are pulled while on board, they
will be evaluated immediately for compliance.

B. PROCESSING ESTABLISHMENTS

NMFS will conduct unannounced Systems Audits to
determine the firm’s continued adherence to their plan.
Facilities will be visited at least once every month.

C. RETAIL AND FOOD SERVICE ESTABLISHMENTS

NMFS will conduct unannounced Systems Audits to
determine the firm’s continued adherence to their 
plan. Facilities will be visited at least once every three
months.

NOTE: NMFS is interested in providing this program
with a minimum possible burden to retail participants.
Record keeping should not be so grand as to cause undue
hardship on the retailer. Records should be of a precision
only to show what products were received by what sup-
plier on a particular day.

D. PROCEDURES FOR RETAIL AND FOOD SERVICE

OPERATIONS WITH MULTIPLE OUTLETS AND

WITH AN ESTABLISHED QUALITY ASSURANCE

PROGRAM

Firms which operate a chain of stores may have the stores
under the program sampled as outlined in the chart below
(provided they have an established approved Quality
Assurance System).

In addition, the following criteria apply:

1. All firms will enter the Program at the Tightened
level of sampling. After two successive audits
at this level, the firm will move to the Normal
level of sampling. After two successive audits

at the Normal level, the firm will move to the
Reduced level of sampling.

2. No stores in the sample may be considered 
unreliable. If a store in the sample is deemed
unreliable (Five Serious deficiencies or One
Critical deficiency), the Firm’s Quality
Assurance System is suspect. NMFS will then
perform an audit on the Quality Assurance
System of the firm for the next thirty days. This
audit will include the sampling of additional
stores. During this 30 day period, the stores
may continue to use all advertisement claims.

3. If after this audit the Quality Assurance System
is deemed to be under control, the firm will be
sampled at the Tightened level and the system
begins again as described above.

4. If the Quality Assurance System is deemed to
not be performing as designed, Regional man-
agement and the Quality Team will evaluate the
firm’s entire program and suggest the necessary
changes to continue in the Program. This eval-
uation could include each store being audited
and/or removed from the Program or may result
in a permanent or temporary removal of the
firm from the Program.

5. During this thirty day period the stores may
continue to use all advertisement claims.

6. If the sample of stores does not meet the above
requirements, then each store in the chain must
be audited on its own until such time as the
Quality Assurance System has been re-approved.

E. TIGHTENED FREQUENCY AUDIT PROCEDURES

A firm at the tightened frequency has demonstrated diffi-
culties in administering their QMP Plan and has rated the
facility as unreliable. If a Consumer Safety Officer rates a
facility unreliable, he/she will rate the facility and imme-
diately contact his/her Supervisor. The decision to rate a
facility unreliable will be made prior to the Consumer
Safety Officer performing the exit interview. Once the rat-
ing is confirmed, the Chief Quality Officer of the Seafood
Inspection Program is to be informed and provided with
all documentation, including but not limited to: Final Audit
Report, score sheets, supporting documentation, etc.
Facilities who are rated unreliable have a period of thirty
days to remove the unreliable status. Failure to do so will
result in the facility’s removal from the NMFS HACCP
Quality Management Program, or the EU HACCP Program.
A firm who is deemed unreliable may continue to use the
mark or other applicable advertising privileges if consent
by NMFS is given for daily auditing of the firm. Consent
will be on a case by case basis and granted only if NMFS
believes the nature of the condition which caused the firm
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to become unreliable warrants daily auditing. Daily audit-
ing will be acceptable to NMFS under the following 
conditions:

1. The firm must submit a corrective action plan
to the NMFS Consumer Safety Officer detailing
how they will correct the problem (Faxes are
acceptable). The corrective action plan must
include, at a minimum, detailed descriptions of
the following:
a. A statement of the problem
b. Identification of the person or persons
c. Handling the situation
d. The methods to be used to correct the problem
e. A schedule which details the time frame to

correct the problem
f. A statement with signatures of top manage-

ment attesting to their commitment to cor-
rect the deficiency The corrective action
plan must be written in sufficient detail to
provide NMFS with all necessary informa-
tion for its approval or disapproval.

2. The NMFS Consumer Safety Officer will
review the corrective actions identified by the
firm and will approve or disapprove the correc-
tive actions and notify his/her Supervisor. Daily
auditing will continue until the issue is 
corrected for a maximum of thirty calendar
days.

3. Products may be certified during daily auditing.
However, if any condition(s) exists that is con-
sidered critical, no product certification will
occur until the condition is corrected to the sat-
isfaction of NMFS.

4. At the inspector’s discretion, product compli-
ance will be verified by end-item inspection.
No products covered by the QMP plan will leave
the firm without NMFS approval.

5. Firms deemed unreliable twice in a 12-month
period will be removed from the HACCP
Quality Management Program or the EU
HACCP Program.

6. Firms who have been removed from the
HACCP Quality Management Program or the
EU HACCP Program may submit a request for
reapplication into the program after a period of
three calendar months. Application will be
accepted by NMFS only if evidence of a change
in management philosophy can be provided.

7. Firms who have been removed from the NMFS
HACCP Quality Management Program or EU
HACCP Program may still be eligible to enter
into the traditional Inspection Program.

F. APPEAL PROCEDURES

If a facility wishes to appeal this decision, they are to con-
tact, in writing, the Chief Quality Officer in NMFS
Seafood Inspection Program headquarters. The facility
must provide, in writing, all pertinent information as to
why it is believed the rating was determined in error and
what the facility expects to be a proper correction. Once
the Chief Quality Officer receives all information, he/she
will investigate the matter and make a determination. The
decision will be communicated to the Regional Inspection
Branch and the facility as soon as it is made. A written
report will follow.

G. USE OF MARKS

Participating firms are responsible for using the marks in
accordance with the regulations set forth in 50 CFR Part
260 and the Policy and Guidelines for Advertising and
Marking Products Inspected by the U.S. Department of
Commerce. Facilities who have received official stamping
devices must have written procedures in place securing
the device and protecting from its abuse.

H. ANALYTICAL TESTING AND PRODUCT

VERIFICATION

The firm must perform periodic end-item verification of
product compliance to program requirements. Both the
firm and NMFS must agree upon the firm’s frequencies of
testing and end-item product requirements; however, prod-
uct samples for analytical testing must be collected and
analyzed at least once per year as part of the firm’s verifi-
cation procedures. The level of analytical sampling per lot
must also be comparable to that found in the Hazards and
Controls Guide of the Food and Drug Administration.
Records of all analytical findings will be made available
to NMFS inspectors during Systems Audits and at other
times as necessary. As part of the product verification dis-
cussed below, NMFS will have product tested analytically
throughout the year. Six lots will be tested based upon the
information found in the FDA Hazards and Controls
Guide. Three lots will be tested for any criteria that is con-
sidered quality or economic integrity in nature, such as
moisture content of scallops. Variation in the described
sampling frequency may occur if evidence warrants.
However, any changes to the frequency (and their effects)
will be discussed with the applicable parties prior to their
implementation.

To determine whether the product produced at the
firm meets specification and/or U.S. grade standard
requirements, NMFS will routinely perform a product
audit on up to three (3) lots produced by the firm since the
last Systems Audit. This information will be used to guide
the auditor in his/her audit of the system. Product audits
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will be completed by conducting records reviews and fin-
ished product sample inspections. Additional lots may be
sampled if the situation warrants. Lots must be defined by
the firm in their QMP plan and approved by NMFS.

IX. QMP SYSTEM EVALUATION CRITERIA

A. GENERAL REQUIREMENTS

1. 21 CFR Part 123

a. Hazard analysis not performed
Every processor shall conduct, or have conducted for it, a
hazard analysis to determine whether there are food safety
hazards that are reasonably likely to occur for each kind
of fish and fishery product processed by that processor
and to identify the preventive measures that the processor
can apply to control those hazards. Such food safety haz-
ards can be introduced both within and outside the pro-
cessing plant environment, including food safety hazards
that can occur before, during, and after harvest. A food
safety hazard that is reasonably likely to occur is one for
which a prudent processor would establish controls
because experience, illness data, scientific reports, or
other information provide a basis to conclude that there is
a reasonable possibility that it will occur in the particular
type of fish or fishery product being processed in the
absence of those controls. The hazard and defect analysis
is the foundation of the quality plan. If the analysis is not
performed, the entire plan and its efficacy is suspect.
Firms must provide this analysis to the requesting
Consumer Safety Officer in writing. If it is not provided
and evidence suggests that it was performed but a written
document is not available, a Serious deficiency will only
be assessed. Otherwise, a Critical deficiency will be
assessed. [Deficiency: Serious/Critical].

b. No written HACCP plan when one is required
Every processor shall have and implement a written
HACCP plan whenever a hazard analysis reveals one or
more food safety hazards that are reasonably likely to
occur. Firms must provide this plan to the requesting
Consumer Safety Officer. [Deficiency: Serious].

c. Plan is not location and/or fish species specific
A HACCP plan shall be specific to:

1. Each location where fish and fishery products
are processed by that processor; and

2. Each kind of fish and fishery product processed
by the processor. The plan may group kinds of
fish and fishery products together, or group kinds
of production methods together, if the food

safety hazards, critical control points, critical
limits, and procedures required to be identified
and performed in paragraph are identical for all
fish and fishery products so grouped or for all
production methods so grouped.

[Deficiency: Major]

d. Hazard(s) is not listed in the plan
The HACCP plan shall, at a minimum list the food safety
hazards that are reasonably likely to occur and that thus
must be controlled for each fish and fishery product.
Consideration should be given to whether any food safety
hazards are reasonably likely to occur as a result of the
following:

1. Natural toxins
2. Microbiological contamination
3. Chemical contamination
4. Pesticides
5. Drug residues
6. Decomposition in scombroid toxin-forming

species or in any other species where a food
safety hazard has been associated with decom-
position

7. Parasites, where the processor has knowledge
or has reason to know that the parasite-containing
fish or fishery product will be consumed with-
out a process sufficient to kill the parasites, or
where the processor represents, labels, or
intends for the product to be so consumed

8. Unapproved use of direct or indirect food or
9. Color additives

10. Physical hazards

[Deficiency: Serious]

e. Hazard(s) is not controlled
Firms may not have met the requirements of performing
the hazard analysis or writing a required HACCP plan.
However, controls may still be in place for the hazards
identified by the Consumer Safety Officer. If it is deter-
mined that the controls are not in place, a Critical defi-
ciency will be assessed. [Deficiency: Critical]

f. CCPs are not properly identified in the plan
The HACCP plan shall, at a minimum list the critical con-
trol points for each of the identified food safety hazards,
including as appropriate:

1. Critical control points designed to control food
safety hazards that could be introduced in the
processing plant environment; and
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2. Critical control points designed to control food
safety hazards introduced outside the processing
plant environment, including food safety hazards
that occur before, during, and after harvest.

[Deficiency: Serious]

g. Appropriate critical limit(s) is not listed in
the plan

The HACCP plan shall, at a minimum list the critical lim-
its that must be met at each of the critical control points.
If evidence is present that the critical limits were improp-
erly identified but those identified were followed, the defi-
ciency will be assessed here. [Deficiency: Serious]

h. Monitoring procedure(s) in the plan
is inadequate

The HACCP plan shall, at a minimum, list the procedures,
and frequency thereof, that will be used to monitor each
of the critical control points to ensure compliance with the
critical limits. [Deficiency: Serious]

i. Corrective action listed in plan is
not appropriate

Whenever a deviation from a critical limit occurs, a
processor shall take corrective action by following a cor-
rective action plan that is appropriate for the particular
deviation. [Deficiency: Serious]

j. Verification procedure(s) stated in plan
is inadequate

The HACCP plan shall list the verification procedures,
and frequency thereof, that the processor will use. Every
processor shall verify that the HACCP plan is adequate to
control food safety hazards that are reasonably likely to
occur, and that the plan is being effectively implemented.

Verification shall include, at a minimum:

1. Reassessment of the HACCP plan. A reassess-
ment of the adequacy of the HACCP plan
whenever any changes occur that could affect
the hazard analysis or alter the HACCP plan in
any way or at least annually. Such changes may
include changes in the following: Raw materi-
als or source of raw materials, product formu-
lation, processing methods or systems, finished
product distribution systems, or the intended
use or consumers of the finished product. The
reassessment shall be performed by an individ-
ual or individuals who have been trained in
accordance with Sec. 123.10 of 21 CFR Part
123. The HACCP plan shall be modified imme-
diately whenever a reassessment reveals that
the plan is no longer adequate to fully meet the
requirements.

2. Ongoing verification activities. Ongoing verifi-
cation activities including:
• A review of any consumer complaints that

have been received by the processor to
determine whether they relate to the per-
formance of critical control points or reveal
the existence of unidentified critical control
points

• The calibration of process-monitoring instru-
ments

• At the option of the processor, the perform-
ing of periodic end-product or in process
testing

3. Records review. A review, including signing
and dating, by an individual who has been
trained in accordance with Sec. 123.10, of the
records that document:

The monitoring of critical control points. The
purpose of this review shall be, at a minimum, to
ensure that the records are complete and to verify
that they document values that are within the crit-
ical limits. This review shall occur within 1 week
of the day that the records are made. The taking
of corrective actions. The purpose of this review
shall be, at a minimum, to ensure that the records
are complete and to verify that appropriate cor-
rective actions were taken in accordance with
Sec. 123.7. This review shall occur within 1 week
of the day that the records are made; and the cal-
ibrating of any process control instruments used
at critical control points and the performing of
any periodic end product or in-process testing
that is part of the processor’s verification activi-
ties. The purpose of these reviews shall be, at a
minimum, to ensure that the records are com-
plete, and that these activities occurred in accor-
dance with the processor’s written procedures.
These reviews shall occur within a reasonable
time after the records are made.

4. Processors shall immediately follow corrective
action procedures whenever any verification pro-
cedure, including the review of a consumer com-
plaint, reveals the need to take a corrective action.
(See Corrective Action sections listed below.)

5. Reassessment of the hazard analysis. Whenever
a processor does not have a HACCP plan
because a hazard analysis has revealed no food
safety hazards that are reasonably likely to
occur, the processor shall reassess the adequacy
of that hazard analysis whenever there are any
changes that could reasonably affect whether a
food safety hazard now exists. Such changes
may include, but are not limited to changes in:
raw materials or source of raw materials,
product formulation, processing methods or 
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systems, finished product distribution systems,
or the intended use or consumers of the finished
product. The reassessment shall be performed
by an individual or individuals who have been
properly trained in accordance with 21 CFR
123.10. (See 2.3.1)

6. Recordkeeping. The calibration of process
monitoring instruments, and the performing of
any periodic end-product and in-process testing
shall be documented in records that are subject
to record keeping requirements listed below. 

[Deficiency: Serious]

k. Sanitation standard operating procedures
not present

Each processor should have and implement a written san-
itation standard operating procedure (SSOP) or similar
document that is specific to each location where fish and
fishery products are produced. The SSOP should specify
how the processor would meet those sanitation conditions
and practices that are to be monitored. [Deficiency:
Serious].

l. Sanitation not monitored
Each processor shall monitor the conditions and practices
during processing with sufficient frequency to ensure, at a
minimum, conformance with those conditions and prac-
tices specified in 21 CFR Part 110 that are both appropri-
ate to the plant and the food being processed and relate to
the following:

1. Safety of the water that comes into contact with
food or food contact surfaces, or is used in the
manufacture of ice

2. Condition and cleanliness of food contact sur-
faces, including utensils, gloves, and outer 
garments

3. Prevention of cross-contamination from unsan-
itary objects to food, food packaging material,
and other food contact surfaces, including uten-
sils, gloves, and outer garments, and from raw
product to cooked product

4. Maintenance of hand washing, hand sanitizing,
and toilet facilities

5. Protection of food, food packaging material, and
food contact surfaces from adulteration with
lubricants, fuel, pesticides, cleaning compounds,
sanitizing agents, condensate, and other chemi-
cal, physical, and biological contaminants

6. Proper labeling, storage, and use of toxic 
compounds

7. Control of employee health conditions that
could result in the microbiological contamination

of food, food packaging materials, and food
contact surfaces

8. Exclusion of pests from the food plant
[Deficiency: Serious]

2. Program Requirements

a. Defect action plan is not adequate to control
product quality characteristics

Every processor, as applicable, shall have and implement
a written Defect Action Plan and a quality defect analysis
for products that will either bear an inspection mark or
will be advertised as under the NMFS Seafood Inspection
Program. Firms must provide this plan to the requesting
Consumer Safety Officer. [Deficiency: Critical]

b. Quality manual is inadequate
Every processor, as applicable, shall have and implement
a written quality manual which covers each of the ele-
ments delineated in the Quality System Requirements.
Firms must provide this plan to the requesting Consumer
Safety Officer. [Deficiency: Serious]

c. Labels and/or specifications are inadequate
Title 50 of the Code of Federal Regulations (CFR) requires
that establishments contracting for fishery product inspec-
tion service obtain NMFS approval of labels prior to use
on products packed under Federal inspection, regardless
of whether or not they bear official inspection or grade
marks. Additionally, the “Policy for Advertising Services
and Marks” identifies additional labeling and advertising
of marks and services that must be approved prior to use.
The Regulations Governing Processed Fishery Products
require that specifications for all products for which U.S.
Standards for Grades are not available be approved by the
Secretary of Commerce and that end-product samples, when
requested, be evaluated to determine their compliance
with approved specifications prior to NMFS inspection
and certification of such products. [Deficiency: Serious]

B. ADHERENCE TO HACCP-BASED PLAN

1. Procedures

The procedures outlined in a firm’s QMP plan must be
followed as written. The plan was approved by NMFS as
a whole, not procedure by procedure. Not following a pro-
cedure could affect the entire critical control point.

a. Monitoring procedures not followed
Monitoring procedures must be followed to maintain con-
trol of the process. If any monitoring procedure has not
been followed and a corrective action report is not filed,
the firm is not in compliance with this item. [Deficiency:
Serious]
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b. Critical limits not followed
Self Explanatory. [Deficiency: Critical]

c. Corrective action not taken
Whenever a deviation from a critical limit, sanitation, ver-
ification, or quality plan occurs, a processor shall take cor-
rective action. Processors may develop written corrective
action plans, which become part of their QMP plans by
which they predetermine the corrective actions that they
will take whenever there is a deviation from a critical limit.
A corrective action plan that is appropriate for a particular
deviation is one that describes the steps to be taken and
assigns responsibility for taking those steps, to ensure that:

1. No product enters commerce that is either inju-
rious to health, is otherwise adulterated as a
result of the deviation, or does not meet
Program requirements; and

2. The cause of the deviation is corrected. A firm
is provided room for error in their plan through
a system of corrective actions.

If an error or problem arises in the conducting of the
QMP plan, the firm must file a corrective action report
(Notice of Unusual Occurrence and Corrective Action —
NUOCA). All other deficiencies may possibly be averted in
this checklist if corrective action reports are filed for each
problem or situation. Failure to file a corrective action
report will be considered a failure to take a corrective action
and the firm will then not be in compliance with this item.

When a deviation from the QMP occurs and the
processor does not have a corrective action plan that is
appropriate for that deviation, the processor shall:

1. Segregate and hold the affected product.
2. Perform or obtain a review to determine the

acceptability of the affected product for distri-
bution. The review shall be performed by an
individual or individuals who have adequate
training or experience to perform such a review.

3. Take corrective action, when necessary, with
respect to the affected product to ensure that no
product enters commerce that is either injurious
to health or is otherwise adulterated as a result
of the deviation or does not meet other program
requirements.

4. Take corrective action, when necessary, to cor-
rect the cause of the deviation.

Perform or obtain timely reassessment by an individ-
ual or individuals who have been properly trained to do
so, to determine whether the plan needs to be modified to
reduce the risk of recurrence of the deviation, and modify
the plan as necessary. [Deficiency: Critical]

d. Verification procedures not followed
Verification procedures are those that provide for man-
agement to determine the overall effectiveness of the plan.
Not following these procedures could ultimately cause the
plan to fail or misidentify a hazard, defect, or control pro-
cedure. Since failure of these procedures will likely not
immediately cause the plan to fail, it is rated at a Serious
level. This item should be checked on a trend basis, not
based on isolated incidences unless they are of such severity
to warrant action. Firms must reassess their hazard and
defect analyses when information or other evidence indi-
cates the need and at least yearly. The plan must be signed
and dated by a management official responsible for the
operation of the facility. The plan must be signed upon
implementation and at least once each year. [Deficiency:
Serious]

e. Sanitation standard operating procedures
not followed

This deficiency will be assessed if it is determined that the
firm did not follow their written SSOPs, whether or not
specific sanitation deficiencies were observed. [Deficiency:
Serious]

f. Defect action plan/quality manual
not followed

This deficiency will be assessed if the firm did not follow
the policies outlined in their Quality manual or did not fol-
low the procedures listed in their defect action plan. This
deficiency will be assessed whether or not it was deter-
mined that product was affected. [Deficiency: Serious]

2. Records

a. Inadequate information on records (facility
name and location, etc.)

Self Explanatory
Based on the required information stated in 21 CFR Part
123. All records required by this part shall include:

1. The name and location of the processor or
importer

2. The date and time of the activity that the record
reflects

3. The signature or initials of the person perform-
ing the operation

4. Where appropriate, the identity of the product
and the production code, if any. Processing and
other information shall be entered on records at
the time that it is observed [Deficiency: Major]

b. Record data is missing
All records must be kept up-to-date. Entries must be made
as they are measured. The records shall contain the actual
values and observations obtained during monitoring or
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measurement. All time schedules outlined in the QMP plan
must be maintained. Examples of non-compliance include:
measurement observed to be taken but not entered on
record; partial entry of information from monitoring pro-
cedures; initials for QA verification not recorded in a timely
manner; etc. If record data is missing, a Major deficiency
will be assessed.

All labels must be up-to-date. All labels must be kept
on file by the firm. If labels are not up-to-date, a Serious
deficiency will be assessed. The maintenance of records
on computers is acceptable, provided that appropriate
controls are implemented to ensure the integrity of the
electronic data and signatures. [Deficiency: Major
(Serious for Labels)]

c. Records are inaccurate
All entries must be accurate or the record is meaningless.
If calculations, time test measured, etc., are not correct,
the box for this deficiency should be checked. This defi-
ciency will also be used for the compliance of product
leaving the firm. [Deficiency: Serious/Critical]

d. Records are not available for inspection
If the firm for any unreasonable amount of time does not
surrender the applicable record for inspector review, they
are not in compliance with this item. If portions of a
record are not available, the firm is not in compliance with
this item. All required records shall be retained at the pro-
cessing facility or importer’s place of business in the United
States for at least 1 year after the date they were prepared
in the case of refrigerated products and for at least 2 years
after the date they were prepared in the case of frozen,
preserved, or shelf-stable products. Records that relate to
the general adequacy of equipment or processes being used
by a processor, including the results of scientific studies
and evaluations, shall be retained at the processing facil-
ity or the importer’s place of business in the United States
for at least 2 years after their applicability to the product
being produced at the facility.

If the processing facility is closed for a prolonged
period between seasonal packs, or if record storage capac-
ity is limited on a processing vessel or at a remote pro-
cessing site, the records may be transferred to some other
reasonably accessible location at the end of the seasonal
pack but shall be immediately returned for official review
upon demand. [Deficiency: Critical]

e. Documents or records are falsified
This item is self-explanatory. However, intent on the part
of the firm or its representatives must be shown. For
example, if an item on a record was shown to be corrected
with correction fluid or other means of obliteration, the
inspector must show that someone with, full knowledge,
changed the entry to reflect a value that was not the value
measured or observed. Otherwise, this will be considered
an inaccurate entry. [Deficiency: Critical]

3. Other Requirements

a. Program trained personnel not available
Hazard analysis, reassessment or modification of HACCP
plan, or records review performed by untrained personnel.
Each firm must employ a person who has been certified
by NMFS for this program. At least one NMFS HACCP-
certified person is required to be present during production.
In addition, copies of all certified personnel’s certificates
must on file with the firm. Per 21 CFR part 123, these
duties are assigned only to properly trained personnel. For
the QMP Program, properly trained will be any person
who has passed the NMFS Certification Exam. However,
failure of this element will not likely cause an immediate
hazard or defect. Therefore, it is rated as a Serious defi-
ciency. Per 21 CFR part 123, these duties are assigned to
only properly trained personnel. Failure of this element
could lead to an immediate hazard or defect. At a mini-
mum, the following functions shall be performed by an
individual who has successfully completed training in the
application of HACCP principles to fish and fishery prod-
uct processing at least equivalent to that received under
standardized curriculum recognized as adequate by 
the U.S. Food and Drug Administration or who is other-
wise qualified through job experience to perform these
functions. Job experience will qualify an individual to
perform these functions if it has provided knowledge at
least equivalent to that provided through the standardized
curriculum.

Developing a HACCP plan, which could include
adapting a model or generic-type HACCP plan, that is
appropriate for a specific processor, in order to meet the
requirements of Sec. 123.6(b); Reassessing and modifying
the HACCP plan in accordance with the corrective action
procedures specified in Sec. 123.7(c)(5), the HACCP plan
in accordance with the verification activities specified in
Sec. 123.8(a)(1), and the hazard analysis in accordance
with the verification activities specified in Sec. 123.8(c);
and Performing the record review required by Sec.
123.8(a)(3). The trained individual need not be an
employee of the processor. [Deficiency: Serious]

b. Modification to QMP plan without approval
Any change in procedures whether they are written or not
will be considered non-compliance by the firm for this
item. This includes all procedures at critical control
points, sanitation procedures, recall procedures verifica-
tion procedures, and consumer complaint procedures.
Exceptions will be allowed for those procedures the firm
can justify that were necessary to avert or control a public
safety or health situation provided a corrective action
report is on file for the incident and a request for plan
modification is filed with the servicing NMFS Regional
Inspection Branch within a 24-hour period. [Deficiency:
Serious]
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C. FACILITY SANITATION

1. Safety of Process Water

Process water must be of very high quality as it directly inter-
faces or becomes part of the product being manufactured.
Therefore, no filth, deleterious chemicals, bacteria, or
other contaminants may be present in solution as it will
directly affect the safety of the product. Available water
must pass potability standards established by federal,
state, and local authorities. Water that is supplied to the
plant must meet certain minimum standards. However,
processing water must also be reasonably protected in the
facility. Conditions that allow contamination to occur can-
not be allowed. These may include cross-connection 
of plumbing, backsiphonage, or back flow from a con-
taminated source to the supply system or open vessels of
water.

a. Unsafe or unsanitary water supply
The water supply, including seawater, will be in compli-
ance when by certification or direct testing the supply is
found to meet the federal standards set forth by the
Environmental Protection Agency. Private supplies shall
have testing performed at a minimum of every six (6)
months. Certification of municipal or community systems
should be secured at a minimum of once per year.
[Deficiency: Critical]

b. No protection against backflow,
back-siphonage, or other sources of
contamination

A facility will be in compliance when all cross connec-
tions are eliminated, backflow prevention devices are
installed wherever backflow or siphonage may occur, or
where other possible forms of contamination may be 
present. [Deficiency: Serious]

c. Inadequate supply of hot water
Hot water is necessary for many cleaning techniques. In
addition, a hot water supply is necessary to provide a
comfortable means for employees to wash their hands. If
the tap is on and a luke-warm supply of water is present
in sufficient quantities for the tasks it will perform in the
facility, the plant is in compliance. The supply must also
be easily accessible for its proper use. [Deficiency:
Minor]

d. Ice not manufactured, handled, or used in a
sanitary manner

A facility will be in compliance when potable water is
used for manufacturing, when the manufacturing equip-
ment is clean, and the ice only touches impervious sur-
faces; the ice holding containers are clean and made of
appropriate impervious material; handling equipment is
clean and appropriate for food contact; and ice is not

reused on ready-to-eat product. For facilities receiving ice
from an outside supply, a certificate of conformance will
be necessary to ensure that the ice being received meets
the standards set forth in this document. In addition, pota-
bility checks must be made at a minimum of every six (6)
months on ice received. [Deficiency: Critical]

2. Food Contact Surfaces

a. Equipment and utensils’ design, construction,
location, or materials cannot be readily
cleaned and sanitized; does not preclude
product adulteration or contamination

Any equipment used in the manufacturing or handling of
the food product must be designed or constructed so that
it can be easily taken apart for regular cleaning and
inspection. Failure to do so will cause the facility to be out
of compliance. In addition, if the materials used are not of
a material suitable for its intended purpose or there is
reuse of single-service items, then the facility is also out
of compliance. [Deficiency: Major]

b. Equipment, primary packaging materials, and
utensils not maintained in proper repair or
removed when necessary. (Product-contact
surfaces)

All product contact surfaces must be kept in good repair.
If the contact surface cannot be repaired, then the piece of
equipment or utensil should be removed so as not to allow
for its use. Primary packaging materials should be ade-
quately covered when stored or not in use. Failure to pro-
vide these conditions will result in non-compliance.
[Deficiency: Major (Serious for products at a high risk
stage of processing)]

c. Product contact surfaces not cleaned or
sanitized before use, after interruptions, or
as necessary

Product contact surfaces must be cleaned using proper
techniques to remove dirt and debris. Sanitizers must be
used before product contacts the surface. Sanitizing with-
out cleaning is insufficient. Any violation will be consid-
ered noncompliance. [Deficiency: Serious (Critical for
products at a high risk stage of processing)]

d. Processing or food handling personnel do not
maintain a high degree of personal cleanliness

All persons, while in food preparation or handling areas
shall wear clean outer garments, use clean cloths, and
conform to hygienic practices while on duty, to the extent
necessary to prevent contamination or adulteration of
food. This includes occasional workers or visitors to the
area. [Deficiency: Major/Serious]
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e. Processing or food handling personnel do 
not take necessary precautions to prevent
adulteration or contamination of food

All persons, while in a food preparation or handling area,
shall:

1. Wash their hands thoroughly to prevent contam-
ination by undesirable microorganisms before
starting work, after each absence from the work
station, and at any other time when the hands
may have become soiled or contaminated. After
washing, the hands must be sanitized using the
company-provided hand dip stations.

2. Remove all insecure jewelry, and when food is
being manipulated by hand, remove from hands
any jewelry that cannot be adequately sanitized.

3. If gloves are used in food handling, maintain
them in an intact, clean, and sanitary condition.
Such gloves shall be of an impermeable mate-
rial except where their usage would be inappro-
priate or incompatible with the work involved.
If gloves are used they will be washed and san-
itized at the same frequency as employees’
hands as described in number one of this list.

4. Wear hairnets, caps, masks, or other effective
hair restraint. Other persons that may inciden-
tally enter the processing areas shall comply
with this requirement.

5. Not expectorate; nor store clothing or other per-
sonal belongings; not eat food or drink bever-
ages; nor use tobacco in any form in areas where
food or food ingredients are exposed, or in areas
used for food processing, storage of food ingre-
dients and/or packaging materials, washing of
equipment and utensils, or in production areas.

6. Take other necessary precautions to prevent con-
tamination of foods with microorganisms or for-
eign substances including, but not limited to
perspiration, hair, cosmetics, tobacco, chemicals,
and medicants. [Deficiency: Serious/Critical]

3. Prevention of Cross Contamination

a. Grounds condition can permit contamination
to enter the facility

There shall be no conditions on the grounds such as dusty
roads or parking lots, mud puddles, chemical spills, etc.,
that can cause contamination to be carried into the plant
through such means as wind drafts, personnel foot traffic,
adherence to personnel clothing, flooding, etc. Design of
the facility structure should be such that access is easily
obtained to all areas. This is necessary for proper cleaning
and sanitizing of floors, walls and ceilings, as well as for
visual inspections. [Deficiency: Minor]

b. Facility
Design, layout of materials used cannot be readily
cleaned and sanitized; does not preclude product 
adulteration or contamination
If the rooms (including restrooms and employee break
rooms) in the facility are laid out or designed in such a
way that they cannot be readily cleaned or sanitized, then the
facility is not in compliance. This would include improper
materials for walls, ceilings, etc., as well as hard-to-reach
rooms or corners even when the equipment is removed
from the room. [Deficiency: Major]

Insufficient separation by space or other means allows
product to be adulterated or contaminated
There must be sufficient separation between different
activities in the processing, packaging and handling of
food products. This includes the complete separation of
living/sleeping quarters or heavy maintenance areas from
food-handling areas. The food product should flow easily
from one stage to another and not be allowed to come into
contact with non-food surfaces if exposed. In addition, the
layout of the facility should not be such that product con-
tamination is likely due to heavy employee traffic through
work areas. Retail product displays should be arranged so
that there is sufficient separation to assure that no cross-
contamination can occur between raw, cooked, and live
product. [Deficiency: Serious (Critical for products at a
high risk stage of production)]

c. Condition of roof, ceilings, walls, floors, or
lighting not maintained; lights not protected

Areas directly affecting product or packaging material
For those areas that will directly affect product or primary
packaging materials, (packaging immediately surround-
ing product), the roof, ceiling, walls, floors, and lighting
fixtures must be maintained as designed and lights must
be protected. Failure to do so causes the facility to be out
of compliance. [Deficiency: Critical]

Other
For areas in the facility other than in section above (Areas
directly affecting product or packaging material), the roof,
ceilings, walls, floors, or lighting fixtures must also be
maintained as designed. This does not include those areas
designated as offices and in which food products or pri-
mary packaging materials in any stage of production will
not be handled or stored. [Deficiency: Minor (Major for
products at a high risk stage of production)]

d. Cleaning methods permit adulteration or
contamination

Employees must take care to use methods that will not
adulterate or contaminate the product. Any cleaning or
sanitizing procedures or techniques that may cause the
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product to become adulterated or contaminated will
caused the facility to be in non-compliance. Examples of
non-compliance include but are not limited to inadvertent
touching of product or product surfaces with wash water,
detergent, sanitizers, etc., during production. [Deficiency:
Serious (Critical for products at a high risk stage of 
production)]

e. Finished product not properly covered
or protected

Finished product must be either packaged, covered or pro-
tected so as to not permit contamination or adulteration
prior to shipment. [Deficiency: Major (Serious for prod-
ucts at a high risk stage of production)]

f. Equipment and utensils not maintained in
proper repair or removed when necessary
(Non-product contact surfaces)

All non-food contact surfaces should also be maintained
in good repair. The facility is in noncompliance when the
maintenance of all additional equipment or areas of equip-
ment and utensils not referred to in item 3.2.a above is
insufficient and may allow indirect product contamination
or adulteration. [Deficiency: Minor (Major for products at
a high risk stage of production)]

g. Non-product contact surfaces not cleaned
before use

Non-product contact areas must also be cleaned prior to
use. However, sanitizing is not required. This includes
wall, ceilings, floors, and other room areas as well as
equipment. [Deficiency: Major]

4. Handwashing, Hand Sanitizing, and 
Toilet Facilities

a. Hand washing and hand sanitizing stations
not present or conveniently located

Hand washing and hand sanitizing stations must be pres-
ent and located conveniently and in sufficient numbers to
provide employees ease of their use. [Deficiency: Serious
(Critical for products at a high risk stage of production)]

b. Improper disposal of Sewage
A facility is in compliance when sewage systems drain
properly, are vented to the outside, and are connected to
an approved private septic system or a public septic and/or
sewerage system. [Deficiency: Critical]

c. Inadequate supplies
The restrooms must provide supplies such as toilet paper,
soap, etc., sufficient enough to meet employees’ needs.
[Deficiency: Major]

d. Insufficient number of functional toilets
The facility must have one operable, in good repair, con-
veniently accessible toilet per fifteen (15) employees, per
gender. For men, urinals may be substituted for toilet
bowls, but only to the extent of one-third (1/3) of the total
number of bowls required. [Deficiency: Minor]

5. Protection from Adulteration

a. Condensation
Areas directly affecting product or primary
packaging material
If any condensation, overhead leaks, or water splash is
found in areas in the facility where the condensation has
the potential to come in contact with product or primary
packaging material, the facility is in non-compliance.
[Deficiency: Serious (Critical for products at a high risk
stage of production)]

Other
Any areas other than those noted above where food is
stored, handled, processed, packaged, or displayed shall
be condensation-free. If condensation is noted in these
areas, the facility shall be in non-compliance. [Deficiency:
Major]

b. Adequate air exchange does not exist
A facility is in compliance when adequate air exchange
exists to preclude the development of foul odors.

[Deficiency: Minor (Only for products at a high-risk
stage of production)]

6. Proper Labeling, Use, and Storage of 
Toxic Compounds

Plant chemicals are cleaners, sanitizers, rodenticides,
insecticides, machine lubricants, etc. They must be used
according to manufacturer’s instructions, have proper
labeling, and be stored in a safe manner or they may pose
a risk of contaminating the food product that the estab-
lishment is handling or manufacturing. A facility will be
in compliance when the chemicals are used according to
manufacturer’s instructions and recommendations and
stored in an area of limited access away from food han-
dling or manufacturing. All chemicals must be labeled to
show the name of the manufacturer, instructions for use,
and the appropriate EPA or USDA approval.

a. Chemical(s) improperly used or handled
[Deficiency: Critical]

b. Chemical(s) improperly stored
[Deficiency: Serious]

c. Chemical(s) improperly labeled
[Deficiency: Major]
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7. Control of Employee Health Conditions

a. Facility management does not have in effect 
measures to restrict people with known 
disease from contaminating the product

No person affected by disease in a communicable form, or
while a carrier of such disease, or while affected with
boils, sores, infected wounds, or other abnormal sources
of microbiological contamination, shall work in a food
plant in any capacity in which there is a reasonable possi-
bility of food or food ingredients becoming contaminated
by such person. Plant management shall require employ-
ees to report illness or injury to supervisors. [Deficiency:
Serious]

8. Exclusion of Pests

The presence of rodents, insects, and other animals in the
facility must not be allowed because they are sources for
the contamination of food with foreign material, filth, and
bacteria, etc.

a. Harborage and attractant areas present
The facility and grounds are free of harborage areas.
These include but are not limited to: uncut weeds, brush
or tall grass; improper storage of unused equipment or
materials; presence of litter, waste and refuse; or standing
or stagnant water. All garbage and refuse containers are
rodent/insect-resistant and outside storage areas are prop-
erly constructed. [Deficiency: Major]

b. Pest control measures not effective
Exclusion
Openings to the outside of or within the facility may allow
vermin or other pests to enter. Openings and cracks should
be screened or otherwise sealed. Screens must be of a
mesh not larger than 1/16th of an inch in order to exclude
insects. Cracks or holes should be sealed and doors and
windows should close tightly (no opening larger than 1/4�)
to exclude rodents or other animals. Air curtains and strip
curtains must be effective. Air curtains shall comply with

National Sanitation Standard Number 37 for Air Curtains
for entranceways in food establishments. Strip curtains
must run the entire width of the opening with sufficient
overlap between flaps (1/2 inch). In addition, every effort
should be made to keep birds from areas of the plant
where food is transferred or processed. [Deficiency: Major]

Extermination
Birds — Nesting areas must be eliminated. Insects —
There should not be a significant number of insects pres-
ent in the facility. Insect electrocution devices, when used,
must be located near the entranceway. Approved insecti-
cides should be used whenever insect populations become
noticeable.

Rodents — There should not be evidence of rodent
activity. Evidence of rodents includes, but is not limited
to: fecal droppings present; urine stains on bags or walls;
slide marks along rodent runways; or feeding areas
around stored dry goods bags that may be excessive. The
facility should have appropriate rodent control measures
in place. If not, the facility is not in compliance.
[Deficiency: Serious]

c. Inadequate disposal of processing waste
A facility is in compliance with regard to processing
wastes when they are placed in proper containers, placed
at appropriate locations throughout the plant, and
removed frequently. [Deficiency: Serious]

d. Inadequate housekeeping
Any excess clutter in production areas, employee areas, or
other areas of the facility will cause the facility to be in
non-compliance. This does not include those areas desig-
nated as office areas. [Deficiency: Minor]
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I. STANDARD INDUSTRIAL 
CLASSIFICATION (SIC) OF 
FOOD ESTABLISHMENTS

Food and kindred products may be classified according 
to the “Standard Industrial Classification Manual”
(Occupational Safety and Health Administration). This
manual is revised periodically by using supplements. Ever
since the introduction of the Internet, the use of this man-
ual has increased tremendously.

In this manual, food and kindred products are placed
under Major Group 20. This major group includes estab-
lishments manufacturing or processing foods and beverages
for human consumption, and certain related products, such
as manufactured ice, chewing gum, vegetable and animal
fats and oils, and prepared feeds for animals and fowls.
Table 80.1 describes the industrial establishments according
to categories of food and kindred products, and the group
number for each category is also given.

Table 80.2 describes food establishment categories,
operations, and product examples.

II. POTENTIAL OCCUPATIONAL HAZARDS
IN A FOOD PROCESSING PLANT

The potential hazards associated with the manufacturing
process in the nearly 50 subdivisions of food and kindred

TABLE 80.1
Classification of Industrial Establishments
According to Categories of Food and Kindred
Products

Establishments of
Manufacturing 

Group Number or Processing

201 Meat products
202 Dairy products
203 Canned and preserved fruits and 

vegetables
204 Grain mill products
205 Bakery products
206 Sugar and confectionery products
207 Fats and oils
208 Beverages
209* Miscellaneous food preparations and 

kindred products

*This group includes canned and cured fish and seafoods,
fresh or frozen packaged fish and seafood, roast coffee, manu-
factured ice, macaroni, spaghetti, vermicelli, and noodles, and
food preparations not elsewhere classified**.
**This category includes baking powder, yeast, and other
leavening compounds; chocolate and cocoa products except
confectionery, made from purchased materials; peanut 
butter, packaged tea (including instant); ground spices; 
potato, corn, and other chips; and vinegar and cider. There are
others.
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products are primarily safety hazards (Table 80.3). The
following safety hazards were generally common to all
the processes:

1. Extensive manual handling of feed and 
in-process materials and of finished products

2. Extensive exposure to slippery floors and 
supports

3. Extensive use of sharp implements such as cut-
ting hand tools, saws and knives

4. Exposures to microorganisms, chemicals, aller-
gens, viruses, molds, and dusts on substances in
the feed materials
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TABLE 80.2
Food Establishment Categories, Operations, and Product Examples
Food Establishments (SIC) Operations Product Examples Product Examples

Packing houses (201) Slaughtering Dressed meat and fowl
Dressing Meat products
Packing Processed meat
Processing

Dairies and creameries Churning Fluid milk
(202) Cheese making Butter

Condensing Cheeses
Freezing Evaporated milk

Ice cream
Canneries and preserving Canning Canned fruit and vegetables

(203) Drying Dried products
Pickling Pickled products
Freezing Frozen products

Grain mills (204) Flour milling Wheat, corn, and rye flour
Corn meal Corn products
Rice milling Rice
Wet corn
Milling Prepared foods
Prepared foods

Bakeries (205) Baking Bread
“Dry” baking Cookies

Crackers
Sugar refineries and Extracting concentrating, and Cane and beet sugars

confectioneries (206) crystallizing cane and beet sugar Molasses
Processing confectioneries Syrup

Candies
Chewing gum

Fat and oil (207) Extracting vegetable oils and animal Vegetable oils
oils by pressing, heating the solution Animal and fish
Hydrogenating Shortening

Margarine
Edible oils

Beverages (208) Alcoholic Beer, wine, and spirits
Brewing
Fermenting
Distilling
Nonalcoholic Bottled and canned soft drinks
Extracting
Carbonating Carbonated drinks
Canning

Miscellaneous prepared Cooking Canned and frozen seafoods
foods (209) Canning Roasted coffee

Drying Noodles
Curing Macaroni
Roasting Ice
Ice making
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5. Seasonal operating schedules, reflecting time
of harvesting, that influence safety training
effectiveness

Specifically, particularly high rates are associated with the
meat processing, food preservation, sugar and confec-
tionery, fat and oil recovery, and beverage processes. In gen-
eral, average rates are associated with the dairy, grain mill,
and bakery processes.

The high injury and illness rates in the meat process-
ing and fat and oil recovery processes appear to result
primarily from hazards associated with cutting and hand
tools, slippery floor conditions, and batch handling.
There is little specific information that explains the ele-
vated rates associated with the food preservation and
sugar and confection processes, but the seasonal sched-
ules and temporary, untrained work forces employed to
meet harvest requirements are important factors. In the

Workers Safety and Types of Food Establishments 80-3

TABLE 80.3
Food Processes, Safety Hazards and Controls
Controls Process Occupational Condition Potential Hazard Control

Meat processing, Handling live, immobile, and Strains, contusions Mechanization, training
SIC 201 slaughtered animals

Cutting and use of sharp tools Lacerations, loss of body Protective clothing, gloves, guards,
members training

Wet flooring, platforms, decks Falls, sprains Drains, shields
Steam Burns, scalds Shields, reliefs
Animal borne microorganisms Brucellosis, dermatitis Inspection

Dairy processes, Handling churns, homogenizers, Lacerations, contusions, etc., Guards, shields, layout, clothing,
SIC 202 plasticizers, evaporators, freezers from moving machine parts insulation

Handling in-process materials, Strains and contusions Mechanization, training
products

Food preservation Cleaning, cutting, screening, Lacerations, bruises, pinches in Guards, shields, clothing layout,
processes, SIC 203 peeling raw fruit and vegetables operating and maintaining the training

tools and machines
Blanching, cooking, pasteurizing, Burns, scalds, extreme Insulation, shields

curing, freezing products temperatures
Storing, packaging, shipping Cuts, bruises from packaging Guards, gloves, shields, mechanization

machines, sprains
Grain mill processes, Operating and servicing breaking Bruises, contusions, pinches, Guards, barriers, training

SIC 204 rolls, sieves, conveying and lacerations, falls
elevating equipment, man-lifts

Handling feed, in-process material Body strains Mechanization, training
products

Dust, noise, vibration Respiratory effects, hearing Ventilation, insulation
Bakery processes, Mixing, kneading, and forming Injuries from moving parts Guards, shields, layout

SIC 205 machinery-conveyors
Baking ovens Burns, hot working environments Insulation, clothing, air conditioning
Handling in-process materials, Strains Mechanization, training

products
Sugar and Cleaning, grinding, shredding, Lacerations, contusions from Guards, protective clothing, layout,

confectionery and extraction machinery moving machine parts ventilation, drains, overflows
processes, SIC 206 Purifiers and chemicals Lime, sulfur dioxide, chlorine Controls, ventilation

Concentrators, crystallizers dioxide, formaldehyde
Centrifuges, filters, dryers under Burns, spills, leaks Overflows, drains

operating and maintenance conditions Lacerations, contusions, burns Controls, maintenance, insulation-sizing
Fat and oil recovery Extracting oil and fat from animal Burns and scalds from steam and Insulation, barriers, layout, controls 

processes, SIC 207 and vegetable processes by steam liquor leaks, spills; breaks  against overloads, spills, ventilation 
distillation, mechanical expression, and leaks from presses; vapors and monitoring
solvent extraction and gases from extractors

Cleaning, grinding, shredding feeds Machine injuries Guards, training
Purification, hydrogenation processing Chemical effects Ventilation

Beverages, SIC 208 Handling in-Processing materials Body straining from lifting Increasing mechanization, training
Broken glass Lacerations Protective clothing, gloves
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beet and cane sugar industry, contusions and bruises to
hands and feet, especially to maintenance workers, are a
frequent cause of injury; scalds from hot water are con-
sidered to be another important factor. The foremost
potential hazards associated with the beverage processes,
particularly the bottled and canned soft drink processes,
are body strains and sprains arising from the manual han-
dling of the products.

Outbreaks of diseases of bacterial origin in meat pro-
cessing facilities appear to be foremost among the reported
nonsafety related potential health problems associated
with that industry. Reports of brucellosis and skin sepsis
in slaughtering and rendering plants, psittacosis in a turkey
processing plant, and antibodies to E. coli enterotoxin in
beef and swine meat-packing workers were encountered.
Respiratory illness resulting from exposure to polyvinyl
chloride pyrolysis fumes is a potential health hazard for
meat wrappers.

Brucellosis is an acute or subacute infectious disease
with variable manifestations. It is characterized by
attacks of irregular fever, chills, sweating, and pain in
muscles and joints, which may last for months. The dis-
ease shows remissions and although relapses are fre-
quent, brucellosis does produce substantial immunity to
reinfection. Because it can be confused with almost any
febrile episode, diagnosis is very difficult unless blood
cultures are positive. The Brucella species that are clas-
sically infective for man are found in dairy cattle (B.
abortus), hogs (B. suis), and sheep and goats (B. meliten-
sis). Each of these species may occasionally infect the
other animals. Brucellae are distributed throughout the
infected animal and may remain viable for 21 days in a
refrigerated carcass. The tissues, blood, placenta and
fetus, milk, and urine may be infectious. They may sur-
vive the curing of ham, but are killed by smoking, cook-
ing, and pasteurization. Brucellae may invade through
the eye, nasopharynx, genital tract, and gut, but unbroken
skin is resistant. Contact with swine is the probable
source of infection.

An outbreak of psittacosis among workers in a
turkey processing plant had been reported. Cases
occurred in employees working in the kill and pick, evis-
ceration, and packaging departments, and inhalation of
infectious sprays of poultry blood and other tissues was
considered to be the primary route of infection. The
results of the investigation suggested, however, that
workers having both frequent contact with turkey tissues
and skin injuries were more likely to be infected than
other processing workers. Psittacosis is a disease of bac-
terial origin (Chlamydia psittaci), which usually takes
the form of a pneumonia accompanied by fever, chills,
headaches, body aches, cough, and often splenomegaly.
Respiratory tract illness has been reported in meat wrap-
pers exposed to polyvinyl chloride (PVC) pyrolysis
fumes while working with hot wire cutting machines.

From the data available, it appears that the major emis-
sions from the meat wrapping film are di-2-ethylhexy-
ladipate and hydrogen chloride. Meat wrapping,
however, is usually performed in the meat departments
of retail super-markets. Respiratory distress has also
been reported in some meat cutters following exposure
to heat-activated price labels; emissions from heated
price labels have recently been found to include phtha-
late anhydride, 2,5-di-tert-amylquinone, and dicyclo-
hexyl phthalate.

The rates for injury and illness in the industry’s pro-
cesses are considerably above the average for U.S. manu-
facturing and one of the highest in all manufacturing.

Design features that may reduce employee exposure
to hazards basically involve factors that ensure steady and
uninterrupted equipment operation, such as sizing,
strength, capacity corrosion, and wear-resistance proper-
ties. Overloading, spills, breakdowns, and failures are
major causes of potentially hazardous exposures.
Engineering controls should also provide adequate space
for easy and safe access to the equipment by production
and maintenance workers, and means for sensitive, reli-
able, and accurate monitoring of process conditions.

In addition to those basic design controls, engineer-
ing controls apply to specific working conditions.
Adequate and reliable ventilating, scrubbing, and moni-
toring systems should be provided to ensure good air in
working areas. Vents for storage tanks and closed areas
may also be required, as well as comprehensive safety
guarding systems for cutting tools and moving machine
parts, and proper electrical grounding. Insulating and
isolating barriers for excessive temperature, noise, or
vibration may be appropriate in certain instances.
Maintenance tends to increase the potential for haz-
ardous exposures because of the unusual conditions that
may develop, and the special procedures that may be
involved.

Table 80.3 describes food processes, safety hazards,
and controls.

III. AN EXAMPLE OF WORKERS SAFETY IN
A BAKERY ESTABLISHMENT

A. IDENTIFICATION

Industry: Bakery products. Sub-group: Bread, cake and
related products; cookies and crackers. Standard Industrial
Classification: 2051, 2052.

B. PROCESS DESCRIPTION

Bakery goods include bread, cakes, pies, cookies, rolls,
crackers and pastries. Ingredients consisting of flour, baking
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powder, sugar, salt, yeast, milk, eggs, cream, butter, lard,
shortening, extracts, jellies, syrups, nuts, artificial coloring,
and dried or fresh fruits are blended in a vertical or hori-
zontal mixer after being brought from storage, measured,
weighed, sifted, and mixed. After mixing, the dough is
raised, divided, formed, and proofed. Fruit or flavored 
fillings are cooked and poured into dough shells. The final
product is then baked in electric or gas-fired ovens,
processed, wrapped, and shipped. Loaves of bread are also
sliced and wrapped.

Figure 80.1 presents a simple outline of the process
flow in this category of food establishments.

C. INJURY TYPE AND SOURCES

In bakery products, most of the injured employees are struck
by or struck against some object, fell or slipped or were
caught in, under or between objects. These injuries most
commonly encountered are dislocations, sprains and strains
and often involve machines and working surfaces as sources
of injury.

D. INSPECTION ANALYSIS

When a company officer inspects the bakery establish-
ment for safety concerns, he or she should do the follow-
ing analysis. The inspection should begin in the receiving

and storage areas where bins must be checked for safety
ladders of non-splintering material. Any OSHA Class II
hazardous locations must have approved electrical fix-
tures. Mixers should then be checked for interlocks, along
with agitator guards, size of openings, and cranes for
moving bowls over 80 lbs. Bread rollers must have in-
running rollers guarded and the slicing machine must
have a device to push the last loaf of bread through and be
interlocked. Employees must be checked for personal pro-
tective equipment at hot fat kettles. Machines must be
grounded and have power transmission and guarded
throughout. Any hot water or steam pipe must be guarded,
especially in mixing and oven areas. Any conveyor pass-
ing over an aisle must have a lower guard to protect
employees passing underneath baking machinery.
Dividers, dough breaks, biscuit and cracker equipment,
sugar and spice pulverizers, cheese and fruit cutters, and
dough sheeters shall have guards to protect nip points and
points of operation. Aisles must be clear of all tripping
and slipping hazards particularly at open fat kettles. High
noise areas must be surveyed or referred to an Industrial
Hygienist.

E. OSHA HAZARDS ANALYSIS

Table 80.4 presents the types of hazards, their causes and
their occurrence in the bakery processing plant.

Workers Safety and Types of Food Establishments 80-5

Molder Oven

OR

Mechanical 
device to push
last loaf thru

slicer

Delivery

Slicer/wrapper

Safety ladder
inside and out

Screw conveyor

Weighs
80 LBS.

Horizontal mixer

Vertical mixer

FIGURE 80.1 Process flow for a bakery establishment.
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F. OTHER PERTINENT INFORMATION

An Industrial Hygienist referral must be made for flour
dust, which can cause rhinitis, buccopharyngeal disorders,
bronchial asthma and eye diseases. There is a high inci-
dence of pulmonary tuberculosis among bakers.
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TABLE 80.4
OSHA Hazards Analysis

Activities or Equipment Location

Major Hazards
Amputation and mangled limbs from contact with Mechanical power transmission Throughout plant

gears, shafts, pulleys, belts, chains and sprockets apparatus
Slipping, tripping and falling hazards Housekeeping Throughout plant
Amputation and mangled limbs from nip points Point of operation Throughout plant

and sharp blades
Electrocution from inadequate grounding Electrical connections Throughout plant
Burns from hot pipes and hot fat splashes. Ovens and open fat kettles Throughout plant
Inhalation of carbon monoxide

Other Hazards
Broken chain links and pulleys causing mixing Cranes and hoists Mixing

bowls to fall on employees
Back strains and pulled muscles Lifting Mixing and baking areas
Explosion or fire Combustible dusts Storage
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I. INTRODUCTION

The safety and economic integrity of animal feeds for
domestic animals, e.g., beef cattle and pet foods, are reg-
ulated by the U.S. Food and Drug Administration (FDA).
This chapter discusses the regulatory guidelines issued by
the FDA.

The use of food products is governed by the provisions
of the Federal Food, Drug, and Cosmetic Act (FFDCA), and

the regulations issued under its authority. These regulations
are published in the Code of Federal Regulations (CFR).
The FFDCA defines food as “articles used for food or drink
for man or other animals….” Therefore, any product that is
intended to be used as an animal feed ingredient, to become
part of an ingredient or feed, or added to an animal’s drink-
ing water is considered a “food” and thus, is subject to reg-
ulation. FDA’s Center for Food Safety and Applied
Nutrition (CFSAN) is responsible for the regulation of
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human food products. FDA’s Center for Veterinarian
Medicine (CVM) is responsible for the regulation of animal
food (feed) products.

● Premarket Approval
● Labeling and Claims
● Regulatory Discretion

The FFDCA sets forth requirements for “foods” in the
Sections 402 and 403. Failure to meet these requirements
can result in a product being deemed adulterated or mis-
branded. Adulteration includes, among other things, food
packaged or held under unsanitary conditions, food or
ingredients that are filthy or decomposed, and food that
contains any poisonous or deleterious substance. A food
may be considered misbranded if its labeling is false 
or misleading in any way or fails to include required 
information.

The Dietary Supplement and Health Education Act
(DSHEA) of 1994, has affected the way FDA regulates
“food for humans,” i.e., among other things, it restricts
substances from being food additives or drugs if the product
meets the definition of a dietary supplement. However, the
agency’s assessment of the law is that it was not intended
and does not apply to animal feed, including pet food.
This assessment was published in the Federal Register on
April 22, 1996 (61 FR 17706). Thus, products marketed
as dietary supplements or “feed supplements” for animals
still fall under the FFDCA prior to DSHEA, i.e., they are
considered “foods,” “food additives,” or “new animal drugs”
depending on the intended use (see below). The regulatory
status of a product is determined by CVM on a case-by-case
basis, using specific criteria.

FDA carries out its responsibility for the regulation of
animal feed in cooperation with state and local partners
through a variety of mechanisms: cooperative agreements,
contracts, grants, memoranda of understanding and part-
nerships. For instance, FDA cooperates with the
Association of American Feed Control Officials (AAFCO)
and the States for the implementation of uniform policies
for regulating the use of animal feed products. This
includes the establishment of uniform feed ingredient def-
initions and proper labeling to assure the safe use of feeds.
The ingredient definitions are important because animal
feeds and feed ingredients must be correctly and truthfully
labeled when they enter commerce. Although FDA has the
responsibility for regulating the use of animal feed prod-
ucts, the ultimate responsibility for the production of safe
and effective animal feed products lies with the manufac-
turers and distributors of the products.

A. PREMARKET APPROVAL

The FFDCA does not require pre-market approval of
“food.” Foods that animals consume, e.g., grains, hays,

etc., are considered safe. Most mineral and vitamins are
generally recognized as safe (GRAS) as sources of nutri-
ents; however, some ingredients added to an animal feed
must be used in accordance with a food additive regulation
(21 CFR 573). Further, a substance that does not become a
component of feed but that is used, for example, in prepar-
ing an ingredient of the food to give it a different flavor,
texture, or other characteristic may be a food additive.

The basis for a food additive regulation is an approved
food additive petition. Use of a food ingredient that is nei-
ther GRAS nor an approved food additive can cause a
“food” to be adulterated, which cannot be legally marketed
in the United States. Section 409 of the FFDCA sets forth
the statutory requirements for approval of a food additive.

Under Section 409(c)(3) of the FFDCA, FDA is not to
approve a food additive petition if a fair evaluation of the
data fails to establish that the proposed use of the food
additive, under the conditions of use to be specified in the
regulation, will be safe. Only if the petitioner meets this
burden can the food additive be approved. Regulations,
which apply specifically to food additives in feeds, are
published in Title 21, Part 570 of the CFR. Part 571 pre-
scribes the kinds of data that should be submitted by the
petitioner and the required format for the petition itself.
While the actual content may vary from petition to petition,
depending primarily on the composition of the food additive
and its intended use, each of the following subject areas
should be addressed: a) Human food safety; b) Target animal
safety; c) Environmental impact; d) Utility (intended physical,
nutritional or other technical effect); e) Manufacturing
chemistry; f) Labeling (cautions, warnings, shelf life,
directions for use); and g) Proposed regulation.

A list of approved food additives for use in animal feed
is found in Part 573 and a partial list of GRAS substances
for use in animal feed is found in section 582 of Title 21
of the CFR. Substances affirmed as GRAS for use in 
animal feeds are listed under 21 CFR 584. Copies of the
CFR may be obtained by fax: 202-512-2233 or by mail:
Superintendent of Documents, Government Printing
Office, Washington, D.C. 20402.

B. LABELING AND CLAIMS

A feed label should contain information describing the feed
product and any details necessary for the safe and effective
use of the feed. The federal regulations concerning the
labeling of animal feeds are published in Part 501 of the
21 CFR. The FFDCA defines “labeling” as all labels and
other written, printed or graphic matter upon any article or
any of its containers or wrappers, or accompanying such
articles. The courts have interpreted labeling to include
promotional brochures, promotional pamphlets, testimoni-
als, product information sheets, books, etc. Also, promotion
of an animal product on the Internet for unapproved drug
claims can cause the product to be misbranded under the
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FFDCA, if the product label fails to bear adequate directions
for the uses promoted on the Internet.

In addition to meeting the federal labeling requirements,
animal feed products are also subject to individual state
laws. Under many state regulations, the feed label must
include the following information:

● Brand Name, if any
● Product Name
● Purpose Statement
● Guaranteed Analysis
● List of Ingredients
● Directions for Use
● Warning or Caution Statements
● Name and Address of Manufacturer
● Quantity Statement

Under the FFDCA, expressed or implied claims that
establish the intended use to cure, treat, prevent or miti-
gate disease, or affect the structure/function of the body in a
manner other than food (nutrition, aroma, or taste), iden-
tify an intent to offer the product as a “drug.” Unless the
“drug” product has been shown to be safe and effective for 
its intended use via approval of a New Animal Drug
Application (NADA), it could be subject to regulatory
action as an adulterated drug. It is noted that, on a case-by-
case basis, CVM has allowed references to “nutritional
support” for specific organs or body functions. Further,
CVM has incorporated the philosophy of the Nutrition
Labeling Education Act (NLEA) in its policies to permit
meaningful “health” information on the label of some ani-
mal food products. For example, the use of “urinary tract
health” and “dental health” claims on cat food diets falls
under this policy. Feed manufacturers provide substantiation
that the desired statement is truthful and not misleading.
CVM review and acceptance of the claim is needed before
the claim is utilized on product labeling.

C. REGULATORY DISCRETION

The use of regulatory discretion to allow specific products to
be marketed is done to conserve agency, state and industry
resources, without jeopardizing human or animal health
or subjecting the consumer to fraud. If a problem is found
with a product, which is allowed on the market under reg-
ulatory discretion, FDA can quickly act to remove it from
the marketplace. Decisions concerning the use of regulatory
discretion are made on a case-by-case basis by the Center.

II. FEED INGREDIENTS AND ADDITIVES

A. BIOTECHNOLOGY PRODUCTS

Biotechnology products are a growing proportion of the
feed components regulated by the Center for Veterinary
Medicine. We anticipate that “new” biotechnology will

become an even greater source of products in the future.
The spectrum of products being presented to CVM for
regulation includes biotechnology products from plants,
microbes and animals.

B. FEED CONTAMINANTS

There are two classes of feed contaminants. The first is a
toxic or deleterious substance that is an inherent, naturally
occurring constituent of an animal food and is not the
result of environmental, agricultural, industrial or other
contaminations. Examples of this class include some of
the mycotoxins, such as aflatoxin and fumonisin, the glu-
cosinolates, and the heavy metals, like lead and cadmium.
The second class is made up of industrial toxic or deleterious
substances, which are not naturally occurring and are
increased to abnormal levels in the animal food through
mishandling or other intervening acts. Examples of this
class are the polychlorinated biphenyls (PCBs) and certain
pesticides, like DDT (1,1�-(2,2,2-Trichloroethylidene) 
bis[4-chlorobenzene]). CVM may prohibit any detectable
amount of a contaminant or establish a regulatory limit for
the contaminant, taking into account the protection of the
public health, the extent to which the presence of the 
contaminant cannot be avoided, and other ways in which
the consumer may be affected by the presence of the 
contaminant.

C. FEED INGREDIENTS

A feed ingredient is a component part or constituent or
any combination/mixture added to and comprising the
feed. Feed ingredients might include grains, milling
byproducts, added vitamins, minerals, fats/oils, and other
nutritional and energy sources. Animal feeds provide a
practical outlet for plant and animal byproducts not sui-
table for human consumption. The Official Publication of the
Association of American Feed Control Officials (AAFCO)
contains a list of feed ingredients with their definitions.
Many of these ingredients are not approved food additives
and may not meet the criteria needed to be recognized 
as GRAS (21 CFR 570.30). Nevertheless, FDA has not
objected to the listing of certain ingredients (e.g., those
used as sources of nutrients, aroma, or taste) in the
AAFCO Official Publication or their marketing in inter-
state commerce, provided there were no apparent safety
concerns about the use or composition of the ingredient.

Federal regulations require ingredients be listed on the
product label by their common or usual name in descending
order of predominance according to weight (21 CFR 501.4).
A common or usual name is one that accurately identifies or
describes the basic nature of the ingredient (21 CFR 502.5).
FDA has recognized the definitions as they appear in the
Official Publication of AAFCO as the common or usual
name for animal feed ingredients including pet food
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(Compliance Policy Guide 7126.08). There is only one
exception to the requirement to list the common or usual
name on the label — when the ingredient is part of a collec-
tive name. Regulation 21 CFR 501.110 describes the use
of collective names. The following are acceptable collective
names: animal protein products, forage products, grain
products, plant protein products, processed grain byproducts
and roughage products. These collective names may be used
in the ingredient list for livestock and poultry feeds, but
not pet foods.

1. Association of American Feed Control
Officials (AAFCO)

AAFCO is composed of state, federal, and international
regulatory officials who are responsible for the enforce-
ment of state laws regulating the safe production and
labeling of animal feed, including pet food. FDA and
AAFCO work together in the area of feed regulation, par-
ticularly in the establishment of definitions to describe
new feed ingredients. Each year AAFCO publishes its
Official Publication which includes a model feed bill for
states to adopt in regulating feed products and a list of
accepted feed ingredients. Most states have adopted all or
part of the model feed bill and allow feed ingredients
listed in the publication to be used in their respective 
territories.

D. FOOD ADDITIVES (FOOD ADDITIVE PETITIONS)

Any substance intentionally added to an animal feed,
including pet food, must be used in accordance with a
food additive regulation unless it is generally recognized
as safe (GRAS) among qualified experts for its intended use.
The basis of a food additive regulation is an approved
food additive petition. The food additive petition should
include an adequate factual basis to establish that the food
additive is safe for its intended use, under the conditions
of use specified in the petition. If the petitioner meets this
burden of proof, the food additive can be approved for use
in animal feed.

There are several types of food additives based on its
composition and intended use. A food additive generally
provides one or more of the following, i.e., nutrient, aroma/
flavor, taste, soluble or insoluble fiber, stabilizer, emulsifier,
sequestrant, chemical preservative, anti-oxidant, anti-caking
agent, etc.

Section 571 of Part 21 of the Code of Federal
Regulations (CFR) prescribes the kinds of data that must
be submitted by the petitioner and the format which the
food additive petition must follow when sent to FDA.
While the actual content may vary from petition to peti-
tion, depending primarily on the food additive’s composi-
tion and intended use, each of the following subject areas

must be addressed: human food safety, target animal
safety, environmental impact, utility, labeling, proposed
regulation, assay methodology, and manufacturing
process and controls. Subsequently, when the FDA con-
cludes that the available data for a food additive are suffi-
cient to meet current criteria, the FDA issues a regulation
permitting the petitioned use of the additive.

III. PET FOODS

A. GENERAL

The FDA regulates that can of cat food, bag of dog food,
or box of dog treats or snacks in your pantry. The FDA’s
regulation of pet food is similar to that for other animal
feeds. The Federal Food, Drug, and Cosmetic Act (FFDCA)
requires that pet foods, like human foods, be pure and
wholesome, safe to eat, produced under sanitary conditions,
contain no harmful substances, and be truthfully labeled. In
addition, canned pet foods must be processed in confor-
mance with the low acid canned food regulations to ensure
the pet food is free of viable microorganisms (see Title 21
Code of Federal Regulations (CFR), Part 113).

There is no requirement that pet food products have
premarket approval by the FDA. However, FDA ensures
that the ingredients used in pet food are safe and have an
appropriate function in the pet food. Many ingredients
such as meat, poultry, grains, and their by products are con-
sidered safe “foods” and do not require premarket approval.
Other substances such as mineral and vitamin sources,
colorings, flavorings, and preservatives may be generally
recognized as safe (GRAS) or must have approval as food
additives. (See Title 21 CFR, Parts 73, 74, 81, 573 and
582.) For more information about pet foods and market-
ing a pet food, see FDA’s Regulation of Pet Food and
Information on Marketing A Pet Food Product.

Pet food labeling is regulated at two levels. The FDA
regulations require proper identification of the product,
net quantity statement, name and place of business of the
manufacturer or distributor, and a proper listing of all the
ingredients in order from most to least, based on weight.
Some states also enforce their own labeling regulations.
Many of these regulations are based on a model provided
by the Association of American Feed Control Officials
(AAFCO). For more information about AAFCO, please
visit its website. There are two informational documents
on CVM’s web site that provide more details about labeling
requirements: Interpreting Pet Food Labels and Interpreting
Pet Food Labels — Special Use Foods.

FDA also has put into place policies for making health
claims on pet food, such as “maintains health of urinary
tract,” “low magnesium,” “reduces plaque and tartar,” and
“reduces hairballs in cats.” Guidance for collecting data to
make a urinary tract health claim is available in Guideline
55 on the CVM internet site.

81-4 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C081.qxd  15/Oct/05  09:28 AM  Page 4



Animal Food (Feed) Product Safety 81-5

B. BSE (BOVINE SPONGIFORM ENCEPHALOPATHY)
AND THE SAFETY OF PETS

With the exception of cats, no pets (companion animals) are
known to be susceptible to the infectious agent that causes
BSE (Mad Cow Disease) in cattle. No evidence of BSE has
ever been found in dogs, horses, birds, or reptiles.

However, cats are susceptible. Approximately 90 cats in
the UK and several cats in other European countries have
been diagnosed with the feline version of BSE. Before it
was recognized that they were susceptible to the BSE
agent, cats were exposed to the infectious agent through
commercial cat food and through meat scraps provided by
butchers.

Currently in the U.S., rendered products that are pro-
hibited from cattle feed are acceptable for use in pet food.
Such products include meat and bone meal, for example.
However, FDA believes that the safeguards it has put into
place to prevent BSE in the U.S. have protected cats. FDA
continues to review these safeguards to be sure they are
adequate, especially in light of the BSE case found in
Washington State.

Rendered material from the BSE positive cow in
Washington State did not pose a risk to cats in the U.S.
because none of it was released into distribution. All firms
involved with the incident in Washington State were found
to be in compliance with the BSE rules.

In addition, when the BSE positive cow was found in
Canada in May 2003, the FDA stopped imports of all pet
foods made from material derived from mammalian
sources, and the pet food manufacturer recalled the food it
had manufactured that was thought to contain material from
the infected cow.

CVM does not recommend one product over another
or offer guidance on individual pet health issues that are
normally provided by the pet’s veterinarian. Questions
regarding your pets’ health and/or the specific use of any
veterinary drug, pet food, or other product should always
be referred to your veterinarian.

C. AN EXAMPLE OF A STATE REGULATION FOR

PET FOODS

To illustrate how states regulate pet food, the regulations
used by Pennsylvania are presented here. The data have
been modified from Pennsylvania Codes, Title 7, Chapter
72, sections 1–13. All legal citations and languages have
been removed for easy reading. The original document must
be consulted for details.

1. Definitions

Immediate container — The unit, can, box, tin, bag or other
receptacle or covering in which a pet food is displayed for
sale at retail.

Ingredient statement — A complete listing on the label of
the ingredients of which the pet food is composed.
Principal display panel — That part of a label on an imme-
diate container that is most likely to be displayed or exam-
ined under normal and customary conditions of display for
sale at retail.

2. Label Format

The following information should be shown on the principal
display panel:

1. Statement of net content
2. Product name
3. The words “Dog Food,’’ “Cat Food’’ or similar

designations

The following information should be shown either on
the principal display panel or elsewhere on the label and
should be sufficiently conspicuous as to render it easily read
by the average purchaser under ordinary conditions of sale:

1. Guaranteed analysis
2. Ingredients list
3. Listing of artificial color, drugs, and other addi-

tives, if any
4. Directions for use, if a limited purpose food
5. Name and address of the manufacturer, packer

or distributor

3. Statement of Net Content

The declaration of net content should be made in con-
formity with the federal regulations.

4. Guaranteed Analysis

The guaranteed analysis should be stated in the following
order:

1. Crude protein (minimum)
2. Crude fat (minimum)
3. Crude fiber (maximum)
4. Moisture (maximum)
5. Any additional guarantees

The sliding scale method of expressing a guaranteed
analysis, such as “protein 15–18%,’’ is prohibited.

The label of a pet food which is formulated as, and
represented to be, a mineral supplement should include a
guarantee of all the minerals contained in the ingredient
statement.

Pet foods containing 5.0% or more mineral ingredients
should include in the guaranteed analysis the minimum
and maximum percentage of calcium (Ca) and salt (NaCl)
and the minimum percentage of any added phosphorus (P)
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and iodine (I). Minerals (except salt NaCl) should be stated
in terms of percentage of the element when quantitatively
guaranteed.

The label of a pet food which is formulated as, and
represented to be, a vitamin supplement should include 
a guarantee of the minimum content of each vitamin 
contained in the ingredient statement.

Vitamin guarantees should be stated in units or mil-
ligrams per pound or parts per million, with the following
exceptions:

1. Vitamin E should be stated in U.S.P. or
International units.

2. Vitamin A, other than percursors of vitamin A,
should be stated in U.S.P. units.

3. The compounds pyridoxine hydrochloride,
choline chloride and thiamine need not be stated
in true vitamin units.

Oils and concentrates containing vitamin A or vitamin
D or both may be additionally labeled to show vitamin
contents in units per gram. The term “d-pantothenic acid’’
may be used in stating the pantothenic acid guarantee. The
vitamin potency of pet foods distributed in container
smaller than one pound may be guaranteed in approved
units per ounce.

If the label of a pet food does not represent the product
to be either a vitamin or a mineral supplement, but does
include a table of comparison of a typical analysis of the
vitamin, mineral or nutrient content of the product with
levels recommended by a recognized animal nutrition
authority, such comparison may be stated in the units of
measurement used by such recognized authority. The
statement, in a table of comparison, of the vitamin, mineral
or nutrient content should constitute a guarantee and need
not be repeated in the guaranteed analysis.

5. Ingredients Statement

Each ingredient of the pet food should be listed in the
ingredient statement in descending order of predominance
by weight and names of all ingredients in the ingredient
statement should be shown in letters or type of the same
size. Any ingredient for which the Association of American
Feed Control Officials has established a name and definition
should be identified by the name so established. Any
ingredient for which no name and definition has been so
established should be identified by the common or usual
name of the ingredient. Brand or trade names should not
be used in the ingredient statement.

The term “dehydrated’’ should precede the name of any
ingredient in the ingredient list that has been artificially
dried.

No reference to quality or grade of an ingredient should
appear in the ingredient statement of a pet food product
label.

6. Brand and Product Names

No flavor designation should be used on a pet food label
unless the designated flavor is detectable by a recognized
test method, or is one the presence of which provides a
characteristic distinguishable by the pet. Any flavor des-
ignation on a pet food label must either conform to the
name of its source as shown in the ingredient statement or
the ingredient statement should show the source of the fla-
vor. Distributors of pet food employing such flavor desig-
nation or claims on the labels of the product distributed by
them should, upon request, supply verification of the 
designated or claimed flavor to the Secretary.

The designation “100%’’ or “All’’ or words of similar
connotation should not be used in the brand or product
name of a pet food if it contains more than one ingredient.
Water sufficient for processing, required decharacterizing
agents, and trace amounts or preservatives and condiments
should not be considered ingredients for the purpose of
this subsection.

The terms “meat’’ and “meat byproducts’’ should 
be used on a pet food label only if the meat and meat
byproducts are from cattle, swine, sheep and goats.

The name of the pet food should not be derived from
one or more ingredients of a mixture to the exclusion of
other ingredients and may not be one representing any
components of a mixture of a pet food product unless all
components or ingredients are included in the name except
as specified in subsection (a), (e) or

If any ingredient or combination of ingredients is
intended to impart a distinctive characteristic to the product
which is significant to the purchaser, the name of the ingre-
dient or combination of ingredients may be used as a part
of the name of the pet food provided the following condi-
tions exist:

1. The ingredient or combination of ingredients 
is present in sufficient quantity to impart a 
distinctive characteristic to the product.

2. It does not constitute a representation that the
ingredient or combination of ingredients is
present to the exclusion of other ingredients.

3. It is not otherwise false or misleading.

When an ingredient or a combination of ingredients
derived from animals poultry or fish constitutes 95% or
more of the total weight of all ingredients of a pet food
mixture, the name or names of such ingredients may form
a part of the product name of the pet food. Where more
than one ingredient is part of such product name, then all
such ingredient names should be in the same size, style
and color printing.

If an ingredient or a combination of ingredients derived
from animals, poultry or fish constitutes at least 25% but
less than 95% of the total weight of all ingredients of a pet

81-6 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C081.qxd  15/Oct/05  09:28 AM  Page 6



Animal Food (Feed) Product Safety 81-7

food mixture, the name or names of such ingredient or
ingredients may form a part of the product name of the pet
food only if the product name also includes a primary
descriptive term, such as “meatballs’’ or “fishcakes,’’ so
that the product name describes the contents of the product
in accordance with an established law, custom or usage or
so that the product name is not misleading. All such ingre-
dient names and the primary descriptive term should be in
the same size, style and color printing.

Contractions or coined names referring to ingredients
should not be used in the brand name of a pet food unless
it is in compliance with subsection (a), (d), (e), or (f).

7. Balanced and Complete Rations

The label of a pet food should not contain an unqualified
representation or claim, directly or indirectly, that the pet
food there in contained, or a recommended feeding there
of, is or meets the requisites of a complete, perfect, scien-
tific, or balanced ration for dogs or cats unless such prod-
uct or feeding meets one of the following requisites:

1. It contains ingredients in quantities sufficient to
provide the estimated nutrient requirements for
all stages of the life of a dog or cat, as the case
may be, which have been established by a 
recognized authority on animal nutrition, such
as the Committee on Animal Nutrition of the
National Research Council of the National
Academy of Sciences.

2. It contains a combination of ingredients which
when fed to a normal animal as the only source
of nourishment will provide satisfactorily for
fertility of male and female gestation and lacta-
tion, normal growth from weaning to maturity
without supplementary feeding, and will main-
tain the normal weight of an adult animal
whether working or at rest and has had its capa-
bilities in this regard demonstrated by adequate
testing.

To the extent that the ingredients of the product provide
nutrients in amounts which substantially deviate from those
nutrient requirements estimated by a recognized authority
on animal nutrition, or in the event that no estimation has
been made by a recognized authority on animal nutrition 
of the requirements of animals for one or more states 
of these animals lives, the represented capabilities of the
product in this regard should have been demonstrated by
adequate testing.

8. Limited Purpose Pet Foods

The label of a pet food product which is suitable only for
intermittent or supplemental feeding or for some other

limited purpose should either bear a clear and conspicu-
ous disclosure to that effect or contain specific feeding
directions which clearly state that the product should be
used only in conjunction with other foods. (b) Labels for
products which are compounded for or which are suitable
for only a limited purpose may contain representations
that the particular pet food product or a recommended
feeding thereof is or meets the requisites of a complete,
perfect, scientific, or balanced ration for dogs or cats only
in conjunction with a statement of the limited purpose for
which the product is intended or suitable, for such as “a
complete food for puppies.’’ Such representations and the
required qualifications of purpose should be juxtaposed on
the same panel and in the same size, style and color printing.

Qualified representations for limited purpose pet food
products may appear on labels only if one of the following
conditions exist:

1. The pet food contains ingredients in quantities
sufficient to satisfy the estimated nutrient
requirements established by a recognized
authority on animal nutrition, such as the
Committee on Animal Nutrition of the National
Research Council of the National Academy of
Sciences for such limited or qualified purpose.

2. The pet food product contains a combination of
ingredients which when fed for such limited pur-
pose will satisfy the nutrient requirements for
such limited purpose and has had its capabilities
in this regard demonstrated by adequate testing.

9. Moisture Limitation

The maximum moisture in all pet foods should not exceed
78% or the natural moisture content of the constituent
ingredients of the product, whichever is greater. Pet foods
such as those consisting principally of stew, gravy, sauce,
broth or juice which are so labeled, may contain moisture
in excess of 78%.

10. Drugs and Additives

An artificial color may be used in a pet food only if it has
been shown to be harmless to pets. The permanent or pro-
visional listing of an artificial color by the United States
Food and Drug Administration at 21 CFR Parts 8 and 9 as
safe for use, together with the conditions, limitations and
tolerances, if any, incorporated there in, should be deemed
to be satisfactory evidence that the color is, when used,
under the regulations, harmless to pets.

Prior to approval of a facility registration for pet foods
which contain additives, including drugs, other special
purpose additives or non nutritive additives, the distributor
may be required to submit evidence to prove the safety
and efficacy of the pet food, when used according to
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directions furnished on the label. Evidence of the safety
and efficacy of a pet food is not required under the fol-
lowing conditions:

The additives used are legal.
The pet food is a drug and approved by the FDA.
The medicated labeling format recommended by

Association of American Feed Control Officials
should be used.

11. Misrepresentations

A vignette, graphic or pictorial representation of a product
on a pet food label should not misrepresent the contents of
the package. The use of the word “proven’’ in connection
with label claims for a pet food is prohibited unless scien-
tific or other empirical evidence establishing the claim is
first submitted to the Secretary for review.

No statement may appear upon the label of a pet food
which makes false or misleading comparisons between that
pet food and another pet food. Personal or commercial
endorsements are permitted on pet food labels where said
endorsements are factual and not otherwise misleading.

12. Identification of Producer

The label of a pet food should specify the name and
address of the manufacturer, packer or distributor of the

pet food. The statement of the place of business should
include the street address, if any, of the place unless the
street address is shown in a current city directory or tele-
phone directory.

If a person manufactures, packages or distributes a pet
food in a place other than his principal place of business,
the label may state the principal place of business in lieu
of the actual place where each package of the pet food was
manufactured or packaged or is to be distributed, if the
statement is not misleading in any particular.

13. Outer Containers or Wrappers

When a pet food is enclosed in an outer container or wrap-
per which is intended for retail sale, the required label
information should appear on the outside wrapper or con-
tainer unless all of the required label information is readily
legible through apertures or transparencies in the outside
container or wrapper.

ACKNOWLEDGMENT

The information in this chapter has been derived from
Food Safety Manual, published and copyrighted by
Science Technology System, West Sacramento, California,
2004©. Used with permission.

81-8 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C081.qxd  15/Oct/05  09:28 AM  Page 8



82-1

82 Bioterrorism and Protecting Food
Supply in the United States

Nanna Cross
Chicago, Illinois

CONTENTS

I. Introduction ..........................................................................................................................................................82-2
II. Risk Assessment for Food Terrorism and Other Food Safety Concerns ............................................................82-3

A. Introduction ..................................................................................................................................................82-3
B. Risk Assessment ..........................................................................................................................................82-3

1. Hazard Identification ............................................................................................................................82-3
2. Hazard Characterization ........................................................................................................................82-4
3. Exposure Assessment ............................................................................................................................82-5
4. Risk Characterization ............................................................................................................................82-6

C. Conclusion ....................................................................................................................................................82-7
III. Registration of Food Facilities ............................................................................................................................82-7

A. Background Information ............................................................................................................................82-7
B. Questions and Answers ..............................................................................................................................82-7

1. Who Must Register? ............................................................................................................................82-8
2. What Types of Facilities Do Not Need to Register? ............................................................................82-8
3. Questions and Answers about “Private Residences” ..........................................................................82-8
4. Questions and Answers about “Farms” ................................................................................................82-9
5. Questions and Answers about “Retail Facilities” ..............................................................................82-10
6. Questions and Answers about “Nonprofit Food Facilities” ..............................................................82-10
7. Questions and Answers about “Facilities Regulated Exclusively, Throughout the 

Entire Facility, by USDA” ..................................................................................................................82-10
8. Questions and Answers about Some “Definitions” ..........................................................................82-10
9. Other Questions ..................................................................................................................................82-13

IV. Prior Notice of Imported Foods ........................................................................................................................82-14
A. Introduction ..............................................................................................................................................82-14
B. Background ................................................................................................................................................82-14
C. Definitions ................................................................................................................................................82-15

1. Food    ................................................................................................................................................82-15
2. FDA Country of Production ..............................................................................................................82-16
3. International Mail ..............................................................................................................................82-16
4. Port of Arrival/Port of Entry ..............................................................................................................82-17
5. United States ......................................................................................................................................82-17

D. Scope ........................................................................................................................................................82-17
1. General ..............................................................................................................................................82-17
2. Shipments from Farms ......................................................................................................................82-18
3. Shipments for Charities ......................................................................................................................82-18
4. U.S. Goods Returned ..........................................................................................................................82-18
5. Food Not for Consumption in the U.S. ..............................................................................................82-18
6. Foreign Trade Zones ..........................................................................................................................82-18
7. Gifts ....................................................................................................................................................82-18

DK9848_C082.qxd  8/29/05  12:54  Page 1



82-2 Handbook of Food Science, Technology, and Engineering, Volume 2

8. Airline Food ....................................................................................................................................82-19
9. Personal Baggage ............................................................................................................................82-19

10. Food Shipped by Express Carriers or Express Consignment Operators ........................................82-19
11. Food Shipped by International Mail ................................................................................................82-19
12. Personal Shipments ..........................................................................................................................82-19
14. Trade Samples ..................................................................................................................................82-19
15. Food Moved with Household Goods ..............................................................................................82-19
16. Food Subject to USDA/FSIS Requirements ....................................................................................82-20

E. Requirements to Submit Prior Notice of Imported Food ..........................................................................82-20
1. Submitters and Transmitters ............................................................................................................82-20
2. Deadlines for Prior Notice ..............................................................................................................82-20
3. Submitting Prior Notice ..................................................................................................................82-20
4. Prior Notice Data Elements ............................................................................................................82-22
5. Changes to Prior Notice Submissions ..............................................................................................82-22
6. Changes to Shipments ......................................................................................................................82-23
7. PNSI and ACS/ABI Features ..........................................................................................................82-23
8. Confirmation ....................................................................................................................................82-23

F. Consequences ............................................................................................................................................82-24
1. Inadequate Prior Notice ..................................................................................................................82-24

Acknowledgment ........................................................................................................................................................82-25

I. INTRODUCTION

Since the terrorist attack in U.S. soils on September 11,
2001, this country is tightening its security in all fronts.
Food and drinking water are considered major weak points
susceptible to attack by terrorists. The government considers
this as part of bioterrorism. This chapter is not meant to be a

comprehensive reference source on the topic. Rather, it is
confined to one small aspect of protecting our food supply
from enemy attack, preparedness and responses.

For ease of discussion and the lack of a reference stan-
dard, the approach to protect our food supply from terror-
ist attack can be divided into six components listed in the
table below, using botulism as an example.

Components Meaning U.S. Knowledge Level Sources of Information

Risks analysis For example: What food, what The best our experts can offer. Information available from 
beverages, what risks, how government, industry, and 
significant, etc.? academia.

Some early data are presented in
this chapter.

Science The basic scientific information The best our scientists can offer. Information available from 
about pathogens, e.g., botulism. government, industry, and 

academia.
Delivery (Technology & How to package the pathogen for The best our technologists and Information available from 

Engineering) distribution to cause maximal engineers can offer government, industry, and 
damage to U.S. population? academia.

Public health and medicine How to investigate and treat The best our public health officials Information available from 
the public if the attack occurs? and physicians can offer government, industry, and 

academia
Threats and strikes Exactly when, where, how, An unknown factor handled by No one knows at any moment 

and so on? U.S. government? in time.
Preparedness and response What can be done now? Preliminary steps have been started Laws, regulations, guides, etc.,

issued by responsible U.S. 
government agencies.

Some early data are presented in
this chapter.
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The next section presents the risk assessment and food
terrorism.

II. RISK ASSESSMENT FOR FOOD 
TERRORISM AND OTHER FOOD 
SAFETY CONCERNS

A. INTRODUCTION

On October 13, 2003, the Food and Drug Administration
(FDA) issued the following information about risk assess-
ment for food terrorism.

The events of September 11, 2001, and the subsequent
anthrax incidents gave rise to concerns about unconven-
tional terrorist attacks, including the threat of attacks on
the U.S. food supply. Those events also heightened inter-
national awareness that nations could be targets for bio-
logical or chemical terrorism — a threat that had long
concerned military and public health officials.

In the aftermath of those incidents, the FDA took
steps to improve its ability to prevent, prepare for, and
respond to, incidents of food sabotage. Though motivated by
the concerns about deliberate contamination, those activities
built upon and expanded the agency’s continuing efforts to
protect consumers from foods that have been unintention-
ally contaminated (e.g., through processing failures or
handling errors).

As part of those activities, FDA assessed the risk to,
and vulnerability of, the U.S. food supply to an act of ter-
rorism. However, most of those assessments contain clas-
sified information. To promote transparency, FDA
prepared this publicly available assessment of the risks to
public health of a terrorist attack on the food supply and
of serious illness due to inadvertent food contamination.

The Risk Assessment follows the generally accepted
framework for risk assessments endorsed by the Codex
Alimentarius Commission, the U.S. National Academy of
Sciences, and other authoritative bodies. The framework
divides risk assessment into four components: (1) hazard
identification, (2) hazard characterization (or dose-response
assessment), (3) exposure assessment, and (4) risk charac-
terization. Unlike traditional risk assessments, however,
which focus on one hazard, this assessment addresses the
broad range of hazards available to terrorists intending to
sabotage food, as well as hazards that accidentally are
introduced into food.

This Risk Assessment uses scientific evidence on food
terrorism to the extent that it exists and is available, but bal-
ances this disclosure with the need to maintain the integrity
of classified information. Thus, this assessment is based
solely on unclassified information. In addition, the very
nature of “bioterrorism” and the fact that it is a relatively
new and evolving threat, present challenges in quantitatively
evaluating the associated risks. FDA has prepared a qualita-
tive risk assessment that presents various risk scenarios, as

well as discusses the quality of information available for,
and the uncertainties associated with, the assessment. The
agency has determined that this qualitative risk assess-
ment, which discusses prior incidents of food contamina-
tion and available unclassified information on prior acts of
food sabotage, is appropriate to the circumstances.

B. RISK ASSESSMENT

1. Hazard Identification

Even before the September 11 attacks, the U.S. Centers
for Disease Control and Prevention (CDC) had developed
a strategic plan on biological and chemical terrorism. The
CDC plan identified and ranked several foodborne
pathogens as critical agents for possible terrorist attacks.
Among the high-priority biological agents (“Category A”
agents) were Bacillus anthracis (anthrax) and Clostridium
botulinum (botulism), both of which are deadly pathogens
and may contaminate food. Most of the foodborne biologi-
cal agents identified by CDC were classified as “Category
B” agents because they are moderately easy to disseminate
and cause moderate morbidity and low mortality. The
Category B biological agents include Salmonella spp.,
Shigella dysenteriae, E. coli O157:H7, and ricin. Notably,
several of the pathogens identified by CDC as critical bio-
logical agents also are known to pose a significant threat
due to unintentional contamination of food.

In addition, the CDC identified certain chemicals as
possible agents for a terrorist attack. Those included
heavy metals, such as arsenic, lead, and mercury, and pes-
ticides, dioxins, furans, and polychlorinated biphenyls
(PCBs), all of which may be used to contaminate food.
These toxins also have been introduced inadvertently into
foods and linked to human health effects.

The CDC further warned:

… [P] ublic health agencies must prepare also for the spe-
cial features a terrorist attack probably would have …
Terrorists might use combinations of these agents, attack
in more than one location simultaneously, use new agents,
or use organisms that are not on the critical list (e.g., com-
mon, drug-resistant, or genetically engineered pathogens).

Acts of deliberate food contamination have already
occurred in the U.S. In 1984, for example, the members of
a religious cult contaminated salad bars with Salmonella
typhimurium in order to disrupt a local election. This inci-
dent caused 751 cases of salmonellosis and resulted in the
hospitalization of 45 of the victims. In another incident,
in 1996, a disgruntled laboratory worker deliberately
infected food to be consumed by co-workers with Shigella
dysenteria type 2, causing illness in 12 people. Four of the
victims had to be hospitalized and five others were treated
in hospital emergency rooms. Furthermore, in May 2003,
a supermarket employee pleaded guilty to intentionally
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poisoning 200 pounds of ground beef with an insecticide
containing nicotine. Although the tainted meat was sold 
in only one store, 111 people, including approximately 40
children, were sickened.

Examples of food sabotage can be drawn from other
countries’ experiences, as well. In September 2002, nearly
40 people died and more than 200 were hospitalized near
Nanjing, China after the owner of a fast-food outlet poi-
soned a competitor’s breakfast foods with rat poison. One
year earlier, 120 people in China were sickened when the
owners of a noodle factory reportedly laced their food with
rat poison. A dozen children in Holland and West Germany
were hospitalized in 1978 after citrus fruit from Israel was
deliberately contaminated with mercury. Finally, in Canada
in 1970, a postgraduate student tainted his roommates’ food
with the parasite Ascaris suum. Four of the victims became
seriously ill; two of these suffered acute respiratory failure.

The incidents discussed above illustrate a few of the pos-
sible agents for food terrorism. The range of such agents is
broad, and their characteristics varied; they may include:

● Biological and chemical agents
● Naturally occurring, antibiotic-resistant, and

genetically engineered substances
● Deadly agents and those tending to cause gastro-

intestinal discomfort
● Highly infectious agents and those that are not

communicable
● Substances readily available to any individual

and those that are more difficult to acquire
● Agents that must be weaponized and those that

are accessible in a useable form

This assessment addresses the risk to public health not
only of deliberate contamination of the food supply, but also
of hazards that are inadvertently introduced into foods
that FDA regulates.

2. Hazard Characterization

The hazard characterization analyzes the magnitude of the
risk (i.e., the severity and duration of adverse effects),
using reports of foodborne disease caused by uninten-
tional contamination. Such reports are relevant to an
analysis of both inadvertently and deliberately introduced
hazards, because many of the pathogens that historically
have been linked to unintentional food contamination, such
as E. coli O157:H7 and Salmonella spp., were identified by
the CDC as “critical” agents for food terrorism. Moreover,
the risk to consumers and the public health response to
these known pathogens would be comparable, regardless
of whether the contamination was deliberate or acciden-
tal. Officials responding to an outbreak of foodborne ill-
ness probably would not know whether the contamination
was accidental or intentional until an investigation was per-
formed to determine the source of the outbreak. Even then,

officials might never be able to conclusively determine
whether the food was deliberately sabotaged or inadver-
tently contaminated. For all of these reasons, the risk assess-
ment uses incidents of unintentional food contamination
as the basis for a characterization of hazards that could be
either deliberately or unintentionally introduced into food.

a. Illnesses and deaths
The World Health Organization (WHO) estimates that
microbiologically contaminated food and water cause
approximately two million children worldwide to die from
diarrhea each year. Even in industrialized countries, WHO
estimates that one person in three suffers from a foodborne
disease annually. Recognizing that foodborne illnesses “sig-
nificantly affect people’s health and well-being,” the
World Health Assembly in 2000 adopted a resolution stat-
ing that the assembly was “[d]eeply concerned that food-
borne illness associated with microbial pathogens, biotoxins
and chemical contaminants in food represent a serious threat
to the health of millions of people in the world.”

In the U.S., the CDC estimates that 76 million illnesses,
325,000 hospitalizations, and 5,000 deaths occur annually
due to food that has been inadvertently contaminated by
pathogens. Based on current population data, this roughly
translates to an estimate that, each year, one out of every
four Americans will develop a foodborne illness.

Major outbreaks of foodborne illness occur all too fre-
quently, sometimes affecting hundreds of thousands of
people. Among the largest reported outbreaks caused by
unintentional biological contamination was an outbreak of
Salmonella typhimurium infection that sickened approxi-
mately 170,000 people in 1985 and was linked to post-
pasteurization contamination of milk from a U.S. dairy
plant. An outbreak of hepatitis A caused by tainted clams
affected nearly 300,000 people in China in 1991 and may
be the largest foodborne disease incident in history. In 1994,
an outbreak of Salmonella Enteritidis infection linked to a
contaminated ice cream pre-mix sickened an estimated
224,000 people in 41 states in the U.S. In 1996, about
8,000 children in Japan became ill, and some died, after
eating E. coli 0157:H7-tainted radish sprouts served in
school lunches.

Illnesses from pesticides, mycotoxins, heavy metals,
cyanide, and other acutely toxic chemicals also have been
reported. In one deadly incident, over 800 people died and a
chemical agent present in cooking oil sold in Spain in 1981
injured about 20,000. In 1985, nearly 1,400 people in the
U.S. reported becoming ill after eating watermelon grown in
soil treated with the pesticide aldicarb. In Iraq in 1971–1972,
more than 6,500 people were hospitalized with neurological
symptoms and 459 died after eating bread made from 
mercury-contaminated wheat. Additionally, in the 1960’s,
more than 200 people in Japan suffered from mercury 
poisoning after eating highly contaminated fish caught in
polluted waters.
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In today’s global marketplace, the contamination of
food in one country can have a significant effect on public
health in other parts of the world. In 1989, approximately
25,000 people in 30 states in the U.S. were sickened by
Salmonella chester in cantaloupes imported from Mexico.
In 1996 and 1997, 2,500 people in 21 states in the U.S.
and two Canadian provinces developed Cyclospora infec-
tions after eating tainted Guatemalan raspberries.

If an unintentional contamination of one food, such as
clams, can affect 300,000 individuals, a concerted, delib-
erate attack on food could be devastating, especially if a
more dangerous chemical, biological, or radionuclear
agent were used. It would be reasonable to assume that 
a terrorist using the food supply as a vehicle for attack
would use an agent that would maximize the number of
deaths associated with the contamination. Many of these
agents are the same pathogens that have been linked to
significant outbreaks of foodborne illness due to uninten-
tional contamination.

b. Economic effects
Deliberate or accidental contamination of food also may
have enormous economic implications in the U.S., where
one out of every eight Americans is estimated to work in
an occupation directly linked to food production. Indeed,
food terrorists may have economic disruption as their pri-
mary motive. For example, the sabotage of Israeli citrus
fruit exports, discussed above, was allegedly intended to
damage Israel’s economy.

At least three types of economic effects may be gen-
erated by an act of food terrorism: direct economic losses
attributable to the costs of responding to the act; indirect
multiplier effects from compensation paid to affected pro-
ducers and the losses suffered by affiliated industries,
such as suppliers, transporters, distributors, and restaurant
chains; and international costs in the form of trade embar-
goes imposed by trading partners.

Though the costs associated with the food sabotage
discussed above are unavailable, reports from uninten-
tional contamination incidents demonstrate the tremen-
dous costs of responding to such events. In 1998, a
company in the U.S. recalled nearly 16,000 metric tons of
frankfurters and luncheon meats potentially contaminated
with Listeria monocytogenes, at a total cost of $50 million
to $70 million. The company reported spending more than
$100 million in the following two years to improve food
safety and convince consumers that its products were safe.
Indirect costs can be staggering as well. The U.S. Depart-
ment of Agriculture estimates that foodborne illnesses
linked to five pathogens costs the economy $6.9 billion
annually. The outbreak from Salmonella-contaminated ice
cream, discussed above, was estimated to have cost the U.S.
economy about $18.1 million in medical care and time
lost from work. In addition, costs arise from the disruption
of international trade, as was demonstrated when Belgium’s

dioxin incident caused the recall of food products distrib-
uted globally.

c. Social and political implications
The response to the 2001 anthrax incidents showed that
limited dissemination of biological agents by simple
means could cause considerable disruption and public anxi-
ety, even if only a few cases of illness result. The potential
magnitude of the social impact arising from a food terrorism
incident may be best illustrated by examining the effects of
the Bovine Spongiform Encephalopathy (BSE) (also known
as “mad cow disease”) crisis in Great Britain in the 1990’s.
When researchers first discovered BSE in British cattle in
1986, some speculated that BSE could be spread to humans.
However, for the next decade British authorities consistently
reassured citizens that BSE was only an animal disease.
When, in 1996, authorities acknowledged that BSE could be
linked to human disease and announced that ten people in
the U.K. had been infected or died from a human form of
mad cow disease, widespread panic erupted.

Even though the toll of human fatalities — 137 deaths to
date — was lower than the death toll from many other dis-
eases, the effects of this public health crisis were wide-
spread and long lasting. Bans on imports of British beef
lasted for several years. Furthermore, the public’s shattered
confidence in government forced the creation of a new food
regulatory authority, the Foods Standards Agency. The
slaughter of millions of cattle and other BSE control mea-
sures, together with depressed markets for British beef,
crippled the country’s cattle industry. Some key issues
from the BSE crisis are unresolved. In addition, BSE has
been identified in cattle in both Canada and the U.S.

Fear and anxiety may contribute to reduced confi-
dence in the political system and government, and may
result in political destabilization, as was seen in Great
Britain during the mad cow crisis.

3. Exposure Assessment

As discussed above, the CDC estimates that unsafe food
causes 76 million illnesses, 325,000 hospitalizations,
and 5,000 deaths each year in the U.S. This roughly trans-
lates to an estimate that, each year, one in every four Ameri-
cans will develop an illness due to the accidental food
contamination.

Although the CDC has identified certain pathogens as
critical agents for food terrorism, it is difficult for FDA to
predict with any certainty the likelihood that an act of food
terrorism will occur. Indeed, Codex has recognized that
uncertainty may be prevalent in the risk assessment process:

Many sources of uncertainty exist in the process of
risk assessment of food related hazards to human health.
The degree of uncertainty and variability in the available
scientific information should be explicitly considered in
the risk analysis.
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FDA further recognizes that the potential impact of a
food terrorism event is influenced not only by the likeli-
hood of occurrence, but also by the specific target and
agent selected by a terrorist.

Despite these uncertainties, the WHO has warned that
“the malicious contamination of food for terrorist purposes
is a real and current threat.” The CDC’s infectious disease
experts similarly have concluded that sabotage of food and
water is the easiest means of biological or chemical attack
largely because such attacks (albeit on a small scale) have
been successful in the past. In addition, the CDC experts
explain, the relative centralization of food production in
the U.S. and the global distribution of food products give
food a “unique susceptibility,” and many points of vulner-
ability to sabotage intended to affect a large number of
people exist in the food production and food distribution
processes.

The threat to the U.S. food supply is more than theoret-
ical. When U.S. troops entered the caves and safe houses of
members of the al Qaeda terrorist network in Afghanistan in
the months following the September 11th attacks, they
found hundreds of pages of U.S. agricultural documents that
had been translated into Arabic. A significant part of the
group’s training manual was reportedly devoted to agricul-
tural terrorism — specifically, the destruction of crops, live-
stock, and food processing operations.

Moreover, recent threats of food sabotage from known
terrorist groups have been reported. Specifically, the U.S.
Central Intelligence Agency stated in January 2003 that it
was investigating whether one of al Qaeda’s leading experts
on chemical and biological warfare was involved in a plot
to poison food intended for British troops. The investiga-
tion stemmed from the discovery of ricin in a London apart-
ment linked to suspected militants, one of whom worked
for a catering company. The suspects were believed to have
been in contact with people who worked on at least one
British military base.

In early September 2003, the U.S. Federal Bureau of
Investigation (FBI) issued a bulletin warning that terror-
ists might use two naturally occurring toxins, nicotine and
solanine, to poison U.S. food or water supplies. The FBI
noted that terrorist manuals and documents recovered in
Afghanistan refer to the use of these substances as poisons.
Citing the supermarket employee that deliberately contami-
nated ground beef with an insecticide containing nicotine,
FBI officials advised: “Such lone offenders, whether 
al-Qaida [sic] sympathizers or domestic criminals, are a
concern to FBI because they are so difficult to detect.”

The U.S. is not alone in its concern about a food ter-
rorist event. The WHO Secretariat noted last year that sev-
eral countries have reported heightened states of alert for a
biological or chemical attack on air, water, or food. The
events of September 11, 2001, and evidence from al Qaeda
validate concerns about threat of terrorism against the
United States.

4. Risk Characterization

This Risk Assessment addresses a broad range of hazards
that may be deliberately or accidentally introduced into
the food supply that FDA regulates. Despite the difficulty
of developing a quantitative risk assessment of cumulative
risk in the present circumstance, FDA notes that the public
health impact of unintentionally contaminated food has
been documented by the CDC estimate that 76 million ill-
nesses, 325,000 hospitalizations, and 5,000 deaths from
foodborne illness occur annually in the U.S. Other journal
articles and risk assessments, referenced here, also provide
data on risk of illness from the accidental introduction of
pathogens into food. For example, the government’s quan-
titative risk assessment for Salmonella Enteritidis (SE) in
shell eggs and egg products estimated, based on model-
ing, that an average of 660,000 illnesses occur each year
in the U.S. due to SE-contaminated eggs. The predicted
average risk is 3.5 SE illnesses per one million egg serv-
ings per year.

It is more difficult for FDA to characterize the risk of
food terrorism, largely because of uncertainties associated
with estimating the likelihood of occurrence — even
though documented incidents of sabotage have occurred
and recent reports have surfaced of al Qaeda plots to poi-
son food supplies. Traditional risk assessments for acute
hazards, particularly those using modeling, often generate
estimates of risk on an annual basis, as was done in the SE
risk assessment. In the present circumstance, the agency has
determined that the magnitude of the risk of food terrorism,
and the uncertainty associated with that risk characteriza-
tion, depend on the temporal basis of the risk estimate.
Specifically, if a small increment of time, such as one day, is
used to estimate the risk of an act of deliberate contamina-
tion, then the likelihood of occurrence would be low. If,
however, a larger increment of time, such as the period of
one month, is used, then the risk would be greater, and if
the agency considers the likelihood of occurrence over the
period of one year, then the risk of an act of food terror-
ism is significantly higher. To ensure that this assessment
is useful for planning purposes, FDA has determined that
it is appropriate to characterize the risk of occurrence of
an act of food sabotage or a significant incident of unin-
tentional food contamination on an annual basis.

The agency has considered, for the purposes of risk
characterization, the known exposure to food that has been
inadvertently contaminated and the past incidents of delib-
erate contamination, as well as the evidence that terrorists
have targeted our food supply. In light of this information
and the uncertainties attendant to characterizing the risk of
an act of food terrorism, FDA has concluded that there is
a high likelihood, over the course of a year, that a signifi-
cant number of people will be affected by an act of food
terrorism or by an incident of unintentional food contami-
nation that results in serious foodborne illness.
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C. CONCLUSION

The CDC’s strategic planning workgroup on biological
and chemical terrorism warned, more than a year before
the September 11th attacks and the anthrax incidents.

An act of biological or chemical terrorism might
range from dissemination of aerosolized anthrax spores 
to food product contamination, and predicting when and
how such an attack might occur is not possible. However,
the possibility of biological or chemical terrorism should
not be ignored… Preparing the nation to address this
threat is a formidable challenge, but the consequences of
being unprepared could be devastating.

Though the likelihood of a biological or chemical
attack on the U.S. food supply is uncertain, significant sci-
entific evidence documents the risk to public health of food
that has been inadvertently contaminated. Notwithstanding
the uncertainties described in this risk assessment, and
given the broad range of agents that may contaminate the
food supply that FDA regulates, the agency concludes that
there is a high likelihood, over the course of a year, that a
significant number of people will be affected by an act of
food terrorism or by an incident of unintentional food
contamination that results in serious foodborne illness.

FDA has determined that this qualitative risk assess-
ment, which discusses prior incidents of food contamina-
tion and available unclassified information on prior acts of
food sabotage, is appropriate to the circumstances.

Using the above information as a premise, there are
two types of preparedness and response we can do at this
stage: tracing the sources of domestic food supply; and
tracing the sources of imported foods from foreign coun-
tries. The importance of the information is based on one
assumption. When any stage of a food chain is attacked by
an enemy, the authority wants an answer to one question.
What is the source of the food being attacked, a manufac-
turing plant, a truck doing the transport, a warehouse, a
grocery store? Advance information is vital. So, the FDA
has issued regulations and guidelines to achieve two
goals: registration of domestic food facilities and registra-
tion of foreign manufacturing plants that export foods to
the United States.

III. REGISTRATION OF FOOD FACILITIES

A. BACKGROUND INFORMATION

The information is this section is presented under the fol-
lowing premises:

1. At time of writing, some of the data are laws and
regulations and some are general guidelines.
Their legal status may be different in the fore-
seeable future.

2. All legal citations and languages have been
modified to facilitate reading. Always obtain
the original document for details.

The Public Health Security and Bioterrorism Preparedness
and Response Act of 2002 (the Bioterrorism Act) directs the
Secretary of Health and Human Services to take steps to
protect the public from a threatened or actual terrorist
attack on the U.S. food supply. To carry out the provisions
of the Bioterrorism Act, FDA published, on October 10,
2003, an interim final regulation, Registration Of Food
Facilities, which requires domestic and foreign facilities
that manufacture/process, pack, or hold food for human or
animal consumption in the United States to register with
the FDA. In the event of a potential or actual bioterrorism
incident or an outbreak of food-borne illness, facility reg-
istration information will help FDA to determine the loca-
tion and source of the event and permit the agency to
notify quickly facilities that may be affected.

This new regulation pertains only to facilities that
manufacture/process, pack, or hold food, as defined in the
regulation, for consumption in the U.S. Examples of
“food” include:

● Dietary supplements and dietary ingredients
● Infant formula
● Beverages (including alcoholic beverages and

bottled water)
● Fruits and vegetables
● Fish and seafood
● Dairy products and shell eggs
● Raw agricultural commodities for use as food

or components of food
● Canned and frozen foods
● Bakery goods, snack food, and candy (includ-

ing chewing gum)
● Live food animals
● Animal feed and pet food

Food contact substances and pesticides are not “food”
for purposes of the interim final rule. Thus, a facility that
manufactures/processes, packs, or holds a food contact sub-
stance or a pesticide is not required to register with FDA.

B. QUESTIONS AND ANSWERS

Let us look at some questions and answers about the reg-
istration of food facilities that are usually made available
when a new law is initiated.

FDA’s guidance documents, including this guidance,
do not establish legally enforceable responsibilities.
Instead, guidance describes the Agency’s current thinking
on a topic and should be viewed only as recommenda-
tions, unless specific regulatory or statutory requirements

Bioterrorism and Protecting Food Supply in the United States 82-7

DK9848_C082.qxd  8/29/05  12:54  Page 7



are cited. The use of the word should in Agency guidances
means that something is suggested or recommended, but
not required.

1. Who Must Register?

The owner, operator, or agent in charge of a domestic or
foreign facility that manufactures/processes, packs, or
holds food for human or animal consumption in the U.S.,
or an individual authorized by one of them, must have reg-
istered that facility with FDA by December 12, 2003. 
A domestic facility must register whether or not food
from the facility enters interstate commerce. A foreign
facility must designate a U.S. agent (for example a facil-
ity’s importer or broker), who must live or maintain a
place of business in the U.S. and be physically present in
the U.S., for purposes of registration.

2. What Types of Facilities Do Not Need to 
Register?

● Private residences of individuals, even though
food may be manufactured/processed, packed, or
held there.

● Non-bottled water drinking water collection
and distribution establishments and structures,
such as municipal water systems.

● Transport vehicles that hold food only in the
usual course of their business as carriers.

● Farms, i.e., facilities in one general physical
location devoted to the growing and harvesting
of crops, the raising of animals (including
seafood), or both. Washing, trimming of outer
leaves, and cooling of produce are considered
part of harvesting. The term “farm” also includes
facilities that pack or hold food, provided that all
food used in such activities is grown, raised, or
consumed on that farm or another farm under the
same ownership, and facilities that manufacture/
process food, provided that all food used in
such activities is consumed on that farm or
another farm under the same ownership. A farm-
operated roadside stand that sells food directly
to consumers as its primary function would 
be exempt from registration as a retail food
establishment.

● Restaurants, i.e., facilities that prepare and sell
food directly to consumers for immediate con-
sumption, including pet shelters, kennels, and
veterinary facilities that provide food directly
to animals. Facilities that provide food to inter-
state conveyances, such as commercial aircraft,
or central kitchens that do not prepare and serve
food directly to consumers are not restaurants
for purposes of the rule.

● Retail food establishments, such as groceries,
delis, and roadside stands, that sell food directly
to consumers as their primary function, meaning
that annual sales directly to consumers are of
greater dollar value than annual sales to other
buyers. An establishment that manufactures/
processes, packs, or holds food and whose pri-
mary function is to sell food directly to con-
sumers, including food that the establishment
manufactures/processes, from that establish-
ment is a retail food establishment and is not
required to register.

● Nonprofit food establishments, which are char-
itable entities that meet the terms of §501(c)(3)
of the Internal Revenue Code and that prepare or
serve food directly to the consumer or otherwise
provide food or meals for consumption by
humans or animals in the U.S. Central food
banks, soup kitchens, and nonprofit food deliv-
ery services are examples of nonprofit food
establishments.

● Fishing vessels that harvest and transport fish.
Such vessels may engage in practices such as
heading, eviscerating, or freezing fish solely to
prepare the fish for holding on board the vessel
and remain exempt.

● Facilities regulated exclusively and throughout
the entire facility by the U.S. Department of
Agriculture, that is, facilities handling only meat,
poultry or egg products.

3. Questions and Answers about “Private
Residences”

1. Q: If a person has a business in his/her home
that involves manufacturing/processing, pack-
ing, or holding food, does that person need to
register his residence as a food facility?
A: No. A private residence is not a facility as
defined in the Interim Final Rule (21 CFR
1.227(b)(2)) and thus, need not be registered.
[CFR � U.S. Code of Federal Regulations].

2. Q: If a person is selling food from his or her
private residence through the Internet, does that
person need to register his residence as a food
facility?
A: No. A private residence is not a facility as
defined in the Interim Final Rule (21 CFR
1.227(b)(2)) and thus, need not be registered.

3. Q: Is a private residence in which low acid canned
food is produced exempt from the regulations
for low acid canned food (21 CFR Part 113)?
A: No. Although such a residence is not
required to be registered as a food facility under
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21 CFR Part 1, Subpart I, it is not exempt from
any other requirements established by any
other laws or regulations (21 CFR 1.240).

4. Questions and Answers about “Farms”

4. Q: Is a facility that manufactures/processes and
sells seed to farmers required to be registered if
the seed is intended for cultivation? What if the
seed is an ingredient that will be included in
animal feed?
A: FDA requires registration of any facility that
manufactures/processes, packs, or holds food
for consumption in the U.S. As noted in a
response to a comment in the Interim Final Rule
(Comment 62), FDA will consider a product as
one that will be used for food if the owner, oper-
ator, or agent in charge of the facility reasonably
believes that the substance is reasonably
expected to be directed to a food use. Therefore,
if the owner, operator, or agent in charge of the
facility in this question reasonably believes that
the seed is reasonably expected to be used as an
ingredient for animal feed, the seed is considered
“food” and thus, the facility is required to be reg-
istered. However, if the seed is reasonably
expected only to be cultivated, the facility is not
required to be registered.

5. Q: Is a farm that grows tomatoes and sells them
directly to consumers from a roadside stand
located on the farm exempt from registration?
A: Yes. Assuming that the farm on which the
tomatoes are grown otherwise satisfies the defi-
nition of farm (21 CFR 1.227(b)(3)), it is
exempt from registration. If the primary activ-
ity of the roadside stand is selling food (includ-
ing the tomatoes) directly to consumers, it is
exempt as a retail food establishment (21 CFR
1.227(b)(11)).

6. Q: If a farm located in a foreign country ships
food directly to the U.S., is it required to register?
A: No. Assuming that the farm otherwise satisfies
the definition of farm (21 CFR 1.227(b)(3)), the
farm is exempt from registration if it ships food
directly to the U.S. However, if prior to export
to the U.S., food grown on the farm is shipped
to a foreign facility that manufactures/pro-
cesses, packs, or holds the food, the second facil-
ity must register unless the food subsequently
undergoes further manufacturing/processing of
more than a de minimis nature at another foreign
facility (21 CFR 1.226(a)). The de minimis pro-
vision is discussed further in question 21 of this

guidance and in the preamble to the Interim Final
Rule (responses to comment 17, 21, 25, and 26).

7. Q: Is a mixed-type facility, such as a farm that
grows oranges and processes them into orange
juice for sale to a distributor, required to register?
A: Yes. FDA uses the term “mixed-type facil-
ity” in the preamble to the Interim Final Rule
(response to Comment 46) to refer to an estab-
lishment that engages in both activities that are
exempt from registration and activities that
require the establishment to be registered. In this
example, the farm is required to be registered
because its processing activities are not covered
by the farm definition (21 CFR 1.227(b)(3)).

8. Q: Is applying pesticides on a farm considered
a “traditional farming activity” within the scope
of the farm definition and exemption? Does this
include applying a pesticide, for example, on
bananas in the field or in the packing station
just prior to packing?
A: Whether the application of a pesticide to a
crop is an activity covered by the farm defini-
tion depends upon whether the application is
prior to or post-harvest. Section 1.227(b)(3)
defines a farm as “a facility in one general loca-
tion devoted to the growing and harvesting of
crops, the raising of animals (including seafood),
or both.” FDA considers application of pesticides
to a crop prior to harvest as an integral part of
growing crops. Such application generally does
not involve close manipulation of the food
being grown because the application is usually
directed at the entire plant. Therefore, an estab-
lishment devoted to the growing and harvesting
of crops that applies a pesticide to its crops
prior to harvest is a “farm” within the meaning
of the Interim Final Rule. However, post-harvest
application is necessarily directed at the food, not
the entire plant, and thus, is considered to be
manufacturing/processing under §1.227(b)(6).
Therefore, a farm that treats a crop against pests
post-harvest must register with FDA unless it
satisfies the conditions of §1.227(b)(3)(ii).

9. Q: Is use of chlorinated water to wash lettuce
on a farm considered “processing,” necessitat-
ing registration of a farm?
A: If the farm is using water directly from a
public or other water supply that is chlorinated
for other purposes, FDA will consider this activ-
ity “washing” within the meaning of 21 CFR
1.227(b)(3). Accordingly, an establishment using
chlorinated water in this manner is a “farm” and
is not required to be registered. In addition,
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FDA’s Good Agricultural Practices guidance
document (section 2.2) (http://www.foodsafety.
gov/�dms/prodguid.html) notes that chlorine is
commonly added to water at 50–200 parts per
million (ppm) total chlorine, at a pH of 6.0–7.5,
for post harvest treatment of fresh produce,
with a contact time of 1–2 minutes. FDA recog-
nizes that chlorination at these levels is the only
way many growers and packers can raise the
microbiological quality of the water they use to a
level that is safe and suitable. Addition of chlo-
rine to water at these levels, therefore, does not
constitute “manufacturing/processing” within the
meaning of 21 CFR 1.227(b)(3)(ii).

In contrast, if water used as a wash on har-
vested foods on a farm contains added chlorine
above levels of 200 ppm to create a specific wash,
FDA considers this activity as “treating” food
within the meaning of 21 CFR 1.227(c)(6),
which is a manufacturing/processing activity
that would require the farm to register, unless it
falls under another exemption (e.g., foreign
facility exemption).

10. Q: Does placing stickers on fruit on a farm
amount to “manufacturing/processing” and
therefore require registration of the facility in
which the application of the stickers occurs?
A: A farm that places stickers on produce grown
or consumed on the farm is not required to regis-
ter as long as the farm otherwise satisfies the def-
inition of farm (21 CFR 1.227(b)(3).) Under
§1.227(b)(3)(i), FDA considers on-farm facili-
ties that pack or hold food as meeting the farm
definition, if all food used in such packing or
holding is grown, raised, or consumed on that
farm or another farm under the same ownership.
As stated in the response to comment 41 in the
Interim Final Rule, FDA considers certain activ-
ities to be “packing,” such as sorting, grading,
wrapping, or boxing harvested food for the sole
purpose of transporting this food off the farm.
FDA also considers placing stickers on produce
grown or consumed on a farm part of “packing.”

5. Questions and Answers about “Retail Facilities”

11. Q: Does a warehouse club that sells to both con-
sumers and businesses need to be registered?
A: A warehouse club is exempt from registra-
tion as a retail food establishment (21 CFR
1.227(b)(11)) if it sells food products directly
to consumers as its primary function. A retail
food establishment’s primary function is to sell
food directly to consumers if the annual mone-
tary value of sales of food products directly to

consumers exceeds the annual monetary value
of sales of food products to all other buyers.
Businesses are not considered consumers.

12. Q: If a supermarket has a bakery on the prem-
ises that bakes bread and sells it to other stores
in the same chain, is the supermarket required
to be registered?
A: The supermarket is exempt from registration
as a retail food establishment (21 CFR
1.227(b)(11)) if its primary function is to sell
food products directly to consumers from the
supermarket. As noted, an establishment’s pri-
mary function is to sell food directly to con-
sumers if the annual monetary value of sale of all
food products directly to consumers exceeds the
annual monetary value of sales of food products
to all other buyers.

6. Questions and Answers about “Nonprofit
Food Facilities”

13. Q: Are exporters of food for charity exempt
from the registration requirements?
A: Yes. A facility, including a non-profit facil-
ity, is not required to be registered if all food
manufactured/processed, packed, or held at the
facility is not for consumption in the U.S. (21
CFR 1.225 and 1.227(b)(7)).

7. Questions and Answers about “Facilities
Regulated Exclusively, Throughout the 
Entire Facility, by USDA”

14. Q: Are facilities that process deer, elk, and
bison required to register with FDA?
A: Yes. These facilities are required to be regis-
tered with FDA because they are not regulated
exclusively by the United States Department of
Agriculture (USDA) (21 CFR 1.226(g)).

8. Questions and Answers about Some
“Definitions”

a. Holding
15. Q: Are local collecting facilities for grains

exempt from the registration requirement?
A: All establishments at which food is 
manufactured/processed, packed, or held are
required to be registered, unless otherwise
exempt. FDA understands the term “collecting
facilities” to refer to facilities that store or hold
food, such as silos or grain elevators. Such a
facility must be registered with FDA because
food (grain) is held by the facility (21 CFR 1.225;
1.227(b)(5)).
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16. Q: If a facility receives packaged produce for
shipping and holds it in cold storage, is it
required to register?
A: Yes. The facility in this example is holding
food and therefore, must be registered (21 CFR
1.225; 21 CFR 1.227(b)(5)).

17. Q: If finished food products for consumption in
the U.S. are held at a third party facility before
consolidation for import into the U.S., must
this facility be registered?
A: Yes, if the finished products are held at a
third party facility prior to export to the U.S.,
the facility is required to be registered (21 CFR
1.225; 1.227(b)(5)).

18. Q: In a lessor–lessee relationship, such as a
food-producing business that rents space from
a landlord, who is legally obligated to register
the facility?
A: Either the lessor or the lessee may register
the facility as follows. The Bioterrorism Act
and the Registration Interim Final Rule place
the duty to register a facility on the owner, oper-
ator, or agent-in-charge of the facility. Each of
these persons has an independent obligation to
comply with the registration requirement, and
any one of them may satisfy the obligation for the
other two. On the other hand, if a facility is not
registered, FDA could proceed with an enforce-
ment action against one or all of the three. 
A facility is defined as “any establishment, struc-
ture, or structures under one ownership at one
general physical location, or, in the case of a
mobile facility, traveling to multiple locations,
that manufactures/processes, packs, or holds
food for consumption in the United States.”
Thus, for a public warehouse, either the owner
of the entire warehouse may register the ware-
house and satisfy the obligation for all lessees,
or an individual lessee, functioning as the oper-
ator or agent-in-charge of the portion of the
warehouse he/she leases, may register that por-
tion of the facility.

19. Q: Post offices and similar facilities owned or
operated by express couriers may have pack-
ages containing food on their premises as part
of the shipment process. Are these types of
establishments required to be registered with
FDA as food facilities?
A: No. For purposes of the registration Interim
Final Rule, post offices and express courier facil-
ities are not required to be registered with FDA
as food facilities. The activities of both postal
services and express courier services are focused

on the transport of goods; their facilities 
generally serve only as a point of transfer of
packages and other freight, including packages
containing food. Thus, it is appropriate to view
both types of facilities as part of the transporta-
tion process. The definition of “facility” in the
Interim Final Rule (21 CFR 1.226(b)(2)) does
not include transportation vehicles “if they hold
food only in the usual course of business as car-
riers.” Although the registration Interim Final
Rule does not define “transportation vehicles,”
the proposed rule on the establishment and
maintenance of records (68 FR 25188 at 25238;
May 9, 2003) defines “transporter” as “a person
who has possession, custody, or control of an
article of food — for the sole purpose of trans-
porting the food.” FDA believes that it is appro-
priate to apply this same rationale to exclude
from registration facilities that house food only
because they are part of the process of trans-
porting it from one location to another. This
analysis is also consistent with the definition of
“facility” in 21 CFR 1.227(b)(2). Thus, for the
purpose of the registration Interim Final Rule,
post offices and express courier facilities oper-
ating in a manner comparable to post offices
that are part of the transportation network and
have possession, custody, or control of food for
the sole purpose of transporting it are not
required to be registered with FDA.

20. Q: Truck terminals and freight forwarders may
have food on their premises as part of the ship-
ment process. Are these types of establishments
required to be registered with FDA as food
facilities?
A: No. Truck terminals and other stationary
facilities that serve merely to assist transporta-
tion vehicles in the process of transporting food
are not required to be registered with FDA. The
analysis for post offices and similar facilities 
is also applicable here. Thus, for the purpose of
the registration Interim Final Rule, truck termi-
nals and freight forwarders that are part of the
transportation network and have possession,
custody, or control of food for the sole purpose
of facilitating its transport are not required to
be registered with FDA.

FDA acknowledges that this response is not
completely consistent with certain prior guid-
ance (Response to Comment 36; 68 Fed. Reg.
58894 at 58904; October 10, 2003). The agency
has further considered this issue, as well as
related ones, resulting in a revision of the ear-
lier guidance.
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b. Manufacturing/processing
21. Q: Is fumigation (such as of bagged cocoa

beans) considered de minimis processing?
A: No. The Interim Final Rule states that “treat-
ing” food is a manufacturing/processing activity
(21 CFR 1.227(b)(6); also see the response to
Comment 41 in the rule). Therefore, a foreign
facility that performs fumigation of food that is
for consumption in the U.S., is required to be reg-
istered unless another foreign facility conducts
further manufacturing/processing of more than a
de minimis nature before the food is shipped to
the U.S. FDA notes that even if fumigation were
considered to be a de minimis activity, the facility
at which the fumigation occurs would be required
to be registered. The Bioterrorism Act de minimis
provision is relevant to whether a particular for-
eign facility that manufactures/processes, packs,
or holds food prior to the “de minimis facility” is
required to be registered. The response to com-
ment 17 in the preamble of the Interim Final
Rule also discusses fumigation of cocoa beans.

22. Q: Is it necessary for a facility housing cotton
gins to register if the cotton gins separate cot-
ton from its seeds and hulls and the facility then
sells these seeds or hulls to a manufacturer who
then further processes the seeds and hulls into
feed for sale to livestock operations?
A: FDA notes that the answer to this question
depends in part on whether the cotton by-products
are “food” as defined in the interim final rule
(21 CFR 1.227(b)(4)) and whether the estab-
lishment housing the cotton gins is domestic or
foreign.

In the preamble to the Interim Final Rule, FDA
responded to a comment (Comment 62) regard-
ing facilities that manufacture/process, pack, or
hold multi-use substances. (68 Fed. Reg. 58894
at 58910; October 10, 2003.) The agency
believes that discussion is relevant to this ques-
tion. In the Interim Final Rule, the agency stated
that “a product is one that will be used for food
if the owner, operator, or agent in charge of the
facility reasonably believes that the substance in
question is reasonably expected to be directed to
a food use.” In this example, the facility contain-
ing the cotton gins is a food facility because the
owner, operator, or agent in charge of the facil-
ity knows or should know that the cotton 
by-products are reasonably likely to be used as
components of animal feed.

If the cotton gin establishment is located in the
U.S., the establishment is required to be regis-
tered because it is manufacturing/processing

food (components of animal feed), and the facil-
ity does not appear to satisfy any exemption from
registration. FDA notes that any subsequent facil-
ity that processes the cotton seed and hulls into
animal feed is also required to be registered.

However, if the cotton gin establishment and
the establishment that processes the cotton seed
and hulls into animal feed are both located in a
foreign country, the cotton gin establishment
would not required to be registered because a
subsequent foreign facility (the feed manufac-
turer) conducts further manufacturing/process-
ing of the cotton by-products prior to export to
the U.S. The foreign feed manufacturing/pro-
cessing facility must be registered unless, before
the feed is exported to the U.S., the feed under-
goes further manufacturing/processing of more
than a de minimis nature at a third foreign facil-
ity (21 CFR 1.226(a)).

c. US agent
23. Q: For foreign facilities, may the U.S. agent for

the facility also serve as the facility’s emer-
gency contact?
A: Yes. The U.S. agent will be considered the
emergency contact for a registered foreign
facility unless another name is provided in the
facility’s registration as the emergency contact
(21 CFR 1.227(b)(13); 1.233(e)).

24. Q: Some U.S. law firms are charging fees to
serve as a foreign facility’s U.S. agent. Some of
these firms have the word “FDA” in their name.
Must a foreign facility use one of these firms as
its U.S. agent?
A: No. A foreign facility’s U.S. agent may be an
individual, partnership, corporation, or associa-
tion; the only requirement for such an agent is
that the agent must have a place of business or res-
idence in the U.S. and be physically present in the
U.S. For example, a foreign facility may use its
U.S. importer as its U.S. agent. FDA does not rec-
ommend or endorse any particular firm, organiza-
tion, persons, or company to serve as a foreign
facility’s U.S. agent. FDA is not affiliated with any
firm offering its services as a U.S. agent.

25. Q: May a foreign government official residing
in the U.S., such as a representative from the
foreign country’s embassy, act as a foreign
facility’s U.S. agent for purposes of food facil-
ity registration?
A: In the preamble to the Interim Final Rule
(Comment 90), FDA noted that the agency has
concerns that acting as a U.S. agent may con-
flict with the duties of foreign government 
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representatives. Whether it is proper for a for-
eign government representative to act as a U.S.
agent is a fact-specific inquiry, depending on
the title and status of the foreign government
representative and the functions that the repre-
sentative assumes as a U.S. agent. FDA will
consider such situations on a case-by-case basis
in consultation with the U.S. State Department.

26. Q: I am a foreign facility that does business
with several different brokers. May I use more
than one of these as my U.S. agent?
A: No. The Interim Final Rule requires that
each foreign facility have only one U.S. agent for
food facility registration purposes. However, hav-
ing a single U.S. agent for FDA registration pur-
poses does not preclude a facility from having
multiple brokers for other business purposes.
FDA notes that a foreign facility is not required
to conduct all of its business in the U.S. through
the U.S. agent designated for purposes of regis-
tration. 21 CFR 1.227(b)(13)(iii) and the
response to comment 86 in the preamble to the
Interim Final Rule further discuss this issue.

27. Q: Is the U.S. agent legally liable in the event
something goes wrong with food manufac-
tured/processed, packed, or held at the foreign
facility for which he serves as U.S. agent?
A: FDA generally does not intend to hold a for-
eign facility’s U.S. agent responsible for viola-
tions of the Bioterrorism Act that are committed
by the foreign facility. FDA, however, would
consider legal action against a U.S. agent where
the agent knowingly submits false information to
FDA or the U.S. agent and the foreign facility are
effectively the same entity. Liability issues
between the facility and its U.S. agent must be
resolved between the private parties (i.e., the
facility and its U.S. agent), most likely through
the terms of their contractual relationship.

d. Owner, operator, agent in charge, parent 
company

28. Q: How does FDA define “owner,” “operator,”
and “agent in charge?”
A: The owner, operator, or agent in charge is 
a person (21 U.S.C. 321(e)) who has an owner-
ship interest in, or management authority of, a
facility or a portion of a facility (e.g., a lessee
of a part of a public warehouse).

29. Q: How does FDA define “parent company?”
A: The term “parent company” is used in 21
CFR 1.232(b) and is intended to have the mean-
ing it has in the corporate context. If a facility is

part of a company that is owned by another cor-
poration, then the corporation would be the par-
ent company. For example, if a facility is owned
by Company X, and Company X is a subsidiary
of Corporation Y, then the owner of the facility
is Company X and the parent company is
Corporation Y.

9. Other Questions

a. Do all foreign facilities that
manufacture/process, pack, or hold food for
consumption in the U.S. need to register?

No. If a foreign facility that manufactures/ processes,
packs, or holds food sends it to another foreign facility for
further manufacturing/processing or packaging before the
food is exported to the U.S., only the second foreign facil-
ity is required to register. However, if the second foreign
facility performs only a de minimis activity, such as put-
ting on a label, both facilities would be required to regis-
ter. Also, any foreign facility that packs or holds food after
the last foreign manufacturer/processor of the food must
register.

b. How often must you register?
Registration is required only once for each food facility.
However, required registration information must be
updated if it changes.

c. What does the registration number mean?
It means that the owner of the facility has complied with
this rule by registering with FDA. Assignment of the num-
ber does not convey FDA approval or endorsement of the
facility or its products.

d. Is there a fee for registration?
There is no fee for registration or for updates of any 
registration.

e. Is there a mechanism for registering multiple
food facilities at one time?

FDA will accept multiple registrations.

f. What information is required?
Each registration must include the name, address, and
phone number for the facility and its parent company (if
applicable); the name, address, and phone number of the
owner, operator, or agent in charge; all trade names the facil-
ity uses; applicable food product categories as identified in
FDA’s regulation, 21 CFR 170.3; a statement certifying that
the information submitted is true and accurate and that the
person submitting the registration, if not the owner, operator,
or agent in charge, is authorized to submit the registration. 
A foreign facility must also provide the name, address, and
phone number of its U.S. agent. The foreign facility must
also provide the emergency contact phone number for its
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U.S. agent unless the facility designates another person to
serve as the emergency contact. A domestic facility must
also provide an emergency contact phone number.

g. Is additional information requested?
FDA is asking for, but not requiring, certain optional
information on the registration form. The optional infor-
mation will help us communicate more effectively with
facilities that may be the target of an actual or potential
terrorist threat or other food-related emergency. For exam-
ple, some food products are not identified in the list of food
categories at 21 CFR 170.3, such as certain dietary supple-
ments, infant formula, and animal feed, but foods in these
categories may be the focus of a food-related emergency.

h. Is registration information available to the 
public?

No. Neither the list of registered facilities, any registration
documents submitted under this regulation, nor any infor-
mation derived from the list or the documents that would
reveal the identity or location of a specific registered per-
son is subject to disclosure under the Freedom of Informa-
tion Act (FOIA).

i. What if the submitted registration information
changes?

When a required element of a facility’s registration infor-
mation changes, e.g., change of operator, agent in charge,
or U.S. agent, the owner, operator, or agent in charge, or
an individual authorized by one of them, must submit an
update to the facility’s registration within 60 days of the
change through the Internet at http://www.access.fda.gov/ or
through the paper update process.

j. What if a facility goes out of business?
When a facility goes out of business, its registration must
be canceled.

k. What if a new owner acquires an already-
registered facility?

The former owner must cancel the facility’s registration
within 60 days of the change, and the new owner must 
re-register the facility.

l. What happens if a facility does not register?
Failure of a domestic or foreign facility to register, update
required elements, or cancel its registration in accordance
with this regulation is a prohibited act under the Federal
Food, Drug, and Cosmetic Act. The Federal government
can bring a civil action to ask a Federal court to enjoin
persons who commit a prohibited act, or it can bring a
criminal action in Federal court to prosecute persons who
are responsible for the commission of a prohibited act. If
a foreign facility is required to register but fails to do so,
food from that foreign facility that is offered for import
into the U.S. is subject to being held within the port of

entry for the article unless otherwise directed by FDA or
the Bureau of Customs and Border Protection (CBP).
FDA plans to issue enforcement guidance regarding the
agency’s policies regarding refusals of imported food
under section 801(m)(1) or holds of imported food under
section 801(l). This guidance document will be available
to the public, and FDA will publish a notice of its avail-
ability in the Federal Register.

IV. PRIOR NOTICE OF IMPORTED FOODS

A. INTRODUCTION

On October 10, 2003, the Food and Drug Administration
(FDA) published an interim final rule in the Federal
Register requiring submission to FDA of prior notice of
food, including food for animals, that is imported or
offered for import into the United States (68 FR 58974).
The prior notice interim final rule implements section
801(m) of the Federal Food, Drug, and Cosmetic Act (the
FD&C Act) (21 U.S.C. 381(m)) which was added by sec-
tion 307 of the Public Health Security and Bioterrorism
Preparedness and Response Act of 2002 (the Bioterrorism
Act) (Public Law 107–188), which requires that FDA
receive prior notice of food imported into the United States.
This guidance document provides a list of questions that
have frequently been asked about the requirements of the
prior notice regulation, and the answers to those questions.
This document is being issued to help the food industry and
others comply with the legal requirements established by
the prior notice interim final rule. We intend to issue addi-
tional guidance as new questions arise. FDA’s guidance
documents, including this guidance, do not establish legally
enforceable responsibilities. Instead, guidances describe
the Agency’s current thinking on a topic and should be
viewed only as recommendations, unless specific regula-
tory or statutory requirements are cited. The use of the word
should in Agency guidances means that something is sug-
gested or recommended, but not required.

B. BACKGROUND

a. What is prior notice?
Prior notice is notification to the FDA that an article of
food, including animal feed or pet food, is being imported
or offered for import into the United States in advance of
the arrival of the article of food at the U.S. border (68 FR
58974; October 10, 2003).

b. Why is prior notice required to be submitted
to FDA?

Prior notice is required by new section 801(m) of the
Federal Food, Drug, and Cosmetic Act (the FD&C Act)

82-14 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C082.qxd  8/29/05  12:54  Page 14



(21 U.S.C. 801(m)). Section 801(m) requires advance
notification to FDA prior to the arrival of food imported
or offered for import into the United States.

How can the industry learn how to comply and submit
prior notice through the U.S. Bureau of Customs and
Border Protection (CBP) Automated Broker Interface of
the Automated Commercial System (ABI/ACS) or FDA
Prior Notice System Interface (PNSI)?

Since publication of the Prior Notice and Registration
interim final rule on October 10, 2003, FDA has conducted
extensive domestic and international outreach and educa-
tion about the new rule. FDA and CBP held a satellite
downlink public meeting on October 28, 2003, and a series
of public meetings across the U.S. to discuss the prior notice
and registration interim final rules. Public meetings are
announced on FDA’s web site at http://www.fda.gov/. In
addition, we have prepared several tools, such as tutorials,
instructions, and question-and-answer documents, to help
importers and other affected persons to submit prior
notice under either through ABI/ACS or PNSI. These are
available on FDA’s web site at http://www.fda.gov/. CBP
continues to issue instructions to ABI/ACS filers and bro-
kers on complying with the prior notice regulation.

c. Where can I get more information about FDA’s
prior notice regulation?

Information on the prior notice regulation may be found on
FDA’s web site at http://www.fda.gov/. Many of your ques-
tions can be answered by reading the prior notice interim
final rule or by reviewing the tutorials, fact sheet, and other
materials that are posted on the web site. If your questions
are not answered by information on that web site, you can
send an email to the following address: http://www.cfsan.
fda.gov/�furls/helpf2.html. FDA plans to periodically issue
guidance documents to answer those questions that are not
directly addressed in the prior notice interim final rule or its
preamble. Thus, you will not receive an individual response
to your email. You should check our web site at
http://www.fda.gov/oc/bioterrorism/bioact.html periodi-
cally to obtain a copy of these guidance documents.

d. Where can I get more information about CBP’s
procedures under the Bioterrorism Act and the
prior notice regulation?

For additional information on the U.S. Bureau of Customs
and Border Protection’s (CBP’s) procedures for prior
notice, you may want to consult the CBP website at
http://www.customs.treas.gov/.

e. Is information about prior notice available in
languages other than English?

Yes. Information about prior notice to FDA is available 
in other languages. Translations available are indicated at
the top of the English version of documents located on the
Internet at http://www.cfsan.fda.gov/�dms/fsbtact.html

C. DEFINITIONS

1. Food

a. For the purposes of the prior notice regulation,
what is food?

Food is defined in the prior notice regulation by reference to
section 201(f) of the FD&C Act, which defines food as arti-
cles used for food or drink for man or other animals, chew-
ing gum, and articles used for components of any such
articles (21 U.S.C. 321(f)). However, for purposes of prior
notice, the definition of food does not include food con-
tact substances or pesticides (21 CFR 1.276(b)(5)(i)).
Examples of food subject to prior notice include: fruits, veg-
etables, fish, including seafood, dairy products, eggs, raw
agricultural commodities for use as food or as components
of food, animal feed (including pet food), food and feed
ingredients, food and feed additives, dietary supplements
and dietary ingredients, infant formula, beverages (includ-
ing alcoholic beverages and bottled water), live food ani-
mals, bakery goods, snack foods, candy, and canned foods.

b. Is a bulk commodity like raw cane sugar
“food” that is subject to prior notice?

Yes, if a bulk commodity like raw cane sugar is food
under the definition if it is for use as food, including for
use as a component of food. Raw agricultural commodi-
ties for use as food or as components of food are food for
prior notice purposes (21 CFR 1.276(b)(5)(ii)). FDA will
consider an article as one that will be used for food if any
of the persons involved in importing or offering the prod-
uct for import (e.g., submitter, transmitter, manufacturer,
grower, shipper, importer, owner, or ultimate consignee)
reasonably believes that the substance is reasonably
expected to be directed to a food use.

c. Are live animals “food” for prior notice 
purposes?

Live animals are food for purposes of prior notice (21 CFR
1.276(b)(5)(ii)) if any of the persons involved in importing
or offering the live animal for import (e.g., the submitter,
transmitter, manufacturer, grower, shipper, importer, owner,
or ultimate consignee) reasonably believes that the live
animal is reasonably expected to be directed to a food use
(21 CFR 1.276(b)(5)). Note that live food animals are not
excluded from prior notice under section 801(m)(3)(B) of
the FD&C Act and 21 CFR 1.277(b)(4) or (5) because live
food animals do not fall within the exclusive jurisdiction
of USDA under the Federal Meat Inspection Act or
Poultry Products Inspection Act.

If USDA’s Animal Plant and Health Inspection
Service (APHIS) inspects the live animals when they are
imported into the U.S., are the live animals “food” for
prior notice purposes?
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Yes. Live food animals that are subject to border
inspections by APHIS are also subject to FDA’s prior
notice requirements: FDA and APHIS may both have
jurisdiction over live animals. Note that the requirement
for prior notice to FDA for live food animals does not alter
the role of APHIS in, or any APHIS requirements relating
to, inspection of live animals imported into the U.S.

d. Are game animals “food” for which prior
notice must be given?

Yes, if any person involved in importing the animal rea-
sonably believes the animal is reasonably expected to be
directed to a food use, the animal is food for which prior
notice is required (21 CFR 1.276(b)(5)). So, for example,
elk imported to stock a ranch where the elk are hunted and
used for food would be food under the prior notice defini-
tion. By contrast, elk imported for repopulating a national
park where hunting the elk is not permitted would not be
food for which prior notice is required. Note that live food
game animals are not excluded from prior notice under
section 801(m)(3)(B) of the FD&C Act and 21 CFR
1.277(b)(4) or (5) because neither these live food animals
nor the products derived there from, fall within the exclu-
sive jurisdiction of USDA under the Federal Meat
Inspection Act or Poultry Products Inspection Act.

e. Are chemicals used to manufacture food 
additives included in the definition of food 
for prior notice purposes?

Yes, chemicals that are used for food or drink or are used
for components of any such articles are food and are sub-
ject to the prior notice rule. However, if the chemicals are
used for food contact substances or components of food
contact substances or pesticides, prior notice is not
required (21 CFR 1.276(b)(5)).

f. What are some examples of food contact 
substances?

Food packaging materials, empty food packages, ceramic
dinnerware, brass drinking vessels, and corn husks to be
used as tamale wrappers, are examples of food contact
substances. Even though these foods are excluded from
prior notice requirements in section 801(m) of the FD&C
Act, they are still subject to other provisions of the FD&C
Act, including section 801(a), and FDA will still make
admissibility decisions about them.

g. Are secondary direct additives, many of which
are processing aids, exempt from prior notice
as “food contact substances”?

The term “secondary direct food additive” is not a defined
term. Under 21 CFR 1.276(b)(5), “food” excludes “food
contact substances” and “pesticides.” Thus, if the “sec-
ondary direct food additive” is a food contact substance or

a pesticide, it is not included in the definition of food, for
purposes of prior notice, and prior notice is not required.

2. FDA Country of Production

a. What is the FDA Country of Production and
how does it differ from CBP’s Country of 
Origin?

For food that is in its natural state, the FDA Country of
Production is generally the country where the food was
grown or collected, including harvested and readied for
shipment to the U.S. Articles of food grown, including
harvested or collected and readied for shipment, in U.S.
territories are considered to be grown in the U.S. (21 CFR
1.276(b)(4)(i)). However, for wild fish, including seafood,
that is caught or harvested outside U.S. waters by a vessel
that is not registered in the U.S., the FDA Country of
Production is the country in which the vessel is registered.
(21 CFR 1.276(b)(4)(i)).

For food that is no longer in its natural state, the FDA
Country of Production is generally the country where the
food was made or processed. However, if the article is
made from wild fish aboard a vessel, the FDA Country of
Production is the country in which the vessel is registered.
If food that is no longer in its natural state was made in a
Territory, the FDA Country of Production is the United
States (21 CFR 1.276(b)(4)(ii)).

The FDA Country of Production may be different from
the CBP Country of Origin. For example, the CBP Country
of Origin for beans that are grown and dried in the U.S., then
rehydrated and canned in the Dominican Republic would
be the U.S. The FDA Country of Production would be the
Dominican Republic. However, for purposes of the prior
notice provisions of the FD&C Act, the “article of food” is
canned beans, not dried beans. From a food safety stand-
point, FDA is most interested in knowing where the article
of food was processed and canned. To avoid confusion
between FDA’s prior notice requirements and CBP require-
ments, the interim final rule uses the term “FDA Country
of Production” instead of the term “originating country” or
“country from which the article originates.” “FDA Country
of Production” is already familiar to customs brokers and
self-filers using ABI/ACS interface with OASIS.

3. International Mail

a. Are express carriers, such as Federal Express,
considered “international mail”?

The term “international mail” only covers foreign national
mail services. Express carriers, such as Federal Express,
as well as express consignment operators, or other private
delivery services are not considered international mail
under the prior notice rule (21 CFR 1.276(b)(7)).
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4. Port of Arrival/Port of Entry

a. What is the “port of arrival” and how does it
differ from the “port of entry?”

The port of arrival is the water, air, or land port at which
the article of food is imported or offered for import into
the U.S., i.e., the port where the article of food first arrives
in the U.S. (21 CFR 1.276(b)(9)). Port of entry is given
the same definition the CBP regulations use, which
“refer[s] to any place designated by Executive order ..., by
order of the Secretary of the Treasury, or by Act of
Congress, at which a Customs officer is authorized to
accept entries of merchandise, to collect duties, and
enforce the various provision of Customs and navigation
laws ...” (19 CFR 101.1).

b. Can the port of arrival differ from the port
where entry is made?

Yes. The port of arrival is the port where the articles first
arrive in the U.S. A consumption or warehouse entry or
foreign trade zone admission documentation may be pre-
sented to CBP at a different port than the port of arrival.
This port is often referred to as the “port of entry” or “port
where entry is made.” Note that timeframes for submis-
sion of prior notice are tied to the time of arrival in the
port of arrival, not arrival in the so-called port of entry.

5. United States

a. Is prior notice required for foods that are
imported into Puerto Rico?

Yes. The prior notice interim final rule defines the United
States to be the 50 states, the District of Columbia, and 
the Commonwealth of Puerto Rico, but not the U.S.
Territories (21 CFR 1.276(b)(13)). Therefore, prior notice
is required for food that comes from outside the U.S. into
Puerto Rico, but not for food shipped from Puerto Rico
into the 50 states or the District of Columbia.

b. Is prior notice required for foods that are
imported into the U.S. Territories?

No. The prior notice interim final rule defines the United
States to be the 50 states, the District of Columbia, and 
the Commonwealth of Puerto Rico, but not the U.S.
Territories (21 CFR 1.276(b)(13)). Therefore, prior notice is
not required for food shipped into a U.S. Territory. However,
prior notice is required for food coming from a U.S. Terri-
tory (e.g., Guam, the U.S. Virgin Islands, and the Northern
Mariana Islands) into the 50 states, the District of Columbia
or the Commonwealth of Puerto Rico.

c. Is prior notice required for shipments originating
in another NAFTA country?

Yes. Because the “United States” is defined for purposes
of prior notice to be the Customs territory of the United

States (21 CFR 1.276(b)(13)), food that is imported into the
50 states, the District of Columbia, or the Commonwealth of
Puerto Rico from a country that is a signatory to the North
American Free Trade Agreement (other than the United
States) is subject to prior notice.

D. SCOPE

1. General

a. What is the scope of prior notice regulation?
What shipments of food imported or offered
for import into the United States require prior
notice?

If the article that is shipped to the United States is food
within the meaning of 21 CFR 1.276(b)(5), then prior notice
is generally required, even if the item is intended for further
processing, is not intended for consumption in the United
States, or is not intended for commercial distribution.
Thus, prior notice is required for all food for humans and
other animals that is imported or offered for import into the
United States for use, storage, or distribution in the United
States, including food for gifts and trade and quality 
assurance/quality control samples, food for transshipment
through the United States to another country, food for future
export, and food for use in a U.S. Foreign Trade Zone.

b. Are there any exceptions from the prior notice
requirements?

Yes. Prior notice is not required for:

● Food for an individual’s personal use (i.e., for
consumption by the individual, family, or friends,
and not for sale or other distribution) when it is
carried by or otherwise accompanies the individ-
ual when arriving in the United States;

● Food that was made by an individual in his/her
personal residence and sent by that individual
as a personal gift (i.e., for non-business rea-
sons) to an individual in the United States;

● Food that is imported then exported without leav-
ing the port of arrival until export; and Meat food
products, poultry products, and egg products
that are subject to the exclusive jurisdiction of
the U.S. Department of Agriculture (USDA) at
the time of importation (21 CFR 1.277(b)).

● Prior notice also is not required under FDA
requirements for food brought into the United
States in a diplomatic pouch. (The Vienna
Convention on Diplomatic Relations (1961) pro-
vides: “The diplomatic bag shall not be opened
or detained.” Art. 27(3) Any baggage or cargo
marked “diplomatic bag” or “diplomatic pouch”
is immune from search, including by electronic
devices, and thus its contents are not subject to
FDA’s prior notice requirements.)
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b. Are there exceptions from prior notice for any
of the following:
● Food items of small value or quantity;
● Food samples for research and development or

for testing purposes only and not for consump-
tion; or

● Food samples for test marketing?

There are no exemptions from prior notice require-
ments for:

● Food based on the size or value of the shipment
(68 FR 58993);

● Samples of food (including animal feed) for
research and development. (However, if the
samples are items that are in such early stages
of research and development that they cannot
yet be considered food under 21 CFR
1.276(b)(5), they would not be subject to prior
notice requirements. An example of such an
item is a substance being tested for possible
preservative qualities before being tested in any
food); or

● Samples of food, including animal feed, for test 
marketing.

2. Shipments from Farms

a. Is prior notice required for tomatoes from a
foreign farm that packs and exports tomatoes to
the U.S. since farms don’t have to register?

Yes. The requirement for prior notice is not based on
whether registration is required. FDA registration require-
ments (21 CFR 1.266(b)) apply to facilities that manufac-
ture/process, pack, or hold food for consumption in the
United States. The prior notice requirements apply to arti-
cles of food imported or offered for import into the United
States. Although registration of farms is not required, the
articles of food grown, harvested, or collected on farms
are not exempt form prior notice requirements. Thus, gen-
erally, the food that a foreign farm exports to the U.S. is
subject to the prior notice requirements (21 CFR 1.277).

3. Shipments for Charities

a. Is there an exemption for food imported for
charity?

No. Food intended for charity is not exempt from prior
notice. Although the registration interim final rule
exempts nonprofit food establishments in which food is
prepared for, or served directly to, the consumer from the
requirements to register their facilities, (21 CFR 1.266(e)),
the prior notice interim final rule does not exempt food
imported for use by those nonprofit food establishments.
Thus, imported food that is imported for or by a U.S. char-
ity is subject to prior notice (21 CFR 1.277).

4. U.S. Goods Returned

a. Is prior notice required for “reimported” food
product that was produced in the U.S., shipped
to a foreign country, and then shipped back to
the U.S. without further processing?

Yes. FDA has determined that, for the purposes of section
801(m) of the FD&C Act, the phrase “imported or offered
for import into the United States” applies to articles of
food of U.S. origin that are “reimported” back into the
U.S. (68 FR 58990; 21 CFR 1.277). These reimportations
are most often referred to as American Goods Returned or
U.S. Goods Returned.

5. Food Not for Consumption in the U.S.

a. If the food is not for consumption in the U.S.,
is prior notice required?

Yes. Prior notice requirements apply even when the food is
not for consumption in the United States. You must submit
prior notice for food for that is for transshipment, further
processing and export, or storage and export. In contrast,
the requirement to register facilities applies only to food
facilities that manufacture/process, pack, or hold food for
consumption in the U.S.

b. Is prior notice required for food transiting the
U.S. for exportation to another country, e.g.,
for a Transportation and Exportation (T&E)
entry?

Yes. Prior notice is required for food for transshipment
through the U.S. to another country and food for future
export (21 CFR 1.277(a)).

6. Foreign Trade Zones

a. Will food being admitted into a Foreign Trade
Zone need to have prior notice?

Yes. Food for admission into a Foreign Trade Zone is sub-
ject to the requirements of the prior notice regulation (21
CFR 1.277). However, prior notice is not required when
the food is withdrawn from the FTZ, either as an export or
for use within the United States. However, if the food is
withdrawn from the FTZ for consumption entry into the
United States, FDA will be notified and make the admis-
sibility decision about the consumption entry at that time.

7. Gifts

a. Does prior notice apply to food sent as gifts
from family living outside the U.S.?

If the food was made by an individual in his/her personal
residence and sent by that individual as a personal gift
(i.e., for non-business reasons) to an individual in the United
States, prior notice is not required (21 CFR 1.277(b)(2)).
Other food products sent as gifts are subject to the prior
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notice requirement (21 CFR 1.277). FDA recognizes that, in
these circumstances, the sender who purchased the food as
a gift may not have the manufacturer/producer registration
number. Thus, the sender can use the name and address of
the firm that appears on the label. A registration number
need not be provided (21 CFR 1.281(a)(6)).

8. Airline Food

Is aircraft food exempt from prior notice, since any excess
is incinerated at the U.S. airport? Is in-flight food,
imported in bulk and moved in-bond to U.S. caterers, for
use on export flights exempt?

If the aircraft food is consumed on the flight or dis-
carded and is not entered into the U.S. for use, storage,
or distribution, it is outside the scope of the regulation and
prior notice is not required (21 CFR 1.277(a)). By contrast,
prior notice is required for in-flight food that is moved to
U.S. caterers for use on export flights (21 CFR 1.277).

9. Personal Baggage

a. I am bringing food from a foreign country in my
luggage and for my personal use. Do I need to
submit prior notice to FDA?

No. Prior notice is not required for food that is carried by
or otherwise accompanies an individual entering the
United States (e.g., is in his or her carry-on or checked bag-
gage) when the food is for that individual’s personal use (21
CFR 1.277(b)(1)). Personal use means that the food is for
consumption by the individual or by the individual’s family
and friends and is not for sale or other distribution.

10. Food Shipped by Express Carriers or Express
Consignment Operators

a. Is an article of food that is shipped by an express
carrier or express consignment operators like
Fed Ex exempt from prior notice?

No. Imported food transported into the U.S. via express car-
riers or express consignment operators is not exempt from
the requirements of the prior notice regulation. Articles
imported via these private delivery services are subject to
prior notice, which must be submitted within the timeframe
for the applicable mode of transportation (21 CFR 1.279).

11. Food Shipped by International Mail

a. Is food imported into the U.S. by international
mail exempt from prior notice?

No. Food sent to the U.S. via international mail is not exempt
from the requirements of the prior notice regulation.
Articles imported via international mail are subject to
prior notice, which must be submitted before the article is
sent to the U.S. (21 CFR 1.279(c)).

12. Personal Shipments

a. Is prior notice required for food for personal
use that is shipped by the individual while
overseas and, therefore, does not accompany
the individual when returning to the U.S.?

Yes. Food purchased abroad and sent to the U.S. (i.e.,
does not accompany the individual when arriving in the
U.S.) is subject to prior notice (21 CFR 1.277).

a. I have ordered food for my personal use that is
being shipped to me through international mail.
Do I need to provide prior notice to FDA?

Yes. Prior notice must be provided. The exception for food
for “personal use” applies only when the food is carried
by or otherwise accompanies an individual when arriving
in the U.S. (21 CFR 1.277(b)(1)). This exception does not
apply when the food is shipped to the U.S. Although you
or any other person with knowledge of the required infor-
mation may submit prior notice (21 CFR 1.278), it would
make sense for the foreign shipper to provide prior notice
because the PN Confirmation Number, which indicates
that FDA has received and confirmed the prior notice for
review, must accompany an article of food that is sent to
the U.S. via international mail (21 CFR 1.279(e)).

b. What if my order is shipped by an express 
carrier or express consignment operators like
Fed Ex?

Prior notice is still required. Food transported to the U.S.
via express carriers or express consignment operators is
not exempt from the requirements of the prior notice reg-
ulation. Articles imported via these private delivery serv-
ices are subject to prior notice, which must be submitted
within the timeframe for the applicable mode of trans-
portation (21 CFR 1.279).

14. Trade Samples

a. Is food that is a trade sample and that I carry
with me into the United States exempt from
prior notice?

No. The exclusion for good carried by an individual applies
when the food is for the individual’s personal use when it is
carried by or otherwise accompanies the individual when
arriving in the United States (21 CFR 1.277(b)(1)).
However, trade samples are imported or offered for import
to generate sales, which is a commercial, not personal, use.

15. Food Moved with Household Goods

a. Are foods included with my household goods
subject to prior notice when I move to the U.S.?

Yes.
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16. Food Subject to USDA/FSIS Requirements

a. Is prior notice required for meat, poultry, or
eggs that are under the jurisdiction of the U.S.
Department of Agriculture (USDA)?

If, at the time the food is imported or offered for import,
the food is subject to the exclusive jurisdiction of the
USDA’s Federal Meat Inspection Act (21 U.S.C. 601 et
seq.), the Poultry Products Inspection Act (21 U.S.C. 451
et seq.), or the Egg Products Inspection Act (21 U.S.C.
1031 et seq.), the food is not subject to the requirements
of prior notice. (21 CFR 1.277(b) (4)-(b)(6)).

E. REQUIREMENTS TO SUBMIT PRIOR NOTICE OF

IMPORTED FOOD

1. Submitters and Transmitters

a. Who may submit prior notice to FDA?
Any person with knowledge of the required information
may submit prior notice for an article of food. This person is
the submitter. The submitter may also use another person
to transmit the required information on his or her behalf.
The person who transmits the information is the transmit-
ter. The submitter and transmitter may be the same person
(21 CFR 1.278).

b. May I submit a prior notice on behalf of another
person?

Yes. Note that if you transmit the required information on
behalf of a submitter, you are the transmitter.

c. Is it possible for the submitter to have his/her
legal residence in the country of origin and for
the transmitter to have his/her legal residence
in the U.S.?

Yes. There are no geographic restrictions on the location
of the submitter or the transmitter (21 CFR 1.278).

2. Deadlines for Prior Notice

a. When must prior notice be submitted?
Prior notice must be submitted and the submission must
be confirmed by FDA no more than 5 days before arrival,
except for food arriving by international mail, and no less
than:

2 hours before arrival, if the food is arriving by land
by road;

4 hours before arrival, if the food is arriving by land
by rail

4 hours before arrival, if the food is arriving by air; and
8 hours before arrival, if the food is arriving by water

(21 CFR 1.279(a) and (b)).

For article of food sent by international mail, prior notice
must be submitted and confirmed by FDA before the food is

sent (21 CFR 1.279(c)). The Prior Notice (PN) Confirmation
Number must appear on the Customs Declaration that
accompanies the package (21 CFR 1.279(e)).

If you are carrying an article of food or if it otherwise
accompanies you (i.e., the food is in your checked bag-
gage), and the food is not for personal use, you must sub-
mit prior notice according to the timeframe established for
the mode of transportation you are using. You must
receive confirmation from FDA and provide a copy of the
confirmation, including the PN Confirmation Number, to
CBP or FDA when arriving in the U.S. (21 CFR 1.279(f).

3. Submitting Prior Notice

a. How is prior notice submitted to FDA?
You must submit prior notice to FDA electronically either
through the U.S. Bureau of Customs and Border Protec-
tion’s (CBP’s) Automated Broker Interface of the
Automated Commercial System (ABI/ACS) or FDA’s
Prior Notice System Interface.

CBP’s ABI/ACS allows prior notice to be submitted to
FDA through the existing ABI/ACS interface (21 CFR
1.280(a)(1)); and FDA’s Prior Notice System Interface
(PNSI) is available through FDA’s website at http://
www.access.fda.gov/ (21 CFR 1.280(a)(2)).

Both ABI/ACS and the FDA PNSI are available 24
hours a day, 7 days a week for information submission.

b. Do I have to submit prior notice information to
both FDA and CBP?

No. Prior notice must be submitted to FDA. If you are an
authorized user of CBP’s ABI/ACS you may submit prior
notice to FDA through the ABI/ACS interface or through
FDA’s Prior Notice System Interface (PNSI) at http://
www.access.fda.gov/. If you are not an authorized user of
CBP’s ABI/ACS, you may arrange for prior notice submis-
sion by an authorized user or submit prior notice through
PNSI. Except, however, prior notice for the following,
must be made through FDA’s PNSI:

Articles of food shipped through international mail;
Transaction types that cannot be transmitted through

ABI/ACS; and Articles of food that have been refused
admission under section 801(m)(1) of the FD&C Act (21
CFR 1.280(a)(2)).

c. I am an authorized user of CBP’s ABI/ACS. Can I
use FDA’s Prior Notice System Interface (PNSI)
to submit prior notice?

Yes. You may submit prior notice through either system.

d. I am shipping food by international mail. How
do I provide prior notice?

You provide prior notice to FDA through PNSI (21 CFR
1.280(a)(2)). Prior notice must be submitted and con-
firmed by FDA before the food is sent (21 CFR 1.279(c)).
The Prior Notice (PN) Confirmation Number must appear
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on the Customs Declaration that accompanies the package
(21 CFR 1.279(e)).

e. What happens if the CBP or FDA system 
is not working?

If CBP’s ABI/ACS is not available or if your broker’s or
your self-filing system is not working, you must submit
prior notice through the FDA Prior Notice System Interface
at http://www.access.fda.gov/. (21 CFR 1.280(b)).

If we determine that our Prior Notice System Interface
is not working, we will issue notification on our website
(http://www.fda.gov/) and on the Prior Notice System
Interface, as well as through messages in ABI/ACS. If you
do not use ABI/ACS, and the PNSI is down, you must sub-
mit prior notice by e-mail or fax to FDA.

If FDA determines that its automated import system
(OASIS) is not working, FDA will issue notification on
our website (http://www.fda.gov/) and on the Prior Notice
System Interface and all prior notices must be submitted
to FDA by e-mail or by fax. The e-mail address and fax
number, as well as more information on how to submit
prior notice if FDA or CBP systems are not working, will
be available at http://www.fda.gov/.

f. What happens if my computer system is not
functioning or I don’t have electricity for a
period of time?

If your computer is not functioning or there is no electric-
ity to operate your computer but the Prior Notice System
Interface and ABI/ACS are functioning, you must arrange
to use a functioning computer to submit the required prior
notice.

If I have problems submitting prior notice through the
Prior Notice System Interface (PNSI), how can I get help?

Tutorials on use of PNSI are available on FDA’s web-
site at http://www.fda.gov/. If you are already familiar with
how to use PNSI and you are having problems win an
online submission through PNSI, in the U.S call toll-free 
1-800-216-7331. From elsewhere, call 301-575-0156. You
may send a fax to 301-210-0247. These phone numbers
will be staffed on business days from 7 AM until 11 PM
U.S. Eastern Time. Requests for assistance also may be
emailed to http://www.cfsan.fda.gov/�furls/helpf2.html. For
assistance with ABI/ACS transmission, contact your CBP
client representative.

g. Can I submit the prior notice to the Prior
Notice System Interface in a language other
than English?

You must submit all prior notice information in the
English language, except that an individual’s name, the
name of a company, and the name of a street may be sub-
mitted in a foreign language. All information, including
these items, must be submitted using the Latin (Roman)
alphabet (21 CFR 1.280(a)).

h. If you are not comfortable with English, you
may choose to use a transmitter to enter the
information for you. Can anyone submit prior
notice through ACS/ABI?

No. CBP allows submissions through ACS/ABI only by
brokers or filers that are recognized by CBP, e.g., licensed
brokers and filers. Individuals can contract with a broker
to transmit prior notice for them. In this case, the submit-
ter is the person responsible for providing the information,
but the broker is the transmitter.

Brokers are licensed private individuals or companies
that are regulated by CBP and who aid importers and
exporters to move merchandise through CBP. Brokers pro-
vide the proper paperwork and payments to CBP for clients
and charge a fee for this service. Before brokers apply for a
license, they must pass the Customs broker examination.
See:http://www.customs.gov/xp/cgov/import/broker_
management/brokers.xml

Filers are licensed carriers and self-filers who submit
entries on their own behalf. Filers are required to submit a
written request to CBP port personnel for a filer code, which
is subsequently assigned by CBP headquarters. See: http://
www.cbp.gov/ImageCache/cgov/content/import/brokers/
broker_5fhandbook_2epdf/v1/broker_5fhandbook.pdf

Individuals who choose not to use a broker or who
chose not to become recognized by CBP as a filer can sub-
mit their prior notice only through the FDA PN System
Interface (PNSI).

i. Do I have to submit prior notice if I do not have
to file a consumption entry with CBP?

Yes. The requirement to submit prior notice to FDA is dif-
ferent from the requirement to file a consumption entry
with CBP. Some foods arriving in the United States do not
require a CBP consumption entry at the time of arrival,
such as entries that move under bond (in-bonds) from the
port of arrival to an inland port and shipments into a
Foreign Trade Zone. However, any article of food imported
or offered for import into the United States requires prior
notice, unless the food is specifically excluded from the
requirement to submit prior notice (21 CFR 1.277).

j. Can I submit any CBP entry or admission for
food without prior notice?

No, not if the entry or admission contains food subject 
to prior notice requirements. You can not submit a CBP
import entry or admission if you have not submitted prior
notice to FDA for an article of food that requires prior
notice, because the Harmonized Tariff Schedule (HTS)
codes have been flagged to indicate foods that require or
may require prior notice. You must submit prior notice
either through the ABI/ACS (along with the CBP entry
information) or through the FDA Prior Notice System
Interface at http://www.access.fda.gov (21 CFR 1.280(a)).
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When you submit prior notice through the FDA Prior
Notice System Interface, you will receive a Prior Notice
(PN) Confirmation Number (21 CFR 1.279(d)). If you sub-
sequently submit import entry or admission information
through ABI/ACS, you must enter the PN Confirmation
Number for that submission as an Affirmation of
Compliance when the CBP entry or admission is filed. The
PN Confirmation Number will allow CBP to confirm that
prior notice was submitted to FDA.

k. I cannot or do not want to use CBP’s ABI/ACS.
What other way can I submit prior notice?

If you cannot or do not want to use ABI/ACS, you must
submit prior notice through the FDA Prior Notice System
Interface at http://www.access.fda.gov/ (21 CFR 1.280(a)).
You will receive a confirmation number when you complete
the prior notice through the Prior Notice System Interface
(21 CFR 1.279(d)). The PN Confirmation Number must
accompany the food when the article arrives in the U.S.
(21 CFR 1.279(g)).

l. How do I submit prior notice for foods that are
covered by immediate transportation or 
transportation and exportation entries?

The U.S. Bureau of Customs and Border Protection
(CBP) has modified the Automated Broker Interface of
the Automated Commercial System (ABI/ACS) interface
to allow for submission of prior notice to FDA for IT and
T&E entries. Prior notice for such entries also may be
made through FDA’s Prior Notice System Interface.

m. I regularly ship food to the United States in a
truck, under bond, to St. Louis. When and
how do I need to file prior notice?

The time frame for submitting prior notice is based on the
mode of transportation and the port of arrival, i.e., the port
where the food first arrives in the United States. This port
may be different from the port where the entry documen-
tation is presented to CBP. Prior notice for food arriving
by truck (by land by road) must be confirmed by FDA for
review at least 2 hours before the truck arrives at the port
where it is crossing the border into the United States (21
CFR 1.279).

If you are entering under bond and want to file your
CBP entry in St. Louis, you can file your prior notice
either through FDA’s Prior Notice System Interface or
through CBP’s ABI/ACS interface (21 CFR 1.280(a)). If
you submit the prior notice through the FDA Prior Notice
System Interface, you will receive a Prior Notice
Confirmation Number (21 CFR 1.279(d)). This Prior
Notice (PN) Confirmation Number must be made avail-
able to CBP when entering the United States, and must be
entered as an Affirmation of Compliance when you file
your CBP entry information (21 CFR 1.279(g)).

n. Is there a filing fee for prior notice?
No. FDA does not charge a fee for filing prior notice or
for using FDA’s Prior Notice System Interface. However,
if you chose to use a broker to file the prior notice through
the ABI/ACS interface, the broker may charge a fee for
providing that service. The collection of duty by CBP is
not affected by FDA’s prior notice regulation.

4. Prior Notice Data Elements

a. What information must be included in the prior
notice?

The information required for prior notice varies, based on
the type of entry, mode of transportation for the entry, and
whether the food is in its natural state. You should refer to
the interim final rule (21 CFR 1.281) for details on the
required information. The preamble to the interim final
rule includes a chart that summarizes the information
requirements (68 FR 58980). The interim final rule is
available on FDA’s web site http://www.fda.gov/. Tutorials
on the FDA Prior Notice System Interface (PNSI) also are
available on FDA’s website to help guide you through the
process for providing the required information when you
submit prior notice through PNSI.

b. How does the information required for prior
notice of imported food shipments differ from
information submitted to the CBP before
December 12, 2003?

Most of the information required by 21 CFR 1.281 also is
entry data required by CBP before December 12, 2003.
The key differences are the information required about the
identity of manufacturer, grower, owner, and submitter
and the identification of the country from which the arti-
cle is shipped.

c. What time do I enter for anticipated time of
arrival?

For prior notice, anticipated time of arrival is the local
time when the food will arrive at the border (21 CFR
1.281(a)(11)(iii)). For vessels, this would be when the
vessel will dock in the port where the shipment is off-
loaded. For planes, this would be when the plane is sched-
uled to land. For land vehicles, such as trucks, buses, and
trains, this would be when they will cross at the border.

5. Changes to Prior Notice Submissions

a. Do I have to resubmit prior notice if the 
anticipated time of arrival changes?

No. Prior notice does not need to be resubmitted if 
the anticipated arrival information changes (21 CFR
1.282(a)(2)(ii)). Although a new prior notice submission
is not required, FDA staff may need time to respond to the
changes in arrival information.
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b. What should I do if information changes after 
I submit prior notice?

The interim final rule requires that if required information
(except estimated quantity, anticipated arrival informa-
tion, and planned shipment information) changes after
FDA has confirmed prior notice for review, the prior
notice must be resubmitted (21 CFR 1.282(a)(2)).

If the prior notice was submitted as part of a multi-line
ABI/ACS entry, and information about one or more of the
products changes, the entry must be deleted and resub-
mitted. Prior notice for the new product can be submitted
as part of a new entry. If you submitted the prior notice via
the FDA Prior Notice System Interface, you should cancel
the prior notice via the FDA Prior Notice System Interface
(21 CFR 1.282(b)).

c. Which changes require me to resubmit prior
notice and which changes don’t?

Changes in the estimated quantity, anticipated arrival
information, or planned shipment do not require resub-
mission of prior notice after FDA has confirmed your prior
notice submission for review (21 CFR 1.282(a)(1)(i)-(iii)).
For all other changes, e.g., if the identity of the manufacturer
changes, you should cancel the prior notice and you must
resubmit prior notice if you still intend to import or offer
the food for import into the U.S. (21 CFR 1.282).

6. Changes to Shipments

a. May I add another article of food to an existing
prior notice after the prior notice has been 
submitted to FDA?

No. Each article of food requires a separate prior notice (21
CFR 1.281(a)(5) and 1.281(b)(4)) and receives a unique con-
firmation number (21 CFR 1.279(d)). However, FDA is
allowing prior notices to be grouped in an ABI/ACS entry, or
in an “envelope” for the FDA Prior Notice System Interface
(PNSI) entries and In-Bonds submitted through ABI/ACS,
in order to reduce data entry for transmitters and to simplify
CBP review at the border. For submissions through PNSI, no
articles of food can be added to an envelope after the Prior
Notice Confirmation Number(s) has been received. For sub-
missions through ABI/ACS, no additional lines may be
added after the entry is accepted by ACS.

b. What can I do if I want to add another article
of food to a shipment after prior notice was
submitted to the FDA?

New articles of food cannot be added to an entry, or prior
notice envelope, after it has been submitted to FDA (21 CFR
1.282). If a new article of food is being added to a shipment
for which prior notice(s) has already been submitted and
confirmed, a separate prior notice must be filed for that arti-
cle under a new entry/envelope (21 CFR 1.281(a) and (b)).

The submission time for the new prior notice will be differ-
ent from that of the rest of the shipment, and this may have
an effect on the ability of the shipment to enter the United
States (21 CFR 1.279). For example, if you add another food
to a truck at 9:00 am, that food is not covered by timely prior
notice until 11:00 am. The rest of the food on that same truck
may be covered by prior notices submitted at 8:00 am and
deemed timely at 10:00 am. It is recommended that the time
for arrival be anticipated on the last article of food submit-
ted and confirmed by FDA for review.

c. What can I do if I want to remove an article 
of food from the information provided for a
shipment?

If the prior notice was submitted through ACS, you 
can delete the prior notice using the existing entry delete
procedures. If you submitted the prior notice via the FDA
Prior Notice System Interface, you should cancel the prior
notice via the Prior Notice System Interface (21 CFR
1.282(b)).

7. PNSI and ACS/ABI Features

a. If I need to revise some information on a prior
notice, will some of the fields be filled in by
the computer automatically or will I need to
start from the beginning?

The answer depends on how the prior notice submission is
being made. If submitting through the CPB Automated
Broker Interface of the Automated Commercial System
(ABI/ACS), the ability to pre-fill or otherwise support sub-
mission will depend on the functionality of the software
used by the filer. The ABI/ACS interface is concerned
with the validity of the information in the submission, not
with how it was generated.

If submitting through FDA’s Prior Notice System
Interface, the answer varies with the status of the submis-
sion. The Prior Notice System Interface will allow a trans-
mitter to pre-enter information and save the draft until the
time of actual submission. Before the draft is submitted,
changes can be easily made to the draft because informa-
tion previously entered will be pre-filled.

After the prior notice has been submitted to FDA, no
changes can be made unless requested by FDA to correct
an error found during the review process before a Prior
Notice (PN) Confirmation Number issues to the transmit-
ter (21 CFR 1.282).

8. Confirmation

a. Will I receive confirmation that FDA has received
the prior notice I submitted?

Yes. FDA will notify the transmitter that the prior notice
has been confirmed for review with a reply message that
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contains a Prior Notice (PN) Confirmation Number. For
prior notice submissions through the CPB ABI/ACS, the
PN Confirmation Number together with the “PN
received” message will be made available to the transmit-
ter (broker or filer) through the ABI/ACS. For prior notice
submissions through the FDA Prior Notice System
Interface (PNSI), a PN Confirmation Number will be pro-
vided to the transmitter through PNSI as soon as FDA
confirms your prior notice for review.

b. Is a copy of the prior notice required to
accompany the food?

To ensure that entry proceeds as smoothly as possible, the
carrier or individual should consider having a copy of the
reply message that contains a PN Confirmation Number
in his/her possession upon arrival.

For food carried by or otherwise accompanying an
individual that is not for personal use, the individual must
provide a copy of the PN confirmation to FDA or CBP.
Food covered by prior notice submitted through the FDA
Prior Notice System Interface must be accompanied by a
copy of the reply message that contains the PN Confir-
mation Number.

For international mail packages, the confirmation
number must accompany the package.

c. Does receipt of a PN Confirmation Number
mean that the food will not be examined or
sampled?

No. Receipt of a PN Confirmation Number is evidence
only that a prior notice has been received for FDA review.
Based on review of the prior notice, FDA may determine
that an article of food should not be allowed to proceed
into the United States without further inspection and sam-
pling at the border. The food may be refused under the prior
notice regulation and section 801(m) of the FD&C Act and
held if the prior notice is inaccurate or if it is untimely 
and FDA has not had sufficient time to receive, review, and
respond to the prior notice information. In addition, FDA
may examine or sample the food for food safety and secu-
rity concerns and for determining whether the food is sub-
ject to refusal under section 801(a) of the FD&C Act.

d. If receipt of the Prior Notice (PN) 
Confirmation Number does not mean the 
FDA has determined that timely prior notice
was submitted or that the information 
submitted is accurate, what is the value of 
the PN Confirmation Number?

The Prior Notice (PN) Confirmation Number is FDA’s
notice to you that that your prior notice was submitted to and
received for review by FDA. It is the signal to you that the
time frame for prior notice for the food covered by that prior
notice submission has started. In addition, the PN

Confirmation Number provides a mechanism for prior
notice data, submitted to FDA, to be matched with an entry
submitted to CBP. The timeliness of prior notice can not be
assessed until the food actually arrives in the United States
and, often, the accuracy of the prior notice can not be fully
determined until the food is examined upon arrival.

F. CONSEQUENCES

1. Inadequate Prior Notice

a. What does FDA consider to be inadequate
prior notice?

Inadequate prior notice is when:

1. There is no prior notice submitted for an article
of food imported or offered for import into the
United States; and/or

2. The information submitted in the prior notice is
inaccurate; and/or

3. The prior notice is not submitted in concur-
rence with the required timeframes.

FDA’s enforcement policies on inadequate prior notice are
being set out in a separate guidance document. This
Compliance Policy Guide will be available on FDA’s website
at http://www.fda.gov/ora/compliance_ref/cpg/default.htm

b. What are some examples of inadequate prior
notice?

The following examples of inadequate prior notice are for
5 articles of food (foods A, B, C, D, and E) arriving at the
border by truck:

1. Prior notice was submitted for only 4 of the 5
articles of food (foods A, B, C, and D). Inade-
quate prior notice, e.g., no prior notice, was
provided for food E.

2. Prior notice for food A was submitted and con-
firmed for FDA review with PN Confirmation
Number 999. Food B arrives associated with
PN Confirmation Number 999. Inadequate
prior notice, e.g., inaccurate prior notice, was
provided for food B.

3. Prior notice for food A was submitted and con-
firmed for FDA review at 9:00 am on February
2, 2005. Food A arrives at the port of arrival at
9:30 am on February 2, 2005, but CBP has not
received an examination decision response
from FDA. Inadequate prior notice, e.g.,
untimely prior notice, was provided for food A.

FDA’s enforcement policies on inadequate prior notice 
are being set out in a separate guidance document. This
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Compliance Policy Guide will be available on FDA’s website
at http://www.fda.gov/ora/compliance_ref/cpg/default.htm

c. What happens to food that is imported or
offered for import without adequate prior
notice?

Articles of food arriving with no prior notice, inaccurate
prior notice, or untimely prior notice may be refused admis-
sion and, other than food arriving by international mail or
carried by or otherwise accompanying an individual, if
refused, will be handled in one of the following ways:

1. Immediately exported, with CBP concurrence,
from the port of arrival; or

2. Held within the port of entry, unless directed 
by CBP or FDA (21 CFR 1.283(a)(1)(i)-(iii)
and (b)).

3. Refused food is considered general order mer-
chandise under section 490(a) of the Tariff Act
(19 U.S.C. 1490(a)) and may move only under
appropriate custodial bond (21 CFR 1.283(a)(2)).
If the refused article is moved, the submitter must
notify FDA of the hold location within 24 hours
of refusal. The refused food may not be deliv-
ered to the importer, owner, or ultimate con-
signee (21 CFR 1.283(a)(2)(ii)).

For food that is carried by or accompanies an individual
arriving in the U.S. and the food is not for personal use, if
adequate prior notice is not submitted or if the PN confirma-
tion number cannot be provided to FDA or CBP, the food is
subject to refusal. If before leaving the port, the individual
does not arrange to have the food held at the port or
exported, the article may be destroyed (21 CFR 1.283(b)).

For food arriving by international mail, if prior notice
is inadequate or if the PN Confirmation Number is not
affixed, the article will be held for FDA inspection and dis-
position. If refused and there is a return address, the parcel
may be returned to sender. If there is no return address or the
food in the shipment appears to present a hazard, FDA may
dispose of or destroy the parcel at its expense. If FDA does
not respond within 72 hours of the CBP hold, CBP may
return the parcel back to the sender or, if there is no return
address, destroy the parcel, at FDA expense.

FDA’s enforcement policies on inadequate prior notice
are being set out in a separate guidance document. This
Compliance Policy Guide will be available on FDA’s website
at http://www.fda.gov/ora/compliance_ref/cpg/default.htm.

d. Will my food be held if it arrives earlier than
the anticipated time of arrival I submitted?

If arrival occurs before the anticipated arrival time, the food
could be refused and held until the prior notice timeframe
has elapsed (21 CFR 1.279) or until processing is complete,
which ever comes first. However, if the prior notice has been
fully processed by FDA, the food will not be refused
because the anticipated arrival time has not yet come (21
CFR 1.283(a)(1)(ii)). However, if FDA plans to examine the
food, it may be held to allow time for FDA staff to arrive.

e. What does it mean if, after I receive a Prior
Notice (PN) Confirmation Number, FDA later
refuses the same article of food?

The PN Confirmation Number only confirms that the sub-
mission is complete and facially valid. If FDA’s review
process determines that the prior notice is inaccurate after
receipt of the prior notice is confirmed by issuance of the
PN Confirmation Number, the article of food is still sub-
ject to refusal under 21 CFR 1.283(a)(1)(ii).

f. Does meeting all the requirements of prior
notice mean that the article of food will not be
held or examined further?

No, the food must meet the requirements of all other
applicable regulations as well. If FDA decides to take no
prior notice action for an article of food under 21 CFR
1.283 or 1.285(a), this decision has no bearing on whether
the article of food is admissible or will be granted admis-
sion under other provisions of the FD&C Act or other
U.S. laws. Thus, for imported food or food offered for
import, FDA will continue its normal investigative and
enforcement activities for food safety and security con-
cerns and for determining whether the food is subject to
refusal under section 801(a) of the FD&C Act.

g. Who will be notified if FDA determines that a
food needs to be held for examination when it
arrives at the border?

FDA will communicate the decision to examine articles of
food to CBP.
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I. INTRODUCTION

The broadest definition of a food additive is any substance
that becomes part of a food product, either directly or
indirectly, during some phase of processing, storage, or
packaging. The universe of food additives encompasses.

Direct food additives, those that are intentionally added
to food for a functional purpose, in controlled amounts,
usually at low levels (from parts per million to 1–2%, by
weight), and

Indirect or incidental food additives, those entering
into food products in small quantities as a result of grow-
ing, processing, or packaging.

The difference between food ingredients and additives
is mainly in the quantity used in any given formulation.
Food ingredients can be consumed alone as food (e.g.,
sucrose), while food additives are used in small quantities
(usually less than 2%) relative to the total food composition
but which nonetheless play a large part in the production
of desirable and safe food products.

Food additives may be looked upon as minor ingredi-
ents incorporated into foods to affect their properties in
some desired way. Most commonly, the effects desired
relate to color, flavor, texture, nutritive value, or stability in
storage. There is no rigorous definition that meets all needs.

The Codex Alimentarius, which dominates actions in
international circles, considers an additive as an ingredient
“not normally consumed as a food by itself and normally
used as a typical ingredient.” This obviously leaves great lat-
itude for judgment by the committee. The U.S. Food, Drug,
and Cosmetic Act has a complex definition of food additives
that comes close to any component of food introduced into
U.S. commerce after 1957 and it will be addressed in the
section dealing with government regulations.

II. FUNCTIONS OF FOOD ADDITIVES

Direct food additives serve several major functions. Many
additives, in fact, are multifunctional (Table 83.1). The basic
functions of direct food additives include the following:

A. PRESERVATION

Food preservation techniques have advanced in the past 100
years and now include thermal processing, concentration
and drying, refrigeration and freezing, modified atmos-
phere, and irradiation. However, the use of chemical preser-
vatives frequently augments these basic preservation
techniques and represents the most economical way for
food manufacturers to ensure a reasonable shelf life for
their product. Antioxidants and antimicrobial agents per-
form some of these functions as well.

B. PROCESSING

Food processors are increasingly using food additives to
ensure the integrity and appeal of their finished products.

Emulsifiers maintain mixtures and improve texture in
breads, dressings, and other foods. They are used in ice
cream when smoothness is desired, in breads to increase
shelf life and volume and to distribute the shortening, and
in cake mixes to achieve batter consistency. Stabilizers
and thickeners assist in presenting an appealing product
with consistent texture. Sorbitol, a humectant and sweet-
ener, is used to retain moisture and enhance flavor. With
the removal of sugar from many foods for dietetic reasons,
a substitute bulking agent is needed.

C. APPEAL AND CONVENIENCE

The changing eating habits of consumers, partly brought
about by the large increase in the number of women who
work outside the home, is creating a growing need for
convenience foods. In many of these types of foods, it is
essential that a variety of additives be used to provide the
taste, color, texture, body, and general acceptability that
are required. This need for convenience, while maintain-
ing aesthetic appeal and taste, is becoming extremely
important. Most food additives such as gums, flavoring
agents, colorants, and sweeteners are included by food
processors because consumers demand that food look and
taste good as well as be easy to serve.

D. NUTRITION

There have been tremendous advances in the knowledge
of human nutrition, and consumers are increasingly aware
of the value of good nutrition. Vitamins, antioxidants, pro-
teins, and minerals are added to foods and beverages as
supplements in an attempt to ensure proper nutrition for
those who do not eat a well-balanced diet. In addition,
additives such as antioxidants are often used to prevent
deterioration of natural nutrients during processing.
Recently more importance has been attributed to disease
prevention through proper nutrition, as well as to increas-
ing performance through sport nutrition products. On the
other hand, the desire for good nutrition through a bal-
anced diet may adversely affect consumer demand for
some food additives such as fat substitutes.

Adopted from the National Academy of Sciences/
National Research Council national survey of food indus-
tries, the following terms describe the physical and techni-
cal effects of various food additives:

● Anticaking agent or free-flow agent: substance
added to finely powdered or crystalline food
products to prevent caking, lumping, or
agglomeration.

● Antimicrobial agent: substance used to preserve
food that prevents the growth of microorganisms
and subsequent spoilage, including fungistats,
mold and rope inhibitors, antimicrobial agents,
antimyotic agents, preservatives, and mold pre-
venting agents (indirect additives).
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● Antioxidant: substance used to preserve food
by retarding deterioration, rancidity, or discol-
oration due to oxidation.

● Boiler water additive: substance used in a steam
or boiler water system as an anticorrosion agent
to prevent scale or to effect steam purity.

● Color or coloring adjunct: substance used to
preserve or enhance the color or shading of a
food including color fixatives and color-
retention agents.

● Curing or pickling agent: substance imparting a
unique flavor and/or color to food, usually pro-
ducing an increase in shelf-life.

● Dough strengthener: substance used to modify
starch and gluten, thereby producing more sta-
ble dough.

● Drying agent: substance with moisture-absorbing
ability used to maintain an environment of low
moisture.

● Emulsifier or emulsifier salt: substance which
modifies surface tension in the component
phase of an emulsion to establish a uniform dis-
persion or emulsion.

● Enzyme: used to improve food processing and
the quality of finished food.

● Firming agent: substance added to precipitate
residual pectin, thus strengthening the support-
ing tissue and preventing its collapse during
processing.

● Flavor enhancer: substance added to supplement,
enhance, or modify the taste and/or aroma of a
food without imparting a characteristic taste or
aroma of its own.

● Flavoring agent or adjuvant: substance added to
impart or help impart a taste or aroma in food.

● Flour treating agent: substance added to milled
flour to improve its color and/or baking quali-
ties, including bleaching and maturing agents.

● Formulation aid: substance used to promote or
to produce a desired physical state or texture in
food, including carriers, binders, fillers, plasti-
cizers, film-formers, and tableting aids, etc.

● Freezing or cooling agent: substance that reduces
the temperature of food materials through direct
contact.

● Fumigant: volatile substance used for control-
ling insects and pests.

● Humectant: hygroscopic substance incorpo-
rated in food to promote retention of moisture.

● Leavening agent: substance used to produce or
stimulate production of carbon dioxide in
baked goods in order to impart a light texture,
including yeast, yeast foods, and calcium salts.

● Lubricant or release agent: substance added to
food contact surfaces to prevent ingredients and
finished products from sticking to them (direct
additives), including release agents, lubricants,
surface lubricants, waxes, and antiblocking
agents (indirect additives).

● Malting or fermenting aid: substance used to
control the rate of nature of the malting or 
fermenting process, including microbial nutri-
ents and suppressants and excluding acids and
alkalis.

● Masticatory substance: substance that is respon-
sible for the long-lasting and pliable property
of chewing gum.

● Nonnutritive sweetener: substance having less
than 2% of the caloric value of sucrose per equiv-
alent unit of sweetener.

Food Additives 83-3

TABLE 83.1
Food Additives and Their Functions

Process Appeal
Food Additive Preservation Improvement Modification Nutrition

Anticaking agents X X
Antioxidants X X X
Colors X
Emulsifiers X X X
Enzymes X X
Fat substitutes X
Flavors X
Humectants X
Leavening agents X X
pH control agents X X
Preservatives X
Processing aids X
Sweeteners (sugars only) X X X
Sweeteners, high intensity X
Thickeners and stabilizers X X X
Vitamins and minerals X
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● Nutrient supplement: substance necessary for
the body’s nutritional and metabolic processes.

● Nutritive sweetener: substance having greater
than 2% sucrose per equivalent unit of sweet-
ening capacity.

● Oxidizing or reducing agent: substance which
chemically oxidizes or reduces another food
ingredient, thereby producing a more stable
product.

● pH control agent: substance added to change 
or maintain active acidity or basicity, including
buffers, acids, alkalis, and neutralizing agents.

● Processing aid: substances used as a manufac-
turing aid to enhance the appeal or utility of a
food or component, including clarifiers, clouding
agents, catalysts, flocculents, filter aids, crystal-
lization inhibitors, etc.

● Propellant: gas used to supply force to expel a
product or to reduce the amount of oxygen in
contact with the food in packaging.

● Sequesterant: substance which combines with
polyvalent metal ions to form a soluble metal
complex to improve the quality and stability of
products.

● Solvent or vehicle: substance used to extract or
dissolve another substance.

● Stabilizer or thickener: substance used to pro-
duce viscous solutions or dispersions, impart
body, improve consistency, or stabilize emul-
sions, including suspending and bodying
agents, setting agents, and bulking agents.

● Surface-active agent: substance used to modify
surface properties of liquid food components
for a variety of effects, other than emulsifiers.
Including solubilizing agents, dispersants, deter-
gents, wetting agents, rehydrating enhancers,
foaming agents, defoaming agents, etc.

● Surface finishing agents: substance used to
increase palatability, preserve gloss, and inhibit
discoloration of foods, including glazes, pol-
ishes, waxes, and protective coatings.

● Synergist: substance used to act or react with
another food ingredient to produce a total effect
different from or greater than the sum of the
effects produced by the individual ingredients.

● Texturizer: substance which affects the appear-
ance or feel of the food.

● Tracer: substance added as a food constituent
(as required by regulation) so that levels of this
constituent can be detected after subsequent
processing and/or combination with other food
materials.

● Washing or surface removal agent: substance
used to wash or assist in the removal of unwanted
surface layers from plant or animal tissues.

III. FOOD ADDITIVE CATEGORIES

Substances that come under the general definition of
direct food additive number in the thousands and include 

Inorganic chemicals (e.g., phosphates, sulfiltes, calcium
chloride, etc.)

Synthetic organic chemicals (e.g., dyes, benzoates,
aroma chemicals, vitamin A, etc.)

Extraction products from and derivatives of natural
sources (e.g., pectin, essential oils, vitamin E, etc.)

Fermentation-derived products (e.g., enzymes, citric
acid, xanthan gum, etc.)

Most food additives have a long history of use; others
are the result of recent research and development to fill
particular requirements of modern food processing. Some
are common chemicals of industry that are upgraded in
terms of purity to allow their use in food.

Major categories of food additives include preserva-
tives, colorants, antioxidants, flavors, thickeners and sta-
bilizers, emulsifiers, acidifiers and buffers, enzymes, and
sweeteners. Examples of major products in each category
are shown in Table 83.2. Within this same category, prod-
ucts may belong to several chemical classes and offer spe-
cialized functionality (e.g., water- and oil-soluble
antioxidants that include ascorbic acid and hindered phe-
nols, respectively, and water-soluble azo dyes and water-
dispersible carotenoids as food colors). Basic foodstuffs
are excluded from the definition, although ingredients added
to foods (e.g., high fructose corn syrup, MSG, and protein
concentrates) are often included among food additives.

Certain food additives, such as colors, flavors, gums,
emulsifiers, and preservatives may find use also in phar-
maceutical products and in toiletries and cosmetics (e.g.,
toothpaste, lipstick, etc). The same Food Chemical Codex
(FCC) grade as in food is typically used in these applica-
tions, however, the combined value of the additive for
these other applications does not exceed 10% of food use.

Indirect food additives have no purposeful function in
food and may be divided into the following categories:

● Components of adhesives (e.g., calcium ethyl
acetoacetate 1,4-butanediol modified with
adipic acid)

● Components of coatings (e.g., acrylate ester
copolymer coatings and polyvinyl fluoride resins)

● Components of paper and paperboard (e.g.,
slimicides, sodium nitrate/urea complex, and
alkyl ketone dimers)

● Basic components of single- and repeated-use
food contact surfaces (e.g., cellophane, ethylene-
acrylic acid copolymers, isobutylene copoly-
mers, and nylon resins)

● Components of articles intended for repeated
use (e.g., ultrafiltration membranes and textiles
and textile fibers)
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● Compounds controlling growth of microorgan-
isms (e.g., sanitizing solutions)

● Antioxidants and stabilizers (e.g., octyltin sta-
bilizers in vinyl chloride plastics)

● Certain adjuvants and production aids (e.g.,
animal glue, hydrogenated castor oil, synthetic
fatty alcohols, and petrolatum)

In many countries, these materials are defined and reg-
ulated as contaminants. In the United States, these materi-
als are food additives under the law. They are commonly
classed as indirect food additives, but the FDA handles
them in the same way as direct additives. Just as with direct
additives, they may be generally recognized as safe
(GRAS) substances and thereby escape explicit regulation
because that status makes them, in fact, not food additives.
In general, however, regulation of these materials is more
extensive and more rigorous in the United States than in
other counties. As might be expected, packaging materials
which have been used for a long time, such as glass, receive
less close scrutiny than more newly introduced materials
and those materials just being proposed for introduction.

IV. FOOD ADDITIVE SUPPLY INDUSTRY

Food additive suppliers are an important part of the food
manufacturing system, supplying products to both com-
modity processors and food processors (Figure 83.1).
Practically every food manufacturing operation depends to
some degree on the use of food additives, but the range of
additives necessary for the formulation varies (Table 83.3).

Overall, the food additive industry appears to be highly
fragmented, consisting of more than 500 companies sup-
plying a variety of chemically and functionally different
products that serve a common end-use market — the food
industry. However, suppliers tend to be either highly spe-
cialized participants in the major product categories (e.g.,
Novozimes with enzymes, Sensient Colors, Inc. with cer-
tified food colors, etc.) or large chemical companies that
offer food-grade versions of a few industrial products
(e.g., Lonza’s emulsifiers, FMC Corp.’s cellulose deriva-
tives). Manufacturers are typically involved in supplying
additives in a limited number of product categories (e.g.,
colors, vitamins, or enzymes) or servicing selected food
sectors (e.g., processed meats, dairy-based products, or
bakery products). While a company or group or compa-
nies may tend to dominate sales in each of the specific
categories (e.g., Novozimes with enzymes, or Rhodia with
vanillin), no single company or small group of companies
dominates the entire food additive industry.

Forty years ago it was relatively easy and lucrative for
chemical companies to stumble into the role of food additive
supplier and reap profits by upgrading the purity and qual-
ity of chemicals originally developed for other industrial
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TABLE 83.2
Selected Major Food Additives
Thickeners and Stabilizers Vitamins
Agar Vitamin A
Alginates Vitamin A acetate
Carageenan Vitamin B1

Carboxymethyl cellulose Thiamin hydrochloride
(CMC)
Casein Vitamin B2

Gelatin Thiamin mononitrate
Gellan gum Vitamin B6

Guar gum Pyridoxine hydrochloride
Gum Arabic Vitamin B12

Locust bean gum Cyanocobalamin
Modified starches Vitamin C
Pectin Ascorbic acid
Xanthan gum Vitamin D

Ergocalciferol, cholecalciferol
Vitamin K
Menadione

Sweeteners Antioxidants
Acesulfame-K Ascorbic acid/sodium ascorbate
Aspartame Erythorbic acid/sodium erythorbate
Dextrose BHA (butylated hydroxyquinone)
Lactitol BHT (butylated hydroxytoluene)
Mannitol PG (propyl gallate)
Sorbitol TBHQ (tert-butyl hydroquinone)
Saccharin Tocopherols
Xylitol Sulfur dioxide/sulfite salts

Colors Preservatives
Certified food colors Benzoic acid/benzoates
Dyes Propionic acid/propionates
Lakes Parabenes
Noncertified colors Sorbic acid/sorbates
Caramel Sulfites
Plant extracts
Synthetic carotenoids

Fat replacers Emulsifiers
Partially or nonmetabolizable Mono- and diglyercides
Sucrose polyester (Olestra) Lactylated esters
Medium-chain triglycerides Lecithin
Fat mimetics Polysorbates
Carbohydrate based products Propylene glycol esters
Protein based products Sorbitan esters
Emulsifiers Sucrose esters

Flavors Anticaking agents
Aroma chemicals Aluminum calcium silicate
Vanillin Calcium silicate
Essential oils/natural extracts Salts of fatty acids (stearates)
Menthol Silicon dioxide
Flavor compositions Tricalcium silicate
Strawberry flavor Yellow prussiate of soda

Enzymes pH control agents
Amylases (alpha-amylase, etc.) Citric acid
Glucose isomerase Malic acid
Pectinases Phosphoric acid/phosphates
Proteases Sodium citrate
Rennin Sodium hydroxide
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FIGURE 83.1 Integrated view of the U.S. food manufacturing system.

TABLE 83.3
Selected Food Additives and Their Major Uses

Processed/ Dairy Ice Jams/ Pickles/ Breakfast Cookies/
Food Additive Cured Meats Products Cheese Cream Jellies Sauces Cereals Crackers

Flavors X X X X X
Thickeners/stabilizers X X X X
Sweeteners X X X X X
Colors X X X X X X X
Fat Substitutes X X X
Enzymes X X
Vitamins X X
Antioxidants X X
Preservatives X X
Emulsifiers X X X X

Baked Chewing Mayonnaise/ Carbonated Still
Food Additive Goods Candy Chocolate Gum Dressings Beverages Beverages

Flavors X X X X X X X
Thickeners/stabilizers X
Sweeteners X X X X X X X
Colors X X X X X
Fat Substitutes X X X
Enzymes X
Vitamins
Antioxidants X X X
Preservatives X
Emulsifiers X X X

Dry Beverage Tabletop Snacks/ Dessert Frozen Dietetic Fats/ Essential Oils
Food Additive Bases Sweeteners Chips Mixes Entrees Products Oils Margarine

Flavors X X X X X
Thickeners/stabilizers X X X X X
Sweeteners X X X X
Colors X X X
Fat Substitutes X X X X X
Enzymes X
Antioxidants X X X
Preservatives X X X X
Emulsifiers X X X X X X
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markets. Today, however, the long time and high costs
associated with gaining regulatory approval (estimated
5–10 years and $15–$40 million) have taken away the
incentive to commercialize products from basic research.
As a result, food additives represent only a minor portion
of large chemical companies’ overall business. Most large
chemical companies that supply food additives, such as
FMC, Monsanto, Lonza, Hoffman-La Roche, Degussa,
BASF, Rhoclia, Nutrinova, and Eastman Chemicals, have
diversified chemical operations, with perhaps only 5% or
less of total sales generated by food additives.

Figure 83.2 depicts the food additive industry structure
and the flow of its products. Some 60–70% of food additives
are used in the manufacture of food: about 20–30% are
used in commodity processing operations such as flour
milling, meat packing, oilseed crushing and refining, veg-
etable packaging, animal feeds, and fruit juice processing;
and the remaining 5–10% are used for things such as phar-
maceuticals and cosmetics. In addition to basic additive
producers, the food additives industry includes companies
that specialize in compounding of specialty product
mixes, and national and local distributors (Figure 83.2).
Specialty compounders formulate mixed products for the
food industry such as dairy ingredients, baker’s mixes, cur-
ing blends, thickener and emulsifier blends, cheese aids,
ethnic flavors, total seasoning packages, and spice blends.
They are generally very knowledgeable about additive and
ingredient properties and are experienced in food technol-
ogy overall. Compounding companies are often relatively
small, sell directly to a food processor, are highly service

oriented, and market product lines that have a high level 
of perceived differentiation. Their formulations offer 
convenience and enjoy higher gross profit margins than
single food additive sales.

Distributors also play an important role in the distri-
bution of food additives. Additive producers typically use
distributors to service their smaller accounts or for ware-
housing and servicing of accounts that geographically the
producers cannot cover effectively or economically.

V. RESEARCH AND DEVELOPMENT

Because there are so many dissimilar and unconnected
segments of the food additives industry, the participating
companies exhibit different approaches to research and
development (R&D). Many stress applications research to
uncover new niches for existing additives or modifications
of currently FDA-approved additives. Some emphasize
innovative research or new, high-value products, but these
are very few because of the cost and time for basic research,
development, regulatory approval, and market acceptance
of a new food additive product. For example, NutraSweet’s
aspartame product took more than 11 years to gain FDA
approval; acesulfame-K took 6 years for FDA approval and
a total of 21 years since development. The total costs of
research, development, and approvals for aspartame were
close to $25 million.

Procter & Gamble’s Olestra™ was in research and
development for 20 years, yet wasn’t submitted to the
FDA until June 1987. After spending over $200 million 
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FIGURE 83.2 Food additives, pattern of use in food, and other applications.
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in development costs and waiting for more than 8 years
for FDA approval, the fat substitute received approval 
in January 1996. Approval of the food additive is limited
to snacks such as potato chips and tortilla chips. More-
over, it has a special regulatory constraint: Olestra™-
containing products require fortification with vitamins 
A, D, E, and K to compensate for the limited absorption
of these fat-soluble vitamins, and the products must be
labeled with the statement. “This product contains
Olestra. Olestra may cause abdominal cramping and loose
stools. Olestra inhibits the absorption of some vitamins
and other nutrients. Vitamins A, D, E, and K have been
added.”

In general, only large, well-financed companies can
afford the R&D efforts necessary to bring a new food
additive product to market. Small companies simply are
unable to deal with the complexity, costs, and required
time. Personnel staffing requirements for R&D of food
additives vary significantly. Because statistics for the food
additives business of most producing companies are not
reported separately, only estimates can be made. R&D
expenditures as a percentage of sales typically range from
1% or less for products such as preservatives, to 5–6% for
more technically oriented products such as fat substitutes
and certain natural colors, and 5–10% for flavors.

VI. MANUFACTURING

Manufacturing processes for food additives vary widely in
their nature and technological sophistication. Some of the
specific processes for the more important food additives
are described in later sections of this report. A common
characteristic of all food additives manufacturing, how-
ever, is that the products must be made to a high degree of
purity and under sanitary conditions similar to those of
food processing plants. Production equipment must be
dedicated to food additive products and cannot be used for
other industrial production. Plants producing food addi-
tives are subject to periodic inspection by the regulatory
agencies. Typically chemical additives made by synthesis
(e.g., BHT, saccharin) or by fermentation (e.g., aspartame,
microbial enzymes, xanthan and gellan gums) require a
high level of capital investment. The former additives have
industrial uses and are likely to share their basic production
costs with the industrial-grade material; a small portion of
the total production is then upgraded and purified to food-
grade quality in separate dedicated plant units. Accurate
long-term market forecasts for products are essential in
order to minimize the risk associated with capital invest-
ment decisions in single-purpose plants. Other partici-
pants in the food additives business that are not involved
in chemical production on a large scale for the extraction
and purification of natural products, small-scale synthesis
of aromatic chemicals, and for flavor and ingredient com-
pounding have much lower capital requirements.

VII. GOVERNMENT REGULATIONS

A. UNITED STATES

The application of food additives is highly regulated world-
wide, although regulatory philosophy, the approval of spe-
cific products, and the level of enforcement differ from
country to country. Basic regulations in the United States,
Western Europe, and Japan are described below. These
three major industrial regions are the largest consumers of
food additives. With only 13% of the world’s population,
these countries account for more than two-thirds of the
food additive market.

The U.S. Food and Drug Administration (FDA) is the
principal U.S. regulatory body controlling the use of food
additives. It does so through the 1958 Food Additives
Amendment to the Food, Drug & Cosmetic (FD&C) Act
of 1938. The amendment was enacted with the threefold
purpose of

1. Protecting public health by requiring proof of
safety before a substance can be added to food.

2. Advancing food technology.
3. Improving the food supply by permitting the

use of substances in food that are safe at the
levels of intended use.

According to the legal definition, food additives that
are subject to the amendment include “any substance the
intended use of which results or may reasonably be expected
to result directly or indirectly in its becoming a component
or otherwise affecting the characteristics of any food.”
This definition includes any substance used in the produc-
tion, processing, treatment, packaging, transportation, or
storage of food.

If a substance is added to a food for a specific purpose
it is referred to as a direct additive. For example, the low-
calorie sweetener aspartame, which is used in beverages,
puddings, yogurt, chewing gum, and other foods, is con-
sidered a direct additive.

Indirect food additives are those that become part of
the food in trace amounts due to its packaging, storage, or
other handling. This class includes all materials that would
not usually become part of food if man could completely
control food production. In practice, indirect food additives
are found in agricultural produce in quantities well within
acceptable and legal tolerances. For example, minute
amounts of packaging substances may find their way into
foods during storage. A variety of chemicals, including
plastic monomers, plasticizers, stabilizers, printing ink,
and other substances, migrate at extremely low levels into
foods. Lead and tin are perhaps the main concerns associ-
ated with packaging materials. The storage of acidic foods
in inappropriate containers can result in the leaching of
toxic heavy metals, such as zinc and copper, into the food.
Food packaging manufacturers therefore must prove to
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the FDA that all materials coming in contact with food are
safe before they are permitted for use in such a manner.

A wide variety of chemicals are used in modern agri-
cultural practice. Residues of these chemicals can linger
in raw and processed foods, although federal regulatory
agencies evaluate the safety of such chemicals, and regu-
late and monitor their use on food products. The major
categories of agricultural chemicals include insecticides,
herbicides, fungicides, fertilizers, and veterinary drugs,
including antibiotics.

Industrial and/or environmental pollutants may migrate
into foods in small amounts. On rare occasions, hazardous
levels of polychlorinated biphenyls (PBCs) and polybromi-
nated biphenyls (PBBs) have been found in foods.

For regulatory purposes, all food additives fall into
one of three categories:

1. Generally recognized as safe (GRAS) substances
2. Prior sanctioned substances
3. Regulated direct/indirect additives

GRAS substances (approximately 700 compounds) are a
group of additives regarded by qualified experts as “gen-
erally recognized as safe.” These substances are considered
safe because their past extensive use has not shown any
harmful effects. Prior sanctioned substances (approximately
1400 compounds) are products that were already in use in
foods prior to the 1985 Food Additives Amendment and
are therefore considered exempt from the approval process.
Some prior sanctioned substances also appear on the GRAS
list. This is the grandfather clause of the amendment.

The FDA is involved in an ongoing review of the
GRAS and prior sanctioned substance lists to ensure that
these substances are tested by means of the latest scien-
tific methods. Likewise, the FDA also reviews substances
that are not currently included on the GRAS list to deter-
mine whether they should be added.

All other additives are regulated — that is, a specific
food additive petition must be filed with the FDA request-
ing approval for use of the additive in any application not
previously approved. A food or color additive petition
must provide convincing evidence that the proposed addi-
tives perform as intended. Animal studies using large
doses of the additive for long periods are often necessary
to show that the substance will not cause harmful effects
at expected levels of human consumption.

In deciding whether an additive should be approved,
the agency considers the composition and properties of
the substance, the amount likely to be consumed, its prob-
able long-term effects, and various other safety factors.
Absolute safety of any substance can never be proven.
Therefore the FDA must determine if the additive is safe
under the proposed conditions of use, based on the best sci-
entific knowledge available. In addition, the FDA operates
an Adverse Reaction Monitoring System (ARMS) to help

serve as an ongoing safety check of all additives. The sys-
tem monitors and investigates all complaints by individu-
als or their physicians that are believed to be related to
specific foods, food additives, or nutrient supplements.

Color additives for food represent a unique and special
category of food additives. They have historically been so
considered in legislation and regulation. The current legisla-
tion governing the regulation and use of color additives in
the United States is the Food, Drug & Cosmetic Act of
1938, as amended by the Color Additive Amendment of
1960. Colors permitted for use in foods are classified either
as certified or exempt from certification. Certified colors
are man-made, with each batch being tested by the manu-
facturer and the FDA (certified) to ensure that they meet
strict specification for purity.

Color additives that are exempt from certification
include pigments derived from natural sources. However,
color additives exempt from certification also must meet
certain legal criteria for specifications and purity. One of the
features of the Color Additive Amendment of 1960 was the
equal treatment of synthetic colors and the so-called natural
colors in respect to pretesting requirements. Moreover,
currently all color additives, certified and uncertified (“nat-
ural”), are designated on the label as artificial color.

Flavor substances are regulated somewhat differently,
and the rules are less restrictive. However, the use of aroma
chemicals as flavor ingredients is regulated under laws that
may differ from country to country. Following the lead of
the United States, inclusion on a positive list that spells out
which chemicals are permitted for food use has become
the prevalent legislation for regulating flavor chemicals
worldwide. The United States has a list of flavor substances
that are deemed GRAS based on the history of use, review
of available toxicology, and the opinion of experts. These
GRAS lists (through GRAS 20) have been compiled since
1977 by the expert panel of the Flavor Extracts Manufactur-
ers Association of the United States (FEMA). Over the
years, more than 1800 materials appeared on FEMA lists.
Formed in 1909, FEMA is an industry association that orig-
inally started pursuing voluntary self-regulation and later
was granted quasi-official status on regulatory matters
regarding flavor chemicals by the FDA. The FEMA expert
panel was formed in 1960. This independent panel, com-
posed of eminently qualified experts recruited from out-
side the flavor industry, has expertise in human nutrition,
physiology, metabolism, toxicology, and chemical structure-
activity relationships. Most industrial countries more or less
follow the U.S. system.

Although the FDA has primary jurisdiction over food
additives, clearance for use of additives in certain prod-
ucts must be obtained from other government agencies 
as well. For example, the U.S. Department of Agriculture
(USDA) through the Meat Inspection Division (MID)
exercises jurisdiction over additives and ingredients for
meat and poultry; the Bureau of Alcohol, Tobacco, and
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Firearms (BATF) of the U.S. Department of the Treasury
controls the ingredients used in alcoholic beverages.

The standards of identity specify in detail what can
and cannot be packaged under a given product name.
Standards of identity exist for milk, cream, cheese, frozen
dessert, bologna products, cereal products, cereal flours,
pasta, canned and frozen fruits and vegetables, juices, eggs,
fish, nuts, nonalcoholic beverages, margarine, sweeteners,
dressings, and flavorings. An approved food additive in the
United States may be precluded from use in certain foods
characterized by the standards of identity unless the addi-
tive is specifically required by or is listed as an optional
ingredient in the standards. The standards of identity
establish the ingredient composition of a given food, which
can then be labeled by its common name. If the manufac-
turer does not adhere to the standard composition, the food
must be labeled “imitation.”

The Federal Insecticide, Fungicide and Rodenticide
Act (FIFRA), which was issued in 1972 and amended in
1988, covers pesticides used on raw agricultural products.
The FDA, however, is responsible for enforcing toler-
ances for pesticide residues that end up in food products.

In the United States, label disclosure of food additives
is mandated with few exceptions. Under FDA, USDA,
and BATF regulations, the ingredients of a food or bever-
age must be stated on the product label in decreasing order
of predominance. For many direct additive categories,
chemical constituents must be identified by their common
names and the purpose for which they were added.

One of the recent regulations involving the food indus-
try, as well as food additive manufacturers, came with the
passing of the Nutrition Labeling and Education Act of
1990 (NLEA), which amends the Federal Food, Drug &
Cosmetic Act, to make nutrition labeling mandatory for
most FDA-regulated foods. The nutrition labeling regula-
tions issued by the FDA and the USDA Food Safety and
Inspection Service (FSIS) required compliance by August
8, 1994.

The FDA’s nutrition labeling regulations focus on
nutrients currently accepted as significantly affecting con-
sumer health. The serving size is the basis for reporting
each food’s nutrient content. Serving sizes are defined for
most foods reflecting the amount people actually eat and
are shown in both common household and metric meas-
ures. The amount per serving of the following nutrients
are required to be included on labels: total calories, calo-
ries from total fat, total fat, saturated fat, cholesterol, total
carbohydrates, complex carbohydrates, sugars, dietary
fiber, protein, sodium, vitamin A, vitamin C, calcium, and
iron. Listing other essential vitamins and minerals such as
thiamin, riboflavin, and niacin, among other nutrients, is
optional. A simplified nutrition label format is allowed for
foods containing insignificant amounts of more than half
the required nutrients. The minimum label includes total
calories, total fat, total carbohydrates, protein, and sodium.

The FDA regulation requires the nutrition content be
based on amounts of the product customarily consumed,
and expressed in both common household and metric
measures (e.g., 1 cup and 240 ml). Serving size reference
amounts are based on food consumption survey data on
amounts of food commonly consumed per eating occasion
by persons 4 years of age and older. Manufacturers must
follow the procedures to convert the reference amounts to
serving sizes appropriate for their specific products. Any
package containing less than two servings is considered a
single-serving container.

Nine terms are presently allowed by the FDA to
describe a food, including free, low, high, source of,
reduced, light/lite, less (or, for calories, fewer), more, and
fresh. Claims for cholesterol are tied to levels of saturated
fat in the food. Meal-type products are not allowed to use
the terms reduced.

Health claims are allowed for only the following
nutrient/disease relationships:

● Calcium and osteoporosis
● Sodium and hypertension
● Unsaturated fats, low cholesterol intake, and

cardiovascular disease
● Dietary lipids and cancer
● Fiber-containing grain products, fruits and veg-

etables, and cancer
● Fruits, vegetables, and grain products that con-

tain fiber and risk of coronary heart disease
● Fruits and vegetables and cancer
● Folic acid and neural tube defect
● Sugar alcohols and dental caries
● Psyllium-containing foods and the risk of heart

disease (when consumed as part of a diet low in
saturated fat and cholesterol

● Soy protein and reduced risk of coronary heart
disease

Changing dietary recommendations and labeling
requirements impact food additive producers both posi-
tively and negatively. Products used for fat-sparing/substi-
tution (e.g., hydrocolloids, starches, other fat substitutes)
and low-calorie sweeteners fare well, as food manufactur-
ers strive to lower the caloric and saturated fat content of
their products. Natural colors (provided they can be sub-
stituted), as well as other natural or seemingly natural prod-
ucts will also be in higher demand so as to provide
consumers with a more healthy and nutritious product (or
at least one with a more healthy-sounding label).

The Food Additives Amendment also contains what is
known as the Delaney clause, which mandates the FDA to
ban any food additive found to cause cancer in man or ani-
mals, regardless of dose level or intended use. The clause
applies not only to new food additives but also to those in
use prior to 1958. The Delaney clause is totally inflexible
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in that it does not recognize any threshold level below
which the additive might not present a health hazard. Thus
it has caused a number of problems for the food industry
and for food additives. Certain additives (e.g., the sweet-
ener cyclamate, etc.) have been banned after they were
found to be potential carcinogens — even though feeding
tests in animals at massive dose levels may not bear any
correlation to the potential risk to man of chronic inges-
tion at very low levels. Were it not for a moratorium man-
dated risk to man of chronic ingestion at very low levels.
Were it not for a moratorium mandated by Congress, sac-
charin would also have been banned in the United States
several years ago by the FDA in compliance with current
U.S. food laws. Although congressional sentiment has
been running for some time in favor of repealing the
Delaney clause, to date, attempts to replace it with a more
practical and realistic law and have been unsuccessful.

1. Approval Process

A new substance gains approval for food use through the
successful submission of a food additive petition that must
document the following:

● Safety, including chronic feeding studies in two
species of animals.

● Intended use.
● Efficiency data at specific levels in the speci-

fied food system.
● Manufacturing details and product specifications.
● Methods for analysis of the substance in food.
● Environmental impact statement.

Quite frequently, this process can be lengthy — up to
10 years in the case of aspartame and Olestra™ — and
costly in terms of man-hours and dollars. There is little
doubt that every level of the U.S. food additives business
is affected by regulations, and operates with a constant
awareness of the importance of FDA decisions. Not only
is the introduction of a new food additive impossible with-
out FDA approval, but the additives in use are under con-
stant scrutiny by the regulatory agency and remain
vulnerable to new unfavorable toxicology findings. While
the barring of an additive may create opportunities for
suppliers to develop new or substitute materials, the poten-
tial market is often too small to create sufficient incentive,
and the loss of the ingredient may cause havoc within
affected sectors of the food industry. For example, the ban
on cyclamates, followed by the close call on saccharin,
almost caused the demise of the diet soft-drink industry.
The well-recognized need for alternative safe sweeteners
undoubtedly was a stimulus for G.D. Searle (now
Monsanto’s NutraSweet Kelco division) to engage in a 
10-year effort to have aspartame cleared for food use.

B. EUROPEAN UNION (EU)

Food additives intended for human consumption are regu-
lated by the member states as described in Directive
89/107/EEC of December 21, 1988. The EU food additive
law recognizes 106 food additives. Later, several amend-
ments and adaptations of the directive were introduced or
proposed including

● A list of additives the use of which is author-
ized to the exclusion of all others.

● The list of foodstuffs to which these additives
may be added, the conditions under which they
may be added and, where appropriate, a limit
on the purpose of their use.

● The rule on additives used as carrier substances
and solvents, including their purity criteria.

● In 1990 the commission proposed a first spe-
cific directive relating to sweeteners and food
additives other than colors and sweeteners. The
Sweetener Directive took effect on July 30, 1994.

Efforts have been toward a uniform registration
process so that a registration obtained in one country
would be valid in all EU member countries. The new EU
food additive law, however, will not prevent individual
countries from asking for additional or country-specific
requirements for new product registrations. At the EU
level, several institutions and groups are involved in the
development of food additives law, including the Scientific
Committee for Food (SCF), one of the institutions of the
European Commission which deals with safety issues, rep-
resentatives from different national professional organiza-
tions, representatives from the food industry, retailers, etc.
The Standing Committee on Foodstuffs ensures close coop-
eration between the commission and the member states.

The EU rules for the evaluation, marketing, and label-
ing of novel food such as genetically modified foods are
also being developed. The new marketing rules would
also oblige manufacturers to obtain permission before
placing new foods or ingredients on the market, with the
exception of products that are substantially equivalent 
to existing foods. The new rules have still to be cleared 
by the European Parliament, which has the power to veto
under the new co-decision procedure introduced in 1995.

In many countries, additives must be declared in the
labeling. Within the EU, some additive groups have been
uniformly codified with “E” numbers for the orientation
of consumers. Some countries, such as Germany, have
gone further, adopting regulations on an acceptable daily
intake (ADI) basis that build on the latest toxicological
knowledge. Some examples of “E” numbers are presented
in Table 83.4.

Under EU food law, any claim that a food has the
property of preventing, treating, or curing a human disease
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or condition, or any implication of such properties, is pro-
hibited. This aspect of the law has been strictly enforced
in all member states of the EU. As early as 1980, the
European Commission recognized that the area of food
claims required harmonization and circulated the first
proposal for a directive. By the end of 1998, this approach
had not succeeded.

Recently the introduction of genetically modified (GM)
corn and soy into Europe has caused considerable activity
within governments and consumer organizations. European
Parliament and Council Regulation no. 258/97 on novel
foods and novel food ingredients requires prior approval
of foods and food ingredients containing or consisting of
a GM organism, and food and food ingredients produced
from, but not containing GM organisms. More recently,

Council Regulation 1139/98 came into force, requiring
that any product containing GM soy or corn, or derivatives
of GM soy or corn containing protein or DNA, must be
labeled with the statement “produced from genetically mod-
ified soy” or “produced from genetically modified maize.”
However, refined oils or lecithin that are very unlikely to
contain GM protein or DNA are exempt from such label-
ing statement requirements.

A further labeling change that came into force in
February 2000 is the quantitative declaration of ingredients
(QUID). This applies to foods and beverages with more than
one ingredient, with very few exceptions. The quantity of
ingredients, expressed as a percentage of the food or drink,
must appear in or immediately next to the name of the food
or in the list of ingredients next to the ingredient concerned.

C. JAPAN

In Japan, the Food Chemistry Division of the Ministry of
Health and Welfare (MHW) has jurisdiction over food
additives through the Food Sanitation Law. It was in 1948
that the term “food additive” appeared in the law (in the
Food Sanitation Law) and a positive list of food additives
was created in Japan. It was the first positive list created
in the world, and it did not distinguish between synthetic
or natural additives. Several amendments were adopted
later. Amendments to the regulations, as well as additions
or deletions to Kohetisho (the Japanese Codex of Food
Additives), were mostly influenced by two major objectives:
protection of food sanitation and customer safety, and
harmonization with international regulatory requirements.

In the Food Sanitation Law, the term “additive” means
anything added to, mixed into, permeating, or otherwise put
in or upon food for the purpose of processing or preserving
it. Most discussions on regulating food additives in Japan
have been related to defining what food additives should be
under legal restriction and on labeling requirements. Very
often in these discussions, differentiating “synthetic” and
“natural” food additives had been at issue. In Japan, those
two generally used terms have often misled customers into
a blind belief in natural food additives. However, regulatory
bodies, as well as the food additive industry, no longer
distinguish additives with these terms. The latest amend-
ment of the law (May 24, 1995) includes deletion of the
term “chemically synthesized substances.” Thus “natural”
food additives are regulated under the amended law (being
enacted from May 24, 1996), unless they are listed as “exist-
ing food additives.” The MHW then disclosed the list of
“existing food additives” on August 10, 1995.

Under the amended Japanese Food Sanitation Law
(1995), substances that are permitted for use as food addi-
tives fall into four categories listed below:

● Substances that are generally recognized as food
(about 70 substances).

● Natural-based flavors (about 580 substances).
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TABLE 83.4
Selected EU Food Additives and Codes
Colorants
E100 Curcumin
E101 Riboflavin
E102 Tartrazin
E110 Yellow no. 6
E120 Carmin
E150 Caramels
E160 Annatto
E160a Beta-carotene
E160c Paprika
E162 Beetroot red (betanin, betanidin)
E163 Enocyanin (grape-skin extract)

Preservatives
E200 Sorbic acid
E201 Sodium sorbate
E202 Potassium sorbate
E203 Calcium sorbate
E210 Benzoic acid
E211 Sodium benzoate
E212 Potassium benzoate
E281 Sodium propionate
E282 Potassium propionate
E283 Calcium propionate

Antioxidants
E300 L-ascorbic acid (vitamin C)
E307 Synthetic alpha-tocopherol (vitamin E)
E311 Propyl gallate (PG)
E320 Butylhydroxyanisole (BHA)

Thickeners and stabilizers
E401 Sodium alginate
E415 Xanthan
E420 Sorbitol
E440a Pectin

Emulsifiers
E322 Lecithin
E471 Mono- and diglycerides of fatty acids
E475 Polyglycerol esters of fatty acids
E481 Sodium steroyl-2 lactilate
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● Natural-based substances that are recognized as
safe to human health on the basis of actual results
for use as food additives (about 490 substances).

● Synthetic substances that are recognized as safe
to human health on the basis of the results of
safety evaluations (about 350 substances).

The amended law requires that any new substances,
regardless of whether they are natural-based or synthetic,
be verified to be safe to human health through safety eval-
uations and then approved by MHW before being used as
food additives. Also, it is required, that the type of sub-
stance and the intended purpose of addition be labeled on
the surface of food containers or packaging.

However, in general, data requirements for natural addi-
tives are still not as strict as those for chemical substances.
Natural food additives reported to the MHW are listed in
a table separate from the conventional positive list for
chemical food additives. There are about 1200 items in the
natural additive list, while the conventional list contained
349 compounds as of 1992.

VIII. TRENDS AND ISSUES

While there are many differences in food tastes and pref-
erences among consumers, the major trends driving the
food additives industry appear to be very similar:

Concern for health, nutrition, naturalness, quality.
Food safety, free of contaminants.
Desire for convenience.
Price-value relationship.

Growing awareness of the connection between diet and
diseases such as cancer and heart disease has caused con-
sumers to reexamine their diets and lifestyles and seek
healthier alternatives. Consumer desire for healthier, more
nutritious foods favors natural additives and ingredients
(and those that are perceived as natural), as well as those
that reduce calories, sodium, cholesterol, and the overall
fat in foods. Fortification with the “right level” of vitamins,
amino acids, and trace minerals is important, and additives
that sound natural (e.g., gelatin, pectin, vitamins, etc.) ver-
sus chemical (e.g., potassium benzoate, butylated hydroxy-
anisole, etc.) have a more favorable consumer image.

The shift away from commodity to more processed,
higher-value food products favors an increased use of addi-
tives in processing. Additives that are perceived favorably
by consumers as healthy or natural foods are likely to grow
faster. Finally, demands are high for fat replacers, high-
intensity sweeteners, low-calorie bulking agents, certain
gums, freeze/thaw stabilizers, and natural flavors.

Sales of ingredient and additive blends will dominate
in the future. The synergistic effects that enhance the func-
tionality of these materials, while reducing the quantity

needed, will play an ever-more significant role in formu-
lated foods. Information on these blends will be scarce,
because they will be developed in house by food additive
suppliers and food manufacturers wishing to maintain con-
fidentiality in order to optimize exclusive commercial ben-
efit. Other issues affecting the growth and broadening of
the food additives industry include increasing government
regulatory activity; increasing R&D and legal expenses;
and the great length of time needed to perfect, gain approval
for, and market a new food additive product.

In addition to traditional processed food products, a
variety of health-related products known as “functional
foods” and “nutraceuticals” have appeared on the market.
Functional foods are food products that improve perform-
ance or provide a health benefit beyond meeting the basic
nutritional needs of humans. Although functional foods
are consumed for their taste, aroma, or nutritional value,
they are also consumed by health conscious adults for
their perceived benefits in preventing the onset of degen-
erative diseases such as arthritis, cancer, or heart disease.

Nutraceuticals are specific vitamins, minerals, amino
acids, herbs and other botanicals, or constituent parts thereof
that are taken in oral form to promote natural ways of pre-
venting or treating various degenerative disease conditions.
Nutraceuticals differ from functional foods in that they are
only consumed for their health benefits rather than for taste,
aroma, or nutritive value. In the United States nutraceuti-
cals will have to overcome regulatory constrained before
they can gain a large market. In contrast, in Japan and sev-
eral countries in Europe the concept of nutraceuticals is well
established, both in terms of regulations and consumer
acceptance.

The safety of the food supply continues to receive a
great deal of attention from the press, the public, and the
governments. In 1993, an outbreak of food poisoning in
the United States, eventually traced to undercooked beef,
caused fundamental changes in regulatory policies and
demonstrated to food processors the need for increased
caution against food pathogens. The recent European out-
breaks of bovine spongiform encephalopathy (BSE), known
as “mad cow disease,” have created more serious and world-
wide concerns about cattle-derived food products, includ-
ing some dietary supplements (e.g., gelatin capsules) and
personal care products.

Fast-paced lifestyles will continue to drive the demand
for savory, high-quality convenience foods. Microwaveable
and shelf-stable products that are tasty and healthy require
additives such as specialized flavors, colors, and stabilizers
to enhance/maintain quality and will result in continuing
growth of the market for these additives.

The concept of value-added products is also of great
interest to food processors as foods with added value, or at
least perceived added value (e.g., low-fat, low-calorie, vita-
min fortified, more convenient form/package, perceived pre-
vention against particular diseases), garner higher margins.
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Therefore consumption of additives that can aid in adding
value to processed foods will continue to increase.

Following trends in the United States, the European
market shows increased interest in ethnic foods and vege-
tarianism. The motivation in both cases is to promote
health. Also, more products are being introduced which
are aimed at very specific groups. These include children,
teenagers, women, and in particular the growing popula-
tion of elderly persons.

IX. DESCRIPTION OF MAJOR FOOD
ADDITIVES

Direct food additives comprise more than 30 types. With
about 3000 food additives, including more than 1800 fla-
voring substances currently approved for use in the United
States (and more petitioning for approval), it would be
difficult in a chapter such as this to discuss each and every
substance. Ten major food additives were selected for dis-
cussion in this chapter.

A. SWEETENERS

Sweeteners are used in formulated foods to impart sweet-
ness and to perform several other functions. They render
certain foods palatable and mask bitterness; add flavor,
body, bulk, and texture; change the freezing point and con-
trol crystallization; control viscosity, which contributes to
body and texture; and prevent spoilage. Certain sweeten-
ers act as preservatives by binding moisture in food that 
is required by detrimental microorganisms. Alternatively,
some sweeteners can serve as food for fermenting organ-
isms that produce acids that preserve the food, thus
extending shelf life by retaining moisture. These auxiliary
functions must be kept in mind when considering applica-
tions for artificial sweeteners.

Sweeteners can be classified in a variety of ways:

● Nutritive or nonnutritive. Materials either are
metabolized and provide calories, or are not
metabolized and thus are noncaloric.

● Natural or synthetic. Commercial products that
are modifications of a natural product, for exam-
ple, honey or crystalline fructose, are considered
natural.

● Regular or low-calorie/high-intensity. Although
two sweeteners may have the same number of
calories per gram, one may be considered low-
calorie or high-intensity if less material is used
for equivalent sweetness.

● As foods. For example, fruit juice concentrates
can impart substantial sweetness.

Sweetness is measured via sensory methods by 
taste panels. It is a subjective perception influenced by a

multitude of variables including the temperature of the
food being tasted, pH, other flavors and ingredients in the
food, physical characteristics of the food sweetener, con-
centration, rate of sweetness development, and perma-
nence of sweetness and flavor. Also, results can vary
depending on the foods consumed prior to testing (even
several hours before testing), the flavors to which the taster
is accustomed, tasting experience of the panelist, time of
day, and the physical surroundings in the test room.

Sucrose, commonly known as table sugar (or refined
sugar), is the standard against which all sweeteners are
measured in terms of quality of taste and taste profile. It is
consumed in the greatest volume of all sweeteners. Sucrose,
high-fructose corn syrup (HFCS), and other natural sweet-
eners (e.g., molasses, honey, maple syrup, and lactose) are
food commodities and are not considered as food addi-
tives, therefore they will not be covered here. The discussion
that follows is limited to the polyol alternative sweeteners
and the high-intensity sweeteners.

1. Polyols

Polyols (sugar alcohols or polyalcohols) are chemically
reduced carbohydrates. These compounds are important
sugar substitutes that are utilized where their different sen-
sory, special dietary, and functional properties make them
desirable. Also polyols are utilized in low-calorie food
formulations. The sweetness of polyols relative to sucrose
and their caloric values are shown in Table 83.5. Moreover,
because polyols are absorbed more slowly from the diges-
tive tract than is sucrose, they are useful in certain special
diets. When consumed in large quantities (in excess of
25–50 g/day), however, they have a laxative effect, appar-
ently because of the comparatively slow intestinal absorp-
tion. In the EU countries, if a food product contains more
than 10% by weight of a polyol, a warning statement must
be added to the label stating that excessive consumption
may induce a laxative effect.

In the United States food products sweetened with
polyols and containing no sucrose can be labeled as “sug-
arless,” “sugar free,” or “no sugar” but must also bear the
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TABLE 83.5
Relative Sweetness and Calorie Value of Polyols

Relative Sweetness Caloric Value

Polyol (sucrose � 100) (U.S. allowance; kcal/g)
Erythritol 60–70 0.2
Hydrogenated starch 25–50 3.0
Hydrolysates
Isomalt 45–65 3.0
Lactitol 40 2.0
Maltitol 90 3.0
Mannitol 70 1.6
Sorbitol 50–70 2.6
Xylitol 100 2.4
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statement “Not a reduced calorie food,” “Not a low calo-
rie food,” or “Useful only for not promoting tooth decay.”

Sorbitol occurs naturally many edible fruits and berries
including pears, apples, cherries, prunes, and peaches. Its
nontoxic nature has long been recognized. In 1974 the
FDA included sorbitol as one of the first four chemicals in
its revised list of GRAS substances.

Sorbitol is only 70% as sweet as sucrose. However, it
has many functional properties desirable in a sweetener,
such as bulking agent ability, high viscosity (contributing
to body and texture), hygroscopicity (resulting in its humec-
tant as well as its softening nature), cool taste, sequester-
ing ability, and crystallization modification (retardation).
Because sorbitol can be digested without insulin and is
also noncarinogenic, it is used as a sugar substitute in dia-
betic and sugarless foods and candies.

In general, sorbitol is used in foods to aid retention of
product quality during aging, or to provide texture or
other product characteristics to the formulation. In its
major applications — sugarless chewing gum, candies,
and mints — liquid sorbitol is used primarily as a bulking
agent and not for its sweetness. Sorbitol’s noncariogenic
nature and the fact that it does not promote tooth decay
may account for its wide use in these applications.

Mannitol is only about 70% as sweet as sucrose and is
also noncariogenic. Because of its nonhygroscopic nature,
mannitol is used as a dusting powder and anticaking agent,
besides its special dietary food application. The highest
demand for mannitol is in sugarless chewing gum and
sugar-free chocolates. However, mannitol has a more seri-
ous laxative effect than sorbitol and a warning label is
required when consumption is likely to exceed 20 g/day.

Xylitol is a five-carbon polyol with sweetness similar to
sucrose. It is found in small amounts in a variety of fruits
and vegetables, and is formed as a normal intermediate in
the human body during glucose metabolism.

Xylitol has good solubility, blends well with foods,
and has a lower melting point than sucrose, an advantage
in the manufacture of confectionery products. There is also
evidence that xylitol is not only noncariogenic but reduces
tooth decay when used as a replacement for sucrose. It
is mainly used in compressed candies, chewing gum, and
over-the-counter pharmaceutical products. Xylitol is
expensive, therefore it is usually used in small amounts in
combination with other sweeteners. In a blend with aspar-
tame, the two compounds have an excellent synergistic
effect. Also, xylitol is blended with other polyols to mini-
mize undesirable properties, such as hygroscopicity or the
laxative effect of sorbitol, or to improve the solubility of
mannitol.

Lactitol monohydrate, a sugar alcohol, has physico-
chemical properties different from those of sugars. It has
a sweetness value approximately one-third of that of sucrose
and is therefore suitable where bulking with low sweetness
is required. To increase the sweetness it can be blended

with high-intensity sweeteners. It is derived from milk sugar
and used as a sweetener in Japan, Israel, and Switzerland.
In the United States a self-affirmation GRAS statement
petition has been submitted to the FDA for its use in choco-
late, confections, and baked goods.

Erythritol is about 70% as sweet as sucrose. Like other
polyols, it does not promote tooth decay and is safe for dia-
betics. However, it is distinctive for its caloric content (the
lowest of the polyols — 0.2 calories/gram) and its high
digestive tolerance. Studies have shown that, due to its small
molecular size and structure, more than 90% of ingested
erythritol is absorbed and excreted unchanged through the
kidneys within 24 hours, so that the laxative side effects
sometimes associated with polyol consumption are unlikely.
As a result, foods containing substantial amounts of erythri-
tol are very unlikely to cause gaseous and laxation side
effects. A recent clinical study showed that daily consump-
tion of 1 gram per kilogram of body weight is well toler-
ated by adults and compared to sucrose-containing foods.

Maltitol, approximately 0.9 times as sweet as sucrose
with similar sweetness and body, has application in products
such as chewing gum, dry bakery mixes and chocolate. It
is said to behave similarly to sucrose in chocolate making.
Some believe that maltitol has the best flavor of the polyol
family and it has been particularly successful as an alter-
native to mannitol in the manufacture of sugar-free choco-
lates. Also because of its heat stability and good handling
properties, it is suitable for use in sugar-free baked goods.
Maltitol is also increasingly being used in dairy products.

Hydrogenated Starch Hydrolysates (HSH), also known
as maltitol syrup and hydrogenated glucose syrup. Hydro-
genated starch hydrolysates are a mixture of sorbitol, malti-
tol and hydrogenated oligosaccharides. Depending on the
sorbitol and maltitol content, the sweetness of HSH can
vary from 0.25 to 0.5 times that of sucrose. HSH serve a
number of functional roles, including use as bulk sweet-
eners, viscosity or bodying agents, humectants, crystal-
lization modifiers, cryoprotectants and rehydration aids.
They also can serve as sugar-free carriers for flavors, col-
ors and enzymes. HSH have been used by the food indus-
try for many years, especially in confectionery products.

Isomalt, approximately 0.45–0.65 times as sweet as
sugar. Isomalt can be used in candies, gums, ice creams,
jams and jellies, fillings and frostings, beverages and baked
products. As a sweetener/bulking agent, it has no off-flavors
and works well in combination with other sweeteners.
Isomalt is made from sucrose and looks much like table
sugar. It lacks the “cooling” effect characteristic of some
other polyols. It is white, crystalline and odorless, and is
more stable chemically and enzymatically than sucrose.

2. High-Intensity Sweeteners

High-intensity sweeteners, once used mainly for dietetic
purposes, are now used as food additives in a wide variety
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of products. They are termed high-intensity because they
are many times sweeter than sucrose. But because of their
very low use levels, high-intensity sweeteners cannot per-
form other key auxiliary functions in food and often must
be used in conjunction with other additives such as low-
calorie bulking agents. High-intensity sweeteners are also
used in pharmaceuticals, cosmetics, animal feed, and bio-
cides. The regulatory status and sweetness relative to sugar
of high-intensity sweeteners are shown in Table 83.6.

Aspartame was approved in the United States in 1981
for use in prepared foods, dry beverage mixes, and as a
tabletop sweetener, and in 1983 for use in liquid soft
drinks. It gained instant popularity and has become the
sweetener in virtually all diet soft drinks in the United
States. Aspartame has impacted not just the dietetic soft
drink market but also many other sweetener markets. Its
success has encouraged R&D, and FDA approval is cur-
rently being sought for its use in baked products, since
aspartame can now be made heat-stable through an encap-
sulation process.

Aspartame first appeared in the U.S. diet soft drink
market in combination with saccharin (30% aspartame
and 70% saccharin). Presently about 98–99% of canned
or bottled diet sodas contain 100% aspartame. However,
aspartame may be replaced in many products because in
1998 other high-intensity sweeteners were approved for
beverages.

Aspartame can be used in many diverse applications. It
is approved for use in more than 100 countries worldwide,

and more than 5000 products contain aspartame. In the
United States, FDA approval is being given to more and
more applications. In 1981 it was approved for use in pre-
pared foods, dry beverage mixes, and as a tabletop sweet-
ener and for carbonated liquid products in 1983. More
recently, in 1993, FDA approval was extended to many other
products, and the list of approved products now includes
the following categories:

● Nonalcoholic beverages and ready-to-serve
nonrefrigerated, pasteurized, aseptically pack-
aged fruit juice beverages, including sport
drinks

● Frozen desserts (dairy and nondairy)
● Refrigerated, flavored milk beverages
● Fruit and wine beverages containing less than

7% alcohol
● Yogurt-type products in which aspartame is

added after pasteurization and culturing
● Refrigerated, ready-to-serve gelatin desserts
● Confectionaries (hard and soft candies)
● Baked goods, including baking mixes
● Low-alcohol beer (containing less than 3%

alcohol)

Aspartame is about 200 times sweeter than sucrose.
Unlike many other low-calorie sweeteners, aspartame is
digested by the body to amino acids, which are metabo-
lized normally. However, because of its intense sweetness,
the amounts ingested are small enough that aspartame is
generally considered noncaloric. Aspartame has a sugar-
like taste, and enhances some flavors.

Before aspartame was approved by the FDA, it under-
went the most rigorous review the agency ever gave a food
additive. The process took approximately 10 years to com-
plete. In early 1984, aspartame’s safety in beverages was
again brought into question by researchers at the University
of Arizona and the Community Nutrition Institute. The
FDA, however, rejected a request for further hearings,
saying it was satisfied that aspartame is safe in soft drinks.
More recently, some research reports show that artificial
sweeteners have had no effect on lowering weight levels
and suggest that artificial sweeteners may actually
increase appetite and thirst. To date, these findings have
not appeared to affect the American consumer’s perceived
benefit of low-calorie sweeteners. A few cases relating
aspartame consumption to severe medical reactions have
been reported in medical journals. About 4000 consumer
health complaints of headaches and other reactions have
been received by the FDA, allegedly due to the consump-
tion of aspartame. The clinical validity and resultant out-
come of these claims are not known at the present time.

Saccharin was discovered in 1879 and has been used as
a food additive since the early 1900s. Saccharin is approx-
imately 300 times as sweet as sucrose. Because it is acidic
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TABLE 83.6
Regulatory Status and Sweetness Relative to Sugara

Sweetness European
(Sucrose � 1) U.S. Canada Community Japan

Cyclamate, 30 P A A N

Na salt

Aspartame 200 A A A A

Acesulfame K 200 A A A P

Saccharin 300 A Ne A A

Sucraloseb 600 A A A N

Thaumatin (talin) 3000 A A A A

Alitamec 2000 P P P P

Neohesperidin 2000 N N A N

DC

Stevioside 300 N N N A

Glycyrrhizin 300 Nd N N A

Neotame 7000–13000 A N N N

a A � approved; P � petition filed; N � not approved.
b Sucralose is approved in Australia, Russia, Brazil, New Zealand, Quasar,
Romania, and Mexico.
c Alitame is approved in Australia, New Zealand, People’s Republican of
China, Indonesia, Colombia, and Mexico.
dGlycyrrhizin is approved as a flavoring, but not as a sweetener in the
United States.
eSaccharin in Canada is limited for use in personal care products and
pharmaceutical, but it is banned in foods and beverages.
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and not very soluble in water, it is used primarily as its
sodium salt. Saccharin combines well with other sweeten-
ers and has an excellent shelf life. Its main disadvantages
are a bitter, metallic aftertaste and concern over its safety.
Saccharin is the most widely used nonnutritive sweetener
worldwide and is the least expensive on a sweetness basis.

The FDA took saccharin off the GRAS list in the early
1970s as a result of a study suggesting is caused cancer in
rats. A ban on saccharin used in the United States was pro-
posed by the FDA but was stayed by Congress in 1977
because of the ensuing public uproar fueled by the fact
that there was then no noncaloric sweetener to replace it.
However, saccharin has now been cleared of the possibil-
ity of causing bladder cancer by a number of studies. It is
banned in Canada.

Saccharin has been used primarily in soft drinks, but
also as a tabletop sweetener and in a wide range of other
beverages and foods. A drop in the demand for saccharin
for use in soft drinks occurred in early 1985 after Coca-
Cola and Pepsi-Cola substituted a major portion of their
saccharin use with aspartame. However, it is still used in
other products in the rapidly growing dietetic soft drink
market.

In July 1988, the FDA approved the use of Hoechst
AG’s (now Nutrinova) acesulfame K (Sunette™) for use
in chewing gum, dry beverage mixes, instant coffee and
tea, gelatins, puddings, and nondairy creamers. In 1998,
the FDA approved its use in nonalcoholic beverages.
Acesulfame K has a rapidly perceptible sweet taste 200
times that of sucrose. It has a good shelf life and is rela-
tively stable across temperature and pH ranges associated
with the preparation and processing of foods. Baked
goods, candies, and dry mixes are believed to be the most
viable markets for this low-calorie sweetener. A limitation
is an unusual taste detected at levels required for adequate
sweetness, which will no doubt prevent its widespread use
in diet soft drinks. No toxicity problems have been reported
in a multitude of studies to date.

Sucralose is the only low-calorie sweetener made from
sugar. Since 1991 it has been authorized for use in foods
and beverages in more than 30 countries worldwide, includ-
ing the USA, Canada, EU, Mexico, Brazil, Australia,
New Zealand, Argentina, Lebanon, Russia, and Romania,
and it received FDA approval in April 1998. Developed by
Tate & Lyle (UK), sucralose is a chloroderivative of sucrose,
600 times sweeter than sucrose, made by altering the
sucrose molecule. Unlike sugar, sucralose is not converted
into energy by the body, and therefore contains no calories.
In addition, sucralose does not promote tooth decay, and
is stable in a wide range of pH and thermal process con-
ditions. Its uses include soft drinks, dairy products, baked
and extruded products, puddings, breakfast cereals, jams
and jellies, canned fruit, and chewing gum.

Neotame, formed through a modification of aspar-
tame’s dipeptide base, is approximately 7,000 to 13,000

times sweeter than sugar. It is a free-flowing, water solu-
ble, white crystalline powder that is heat stable and can be
used as a tabletop sweetener as well as in cooking appli-
cations. Examples of uses for which neotame has been
approved include baked goods, nonalcoholic beverages
(including soft drinks), chewing gum, confections and
frostings, frozen desserts, gelatins and puddings, jams and
jellies, processed fruits and fruit juices, toppings and syrups.
In determining the safety of neotame, FDA reviewed data
from more than 113 animal and human studies.

Other high-potency sweeteners not approved for use
in the United States but used elsewhere include the fol-
lowing compounds:

Cyclamate is 30 times sweeter than sucrose. It has 
a sugarlike taste, a good shelf life, and a synergistic effect
when combined with saccharin or aspartame. Cyclamate
was introduced as a food sweetener in the 1950s, but was
banned in 1970 because of its suspected carcinogenic
potential. Since then, Abbott Laboratories, the developer
and main producer of cyclamate, has undertaken further
studies and submitted petitions to the FDA that demonstrate
its safety. In June 1985, the National Academy of Sciences
concluded that cyclamate was not a carcinogen. The FDA,
however, has not reapproved use of the sweetener.
Cyclamate use is currently permitted in more than 40 coun-
tries, including Canada and the EU (excluding the United
Kingdom). Cyclamate is used as a tabletop sweetener, in
beverages, and in low-calorie foods, particularly in com-
bination with saccharin. The use of cyclamate with saccha-
rin gives a better taste to beverages than saccharin alone.
Thus saccharin producers would welcome reintroduction
of cyclamate in view of competition from aspartame.

Developed by Pfizer in 1979 (prior to selling its food
business), alitame is a dipeptide made of two amino acids,
L-aspartic and D-alanine. It is 2000 times as sweet as
sugar, with the same taste as sugar; thus its use level would
be 25–400 ppm. Composition and use patents had been
issued in 32 countries. The U.S. patent expired in 2000.
Alitame is approved in Australia, New Zealand, the People’s
Republic of China, Indonesia, and Mexico for use in food,
beverage, and tabletop applications. Approval is still
pending in the United States, Japan, Canada, and the EU.
Potential market applications for alitame include bakery
products, snack foods, candies and confectionaries, ice
cream, and frozen dairy products. A reported advantage of
alitame over aspartame is lower loss during cooking and
heating, since it is heat-stable.

Thaumatin, a mixture of sweet-tasting proteins from
the seeds of Thaumato coccusceus daniellii, a West African
fruit, is about 2000–2500 times sweeter than sucrose. Its
taste develops slowly and leaves a licorice aftertaste.
Thaumatin acts synergistically with saccharin, acesulfame
K, and stevioside. Potential applications include beverages
and desserts; it cannot be used in baked products.
Thaumatin is generally recognized in the United States as
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safe for chewing gum, and the supplier. Tate & Lyle, is
seeking GRAS extensions for other foods. Thaumatin has
been permitted in Japan as a natural food additive since
1979. Although it is approved for use as a sweetener in the
United Kingdom and Australia, it is used primarily as a
flavor enhancer.

Stevia rebaudiana, a plant native to South America, is
the source of the stevia extract, which is a natural sweet-
ener. Stevia can be used in food products that require baking
or cooking because of its stability in high temperatures.
This product is approved for use as a sweetener in Japan,
but is not approved for use in the United States. There is
currently a proposal in Brazil that the sweetener be included
in any sugar-free soft drink in that country. Brazil is believed
to be the third-largest soft drink market in the world, after
the United States and Mexico.

Dihydrochalcones (DHCs) are derived from
bioflavonoids of citrus fruits and are 300–2000 times
sweeter than sucrose. They leave a licorice aftertaste and
give a delayed perception of sweetness. Currently DHC
that is 2000 times sweeter than sucrose is produced from
bitter Seville oranges by hydrogenation of natural neohes-
peridin (the main flavone of some oranges). In low con-
centration in combination with other sweeteners, it has
potential uses in chewing gum, candies, some fruit juices,
mouthwash, toothpaste, and pharmaceuticals. It is approved
for use in Spain, the Netherlands, Germany, Belgium, and
Zimbabwe.

Several other high-potency plant constituents (in addi-
tion to stevia and thaumatin) that have been considered as
food sweeteners include monellin from the African
“serendipity berry”; glycyrrhizin, also discussed as a flavor
enhancer and extracted from the licorice root; and hernan-
dulcin, an oil extracted from a Mexican plant. Such sweet-
eners could potentially be used in addition to or as
substitutes for synthetic sweeteners that are now used to
sweeten low-calorie or dietetic foods and beverages.

B. THICKENERS AND STABILIZERS

Thickeners and stabilizers (also called hydrocolloids,
gums, or water-soluble polymers) provide a number of use-
ful effects in food products. The technical base for these
effects results from the ability of these materials to modify
the physical properties of water. Most food and beverage
products largely consist of water. Water-soluble materials
function as rheology modifiers, affecting the flow and feel
(mouth) of food and beverage products; act as suspension
agents for food products containing particulate matter; sta-
bilize oil/water mixtures; act as binders in dry and semidry
food products; and create both hard and soft gels in food
products that require this physical form.

During the 1990s, fat replacement (discussed in detail
in a later section) became a major application for modi-
fied starches and gums as these additives provide unique

texturizing, bulking, and emulsifying properties. Moreover,
natural gums have been preposed as good sources of
dietary fiber. Thickeners and stabilizers are generally used
in very small amounts in most food products (e.g., 0.15%
in jam, 0.35% in ice cream, and 1–2% in salad dressings).
Table 83.7 indicates the primary functions of many food
thickeners.

Two principal classes of these materials are recognized:
natural materials obtained from plants and animals, and
semisynthetic materials that are manufactured by chemical
derivatization of natural organic materials, generally based
on a polysaccharide on microbial fermentation-based sub-
stances. A third class known as “synthetic polymers,”
obtained from petroleum or natural gas precursors, is not
used as a food additive. Figure 83.3 shows the sources and
the various hydrocolloids used by the food processing
industries.

Unmodified or natural corn starch, produced by the
wet milling of field corn, supplies the majority of thicken-
ing material for the American food and beverage market.
Other natural starches of significance include potato, tapi-
oca, arrowroot, and sago starches. Unmodified cornstarch,
commonly called pearl starch, is used in the food process-
ing industry in the preparation of sauces, gravies, and fill-
ings. It is the choice thickening ingredient in many
formulated food products because of its modest price. It is
modestly priced in comparison to modified starch, but
even more so compared with additives such as cellulose
ethers, guar, xanthan, and alginates. Major use categories
for unmodified starch include

● Meat gravies
● Cooked puddings
● Cream-style sauces
● Pie fillings
● Barbecue sauces
● Salad dressings
● Baked good fillings

Modified starches used in food products or food pro-
cessing have been modified to

Extend the bodying or gelling effect of normal
starches

Improve resistance to acid or heat degradability and
to low temperature and freeze/thaw (eliminating
aggregation)

Improve texture
Modify gelling tendencies as desired
Increase viscosities at high temperature without gelling

on cooling
Provide instant solubility and gelling in cold water

Modified or derivatized starches are generally designed for
more selective food applications than unmodified starch.
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Modified starches are used in a wide variety of products,
including baby foods, purees, candy (e.g., bonbons and but-
ter creams), jellies, cake mixes, dough, various soup pow-
ders and liquids, instant noodles, puddings, pie fillings,
batter mixes, sauces, salad dressings, dairy desserts, snack
foods, and canned foods. In meat products such as sausage,
ham, and luncheon meat, modified starches serve as a binder
as well as thickener. Recently, modified starches have been
used as fat substitutes in margarine-like spreads, salad dress-
ings, cookies, and baked products.

Casein is a protein occurring naturally in, and obtained
from, milk; it is the main ingredient in cheese. Casein is
marketed as sodium, calcium, potassium, or magnesium
caseinate and is used in confections, puddings, bakery fill-
ings and frostings, coffee whiteners, and whipped toppings.
In 1970 only five protein products were available from milk.
Since then, numerous advances have been made used in
the methods to isolate and modify proteins. As a result,
most suppliers now offer multitudes of specialty casein
products.

Gelatin is obtained from pork skin and bones (type A),
or beef skin and bones (type B). Type A is mostly used for
confectionery products and type B for dairy applications.
Gelatin is about 97% protein, but it has no beneficial value

to human nutrition. Food applications for gelatin includes
dairy products such as yogurts, confectionary products such
as gummy animal chewables, meats such as canned hams,
and gelatin desserts. Gelatin is hygroscopic, capable of
absorbing up to 10 times its weight in water. Under refrig-
eration it forms a thermally reversible gel of high strength.

Gelatin seems to exhibit little synergy with other thick-
eners and stabilizers. Therefore it appears to be of little
benefit to blend gelatin with other gums to produce custom
formulations.

Carboxymethylcellulose (CMC) is the primary cellu-
lose ether consumed in food and beverage applications,
mainly in pet foods, frozen dairy products, beverages, bak-
ers’ goods, dry drink mixes, syrups, glazes, icings, and top-
pings. The current search for microwave-compatible food
additives makes CMC a candidate for this rapidly growing
formulated food market. CMC, a nonnutritive substance,
is also popular in diet food formulations requiring thick-
eners and stabilizers. Methylcellulose (MC) and hydrox-
ypropylcellulose (HPC) are also used in specialized food
and beverage applications, but their relatively high market
prices preclude them from large volume applications.

Guar gum is the galactomannan derived from the
endosperm of guar seeds (Cyamoposis tetragonolobus)
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Origin Products Origin Products

Plant Plant

Animal

Natural

Tree and
shrub
exudates

Tree
extracts

Seed 
extracts

Seaweed
extracts

Fruit
extracts

Grains and
roots

Milk
protein

Skin and
bones

Casein

Gelatin

Starches

Pectins

Larch gum

Agar
Alginates
Carrageenan
Furcellaran and
other

Microbial

Semisynthetica

Cellulose fibers
and cotton linters

Seed extracts

Exocellular
polysaccharides

Carboxymethylcellulose
Methylcellulose
Hydroxyethylcellulose
and others

Guar guam derivatives

Gellan gum
Dextran
Xanthan gumb

Gum arabic
Gum karaya
Gum Tragacanth
Gum ghatti

Locust bean
gum
Quince seed
Psyillum seed
Tamarind seed
Guar gum
Tarragon

a Natural-based, but highly derivatized and commercially significant products.

b Although xanthan gum is sourced from a natural product (grain), it is classified as a semisynthetic polymer because it is
  manufactured by fermentation in a chemical plant. Some industry sources disagree with this classification.

FIGURE 83.3 Natural and semisynthetic hydrocolloids used as food additives.
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grown in India and Pakistan since ancient times. It is one
of the most economical and widely used gums, with
extensive use in a variety of food applications since the
1950s. In spite of several attempts by major domestic guar
concerns to encourage domestic production of guar in
Texas and other arid agricultural areas of the American
Southwest, most of the guar gum consumed in the United
States is derived from imported degermed guar beans
(splits), mostly from India. Because of changing supplies
due to weather and harvest conditions, as well as the
demand for guar gum for industrial applications, the price
of guar gum tends to shift dramatically. However, guar is
expected to remain one of the most cost-effective thicken-
ers on the market. Major uses for guar gum include ice
cream, dessert toppings (e.g., Cool Whip®), frozen and
refrigerated prepared meals, cheese, imitation bakery jel-
lies and dry-mix bakery formulations, fruit drinks, soups,
gravy and sauce mixes, water-based frozen desserts, salad
dressings, and instant hot cereal.

Alginates are extracted from different types of sea-
weeds, mainly from brown seaweed, Macrocytis pyrifera
and Laminaria sp. The alginates include the various salts
of alginic acid and propylene glycol alginate (PGA).
Sodium alginate is used primarily as a binder in frozen
desserts, reconstituted onion rings, crab and shrimp analogs,
instant pudding mixes, fabricated puddings, sauces and
gravies (particularly those containing milk or requiring
the low “weep” property of alginates), and re-formed meats.

Propylene glycol alginate (PGA) is used in the United
States as a foam stabilizer in beers and ales. In addition,
PGA is used by major food manufacturers in salad dress-
ing formulations. The nonsodium light metal salts of
alginic acid are used as sodium alginate alternatives in
low-sodium and dietary food specialties.

Xanthan gum, a fermentation product, is used in salad
dressings, relishes, syrups, sauces, bakery fillings, prepared
puddings, glazes and toppings, processed cheese products,
dry cake and beverage mixes, and fruit and carbonated bev-
erages. A significant use is in dairy products, where it pre-
vents the separation of the contained whey from the rest of
the food product. Xanthan does not exhibit any reactivity
with milk proteins and therefore is often used in combi-
nation with other hydrocolloids, particularly carrageenan.
Moreover, the stability of xanthan gum to acid and high
salt content makes it very useful for many types of foods.

Gellan gum is the latest hydrocolloid approved for
food use, produced with a fermentation process like that
used for the fermentation of xanthan gum by the organism
Auromonas elodea. The FDA approved gellan gum for use
in icings, frostings, bakery fillings, and low-solids jams
and jellies and confections. It is also approved for food use
in Japan. Gellan gum can be used at levels substantially
below those required by conventional hydrocolloids. There
are two forms of gellan gum. The first is a high-acetyl gum,
which is partly acetylated and provides thermoreversible

gels. The second is a low-acetyl gum forming a firmer and
more brittle gel.

Pectin is a fruit extract from the peel of citrus fruits and
apple pomace. The main commercial types used in foods
are pectin itself and potassium pectinate, sodium pecti-
nate, and amidated pectin. Commercial products include
high ester [degree of esterification (DE) of 50] or low
ester (DE of less than 50) pectins. Traditional food uses of
pectins are in jellies and jams. Newer applications include
gummy candies and fruit-flavored juices and carbonated
drinks. In gummy candies and jellies, it is replacing starch
for improvement of fruity flavor. In fruit-flavored drinks,
it stabilizes the constituents and makes the product more
appealing. A constraint on the supply of pectin is the
approval required by the EPA to start up a new plant.
Because of the high costs of compliance to dispose of the
large volume of waste generated during pectin production,
the last North American pectin production plant was relo-
cated from Florida to Mexico.

Locust bean gum is obtained from the carob tree. The
major source of locust bean gum is the Mediterranean
countries. The size and quality of the crop is directed
related to climatic conditions, producing periodic short-
ages of supply and great fluctuations of price. Chemically
locust bean gum is similar to guar gum. Anionic, cationic,
and hydroxyalkyl derivatives are also produced commer-
cially. Locust bean gum swells in cold water, but heating
is necessary for maximum solubility. Locust bean gum is
widely used in frozen dairy products, in conjunction with
guar gum and carrageenan, and is used for preventing
syneresis in cream cheese. In addition, locust bean gum 
is used in many nonemulsified sauces and dressings as a
thickener, in prepared meals, and in bakery products as a
moisture retention aid. Much of the locust bean gum is
supplied in a blended form to the dairy industry.

Gum arabic is obtained from various trees of the genus
Acacia, primarily from A. senegal. It is highly soluble in
water (up to 50%), and its solutions are of relatively low
viscosity. Other advantages of gum arabic as a food addi-
tive are its nontoxicity and lack of odor, color, and taste.
These properties are especially useful in systems requir-
ing emulsifying properties, such as high solid suspen-
sions. It is used as an emulsifier in beverages for citrus oil
and flavors, a foam stabilizer in beer, as a crystallization
retarder and emulsifier in confectionaries, and as a stabi-
lizer in dairy and bakery products. Since the source of
supply has sometimes been unreliable because of political
and social events in the Middle East, many U.S. users
have turned to substitutes, including starch derivatives.

Carrageenan is extracted from Irish moss (Chondrus
and Gigartina species) that is harvested off the Atlantic
shores of New England, the Canadian Maritime Provinces,
and several European countries. Carrageenan is readily
soluble in water to form an inelastic gel and is commonly
used with other gums. Its most unique property is a high
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degree of reactivity with certain proteins, such as casein.
The largest application of carrageenan in food use is in
dairy products (e.g., frozen desserts, flavored milk powder,
nondairy creamers). For example, coca can be suspended
in milk with the use of about 0.025% carrageenan.

One of the most significant recent developments for
carrageenan suppliers has been its widespread use in poul-
try applications for moisture retention. The product serves
to retain moisture before and during cooking and allows
the poultry to be pumped with large amounts of water.

In 1990, the FDA decided to allow an unrefined sea-
weed extract known as Philippine Natural Grade (PNG) to
be sold under the carrageenan heading. Traditionally,
refined carrageenan is made in a 10-step process in which
carrageenan is extracted from the seaweed and then fil-
tered to remove the cell walls, or cellulose, the other sub-
stances from the seaweed. PNG carrageenan is prepared
in a five-step process that extracts the unwanted substances
from the seaweed, leaving both carrageenan and about
10–14% cellulose, as opposed to the less than 1% found in
traditionally refined product. PNG is currently being used
in the meat, cheese, and pharmaceutical markets.

Agar (also called agar-agar) is obtained from various
red-purple seaweeds of the class Rhodophycae. Agar is
used primarily in baked foods (icings, toppings, meringues)
and in confectionary products. Because agar is the most
expensive of the seaweed extracts, there have been efforts
to substitute with other gums such as carrageenan.

A number of other thickening agents are used by the
food industry, but the represent a very minor portion of the
food additives market. Most are higher priced, in erratic
supply, and face increasing competition from the princi-
pally used thickeners. Such other thickening and stabiliz-
ing agents and their principal uses include

● Ghatti gum. Obtained from India and Sri Lanka;
no other functional properties are known than
thickening and emulsion stabilization.

● Tragacanth gum. Obtained from the Middle
East and used in salad dressings and sauces.

● Karaya gum. Obtained from India and used for
extreme thickening to pastelike gels.

C. COLORS

Colors are additives used to improve the overall appear-
ance of foods and influence the perception of texture and
taste. Products are derived from either natural origins or
produced synthetically. In the United States, colors are
divided into two types: certified (FD&C) and natural
(exempt from certification) colors. Food colors are listed
in the Code of Federal Regulations (CFR) Title 21 parts
70–82. If an additive is not specifically included in these
sections, it may not be used for coloring food, drug, or
cosmetic products that will be sold in the United States.

There is some confusion about the term “natural” col-
ors. The definition of “natural” varies between the United
States, Europe, and Japan. This section will concentrate
on the U.S. regulations, with occasional reference to others.
In the United States, from a regulatory point of view, there
is no definition for natural colors, only “certified dyes”
and “color additives exempt from certification.” Certified
colors are synthetic materials whose purity is checked by
the FDA. Colors, obtained from animal, plant, or mineral
origins are not certified because they often contain complex
mixtures of many components. The exact composition of
natural color varies from plant variety to plant variety,
from region to region, and from season to season. Users
depend on the integrity of their suppliers to ensure product
quality.

The certification process concerns only batch purity, it
does not guarantee the safety of the color molecule. There
is no inherent reason why certified colors are either more
safe or less safe than natural colors (colors exempt from
certification). In order to market their products, U.S. pro-
ducers must submit product samples from each batch of
material and pay a certification fee. The materials are ana-
lyzed in an FDA laboratory to ensure that they meet spe-
cific purity specifications. In other parts of the world, only
self-certification exists, except in Japan where certification
of synthetic colors has been required since 1994. Certified
food colors, both primary and blends, are produced in a
variety of forms including powder, liquid, granules, plat-
ing blends, nonflashing blends, pastes, and dispersion; the
least expensive form is powder.

A number of formerly certified FD&C colors have
been banned under the provisions of the Delaney clause of
the Food, Drug & Cosmetic Act, either because they were
found to be carcinogenic or because there was no assurance
that they could be made free from carcinogenic impurities.
These actions have steadily reduced the number of certified
dye colors available to the U.S. food industry from more
than 22 in 1950 to 7 in 2003. (In addition FD&C citrus red
no. 2, is permitted for coloring the skins of oranges that are
not intended or used for processing, but it has not been pro-
duced in the United States in recent years; and orange B
may be used for coloring the casings or surfaces of frank-
furters and sausages.) Certified food colorants can be
divided into dyes and lakes. Dyes are chemical compounds
that exhibit their coloring power or tinctorial strength when
dissolved in a solvent. Lakes are insoluble colored mate-
rials that color by dispersion. Table 83.8 shows the physi-
cal properties of these seven certified food colorants.

Color regulations specify a legal minimum of 85%
pure dye for primary colors, but most dye lots contain from
90–93% pure dye. Certified dyes fall into several chemi-
cal classes: azo-dyes (yellow no. 5, yellow no. 6, red no. 40,
citrus red no. 2), triphenylmethane dyes (blue no. 1, green
no. 3), xanthine type (red no. 3), and sulfonated indigo
(blue no. 2).
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FD&C dyes are also used in the production of lakes,
which are pigments prepared by combining a certified dye
with an insoluble alumina hydrate substratum. Lakes are
both water and oil insoluble and impart color through dis-
persion in food. Thus they are suitable for coloring foods
that cannot tolerate water and products in which the pres-
ence of water is undesirable. Examples include bakery
products (icings, fillings, cake and doughnut mixes), con-
fections, dairy products (hard fat coatings for ice cream
novelties, wax coatings for cheese, yogurt with fruit syrups),
dry pet foods, dry beverage bases, and dessert powders.
The FD&C lakes do not have a legally specified minimum
dye content; manufacturers use formulations of from 11%
(standard) to 42% pure dye (concentrated).

Noncertified colors can be from either natural origins
(primary sources), such as vegetables and fruits, or produced
synthetically. Traditional markets for noncertified food col-
ors include lipid-based, high-fat food systems such as butter,
margarine, shortening, popcorn oil, processed cheeses and
spreads, salad dressing, and snack foods. Water-soluble
forms are also available and are used in beverages, baked
goods, confections, and dairy products. Food color additives
exempt from certification, their colors and sources are
listed in Table 83.9 and described in more detail below.

Annatto extract (Bixin, Norbixin, etc.) is an extract of
a seed from a shrub called Bixa orellana L. that grow in
South America, East Africa, and the Caribbean. Oil- and
water-soluble forms exist depending on the method of
extraction. Annatto extracts exhibit various yellow shades,
and are commonly used in cheddar cheese and bakery
products, often in combination with turmeric or paprika
oleoresin.

Beet juice/powder (betanin, beet-root red, etc.) is a
water-soluble color found as the predominant pigment in
red beets (Beta vulgaris). Several forms exist, including
dried ground beets, or dehydrated beet powder; beet juice
concentrate, the liquid obtained by concentrating the
expressed juice from mature beets; and beet powder, made
by spray drying beet juice concentrate onto a carrier of
maltodextrin.

Canthaxanthin (Roxanthin) is a synthetically prepared
carotenoid that is commercially available as a water-
dispersible powder. It exhibits reddish orange to dull 
violet shades.

Food Additives 83-23

TABLE 83.8
Physical and Chemical Properties of Certified U.S. Food Colorants

Compatibility
Stability to with Food Tinctorial Water

FD&C Name Common Name Light Oxidation pH Change Components Strength Hue Solubility

Red no. 3 Erythrosine Fair Fair Poor Poor Very good Blue 9
Red no. 40 Allura red AC Very good Fair Good Very good Very good Yellow 25
Yellow no. 6 Sunset yellow FCF Fair Fair Good Good Good Red 19
Yellow no. 5 Tartrazine Good Fair Good Good Good Lemon yellow 20
Blue no. 1 Brilliant blue FCF Fair Poor Good (unstable Good Excellent Green-blue 20

in alkali)
Blue no. 2 Sodium indigo Very poor Poor Poor Very poor Poor Deep blue 1.6

disulfonates
Green no. 3 Fast green FCF Fair Poor Good Good Excellent Blue 20

TABLE 83.9
Food Color Additives Exempt from Certificationa

Additive Color Source

Annatto extract Yellow Vegetable
Beet juice Red Vegetable
Dehydrated beets Purple Vegetable
Canthaxanthinb Red Synthetic
Caramel Brown Semi-synthetic
Apocarotenalc Orange Synthetic
Beta-carotene Yellow Synthetic
Carrot oil Yellow Vegetable
Cochineal extract (carmine) Red Insect
Corn endosperm oild Yellow Vegetable
Dried algae meald Yellow Plant
Ferrous gluconatee Black Synthetic
Ferrous lactatee Black Synthetic
Fruit juice (grape and cranberry) Red Fruit
Grape skin extract (enocianina)f Red Fruit
Paprika Red Vegetable
Paprika oleoresin Red Vegetable
Riboflavin Yellow Synthetic
Saffron Yellow Vegetable
Titanium dioxideg White Synthetic
Turmeric Yellow Vegetable
Turmeric oleoresin Yellow Vegetable
Vegetable juice Red Beet and red 

cabbage juice

a Under the Code of Federal Regulations, Title 21. No color additive may
be used in foods for which standards of identity have been promulgated
under Section 401 of the Federal Food, Drug & Cosmetic Act, unless the
use of added color is authorized by such standards.
b May not exceed 66 mg/kg of solid, or pint of liquid, food.
c May not exceed 33 mg/kg of solid, or pint of liquid, food.
d To enhance yellow color of chicken skin and egg yolk.
e To color ripe olive.
f Used only in beverages.
g May not exceed 1% by weight of the food.
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Caramel (burnt sugar) color results from the controlled
heat treatment of food-grade carbohydrates. Often catalysts
are added to drive the reaction to the desired color end
point. Caramel colors exhibit a colloidal charge and a vari-
ety of shades from yellow brown to reddish brown, and is
available in powder and liquid forms. Caramel has a very
large market in cola beverages. It is also used in bakery
products and confectionaries.

Apocarotenal (beta-apo-8�-carotenal) is a red-orange
synthetically prepared carotenoid that is oil soluble. The
pigment is found in oranges and tangerines and is com-
monly used in products such as cheese spreads and snack
foods. In the United States, a usage restriction of 15 mg/lb
of semisolid or solid food exists.

Commercial products of natural beta-carotene exist
from several sources, including the alga Dunaliella salina
and palm oil. Beta-carotene can be also synthesized. It is
oil soluble and exhibits a characteristic butter to egg-yolk
shade. It is commonly used in baked goods, beverages,
and confections.

Cochineal extract, or carmine, the lake pigment of
cochineal extract, is an extract of a female cochineal insect
Dactylopius coccus, or Coccus cacti. It is a stable colorant
used since antiquity. At pH 4 and below it is orange, at pH
4–6 it is magenta-red color, and at pH greater than 6, it has
a blue-red shade. The insect is commonly cultivated in Peru,
Ecuador, and the Canary Islands. Approximately 70,000
insects are required to produce one lb of 50% carminic acid
lake. It is commonly used in beverages, sausage products,
aperitifs, and confections. Cochineal extract is not kosher.

Fruit juices that typically contain carotenoid- or
anthocyanin-type pigments are often used in concentrated
or single-strength forms as coloring agents. In the United
States, fruit juices must be expressed from mature vari-
eties of edible fruits or a water infusion of the dried fruit.
Fruit juices that are used for coloring include cranberry,
cherry, raspberry, elderberry, grape, orange, and tomato.

Grape skin extract (enocianina) is obtained by an aque-
ous extraction of fresh, deseeded marc remaining after
grapes have been pressed to produce grape juice or wine.
It contains the common components of grape juice but not
in the same proportion. During the steeping process, sul-
fur dioxide is added, and most of the extracted sugars are
fermented to alcohol. The extract is concentrated by vac-
uum evaporation, during which practically all of the alco-
hols are removed. A small amount of sulfur dioxide may
be present. In the United States, grape skin extract is per-
mitted only for use in coloring beverages.

Paprika is the ground form of sweet red peppers
(Capsicum annum). Paprika oleoresin is a solvent extract
of the coloring principles of sweet red peppers. Extraction
of the peppers is carried out with several permitted solvents,
including hexane, ethylene dichloride, and various alcohols.
Oil is commonly added to the extract to standardize the
strength, with typical designations in American Spice Trade

Association (ASTA) units and color value units (CVU).
Paprika oleoresins are oil soluble, reddish orange shades.
Typical applications include coloring salad dressings, snack
foods, cheese product, baked goods, breading, and crackers.

Riboflavin, a bright yellow color, is also referred to as
lactoflavin and vitamin B2. It is a naturally occurring yellow
pigment isolated from milk, and it can also be synthesized.
It has limited solubility, a bitter taste, and is light sensitive,
therefore it has limited use.

Saffron is the dried stigmas or extract or Crocus
sativus. The predominant pigments are crocin and cro-
cetin. Saffron is limited in its application due to its very
high cost; approximately 165,000 blossoms are required
to produce 1 kg of colorant. Saffron is commonly used as
a spice and colorant in rice products. Its bright lemon-
yellow color is also used in applications such as soups,
baked goods, and certain dairy products.

Titanium dioxide is a white pigment that is reacted
product from a mineral oxide called ilmenite, a type of iron
ore. The crystal form, anatase, is the form of choice as a
colorant for food. In the United States, purity of 99% or
greater is required. Titanium oxide is the only white pig-
ment currently permitted as a color additive in the United
States. It is often used to opacify systems such as low-fat/
no-fat salad dressings and dairy products, pet foods, baked
goods, sugar-coated candies, and other confections. It colors
by dispersion, as it is not water or oil soluble.

Turmeric and turmeric oleoresin is a bright yellow
pigment from the rhizome Curcuma longa, which is grown
predominantly in India. The principle coloring agent is
curcumin. The oleoresin form is extracted by solvents, such
as alcohol and acetone. It is available with or without fla-
vor components.

Some vegetable juices, typically in a concentrated
form, are used as coloring agents. In the United States, veg-
etable juices must meet the criteria of the federal regulation,
which describes juice expressed from mature varieties of
edible vegetables. An example of a commercially available
vegetable juice colorant is red cabbage juice, which con-
tains anthocyanins. Most other vegetable juice concentrates
contain chlorophyll pigments and are often not of sufficient
color concentration nor stable enough to be used commer-
cially. In addition, the flavor impact is often undesirable.

Eight synthetic dyes are permitted for use in the EU
countries. Red no. 4 (Ponceau 4R) was banned in the US in
1970, but it is still approved for food use in the EU coun-
tries. At the same time Red no. 40 (Allura Red AC) the most
widely used red color in the United States has not been
approved yet in the EU countries. Twelve water-soluble
dyes and eight of their lake colors are allowed in Japan for
foods. Compared to American consumers, European and
Japanese consumers are more prone to demand that their
food products contain natural colorants.

There is a growing body of evidence that many natu-
ral colorants perform additional functions. They also act
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as vitamins, antioxidants, and antimicrobial and antiviral
agents. Natural colorants also may have anticancer prop-
erties and can be used to treat vascular disease and
improve night vision. This information was discovered in
recent years.

D. FAT REPLACERS

Although fats are essential for a healthy diet, excessive
consumption of fat has been related to health problems. 
Ft replacers are those ingredients that can help to reduce
a food’s fat and calorie levels while maintaining some of
the desirable qualities fat brings to food, such as “mouth
feel,” texture, and flavor. Fat replacers can be carbohy-
drate, protein, or fat based.

Three alternative approaches are being pursued in 
this area:

● Fat substitutes. There are partially or fully non-
metabolizable compounds that possess fatlike
properties and can replace fats on a one-for-one
basis. Most fat substitutes are synthetic com-
pounds that possess fatlike properties and can
replace fat in a broad range of applications.

● Fat mimetics. These are nonfat ingredients that
mimic the mouth feel and other functional prop-
erties provided by fat, but have fewer calories
than fat. In recent years, numerous approaches
have been undertaken to partially replace or to
eliminate fats in food by using FDA-approved
traditional nonfat food ingredients such as novel
carbohydrates and gums, as well as other inno-
vative ingredients, including microparticulated
milk and egg proteins, and modified oat fibers.
These products are capable of duplicating many
of the functional properties of fats, such as lubric-
ity, tenderization, opacity, flavor release, slipper-
iness, melt, and plasticity. These products cannot
substitute for fats on a one-to-one replacement
basis. Moreover, these ingredients are suitable as
fat replacements only in foods that do not require
extensive heat processing (e.g., salad dressings,
frozen desserts, margarine-like spreads, etc.)

● Emulsifiers are fat- or fatty acid-derived com-
pounds that have the ability to modify the sur-
face properties of solids or liquids and possess
many of the properties of a fat or an oil. The
caloric value of most emulsifiers is similar to
that of triglycerides. However, depending on the
degree of esterification and polymerization, some
emulsifiers such as polyglycerol esters may have
a lower calorie content. Polyglycerol esters
contribute only 6 kcal/g. Typically 2% fat in
a formula can be replaced with 1% emulsifier
with no loss of functionality. However, due to

regulatory constraints and flavor considerations,
emulsifiers are usually used at 1% concentration
or less in formulated foods.

1. Low and Noncaloric Lipids

Olestra (brand name Olean™), developed by Procter &
Gamble Co. (P&G), was approved by the FDA in January
1996 for use in preparing potato chips, tortilla chips, and
other savory snacks. Olestra is a sucrose polyester made
from sucrose backbone and six to eight fatty acids. The
number and type of fatty acids vary depending on the per-
formance characteristics desired. The fatty acids are derived
from vegetable oils found in soy, corn, and cottonseed oils.
Olestra molecules are much larger than those of ordinary
fats, so the body’s digestive enzymes cannot break it down.
Thus Olestra is neither digested nor absorbed, passing
straight through the body. It is noncaloric and nonsweet.

Olestra was discovered about 25 years ago. Its sub-
mission to the FDA was withdrawn numerous times as the
information on it was refined. At the time of its approval,
more than 300 volumes covering more than 100 labora-
tory studies on seven species and 98 clinical investigations
involving 2500 humans comprised the body of knowledge
on this compound. P&G spent more than $200 million for
the development and regulatory approval process of olestra.

There are some concerns about olestra because it
blocks the absorption of fat-soluble vitamins consumed
with it. Therefore the FDA requires that fat-soluble vita-
mins A, D, E, and K be added to foods made with olestra.
Also it is reported to cause abdominal discomfort and may
act as a laxative in some cases. Therefore products with
olestra have to carry a warning label that these effects are
possible. Approval of olestra brought a range of responses
from scientists and consumer advocates who disapprove
of its use, as well as endorsements by groups such as the
American Dietetic Association, which identifies olestra as
“one more choice for consumers in the war against fat.”

Medium-chain triglycerides (MCT) are esters of frac-
tional coconut oil fatty acids. These compounds provide
8.3 kcal/g, only slightly less than conventional fats.
However, recent physiological studies suggest that MCTs
are burned readily for energy and have little tendency to
be incorporated into tissue lipids that are not deposited as
fat. MCTs are GRAS compounds, have been used in med-
ical and infant feeding products for more than 30 years,
but have not been used in consumer food products because
of their high cost. More recently, their use has been
expanded into sport/nutrition foods.

2. Fat Mimetics

a. Carbohydrate-based substitutes
Nearly 40 different products based on starch have been
recommended for fat replacement. Some of these exist as
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products with other uses, although several have been
developed specifically as fat mimetics. Most of the mate-
rials in this category are used to form a gel containing
modified starch and water. The gel is then substituted for
fat in the formula on an equal-weight basis. Starch-based
fat mimetics have many different properties depending on
the parent starch and on the degree of cross-linking, sub-
stitution, and acid modification. In many instances, two or
more starches must be used together to give the desired
effect, or they can be combined with other polymers and
emulsifiers.

Maltodextrins are products of the acid hydrolysis of
starch, and act as bulking agents, giving the mouth-feel
qualities of fat. One of the first on the market, in 1984,
was N-Oil, a hydrolyzed tapioca maltodextrin. The sub-
stance forms a thermoreversible gel in aqueous foods, and
therefore creates the mouth feel of fat, N-oil and several
similar products are used in frozen desserts, salad dress-
ings, margarine-type spreads, dips, baked products, and
snacks. Several other starch-based maltodextrin fat
replacers are available.

One of the most widely used fat mimetics is Avicel™,
a cellulose derivative used in frozen desserts, salad dress-
ings, and baked goods. Methocel, a food gum, is made of
cellulose ethers for use in bakery products, fried foods,
and salad dressings.

Pectin is a gum that forms a gel. It has a large water-
holding capacity and therefore helps to overcome some 
of the dry impression of fat-free foods. A gum is a soluble
fiber, so it must be counted as a carbohydrate (4 kcal/g) in
the calculation of calories for labeling purposes. In 1991
Splenda, a specialty pectin, was introduced as a fat
replacer. Another gum fat replacer, carrageenan, that was
used in low-fat hamburger, failed to achieve wide con-
sumer acceptance.

Other hydrocolloids and gums are frequently promoted
as fat-sparing agents. Xanthan, gelatin, carrageenan, algin,
guar konjak, locust bean gums, etc., can be utilized as well
for their fat-sparing function.

Polydextrose — “Litesse™” and “Veri-Lo™” — is
recommended for replacement of fats. Polydextrose is a
water-soluble, reduced-calorie polymer is dextrose that
contains small amounts of sorbitol and citric acid. It pro-
vides 1 cal/g as it is only partially metabolized by the 
human body.

Oatrim, developed in the USDA laboratory in 
Peoria, Illinois, is an amylodextrin with 5% β-glucan
extracted from oat flour. It is used as a fat replacer in
baked products.

b. Protein-based substitutes
Lita is based on zein, a microencapsulated protein from
corn. Like other protein-based fat replacers, it contributes
less than 2 kcal/g. It is used in frozen desserts, whipped
toppings, and mayonnaise.

c. Emulsifiers
Emulsifiers are fat-based substances that are used with
water to replace all or part of the shortening content in
cake mixes, cookies, icings, and vegetable-dairy substi-
tute. Most emulsifiers provide the same calories as fat, but
less is used, resulting in fat and calorie reductions. Many
emulsifiers simply play a “fat-sparing” role. However,
polyglycerol esters may have a lower caloric content than
triglycerides, depending on the degree of esterification
and polymerization.

The commonly used food emulsifiers that have appli-
cations as fat replacers include lecithin, mono- and diglyc-
erides, and derivatives such as acetylated, succinylated,
and diacetyl tartaric esters of distilled monoglycerides,
polyglycerol esters, polysorbates, and sucrose esters.

More information on specific compounds can be
found in the emulsifier section of this chapter.

While fat replacement is still very important to con-
sumers in the United States, over the last years the interest
in low- and non-fat products has begun to weaken. Even
the advent of olestra in snack-food products has not pro-
vided the solution. Still, the fastest growth for fat substitute-
containing products is expected to be in the United States,
where diets have historically been higher in fat and sugar
and consumers appear to have more problems with 
obesity/weight control and associated diseases. In Europe,
consumer preference for low-fat, low-calorie foods per-
ceived as natural, rather than artificial, has tended to limit
acceptance of fat substitutes. On the regulatory side, fat
substitutes face more daunting approval challenges in
Europe than do other types of food additives. In Japan,
and other Asian countries the market for fat substitutes is
currently very small.

E. ENZYMES

Enzymes are catalysts used during food processing to
make chemical changes to the food. They are biological
catalysts that make possible or greatly speed up chemical
reactions by combining with the reacting chemicals,
bringing them into the proper configuration for the reac-
tion to take place. They are not affected by the reaction.
All enzymes are proteins and become inactive at temper-
atures greater than about 40°C or in unfavorable conditions
of acidity or alkalinity. Some of the specific functions food
enzymes perform include:

● Speed up reaction
● Reduce viscosity
● Improve extractions
● Carry out bioconversions
● Enhance separations
● Develop functionality
● Create/intensify flavor
● Synthesize chemicals
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Food enzymes are usually classified into the following
categories:

● Carbohydrates and amylases are commercially
the most important subgroup, hydrolyzing 1,4-
glycosidic bonds in carbohydrates

● Proteases, hydrolyze peptide bonds in proteins
● Lipases, split hydrocarbons from lipids
● Pectic enzymes and cellulases, hydrolyze plant

cell wall material
● Specialty enzymes

These enzyme categories can be divided further into
15–20 subgroups. The traditional roles of enzymes in the
food industry have been in the processing of bakery
goods, alcoholic beverages, and starch conversion. But
interest is now focused on newer and more varied appli-
cations, such as hydrolysis of lactose, the preparation 
of modified fats and oils, the processing of fruit juices,
and other processes where newer enzymes are being 
identified.

Today many food processes utilize enzymes. Food-
grade enzymes encompass a wide variety of commercial
products that are employed in the production, conversion,
and modification of foods because of their highly effi-
ciency and selective catalytic functions. Table 83.10 lists
many of the major food enzymes and gives some applica-
tions in foods and food processing. The largest application
of enzymes in the food industry is the use of alphaamylase,

glucoamylase, and glucose isomerase for starch conver-
sion and production of high fructose corn syrup.

Rennin, a protease enzyme used in cheese making, is
also of significant value, followed by a host of other
enzymes, including pectinases, invertase, lactase, and
maltase (used for the modification of starches and sugars),
catalase, pepsin, glucose oxidase (an antioxidant for
canned foods), and bromelin, ficin, and papain (plant pro-
teases used for tenderizing meat and producing easily
digestible foods). Enzymes are highly specific and can act
only on a single class of chemicals, such as proteins, car-
bohydrates, or fats. These same enzymes are also used in
nonfood applications such as pharmaceuticals, textiles,
detergents, and waste treatment.

Enzymes are produced from animal tissues (e.g., pan-
creatin, tripsin, lipase), plant tissues (e.g., ficin, bromelin),
and most frequently by microorganisms (e.g., pectic, starch
enzymes). Microbial production from a variety of species
of molds, yeasts, and bacteria is increasingly becoming
the predominant source of enzymes.

Application of genetic engineering to the develop-
ment of enzymes has already made a significant impact.
The first food additive produced by genetic engineering
was chymosin, “Chy-Max,™” a microbial rennet that has
been approved by regulatory agencies in the United
States, Canada, the United Kingdom, Australia, Italy, and
several other countries. Advantages of the bioengineering
product are increased yields, relative ease of manufacture,
lower price, and the ability to label the product as kosher.

Food Additives 83-27

TABLE 83.10
Applications for Enzymes in the Food Industry
Food Processing Enzyme Application

Alcohol production Amylases Starch liquefaction
Analytical testing Cellulase, pectinase, amylases Testing for dietary fibers, sugars
Baking Fungal proteases Dough conditioning, flour bleaching, malting, and antistaling
Brewing Microbial proteases, papain, Low-calorie beer, chill proofing, barley, alternative adjunct liquefaction,

pectinase and saccharification
Confections Invertase Cream candy centers
Coffee processing Pectinases, cellulase Removal of burnt flavor in UHT (ultra-heat-treated) milk

Separation of bean, viscosity control of extracts
Dairy Rennins, lactase, lipase Cheese making, accelerated cheese ripening, natural cheese flavor 

concentrations, whey utilization, lactase intolerance
Fats and oils Lipase, phospholipase Coca-butter substitutes, flavor-ester synthesis
Flavors Protease, lipase Synthesis of savory flavors, natural flavor esters
Fruits and vegetables Cellulase Breakdown of cellulose structure
Fruit juice and wine Pectinases Mash treatment, depectinization, starch/araban haze removal, citrus pulp 

wash viscosity reduction, natural cloud production
Protein Bromelin, papain, pepsin, Rendering, soy milk production, egg white replacement emulsifier 

pancreatin production, functional hydrolysates
Sugar processing Amylases, cellulase Removal of undesirable starches and polysaccharides in the processing 

of cane sugar
Starch conversion Glucose isomerase High fructose corn syrup, maltose, and dextrin syrups
Waste treatment Proteases, cellulases, lipase Breakdown of cellulose, lignins, oil residues and other solid waste material
Other Proteases Meat tenderizing, coffee soluble-extract viscosity reduction

DK9848_C083.qxd  15/Oct/05  09:29 AM  Page 27



Approximately, 60% of food enzymes used globally are
now sold as recombinant proteins.

F. VITAMINS

Vitamins are nutritive substances required for normal
growth and maintenance of life. They play an essential role
in regulating metabolism, converting fat and carbohydrates
into energy, and forming tissues and bones. Vitamins can
be used as functional ingredients in foods. Vitamin E (toco-
pherol) and vitamin C (ascorbic acid) protect foods by
serving as antioxidants to inhibit the destructive effects of
oxygen. This helps protect the nutritive value, flavor, and
color of food products. In addition, ascorbic acid enhances
the baking quality of breads, increases the clarity of wine
and beer, and aids color development and inhibition of
nitrosamine formation in cured meat products. Beta-
carotene and beta-apo-8�-carotenal are vitamin A precur-
sors, which are brightly pigmented and may be added to
foods such as margarine and cheese to enhance their appear-
ance. The roles of these substances outside their nutritional
functions are discussed elsewhere in this chapter (see
Antioxidants, Preservatives, and Color).

Thirteen vitamins are recognized as essential for human
health, and deficiency diseases occur if any one is lacking.
Because the human body cannot synthesize most vitamins,
they must be added to the diet. Most vitamins are currently
consumed as pharmaceutical preparations or over-
the-counter vitamin supplements. Some, like vitamins B,
C, D, and E are added directly to food products. Ready-
to-eat breakfast cereals are a good example of fortification.
Because the primary use of these cereals is as a complete
breakfast entrée, they are commonly formulated to pro-
vide 25% or more of the daily value (% DV) per serving
of the 10–12 important vitamins and minerals common to
cereals. Another important example is the fortification of
fruit drinks with vitamin C. Other foods that typically have
added vitamins include margarine, infant formula, meat
replacements, and breakfast bars (Table 83.11).

Vitamins are added to processed foods for several 
reasons:

● To restore vital nutrients lost during process-
ing — this is important with dried milk, dehy-
drated vegetables, canned foods, and refined
and processed foods.

● To standardize nutrient levels in foods when
these fluctuate because of seasonal variations,
soil differences, and methods of preparation.

● To fortify fabricated foods that are low in nutri-
ents and promoted as substitutes for traditional
products; this includes complete breakfasts,
breakfast drinks, meat extenders, and imitation
products such as eggs, milk, cheese, and ice
cream.

● To fortify a major staple, such as bread, with a
nutrient known to be in short supply.

● For the preparation of functional foods (nutraceu-
ticals) containing vitamins that are shown to be
useful in preventing chronic diseases.

Vitamins are typically divided into two groups: fat sol-
uble and water soluble. Fat-soluble vitamins are usually
measured in international units (IUs) and consist of vita-
mins A, D, E, and K. The water-soluble group, usually
measured in units of weight, consists of vitamin C (ascor-
bic acid) as well as the B vitamins. Humans need eight
nutritive B-complex vitamins: niacin, riboflavin, pan-
thotenic acid, pyridoxine, folic acid, thiamin, biotin, and
vitamin B12. Table 83.12 outlines synonyms for and the
most commonly marketed forms of the major vitamins con-
sumed in the United States as food additives.

In 1993 the FDA introduced reference daily intakes
(RDI) [formerly recommended daily allowance (RDA)]
for the labeling of foods and vitamin supplements. The
RDI was designed to spell out the nutritional requirements
of an average American. Those with greater than average
needs (young woman, the elderly, and cigarette smokers,
for example) are responsible for knowing their additional
requirements and supplementing their diet, RDI values for
vitamins established by FDA regulations are listed in
Table 83.12.

Vitamin A is generally added to margarine and milk.
Much of the vitamin A content of milk is obtained by feed-
ing cows supplements of the vitamin. In addition, vitamin
A is frequently added to instant breakfast foods, granola
bars, and quick preparation or energy bar food products to
better position those foods as complete meal replacements.
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TABLE 83.11
Fortified Food Groups
Food Vitamin Use Level Remarks

Milk Vitamin D 420 IU/1 Optional, but

generally added

Beverages Vitamin C 15–100% Optional; also 

(noncarbonated) of U.S. RDI added as an 

per serving antioxidant

Cereals Most essential 25–100% Optional; added 

vitamins of U.S. RDI to 90% of cold 

per serving cereals

Flour Thiamin, 8–15% of U.S. Mandatory

Riboflavin, RDI per 2 oz.

Niacin serving

Margarine Vitamin A 33,100 IU/kg Optional, but 

generally added

Miscellaneous Most essential Added to position 

foods (e.g., vitamins food as complete 

instant breakfast, meal replacement

energy bars, etc.)

DK9848_C083.qxd  15/Oct/05  09:29 AM  Page 28



Most natural vitamin A is derived from fish oils or
carotenoid pigments found in chlorophyll-containing
plants. These carotenoid pigments are the source of sev-
eral provitamins, of which alpha- and beta-carotene are
the most important. Important commercial forms include
beta-carotene, retinol, retinol acetate, and retinol palmi-
tate. Practically all the vitamin A used today is obtained
by synthesis from the chemical intermediate, beta-ionone.

Thiamin (vitamin B1) is found in all plants, but cereal
grains, milk, legumes, nuts, eggs, and pork contain large
amounts. Thiamin is essential for the proper functioning
of the central nervous system. Important commercial prod-
ucts include thiamin hydrochloride and thiamin mononi-
trate. Thiamin is obtained synthetically by several different
routes, including linking chlorate-thylpyrimidine with 
4-methyl-5-(hydroxy-ethyl)thiazole. Another method is
the conversion of 4-amino-5-cyano-pyrimidine into a thio-
formylaminomethyl derivative via catalytic hydrogenation
and reaction with sodium dithioformate.

Riboflavin (vitamin B2) occurs in plant and animal cells.
Important dietary sources include organ meats, yeast, and

dairy products. Riboflavin is produced synthetically from
D-ribose and fermentation processes.

Pantothenic acid (vitamin B3) occurs in all animals
and plants and in some microorganisms. Natural sources
of pantothenic acid include liver, eggs, broccoli, cauliflower,
tomatoes, and molasses. Commercially available forms
include the liquid D-pantothenyl alcohol (panthenol), as
well as calcium D-pantothenate and racemic calcium pan-
tothenate. It is produced commercially by condensation of
D-pantolactone with beta-alanine.

Niacin (vitamin B4) is a generic term that includes
both niacin (nicotinic acid) and niacinamide (nicoti-
namide). Poultry, meats, and fish are the most important
sources of niacin. Both niacin and niacinamide are impor-
tant commercial forms. Niacin is produced synthetically by
the oxidation of quinoline, or 2-methyl-5-ethyl-pyridine.
Niacinamide is produced by amidation of niacin.

Pyridoxine (vitamin B6) refers to naturally occurring
pyridine derivatives that have vitamin B6 activity. Most
forms of the vitamin occur in plant and animals, but chemi-
cal synthesis is a far more efficient and economical method
of production than natural isolation. Pyridoxine hydrochlo-
ride is produced by the condensation of ethoxyacetylace-
tone with cyanoacetamide.

Cyanocobalamin (vitamin B12) is found in dairy and
meat products. Cyanocobalamin and hydroxocobalamin
are the important commercial forms, produced by fer-
mentation using either Streptomycetes griseus or S. aureo-
faciens. Vitamin B12 is essential for bone marrow cells, the
nervous system, and the gastrointestinal tract, as well as
for normal blood function.

Folic acid, a member of the vitamin B complex, is a
yellow-orange crystalline powder found in brewer’s yeast,
wheat, nuts, legumes, and liver tissues. Folic acid and the
calcium salt of folic acid can be obtained synthetically by
a number of routes from triaminohydroxypyridine and
para-aminobenzoylglutamic acid. Folic acid functions as
a coenzyme in the synthesis of nucleic acid, purine-
pyrimidine metabolism, and other systems.

Recently folic acid gained importance because of its
role in reducing the chances of neural tube birth defects
and its role of controlling homocysteine, a risk factor in
atherosclerosis. Medical studies indicate that folic acid
and pyridoxine (vitamin B6) can reduce high levels of
homocysteine, an amino acid, in the blood. A high level
of blood homocysteine was found to be an independent fac-
tor from cholesterol leading to increased risk of heart attack
and stroke. Therefore folic acid and possibly vitamin B6

use in nutraceuticals and other fortified food products
(e.g., breakfast cereals, cereal bars, calorie control and fit-
ness food products, etc.) will increase substantially in the
next few years.

Vitamin C (ascorbic acid) is the most important vita-
mins used as a food additive in terms of volume. Primary
applications include fruit juices, still beverages, juice-added
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TABLE 83.12
Vitamins Consumed as Food Additives and U.S. RDI
Values

Principal U.S. RDI
Vitamin Synonyms Major Market Form Value
Vitamin A 5000 IU

A1 Retinol Vitamin A acetate

Vitamin A palmitate

A2 Dehydroretinol

Vitamin B

Niacin Vitamin B3 Nicotinic acid 20 mg

Thiamin Vitamin B1 Thiamin hydrochloride 1.5 mg

Riboflavin Vitamin B2 Riboflavin 1.7 mg

Pantothenic acid Vitamin B5 Calcium pantothenate 10 mg

Pyridoxine Vitamin B6 Pyridoxine 2 mg

hydrochloride

Cyanocobalamin Vitamin B12 6 µg

Folic acid Vitamin Bc Folate 0.4 mg

Biotin 0.3 mg

Vitamin C Ascorbic acid Ascorbic acid 60 mg

Sodium ascorbate

Calcium ascorbate

Vitamin D 400 IU

D2 Ergocalciferol

D3 Cholecalciferol

Vitamin E Tocopherols DL-alpha tocopherol 30 IU

acetate

D-alpha tocopherol

D-alpha tocopheryl 

acid succinate

Vitamin K

K1 Phytonadione Phylloquinone 65 µg

K3 Menadione
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sodas, and dry cocktail or beverage powder mixes.
Ascorbic acid is also used as a food preservative. Fruit
juice makers, in particular, are applying the vitamin to
preserve and protect against color change in fruit ingredi-
ents. By doing so, they can also promote the high vitamin
content of juices.

Vitamin D2 (ergocalciferol) and vitamin D3 (cholecal-
ciferol) are produced synthetically by the irradiation of the
provitamins ergosterol and 7-dehydrocholesterol, respec-
tively. Vitamin D3 can also be isolated from fish liver oils.
Although vitamins D2 and D3 are both important commer-
cial products, most of the vitamin D is synthesized by the
photochemical conversion of 7-dehydrocholesterol to D3.

Vitamin E is found widely throughout nature, but the
main dietary sources include vegetable fats and oils, dairy
products and meat, eggs, cereals, nuts, and leafy green
and yellow vegetables. The role of tocopherol as an
antioxidant that can reverse the damaging effects of free
radicals and therefore prevent certain chronic diseases has
received increasingly wide attention in recent years.
Naturally occurring vitamin E can be obtained from veg-
etable oil sources by distillation, and recently two major
vegetable oil processors initiated the commercial produc-
tion of natural tocopherols. However, large quantities of
tocopherols are synthetically derived.

Vitamin K, found in green leafy vegetables, tomatoes,
cauliflower, egg yolks, soybean oil, and liver, is essential
for the formation of prothrombin and other blood-clotting
factors in the liver. Menadione and its sodium bisulfite
and diphosphoric acid ester derivatives are the most com-
mon commercial forms of the vitamin K group of com-
pounds. Menadione (vitamin K3) is produced synthetically
by treating 2-methylnaphthalene with chromic acid in the
presence of sulfuric acid.

G. ANTIOXIDANTS

Antioxidants are food additives that retard atmospheric
oxidation and its degrading effects, thus extending the shelf
life of foods. Examples of food oxidative degradation
include products that contain fats and oils in which the
oxidation would produce objectionable rancid odors and
flavors, some of which might even be harmful. Antioxidants
are also used to scavenge oxygen and prevent color, fla-
vor, and nutrient deterioration of cut or bruised fruits and
vegetables.

Recently, definitive studies have shown and been widely
publicized in the news media that antioxidant nutrients
such as ascorbic acid (vitamin C) and tocopherols (vitamin
E) can protect against harmful cell damage and thus prevent
certain human diseases. Foods formulated with antioxi-
dants and other vitamins are now recommended to prevent
and cure cancer, cardiovascular diseases, and cataracts.
The same antioxidants that are used to prevent oxidative
deterioration of food may be used in functional foods

(nutraceuticals, designer foods, etc.) to create products
that prevent or cure certain chronic diseases. In this section,
however, only the food preservation function of antioxi-
dants will be discussed.

To improve the performance of antioxidants, two
other types of food additives, sequestrants (e.g., EDTA,
citric acid) and synergists (e.g., mixtures of antioxidants
and lecithin), are frequently used with them. Antioxidants
may also be present in food packaging as indirect food
additives, but such use is not covered in this chapter.

Food antioxidants can be divided into water-soluble
and oil-soluble compounds and also classified as natural
or synthetic, as shown in Table 83.13. The most frequently
used natural antioxidants are ascorbic acid (vitamin C), its
stereo isomer erythorbic acid, and their sodium salts, plus
the mixed delta and gamma tocopherols. While ascorbic
acid finds its major use as a nutritive supplement or in
pharmaceutical preparations, smaller amounts are intention-
ally used for antioxidant purposes. Erythorbic acid (iso-
ascorbic acid) is virtually devoid of vitamin C activity (only
5% that of ascorbic acid). Citric acid and tartaric acid are
also natural antioxidants (and antioxidant synergists), but
are predominantly added to foods as acidulants.

Synthetic antioxidants used as direct food antioxi-
dants include butylated hydroxyanisole (BHA), butylated
hydroxytoluene (BHT), tert-butyl hydroquinone (TBHQ),
and propyl gallate (PG). These antioxidants are effective
in very low concentrations (0.01% or less in animal fact)
and not only retard rancidity but also protect the nutri-
tional value of the food by minimizing the breakdown of
vitamins and essential fatty acids. At one time, safety
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TABLE 83.13
Food Antioxidants and Their Manufacturing Processes
Antioxidant Compound Manufactured By

Oil-soluble products
Butylated hydroxyanisole (BHA)* Synthesis
Butylated hydroxytoluene (BHT)* Synthesis
Tert-butyl-hydroquinone (TBHQ)* Synthesis
Propyl gallate (PG)* Synthesis
Tocopherols* Extraction or synthesis
Thiodipropionic acid Synthesis
Dilauryl thiodipropionate Synthesis
Ascorbyl palmitate Synthesis
Ethoxyquin Synthesis

Water-soluble products
Ascorbic acid* Fermentation or synthesis
Sodium ascorbate* Fermentation or synthesis
Erythorbic acid* Fermentation or synthesis
Sodium erythorbate* Fermentation or synthesis
Glucose oxidase/catalase enzymes Fermentation
Gum guaiac Extraction
Sulfites* Synthesis
Rosemary extract Extraction

* Major products.
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questions were raised about several synthetic antioxidants.
These have largely been resolved, although the impact on
the market for synthetic antioxidants still exists.

The major applications of antioxidants in foods are
listed in Table 83.14. The fats and oils industry and the
snack/fast food/convenience food industries are the major
users of food antioxidants.

While the growth of fat-containing foods is declining
because of consumer concerns related to the adverse effects
of fat and high caloric intake to health, the increasing
preference for “healthier” unsaturated fats will increase
demands for oil-soluble antioxidants because these fats
require more protection against rancidity.

Butylated Hydroxyanisole (BHA) was introduced
commercially in foods in 1948. The major applications for
BHA are in frying fats and oils, salad oils, and shortenings.
BHA can be used in blends with BHT, TBHQ, or PG to
optimize performance. For example, blends of BHA and
propyl PG are used as stabilizers in edible lard and tallow.

BHA is approved by the FDA as a GRAS substance,
but the use is limited to a maximum 0.02% of the total fat
and oil content of the product. Past developments have
had a detrimental effect on the demand for BHA. In 1982,
the Japanese government reported that, according to feed-
ing studies done in Japan with BHA at 2% of the entire
diet, BHA was found to be carcinogenic. Consequently
BHA would not be allowed in food products sold in Japan
after July 1982. Various governments, including the United
States, Canada, and the United Kingdom, requested a
delay in the implementation date until further studies
could be done. The date was then deferred to February 1,
1983, and the ban was never implemented. Subsequently

the World Health Organization’s Food and Agriculture
Organization studies showed that BHA dosage levels
would have to be high (e.g., about 2% of the oil or fat con-
tent of the food) before any carcinogenic effects would
become apparent. (The normal BHA content level is
200 ppm of the fat or oil content of the food). However,
because of Japan’s announcement of its initial study, BHA
was removed from some of the food and food packaging
sold in the United States and Japan. The findings of the
Japanese study relative to BHA were surprising since sev-
eral other studies conducted worldwide had found BHA to
be noncarcinogenic. The original Japanese researcher has
now agreed that BHA is not carcinogenic; however,
irreparable damage to BHA as a food antioxidant has
occurred, and the product’s unhealthy image is unlikely to
be reversed in the future.

Butylated hydroxytoluene (BHT) was approved for use
as a food antioxidant in 1954. BHT is often used in blends
with BHA or BHA/PG in vegetable oils and in edible ani-
mal fats to take advantage of the synergism obtained.
Although BHT was never removed from the FDA’s GRAS
list, demand for BHT as a direct food additive declined
throughout the 1980s. That proposal, as well as the general
trend toward the use of all-natural ingredients in foods, has
negatively impacted BHT use in foods.

Producers of both BHA and BHT have petitions filed
with the FDA to recognize the existence of “prior sanctions”
for the use of the chemicals as food antioxidants at levels
not to exceed 0.02%. Such recognition would eliminate the
necessity of classifying the chemicals as food additives.

Tertiary-butyl hydroquinone (TBHQ) is related to
BHA and has good heat stability. It was first introduced
for food applications in 1972. TBHQ shows exceptional
ability in protecting unsaturated vegetable oils and animal
fats from rancidity. One of its largest applications is in soy-
bean oils. Although mostly used by itself, TBHQ can be
used in combination with BHT and BHA. TBHQ is often
used as a replacement product for PG.

Propyl gallate (PG) has been used as a food antioxi-
dant since the 1950s. Its current primary use is more as a
synergist in combination with BHA and BHT. The active
part gallic acid, can be extracted from natural sources and
can be synthesized. Propyl gallate is effective in vegetable
oils as well as animal fats, but it is not heat stable, even at
cooking temperatures. Total consumption of PG is very
small because of its relatively high price and competition
from TBHQ.

Ascorbic acid (vitamin C) and sodium ascorbate are
widely used as natural antioxidants and vitamin supple-
ments. As an antioxidant, ascorbic acid is used primarily in
prepared foods (canned fruits and vegetables, juice drinks,
applesauce, potatoes) and in processed meats (sausages).
Manufacturers use it if for its protective function in soft
drinks, for example, but declare it as “added vitamin C.”
Ascorbic acid is insoluble in fats and oils, and its almitoyl
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TABLE 83.14
Food Applications for Antioxidants
Oil-Soluble Antioxidant Water-Soluble Antioxidant Applications
Applications (to Retard (to Prevent Oxidative Deterioration
the Onset of Rancidity) of Color, Flavor, and Nutrients)

Edible fats Fresh fruits and vegetables
Vegetable oils Dried fruits
Nuts Fruit juices and drinks
Shortenings Frozen fruits and vegetables
Margarine Frozen entrees
Salad oils Confectionery products
Fast food frying oils Flavoring compositions
Bakery products Frozen potatoes
Processed meat Meat and poultry spreads
Cheeses Processed cheese
Processed chicken Thermally processed fruits in 

nonmetallic containers
Canned meat and poultry
Pancake/cake mixes
Breakfast cereals
Dehydrated potatoes
Chewing gums
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ester is synthesized to impart some lipid solubility. Used
alone, the ester is not very effective in fats and oils, and it
is normally used in combination with tocopherol.

Erythorbic acid (iso-ascorbic acid) and sodium ery-
thorbate are used primarily as antioxidants in cured meats
(e.g., bacon, sausages) and by salad bars as an oxygen
scavenger. They are also used in frozen fruits, vegetable
fats and oils, and frozen fish and seafood. Erythorbic acid
(and its salts) has benefited significantly from the FDA’s
ban on the use of sulfites for fresh or uncooked vegetables
in salads. Approximately 80% of the total U.S. consump-
tion is estimated to be in the form of sodium erythorbate.
The greatest use is in cured meat to minimize the forma-
tion of nitrosamines during the curing or cooking process.
USDA regulations governing the maximum level of nitrite
permitted for curing bacon require the use of 500 ppm of
ascorbates or erythorbates. Other food uses of erythor-
bates are in fresh cut meat, frozen fruits and vegetables,
and raw fresh cut vegetables. In Europe, erythorbic acid
use has been permitted since 1995.

Tocopherols are the fastest growing antioxidants used in
the United States. Because the United States trades heavily
with Japan, where synthetic antioxidants are banned, U.S.
food exporters are reformulating products using natural
antioxidants. Mixed tocopherols appear to be the product
of choice.

Although the isomeric forms (alpha, gamma, and delta)
of tocopherol show antioxidant activity, the 80% gamma/
20% delta mixture of natural tocopherols has the best
antioxidant activity. Mixed natural tocopherol products
can be used to protect a variety of food products, includ-
ing dehydrated and processed vegetables, pasta and noo-
dles, animal fats, salad dressings and oils, snacks, meats,
and baked foods.

Residues from vegetable refining contain a small but
significant level of tocopherols. Using techniques such as
molecular distillation, these can be concentrated to give a
brown oily product with good antioxidant properties. The
composition varies with the origin (type of vegetable oil),
and both gamma-rich and delta-rich versions are used.

Sulfites serve multiple functions in foods: (1) inhibition
of enzymatic and nonenzymatic browning, and (2) control
of microbial growth. For years, sulfur dioxide and sulfite
salts have been widely used to help preserve the color of
dried fruits and vegetables. Sulfites are used in wine mak-
ing and the wet milling of corn to prevent the browning of
fresh produce with the use of sulfites. But because of the
allergic reactions of some consumers (especially asthmatics)
to sulfites, regulations were issued and alternatives sought.
In July 1986, six sulfiting agents — sulfur dioxide, sodium
sulfite, sodium bisulfite, potassium bisulfite, sodium
metabisulfite, and potassium metabisulfite — were banned
by the FDA for use in raw vegetables and fruits on salad
bars. In July 1987, the FDA ruled that all packaging foods
containing 10 ppm or more of sulfur dioxide equivalents

must disclose on the label that sulfiting agents are present.
In 1990, the use of sulfites on fresh potatoes was banned.

Treatment of fruits and vegetables with sulfites is the
most effective means available today to control browning.
However, because sulfites have been banned in certain
food categories and their regulatory status in other cate-
gories is in question, alternative treatments to retard enzy-
matic browning and other oxidative reactions have been
investigated. To date, however, alternatives to sulfites are
not equivalent to sulfites in their effectiveness, cost, or
functionality.

The promising antioxidant/preservative alternatives
generally contain ascorbic acid or erythorbic acid in com-
bination with one or more adjuncts, such as citric acid or
some other acidulant, a calcium salt, a phosphate, sodium
chloride, cysteine, or a preservative such as potassium ben-
zoate or sorbate. The ascorbic acid derivatives, ascorbic
acid 2-phosphate and ascorbic acid-6-fatty acid esters, are
also reportedly effective. Another suggested substitute
(which functions in water but not with fats and oils) is the
sequesterant and chelating agent ethylenediaminetetraacetic
acid (EDTA), which has been widely used in processed
potatoes, salad dressings, sauces, and beverages.

Cyclodextrin is another sulfite alternative that can be
used to prevent browning. Finding a good substitute for
sulfites, however, has not yet been realized. This is because
sulfites not only act as antioxidants to prevent browning, but
also perform preservative functions in preventing unwanted
microbial spoilage. The above chemicals are ineffective
against microbes.

Ethoxyquin is included in the FDA regulation but lim-
ited to specific applications only. It is cleared for retarding
oxidation of carotene, xanthophylls, and vitamins A and E
in animal feed and fish food, and as an aid in preventing
the development of organic peroxides in canned pet food.

Gum guaiac is an approved antioxidant for natural fla-
voring substances and other natural substances used in
conjunction with flavors. It is also approved for addition
to animal feed and food-packaging materials.

H. PRESERVATIVES

Preservatives (antimicrobial agents) are capable of retarding
or preventing the growth of microorganisms such as yeast,
bacteria, molds, or fungi and subsequent spoilage of food.
The principal mechanisms are reduced water availability
and increased acidity. Sometimes these additives also pre-
serve other important food characteristics, such as flavor,
color, texture, and nutritional value. Important food preser-
vatives used include sorbic acid and its potassium salt,
calcium and sodium propionates, sodium and potassium
benzoates, and parabens.

Sulfur dioxide and sulfites are also used extensively
for controlling undesirable microorganisms in soft drinks,
juices, wine, beer, and other products. Salt, organic acids,
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sugar, alcohol, spices, essential oils, and herbs also inhibit
the growth of microorganisms, but usually their primary
function is different when added to food.

Chemical preservatives play a very important role in
the food industry, from manufacture through distribution to
the ultimate consumer. The choice of a preservative takes
into consideration the product to be preserved, the type of
spoilage organism endemic to it, the pH of the product, the
shelf life, and the ease of application. No one preservative
can be used in every product to control all organisms, and
therefore combinations are often used. In certain foods,
specific preservatives have very little competition. In the
concentrations used in practice, none of the preservatives
discussed here is lethal to microorganisms in foods. Rather,
their action is inhibitory. Major uses for preservatives by
food industry sector are listed in Table 83.15.

In general, increased demand by consumers for
lightly processed, lightly prepared foods (as people tend
to do less cooking at home but at the same time are look-
ing for products that are fresh, such as prepared salads)
has stimulated use of antimicrobial preservatives over the
past several years. At the same time, however, media and
consumer reaction to chemical preservatives has stymied
or limited the growth of several preservatives in favor of
“all natural” and “no preservatives added” food products.
However, significant displacement of traditional preserva-
tives with naturally derived new products is not expected
in the near future.

Important areas for preservatives are in fruit bever-
ages and convenience foods. For example, low fat/low
calorie salad dressings require a preservative, while the
traditional high oil-containing products had lower water
activity and therefore an acceptable shelf life without
chemical preservatives.

Potassium sorbate and sorbic acid are used as preser-
vatives in a great variety of foods and can be used as direct
additives, as sprays or dip baths, and as coatings on wrap-
ping materials, inhibiting yeasts, molds, and bacteria.
Potassium sorbate is used where high water solubility is
desired. Because sorbates have no effect on the microorgan-
isms that produce lactic acid, they can be utilized to prevent
yeast and mold spoilage of foods, such as most cultured

dairy products and pickles, without interfering with the
desired bacterial cure. Potassium sorbate solutions may
also be used for spray and dip bath applications on cheese,
dried fruits, smoked fish, and similar products.

The effectiveness of potassium sorbate is based on its
ability to depress fatty acid metabolism in the microorgan-
isms. Use of sorbic acid is limited because of its low sol-
ubility in water. Therefore potassium sorbate is the primary
form used in foods. It is effective against microbes at pH
6.5 or less. As the pH decreases, the antimicrobial activity
of this preservative increases. On an equal weight basis,
potassium sorbate has 74% of the activity of sorbic acid.

Sorbic acid and potassium sorbate are GRAS additives.
Normal use levels are in the range of 0.05–0.01%. Sorbates
are used in cheeses, baked goods, spreads, margarine, dried
fruits, jams, and jellies.

Because of its corrosive nature, propionic acid, a liquid,
is rarely used in the food industry. Its sodium and calcium
salts are used in its place, yielding the free acid within the
food at low pH. They are highly effective mold inhibitors,
but have essentially no effect against yeast. They have
negligible activity against bacteria, except for their effec-
tiveness against the rope-causing Bacillus mesentericus.

Propionic acid occurs naturally in Swiss cheeses at
levels as high as 1%. Its calcium salt, and to a lesser extent
its sodium salt, have been used for more than 30 years as
an inhibitor of mold growth in bread. The main market for
propionate salts is in bakery products, chiefly because
these salts do not inhibit yeast action (they also have
almost no activity against bacteria).

The propionates have GRAS status for use in foods
and have no upper limits imposed except for breads, rolls,
and cheese, which come under the Standards of Identity.
They can be used up to 0.3% in cheese products and to
0.32% by weight of the flour in white bread and rolls.

Benzoic acid is one of the oldest chemical preserva-
tives used in foods, having been described as a preserva-
tive in the 1800s. It has been used in foods since the early
1900s. Benzoic acid occurs naturally in some fruits and
spices, such as cranberries, prunes, cinnamon, and cloves.
Sodium or potassium benzoates are most effective in the
pH range of 2.5–4.0. Benzoates have activity against yeasts,
molds, and bacteria. However, benzoates are not recom-
mended for bacterial control because their antimicrobial
activity is poor above pH 4, where bacteria are the great-
est problem. As benzoates are very efficient in controlling
yeasts, they cannot be used in dough or in other yeast-raised
bakery products.

The most important uses for benzoates are in fruit
juices and carbonated beverages, jams and jellies, and
condiments. In carbonated drinks, 0.03–0.05% is used; in
noncarbonated drinks, up to 0.1% is used. Benzoates are
also used for fats and oils, gravies, frostings, puddings, and
gelatins. Potassium benzoate became in many of the above
food products. It is also useful in margarine, potato salad,
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TABLE 83.15
Major Uses of Preservatives by Use Sector
Preservative Application

Sorbates Mold and yeast inhibition in processed cheese and 
spreads, other low-acid foods, and dried fruits. 
Effective in the acidic pH range up to pH 6.5

Benzoates Antibacterial use in beverages, fruit juice, pickles. 
Effective in pH range 2.5–4.0

Propionates Mold and rope inhibitors in bread and baked goods
Parabens Antibacterial for use in low-acid foods (pH greater 

than 5.0) such as meat and poultry products
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fresh fruit cocktails, and pickles. Although the amount of
sodium added with the benzoate salt is nutritionally insignifi-
cant, the potassium salt was developed specifically for use
in reduced or low-sodium food products to avoid sodium
declaration on the label.

The potassium or sodium salts of benzoic acid are
more soluble in water than is benzoic acid and conse-
quently are preferred for use in many food products. They
do not destroy yeasts or molds but instead retard further
growth of organisms already present, provided the degree
of contamination is not too high. Benzoic acid and ben-
zoates are GRAS substances and are permitted for use in
foods up to a maximum of 0.1% concentration.

Parabens are esters of para-hydroxybenzoic acid. A
combination of methyl and propyl esters and sodium ben-
zoate is most often used, but the ethyl and butyl esters also
have utility. Parabens are the only phenols approved for
microbiological preservation of foods. Parabens are effec-
tive against molds and yeasts and are relatively ineffective
against bacteria, especially the gram-negative bacteria.
Their antimicrobial activity extends up to pH 7.0, making
the parabens the only antimicrobial agents effective at
higher pH values.

The methyl and propyl parabens are GRAS ingredi-
ents, but their use is limited to 0.1% (combined). n-Heptyl
paraben is permitted in beer at a minimum concentration
of 12 ppm. Parabens are used in baked goods, beverages,
fruits, jams and jellies, and olives and pickles, but not in
dairy products. Because parabens are the most expensive
of the available preservatives and have some technical
problems associated with their use in foods, use by the
food industry remains limited.

About 10 years ago, sodium nitrite and sodium nitrate
were used in curing bacon and other meats to prevent the
growth of bacteria that cause botulism. The nitrate and
nitrite were linked to the formation of nitrosamines in the
meat, which were considered carcinogenic in experimen-
tal animals. Though the public outcry has largely subsided
and nitrites continue to be used in smaller amounts, the
continued use of these preservatives probably stems from
the absence of suitable alternatives. Sodium ascorbate and
sodium erythorbate are effective catalysts in the curing
process, and the addition of one of these antioxidants to
bacon makes it possible to reduce the quantity of sodium
nitrite used.

Most chemical preservatives in use today have spe-
cialized uses and established niche markets in the food
industry. A great amount of interchangeability does not exist
because of specific inhibitory actions toward bacteria,
molds, or yeasts. Blends of antioxidants and preservatives
(some natural and some synthetic chemicals) can provide
multiple functions for multiple food products. One such
combination of ingredients is a blend of erythorbic acid,
citric acid, and potassium sorbate as an antioxidant and
antimicrobial substitute for sulfites on fresh vegetables.

I. EMULSIFIERS

Emulsifiers are additives that allow normally immiscible
liquids, such as oil and water, to form a stable mixture.
They are widely used in foods in order to achieve the tex-
ture, taste, appearance, fat reduction, and shelf life desired
in foods. Bread and bakery products is the largest food
segment utilizing emulsifiers. In this application, they
soften the bread and strengthen the dough by distributing
the fat within the product so less fat (shortening) needs to
be added. Emulsifiers are utilized as fat-sparing agents in
salad dressings and bakery and dairy products. Visible fats
and oils routinely need emulsifiers for food-product pro-
cessing, appearance, maintenance of shelf life, texture,
and taste uniformity. They are also included in low-fat for-
mulations (e.g., frozen desserts, bakery products), often
more so than in formulations with normal fat levels. In
addition, food emulsifiers are widely used in convenience,
snack, and microwaveable food products. The multiple
applications and functions of food emulsifiers are shown
in Table 83.16, and several of the more prominent food
uses of emulsifiers are shown in the following listing:

Breads Food coatings
Frozen desserts Instant potatoes
Icings Pastas
Cream fillings Snack foods
Chocolate milk Ice cream
Whipped toppings Dips
Coffee creamers Shortenings
Instant breakfasts Margarine and diet spreads
Infant formula Peanut butter
Dessert mixes Candy
Rolls Caramels
Cake mixes Chewing gum base
Fresh cakes Chocolate
Donuts Toffees
Cereals

The most common and commercially important emulsi-
fiers are monoglycerides and diglycerides of fatty acids
and their esters (e.g., glyceryl monostearate), lactylated
esters (e.g., sodium stearoyl lactylate), propylene glycol
mono- and diesters (e.g., propylene glycol monostearate),
lecithin, sorbitan esters (e.g., sorbitan monostearate), and
polysorbates (e.g., polyoxyethylene 80 sorbitan monolau-
rate). With the exception of lecithin, few emulsifiers are
used as a single additive. Most food emulsifiers are used
as blends of emulsifiers, water, fats, and other classes of
food additives such as gums. These products are formu-
lated for specific applications (or specific customers) so
that the combination provides both enhanced performance
and ease of use. Emulsifiers are regulated as food addi-
tives in most countries. The FDA classifies lecithin,
monoglycerides and diglycerides, diacetyl tartaric acid
ester (DATEM), and triethyl citrate as GRAS substances.
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The other emulsifiers have specific regulations that permit
their use in specific products at set levels.

Monoglycerides and diglycerides are used in the
largest amounts (more than 50% of the total volume for
emulsifiers), mainly because of their low cost. Important
applications are in the preparation of shortenings, in bread
and other bakery products, and in ice cream.

Lecithin. Commercial lecithin is usually a by-product
from the refining of crude soybean oil. The term lecithin
describes a complex mixture of phospholipids, triglycerides,
fatty acids, and other components that occur naturally in
soybean oil. The major phospholipids of lecithin are phos-
phatidylcholine (PC), phosphatidylinositol (PI), phos-
phatidylethanolamine (PE), and phosphatidic acid (PA). The
unique structure of these phospholipids and other minor
constituents gives lecithin its emulsification properties.
Lecithin is often modified to improve its effectiveness as an
emulsifier. The common modified lecithins that are com-
mercially available are the hydroxylated, acetylated, and
enzyme-modified lecithins. The result is more hydrophilic,
water-dispersible lecithin with enhanced oil-in-water emul-
sion properties. The primary applications for lecithin are in
baked products, dairy blends, baby foods, nutritional drinks,
margarines, chocolates, chewing gums, and confectionaries.

Polysorbates are a group of emulsifiers that contain sor-
bitans, various types and amounts of fatty acids, and poly-
oxyethylene chains. Heating sorbitol with stearic acid in the
presence of a catalyst cyclizes sorbitol and forms an ester to
produce sorbitan monostearate and tristearate. Other sorbi-
tan esters of importance are monooleate and tristearate.
Any of the three esters may be reacted with ethylene oxide
to give polyoxyethylene derivatives, which are much more
hydrophilic than sorbitan esters. The monostearate deriva-
tive is known as polysorbate 60, the tristearate is polysorbate

65, and the monooleate is polysorbate 80. Polysorbates and
sorbitol esters are used chiefly in ice cream, imitation dairy
products, and in baking applications.

Polyglycerol esters contain polymerized glycerol and
various types and amounts of fatty acids. The polyglyc-
erol portion is synthesized by heating glycerol in the pres-
ence of an alkaline catalyst. The polyglycerol backbone is
then esterified either by direct reaction with a fatty acid or
by interesterification with triglyceride fat.

Sucrose esters are manufactured by adding fatty acids
to a sucrose molecule. Sucrose has eight free hydroxyl
groups that are potential sites for esterification with fatty
acids. Derivatives containing one to three fatty acid esters
are emulsifiers and are approved for food use.

There are a large number of other emulsifiers used 
in the food industry, but their volumes are negligible.
Examples include lactylated esters, used in direct baking
(not the shortening) and in imitation dairy products, and
propylene glycol esters, used in various prepared mixes,
shortening, and baking.

J. FLAVORS

Flavors consist of concentrated preparations, with or with-
out solvents and carriers, used to impart a specific taste to
food. Flavor ingredients are the largest single group of
direct food additives utilized by the food industry. They
also represent the highest value among the food additives
segments. Flavoring substances are classified as

● Natural flavoring substance — obtained by phys-
ical separation, enzymatic processes, or micro-
bial processes from vegetable or animal sources,
either in the raw state or after processing (includ-
ing drying, torrefaction, and fermentation).
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TABLE 83.16
Functions of Emulsifiers
Function Typical Application Process

Emulsifying Margarine, creamy salad dressing, coffee whiteners, Disperses small droplets of immiscible substances
frozen desserts

Antistaling Most baked goods Complexing action on starch reduces firming of crumbs
Modifying texture Bread, cakes, macaroni Complexing action on starch reduces clumping, improves

consistency and uniformity
Wetting Coffee whiteners, drink mixes, instant breakfasts Reduces interfacial tension between liquid and solid
Solubilizing Color and flavor systems Improves solubility
Crystal modification Shortenings, margarine, peanut butter Modifies mode and rate of crystal formation
Preventing agglomeration Ice cream, frozen desserts Controls coagulation of fat particles
Foaming Whipped toppings, icings, cakes, convenience Controls dispersion of a gas in a liquid

desserts, ice cream
Defoaming Processing of syrups, yeast Breaks emulsions
Reducing tackiness Candies, chewing gums Assures texture
Fat sprang Baked products, frozen desserts, whipped toppings, Reduces size of fat globules, resulting a wider dispersion 

margarine, spreads, imitation sour cream and reduced fat levels
Improving palatability Icings, confectionary coatings Improves mouth feel
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● Nature-identical flavoring substance — obtained
by synthesis or isolated by chemical processes
and chemically identical to substances natu-
rally present in the vegetable or animal sources
(this classification is used in Europe but not
allowed in the United States).

● Artificial flavoring substance — obtained by
chemical synthesis and not found in nature.

● Flavoring preparation — products other than
natural substances, whether concentrated or not,
with flavoring properties, obtained by physical
separation or enzymatic or microbial processes
from material of vegetable or animal origin,
either in the raw state or after processing (includ-
ing drying, torrefaction, and fermentation).

● Process flavorings — products obtained by
heating to a temperature not exceeding 180°C
for a period not exceeding 15 minutes using a
mixture of ingredients, not necessarily having
flavoring properties themselves, of which at
least one contains nitrogen (amino) and another
is a reducing sugar.

● Smoke flavorings — smoke extracts used in
traditional foodstuff smoking processes.

● Flavor enhancers — some amino acids and
nucleotides, as well as sodium salts (such as
monosodium glutamate, sodium inositate, and
sodium guanylate), have only a weak taste by
themselves but have the power to considerably
enhance the taste sensation caused by other
ingredients in savory flavors.

The flavor industry is not a single homogeneous
entity, but a composite of closely interrelated and some-
what overlapping sectors including essential oils and nat-
ural extracts, aroma chemicals, and compounded flavors.
The first two sectors provide the raw materials used for
compounding flavors.

Essential oils are usually defined as the volatile aro-
matic material obtained from botanical or animal sources
by the process of distillation, expression, solvent extraction,
or maceration. The most common physical process used
for removal of essential oils is steam or water distillation.

The term “extract” refers to a material that has been
removed from a plant by a solvent, after which the solvent
is evaporated to concentrate the oil. Absolutes, which are
alcohol-soluble liquids, and concentrates, which are usu-
ally waxy solids, are both extracts.

Oleoresins are thick, viscous products obtained by
extraction of plant material with a nonaqueous solvent
(e.g., hydrocarbon) that is subsequently removed. Extracts
of vanilla beans and other fruit extracts are the most impor-
tant product examples of this class.

Essential oils and natural extracts represent complex
aroma mixtures containing hundreds of chemical 

constituents. They may be used for imparting scent or
aroma to consumer products or may be used as raw mate-
rials for compounding flavor and fragrance compositions,
or they may be the source of isolated aroma chemicals,
also used in compounding. Essential oils can be classified
into three chemical groups: straight hydrocarbons, oxy-
genated compounds, and benzene derivatives.

Aroma chemicals comprise organic compounds with
a defined chemical structure that are isolated from micro-
bial fermentation, plant or animal sources, or produced by
organic synthesis. Isolation consists of the physical
removal of the flavor compound of interest from a natural
source that contains it (e.g., L-menthol isolated from corn-
mint oil). Isolates may be further chemically modified.

Aroma chemical used to compound flavors are of two
types: (1) isolates, which have been physically removed
from natural sources that contain them and which may be
further chemically modified; and (2) synthetic aroma
chemicals that duplicate the structure and aroma charac-
teristics of their counterparts found in nature. Synthetic
aroma chemicals that duplicate the structure and aroma
characteristics of their counterparts found in nature are
known as “nature identical.” Those that are not know to
occur in nature but display an aroma reminiscent of
known natural products with unrelated chemical structure
are defined as “artificial.” However, the legal definition of
natural and artificial varies, depending on each country’s
legislation. Aroma chemicals are used as raw materials for
flavor compositions. While technical merits are not at
issue, naturally occurring aroma chemicals may enjoy
preferential status for their use in certain countries
because of labeling regulations.

More than 80% of aroma chemicals in use contain
only carbon, hydrogen, and oxygen in their structure, the
large majority being esters, ketones, aldehydes, and alco-
hols. A few contain nitrogen (nitro and nitrile groups,
pyrazines) and/or sulfur (mercaptane, thiazoles). About 4%
of the chemicals are unsaturated hydrocarbons, primarily
with cyclic and acyclic terpene structures (e.g., limonene,
pinenes, etc.). Most of the aroma chemicals are oil-soluble,
water-insoluble liquids.

Aroma chemicals of commerce can be broadly classi-
fied according to their chemical structure and are grouped
into three categories as follows:

1. Benzenoids (including naphtalenoids): chemi-
cals containing a benzene or naphthalene ring,
including alcohols, acids, esters, aldehydes,
ketones, phenols, phenol esters, and lactones.

2. Terpene and terpenoids: chemicals with (or
closely related to) characteristic terpene struc-
tures, both acyclic and cyclic, having two or
more isoprene (C5H8) moieties and oxygenated
derivatives of the terpene hydrocarbons, includ-
ing alcohols, aldehydes, ketones, and esters.
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3. Other aroma chemicals: includes aliphatic, ali-
cyclic, and heterocyclic compounds and esters
of lower fatty acids.

Of the thousands of aroma chemicals included in
compounded flavors, the following compounds are used
in very large quantities: 3-phenetyl alcohol and esters,
vanillin, ethyl vanillin, esters of lower fatty acids, benzyl
acetate, alpha-hexyl-cinnamaldehyde, 1-menthol (syn-
thetic), geraniol/nerol and esters, and anethol.

The universally applicable definition of flavor compo-
sitions is that of mixtures of aromatic materials that are
added to foods and beverages in order to improve palata-
bility. Flavor compositions consist of complex mixtures of
various aromatic materials from few to 100 or more con-
stituents. Compounded flavors may contain aroma chem-
icals, natural extracts, essential oils, solvents, and in some
cases other functional additives (e.g., antioxidants, acidu-
lants, emulsifiers, etc.). Certain raw materials that can be
used directly as flavors without compounding (e.g.,
vanilla, peppermint) and those products with a taste of
their own, such as sweeteners, acidulants, and salts, are
not included in the above definition.

Flavors serve all sectors of the food processing indus-
try, including carbonated and still beverages, processed
foods, confectionary, and dairy foods, and are added to
foods and beverages for the following reasons:

● To create a totally new taste
● To enhance, extend, round out, or increase the

potency of flavors already present
● To supplement or replace flavors to compensate

for losses during processing
● To simulate other more expensive flavors or

replace unavailable flavors
● To mask less desirable flavors — to cover harsh or

undesirable tastes naturally present in some foods

The types of flavor compositions, their manufacturing
process and the starting materials for manufacturing 
them, and their common product form are summarized in
Table 83.17.

X. ADVERSE EFFECTS OF FOOD 
ADDITIVES

The practice of adding chemicals (e.g., salt, spices, herbs,
vinegar, and smoke) to food dates back many centuries. In
recent years, however, the ubiquitous presence of chemi-
cal additives in processed foods has attracted much atten-
tion and public concern over the long-term safety of
additives to man. Although the safety issue is far from
subsiding, there is scientific consensus that food additives
are indispensable in the production, processing, and mar-
keting of many food products. Moreover, the judicious use
of chemical additives — typically in the range of a few
parts per million (ppm) to less than 1% by weight of the
finished food — contributes to the abundance, variety, sta-
bility, microbiological safety, flavor, and appearance of
food. While food additives offer a major contribution to
the palatability and appeal of a wide variety of foods, their
level of use is relatively insignificant in the total human
diet. For the most part, the permitted food additives are
safe, highly effective, and have been in continuous use for
a long time.

There is much discussion about whether a food additive
or food product is natural or synthetic. The fact is that this
classification, in many instances, has become somewhat
arbitrary. Many food additives synthesized in chemical
laboratories are also naturally occurring in normal food.
Monosodium glutamate, a flavor-enhancing food additive,
is the sodium salt of glutamic acid, an amino acid found in
many foods such as mushrooms and tomatoes and metab-
olized by the human body using the same biochemical path-
ways of digestion. Synthetic vitamin C (ascorbic acid) and
its isomer, erythorbic acid, are the same chemicals that are
found in citrus fruits. Similarly, citric acid, which is today
produced commercially by enzymatic fermentation of sug-
ars, is the same chemically as the naturally occurring chem-
ical that has been found to make lemons and limes tart.

Much of the worldwide public concern about the use of
food additives relates to fears about safety and has generated
some sort of regulatory structure in every major country,
as well as in international bodies, to monitor this aspect 
of the field. There is a Joint Experts Committee on Food
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TABLE 83.17
Commercial Flavor Compositions
Type of Flavor Classification Manufacturing Process Raw Materials Product Form

Compounded flavors Natural or Blending, mixing Essential oil, natural extracts, fruit Liquid, spray-dried,
synthetic juice concentrates, aroma chemical encapsulated

Natural extracts Natural Extraction, enzymatic Food substrates (e.g., plants, fish, Liquid, paste
treatment meat, etc.)

Reaction flavors Natural Heating/pressure Amino acids and sugars, hydrolyzed Paste, powder
(thermally processed) cooking proteins

Enzymatically Natural Enzymatic/microbial Food substrates (e.g., Paste, powder
modified flavors reaction cheese)
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Additives, set up by the Food and Agriculture Organization
and the World Health Organization, to consider the safety
of additives and set specifications and limits for them. These
limits take the form of an acceptable daily intake (ADI).
The Codex Committee on Food Additives is required to
follow the safety guidelines of the Joint Express Committee.
Its safety criteria are generally not very different from those
used in the United States, although they are not codified.
In the United States, criteria for food additives are stated
in 21 CFR §170.22, “Safety factors considered,” and 21
CFR §170.20, “General principles for evaluating the safety
of food additives.” The key sentence, which also runs
through the decisions in other countries, says, “A food addi-
tive for use by man will not be granted a tolerance that
will exceed 1/100th of the maximum amount demonstrated
to be without harm to experimental animals.”

It should be remembered, however, that in the United
States, these criteria apply only to substances that are
legally food or color additives and, by interpreting regula-
tion, to those substances that are GRAS on the basis of
“scientific procedures.” For those substances that are
GRAS because of “experience based on common use in
food,” there are no rules. Decisions of safety depend on

the knowledge and judgment of the “experts qualified by
scientific training and experience to evaluate its safety.”

One other aspect of the safety question deserves dis-
cussion. In the United States only, there is a special pro-
vision, known as the Delaney clause, that says “no
additive shall be deemed to be safe if it is found to induce
cancer when ingested by man or animal.” This means that
an additive is not to be permitted at any level, no matter
how low, if it induces cancer at any level, no matter how
high.

The risks posed to the consumer by the food supply
are rated in decreasing order of severity as follows:

1. Microbiological hazards (food poisoning from
bacteria or bacterial toxins salmonellosis, botu-
lism, etc.).

2. Nutritional hazards (excessive consumption of
sodium, saturated fat, etc.).

3. Environmental pollutants (mercury in fish, lead
from car exhaust, etc.).

4. Natural toxicants (mushroom poisoning, sola-
nine in potatoes and other solanaceous plants,
shellfish toxins, etc.).
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TABLE 83.18
Food Additives Prohibited from Use in Human Food

21 CFR Date of 
Food Additive Section Ruling Functionality

Calamus and its derivatives 189.110 May 9, 1968 Flavoring compound
Cinnamyl anthranilate 189.113 Oct 23, 1985 Flavoring compound
Cobaltous salts and its derivatives 189.120 Aug. 12, 1966 Foam stabilizer
Coumarin 189.130 March 5, 1954 Flavoring compound
Cyclamate and its derivatives 189.135 Oct. 21, 1969 High-intensity sweetener
Diethylpyrocarbonate (DEPC) 189.140 Aug. 2, 1972 Ferment inhibitor in beverages
Dulcin 189.145 Jan. 19, 1950 High-intensity sweetener
Monochloroacetic acida 189.155 Dec. 29, 1941 Preservative in beverages
Nordihydroguaiarectic acid (NDGA) 189.165 Apr. 11, 1968 Antioxidant
P-4000 (5-nitro-2-n-propoxyaniline) 189.175 Jan. 19, 1950 High-intensity sweetener
Safrole 189.180 Dec. 3, 1960 Flavoring compound
Thiourea (thiocarbamide) 189.190 Antimycotic preservative
Chlorofluorocarbon 189.191 Mar. 17, 1978 Propellant
Flectol H (1,2-dihydro- 189.220 Mar. 15, 1977 Food packaging adhesive
2,2,4-tri-methylquinoline
Lead solders 189.240 June 27, 1995 Can solder
Mercaptoimidazoline and 189.250 Nov. 30, 1969 Packaging

2-mercaptoimidazoline material
4,4�-methylenebis (2-chloroanaline) 189.280 Dec. 2, 1969 Packaging adhesive and polyurethane resin

Hydrogenated 4,4�- 189.300 Feb. 17, 1989 Antioxidant and stabilizer in vinyl
isopropylidene- chloride resins
diphenolphosphite 
ester resins

Tin-coated lead foil 189.301 Feb. 8, 1996 Capsule for wine 
capsules for wine bottles cork

a Permitted in food package adhesives with an accepted migration level up to 10 ppb under §175.105.
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5. Pesticide residues (maximum residue levels are
enforced in the United States but may exceed
federal limits in imported produce).

6. Food additives (documented cases of poisoning
due to food additives are rare and were due to
noncompliance with federal regulations).

Although the risk to human health from food additives
ranks the lowest among food hazards, some potential risks
from food additives to exist.

A. FOOD ADDITIVES BANNED FROM USE

In the United States, the FDA prohibited the use of a num-
ber of chemicals in foods for human consumption because
they either present a risk to public health or have not been
shown to be safe by adequate scientific data. Table 83.18
lists the food additives that are presently prohibited from
addition to food. Use of any of these substances causes the
food to be in violation of FDA regulations.

In the years since 1970, food colors, especially the
synthetic dyes, have received tremendous publicity —
nearly all of it bad. Color additives for food represent a
unique and special category of food additives. They have
historically been so considered in legislation and regulation.
The current legislation governing the regulation and use

of color additives in the United States is the Food, Drug &
Cosmetic Act of 1938, as amended by the Color Additives
Amendment of 1960. This amendment allowed for the
provisional or temporary listing of food colorants, pend-
ing completion of scientific studies determining the suit-
ability of these colorants for permanent listing.
Pharmacological testing of synthetic “certified” colors
was initiated in 1957. Many of the synthetic colors that
had been approved for use at some time in the past have
been removed from the approved list as a result of new
toxicological test results. This has steadily reduced the
number of certified dye colors available to the U.S. food
industry from more than 22 in 1950 to 7 in 2003. Table
83.19 provides a history of the status of synthetic col-
orants in the United States. Another eight dyes are per-
mitted in the EU, but are not permitted in foods in the
United States.

The EU works on a positive list system using EU
Directive no. 95/2/EC, which is the general directive on
food additives (other than colors and sweeteners that are
covered in separate directives). This law recognizes 106
food additives. If the additive is mentioned in the doctrine
then it is allowed, if not it is forbidden. However, the
directive includes a list of substances that cannot be used
in flavorings (Table 83.20).

B. INDUSTRIAL CHEMICALS

Polychlorinated biphenyls (PCBs) and polybrominated
biphenyls (PBBs) are toxic industrial chemicals. Because
of their widespread, uncontrolled industrial applications,
they have become a persistent and ubiquitous contaminant
in the environment. As a result, certain foods, principally
those of animal and marine origin, contain PBCs and PBBs
as environmental contaminants.

PCBs are transmitted to the food portion (meat, milk,
and eggs) of food-producing animals ingesting PCB-
contaminated animal feed. In addition, a significant per-
centage of paper food-packaging materials contain PCBs,
which may migrate to the packaged food. Therefore tem-
porary tolerances for residues of PCBs as unavoidable
contaminants are established by the FDA (21 CFR §109.15
and §109.30). The temporary tolerances for residues of
PCBs are as follows:

● 1.5 ppm in milk (fat basis)
● 1.5 ppm in manufactured dairy products (fat

basis)
● 3 ppm in poultry (fat basis)
● 0.3 ppm in eggs
● 0.3 ppm in finished animal feed for food-

producing animals
● 2 ppm in animal-feed components of animal ori-

gin, including fish meal and other by-products
of marine origin and in finished animal feed 
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TABLE 83.19
Chronological History of Certified Food
Colors in the United States
Year Listed for Name of Certified Year
Food Additive Food Color Delisted

1970 Red no. 1 1961
1907 Red no. 2 1976
1907 Red no. 3 *
1907 Orange no. 1 1956
1907 Yellow no. 1 1959
1907 Green no. 2 1966
1907 Blue no. 2 *
1916 Yellow no. 5 *
1918 Yellow no. 3 1959
1918 Yellow no. 4 1959
1922 Green no. 1 1966
1927 Green no. 3 *
1929 Red no. 4 1976
1929 Yellow no. 6 *
1929 Blue no. 1 *
1939 Yellow no. 2 1969
1929 Orange no. 2 1956
1939 Red no. 32 1956
1950 Violet no. 1 1973
1959 Citrus red no. 2 **
1966 Orange B **
1971 Red no. 40 *

* Currently permitted.
** Currently permitted with certain restrictions.
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concentrates, supplements, and premixes
intended for food-producing animals

● 2 ppm in fish and shellfish (edible portion)
● 0.3 ppm in infant and junior foods
● 10 ppm in paper food-packaging material

intended for use with human food or finished ani-
mal feed

C. FOOD ALLERGIES AND OTHER ADVERSE

REACTIONS TO FOOD ADDITIVES

Food allergies and other food sensitivities are individual-
istic adverse reactions to foods. These food-related ill-
nesses are individualistic because they affect only a few
people in the populations; most consumers can eat the
same food with no ill effects. Many different types of
reactions are involved in these individualistic adverse
reactions to foods. Adverse food reactions can include IgE
(immunoglobulin E) and non-IgE-mediated primary
immunological sensitivities, non-immunological food
intolerances, and secondary sensitivities. While these var-
ious types of reactions are often considered collectively as
food allergies, true food allergies represent only a fraction
of the individualistic adverse reactions to foods.

True food allergies are abnormal responses of the
immune system to components of certain foods. The com-
ponents of food that elicit these abnormal immune responses
are typically naturally occurring proteins in foods, although
some may be polysaccharides (Table 83.21).

Certain foods can elicit adverse reactions that resem-
ble true food allergies. These foods contain elevated levels
of histamine, one of the principal mediators of allergic
reactions in the body. When large doses of histamine are
ingested with foods, the body’s protective mechanism can
be overwhelmed resulting in histamine poisoning.

Food intolerances are abnormal reactions to foods or
food components that do not involve the immune system.
Lactose intolerance is an example of a metabolic food dis-
order resulting from a defect in the metabolism of a food
component. Favism is an example of a metabolic disorder
resulting from food-born substances that interfere with
normal metabolic processes. Sulfite-induced asthma is an
example of an idiosyncratic reaction that occurs among cer-
tain consumers, although the mechanism remains unknown.

Although food allergy rarely constitutes a serious, life-
threatening concern, it may result in chronic illness. As
complete avoidance of the incriminated food is the best
defense against adverse reactions, information is of fore-
most importance. Consumers with various types of food
allergies and intolerances must alter their lifestyles on a con-
tinuing basis to avoid the offending food or food ingredient.
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TABLE 83.21
Most Frequent Causes of Food Allergy
Cereals containing gluten (wheat, rye, barley, oats)
Crustacea and products
Eggs and egg products
Fish and fish products
Peanuts and products
Milk and milk products
Tree nuts and nut products
Soybeans and products

TABLE 83.20
European Union List of Food Additives Prohibited for
Use in Flavorings (Directive 95/2/EC)
EU Number Compound

E230 Biphenyl, diphenyl
E231 Orthophenyl phenol
E232 Sodium orthophenyl phenol
E233 Thiabendazole
E234 Nisin
E235 Natamycin
E239 Hexamethylene tetramine
E242 Dimethyl dicarbonate
E249 Potassium nitrite
E250 Sodium nitrite
E251 Sodium nitrate
E252 Potassium nitrate
E280 Propionic acid
E281 Sodium proprionate
E282 Calcium proprionate
E282 Potassium proprionate
E284 Sodium tetraborate (Borax)
E311 Octyl gallate
E312 Dodecyl gallate
E315 Erythorbic acid
E316 Sodium erythorbate
E579 Ferrous gluconate
E620 Glutamic acid
E621 Monosodium glutamate
E622 Monopotassium glutamate
E623 Calcium diglutamate
E624 Monoammonium glutamate
E625 Magnesium diglutamate
E626 Guanylic acid
E627 Disodium guanylate
E628 Dipotassium guanylate
E629 Calcium guanylate
E630 Inosinic acid
E631 Disodium inosinate
E632 Dipotassium inosinate
E633 Calcium inosinate
E634 Calcium 5�-ribonucleotides
E635 Disodium 5�-ribonucleotides
E912 Montan acid esters
E914 Oxidized polyethylene wax
E927b Caramide
E950 Acesulfame K
E957 Thaumatin
E1105 Lysozyme
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Symptoms. The most common manifestations of food-
allergic reactions are gastrointestinal, dermal, and respira-
tory, and they represent interaction of released mediators
with receptors on those tissues. Gastrointestinal symptoms
are common, especially in infants and young children.
These include nausea, vomiting, cramping, and diarrhea.
Skin reactions can include itching and swelling of the lips,
tongue, gums, oral mucosa and pharynx. A topic dermati-
tis, a chronic inflammatory skin disease, is characterized
by dry, easily irritated, intensely pruritic skin. Urticaria
(hives) and dermatitis are the most common skin manifes-
tations, and can be a general or localized nature.

The reactions are very individualistic and diverse; ini-
tially some individuals may experience immediate contact
reactions on their lip and tongue, while others do not expe-
rience a reaction until the offending food has moved farther
down the gastrointestinal tract. Respiratory symptoms can
include upper airway distress, produced as a consequence
of bronchoconstriction, with resulting swelling and mucus
production. Asthma has been associated with allergies to
certain foods. Anaphylactic shock, the most severe mani-
festation of a food allergic reaction, is a rare, acute, and
potentially fatal response.

Despite the multitude of additives used in foods, only a
small number have been associated with adverse reactions.
Table 83.22 provides a list of the food additives that have
been associated with adverse reactions.

Burning of sulfur-containing coal has been used for
centuries to preserve food. In addition, sulfite salts
(sodium and potassium sulfite, bisulfite, or metabisulfite)
are used as a sanitizing agent for fermentation containers
and are added to a wide variety of food products, includ-
ing dried fruits and vegetables, wine, shrimp and other
seafood, and citrus beverages. Because of complaints
about severe allergic reactions from asthmatic consumers,
in 1986 the FDA banned the use of sulfites in fresh cut
fruits and vegetables and sulfites must be listed on the
label if a food product contains in excess of 10 ppm sul-
fite. The FDA estimates that about 1% of the U.S. popu-
lation may be sulfite sensitive. However, among the
asthmatic patient population, the sensitivity to sulfites is
more prevalent, ranging from 2% to 5%.

The antimicrobial food preservatives benzoate and
paraben are believed to cause adverse reactions, such as
asthmatic reactions in some individuals. Benzoates occur
naturally in certain berries and are used in beverages, and
their use is limited to 0.1% concentration. Parabens are
effective antioxidants in low-acid products. However, they
are primarily used in cosmetic and pharmaceutical prod-
ucts and rarely in food. They have been implicated as a
cause of eczematous or contact dermatitis reactions.

Butylated hydroxyanisole (BHA) and butylated
hydroxytoluene (BHT) have been linked to adverse reac-
tions in a small number of individuals. These antioxidants

are frequently used in fats and oils and in cereal products
to retard rancidity.

Aspartame (L-aspartyl-L-phenylalanine methyl ester),
a widely used artificial sweetener, is a dipeptide. Humans
metabolize it. Aspartame has been cited as the most fre-
quently complained-about product. Soft drinks have been
mentioned most often as the aspartame-containing prod-
uct, and headaches are the common reaction reported. In
the United States, the FDA requires that aspartame-
containing products include the following label declara-
tion: “Phenylketonurics: contains phenylalinine.” Also, in
the EU countries, the label declaration “contains a source
of phenylaniline” is required.

Monosodium glutamate (MSG) is used as a food addi-
tive because of its flavor-enhancing properties. The most
commonly reported adverse reaction associated with MSG
consumption is Chinese restaurant syndrome. Symptoms of
the Chinese restaurant syndrome include nausea, headache,
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TABLE 83.22
Food Additives Suspected of Causing Adverse
Reactions
Antioxidants
Sulfur dioxide
Sodium sulfite
Sodium bisulfite
Sodium metabisulfite
Potassium bisulfite
Potassium metabisulfite

Preservatives
Sodium benzoate
Potassium benzoate
Parahydroxy benzoic acid
Methyl-paraben
Ethyl-paraben
Butyl-paraben

Antioxidants
Butylated hydroxyanisole (BHA)
Butylated hydroxytoluene (BHT)
Sodium nitrate
Potassium nitrate
Sodium nitrite
Potassium nitrite

High-intensity sweetener
Aspartame (aspartic acid and methylphenylalanine)

Flavor enhancer
Monosodium glutamate (MSG)

Certified food colors (dyes)
Tartrazine (FD&C yellow no. 5)
Sunset yellow (FD&C yellow no. 6)
Brilliant blue (FD&C blue no. 1)
Indigotin (FD&C blue no. 2)
Erythrosine (FD&C red no. 3)
Ponceau (Red no. 4, permitted in Europe and Japan)
Amaranth (Red no. 5, permitted in Europe)
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sweating, thirst, facial flushing, and abdominal pain.
These symptoms typically occur 15–30 minutes after con-
suming food containing a large amount of MSG. A
Chinese food meal may contain from 5 to 10 g of MSG.

Among the coloring agents used in the food industry,
tartrazine (FD&C yellow no. 5) has most often been impli-
cated as a cause of allergies, especially urticaria and asthma.
Respiratory problems subsequent to tartrazine ingestion have
been reported by several sources. Tartrazine produces a

bright yellow color and it is used in a variety of beverages,
baked products, confectionaries, dessert mixes, etc.
Tartrazine is also used to produce other food colors such as
green, maroon, and rust. Lack of yellow color, therefore,
is not a guarantee of tartrazine’s absence. Thus the FDA
requires that FD&C yellow no. 5 be specifically stated by
name on food ingredients labels. Food colorings other
than tartrazine (listed in Table 83.23) have also been impli-
cated as causing adverse reactions in some individuals.

D. FOOD ADDITIVES DERIVED FROM

ALLERGENIC FOODS

A few foods are responsible for the majority of allergic
reactions. In adults, these foods include nuts, peanuts,
fish, and shellfish. In children, the main culprits include
eggs, milk, peanuts, soy, wheat, and fish. Elimination of
these foods from the allergic individual’s diet is essential.
However, many food additives are derived from these
basic food items, and the allergen compound may be car-
ried over even into highly refined derivatives. Recognition
of the presence of such potentially allergenic compounds
is sometimes difficult.

In Table 83.23, selected food additives derived from
allergenic natural food sources are listed. Recognition of
these additives is crucial to avoid potential health hazards
to consumers sensitive to certain foods.

The industry must provide these consumers with the
information necessary for them to practice such avoidance
effectively. Ingredient labeling statements are the key to
implementation of safe and effective avoidance diet. FDA
regulation exempts specific substance declaration of fla-
vors, spices and colorings. However, the agency strongly
encourages specific declaration of an allergenic ingredient
if present among these exempt ingredients (e.g. FD&C
Yellow No. 5). Also, manufacturers must be aware that cer-
tain processing practices such as the use of shared equip-
ment can result in undeclared residues of allergenic foods
existing in other products. These situations can be haz-
ardous for allergic consumers especially if larger quantities
of the allergenic foods are present on an undeclared basis.
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Food Staples
Milk protein derivatives
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I. INTRODUCTION

While more than two decades have passed since the term
“biofilm” was coined, the effect of surface contamination
by attached bacteria has long been known in the food pro-
cessing industry. It has only been over the past 10 years,
during which time the production of food, and especially
meat products, has come under increasing pressure to
improve sanitation and reduce the incidence of foodborne
pathogens, that biofilms have been targeted as a major con-
cern to food processing operations. Most food processing
operations now use HACCP to closely monitor and record

critical food processing steps to ensure that high standards
of plant and employee hygiene are maintained, and that
the potential for health hazards in the final product is min-
imized. However, biofilms continue to pose a serious prob-
lem in many facilities despite efforts to control the
situation. The solution to this problem in part lies with
improved education about what biofilms are and how they
form, as well as proven and novel control strategies for their
removal and killing.

Most foods are a source of pioneer bacterial flora, and
as such represent a major source of contamination and
recontamination in food production facilities. Cleaned or
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new surfaces in a plant rapidly become fouled with
spoilage and/or pathogenic bacteria soon after processing
operations begin, and if unchecked, a surface fouling, or
biofilm, problem may result. Once established, biofilms
are difficult to dislodge and completely kill, features evi-
denced by their rapid regrowth following typical cleaning
and sanitization operations. Much is already known of the
ecology and nature of biofilms despite the fact that spe-
cific studies haven’t always been performed in food pro-
cessing environments; hence, extrapolation of this
knowledge to food systems is possible in many instances.
For example, it is known that biofilms are different, in
terms of physiology, gene expression and behaviour, from
pure cultures grown in planktonic culture (the traditional
approach to the study of bacteria). Biofilm bacteria
express different genes, up- or down-regulate production
of various proteins, undergo physiological changes that
impact their ability to survive imposed stress factors such
as antimicrobial agents, and become integrated within
complex assemblages of different microbial species rather
than just a single species. The condition of these sessile
bacteria is very far removed from that experienced by a
pure culture of bacterial cells suspended in liquid growth
medium.

No universally effective control strategy or antimicro-
bial agent presently exists for biofilms; hence, research for
developing and testing new approaches for biofilm control
is ongoing. The most common strategy for controlling
biofilms involves the application of antimicrobial agents
to vulnerable surfaces, typically in conjunction with other
agents as well as surface sanitation techniques. Develop-
ment of new chemical agents and/or techniques, especially
in light of new revelations of the distinct physiological and
molecular status of biofilm bacteria, is an obvious goal of
those researchers in the discipline. This review is intended to
provide key foundational information describing biofilms,
as well as biofilm control measures currently in use or under
development that are relevant to food processing.

II. BIOFILMS DEFINED

Other than Antonie van Leeuwenhoek, who used a hand-
made single lens microscope to view microbial populations
from his teeth back in the late 1600s, the first individual
credited with speculating that significant populations of
attached bacteria existed was Zobell, who in 1943 exam-
ined surfaces associated with oligotrophic aquatic systems
(1). It is now known that virtually any surface over which
liquid flows, including contact lenses, ship hulls, dairy
equipment, teeth, water distribution systems, petroleum
pipelines, rocks in streams, heat exchangers and all varieties
of biomedical implants and transcutaneous devices are all
prone to colonization by biofilm bacteria over time. While
biofilms may be either beneficial or detrimental, the detri-
mental effects are best characterized.

Exactly what is a biofilm tends to vary in the scientific
literature; however, they are consistently described as bac-
terial cells attached to a surface and enmeshed in an extra-
cellular exopolysaccharide (EPS) matrix. A more descriptive
explanation of how these elements are arranged is useful,
however, if one is to appreciate the complexity and organ-
ization exhibited by most microbial biofilms. Thus, biofilms
are the result of a variety of different bacteria and their
EPS material forming a highly-hydrated matrix positioned
at a solid liquid interface, which will eventually develop
to include extraneous particulate matter, proteins, nucleic
acids, lipids, enzymes, etc. The structural arrangement of
cells and polymer has been described as “architectural,”
due to the high degree of apparent organization in three-
dimensional space; given time, embedded microcolonies
and cellular aggregates become separated by channels, voids
or tunnels. A number of review articles have addressed the
topic of biofilm architecture and its importance to biofilm
nutritive and metabolic processes (2–4).

III. THE FORMATION OF BIOFILMS

Biofilm development is a complex process that includes the
following “phases”; i) molecular film adsorption, ii) bacte-
rial attachment, iii) biofilm growth, spread or maturation,
and iv) biofilm dispersion or cell shedding. It is useful to
view the events governing biofilm formation in terms of a
particular time frame involved (e.g., either relatively short
or very long), as these events may then be considered in
light of the sanitation and operation of a typical food pro-
cessing operation.

A. EARLY EVENTS

When biofilm research intensified during the 1980’s, much
effort was focused on bacterial attachment, as cells must
first attach to surfaces before they form a biofilm. The
adsorption of a molecular film from the liquid phase is
significant in that any clean surface placed in an impure
liquid will rapidly accumulate a molecular film. This
process starts immediately following the immersion of a
surface in liquid, and where there is an abundance of com-
plex organic materials and exudates such as in a meat pro-
cessing plant, the accumulated film can be significant.
Molecular films rapidly modify the chemistry of the surface
to reflect that of the solution, and consequently impact
surface physicochemical properties. For example, surface
charges and zeta potentials, contact angles, and surface
tensions can be expected to vary as a function of the pro-
perties of the liquid as well as that of the once-clean 
substratum (5–9). The adsorption of this film has been
documented to have measurable effects on bacterial attach-
ment. Meadows (10) demonstrated that sorption of casein
and gelatin enhanced attachment processes whereas
Fletcher (11) determined that precoating polystyrene 
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surfaces with albumin, gelatin, fibrinogen, and pepsin all
inhibited the attachment of a marine Pseudomonad.
Chemotactic bacteria have also been shown to respond to
the presence of organic molecules, providing an explanation
for the directed movement and preferential positioning of
many bacterial species on solid substrata (12–15).

While sanitizing protocols in food processing settings
are unable to eliminate all surface organic and inorganic
molecules (or even all bacteria for that matter), they should
be effective enough to prevent the surface from acting as
a major source of nutrients for bacteria. As soon as the
next production shift begins, a new film will accumulate
fairly rapidly; thus, the daily challenge is to minimize the
amount of surface soil remaining following cleaning along
with any bacteria that may have become established or
grown during the preceding shift, thereby preventing the
uncontrolled growth of attached microorganisms for any
longer than the time required for a single shift.

The actual attachment of bacteria involves close cell-
surface interactions at solid liquid interfaces. Non-motile
bacteria initially contact attachment surfaces via gravita-
tional settling, convection, or Brownian motion/diffusion
(16, 17). In contrast, motile organisms migrate either
chemotactically or randomly to surface attachment sites.
The process of adhesion has been described by Marshall
et al. (18) to involve two phases, a theory that still sees
extensive use. The first, or reversible attachment, phase is a
non-specific process involving the association of cells near
(�50 nm), but not in actual contact with, the substratum.
Adhesion is reversible as only weak bonds (Van der Waal’s
forces, hydrogen bonding, hydrophobic interactions, or
electrostatic interactions) secure the bacterium to the sur-
face; thus, any significant shear force will remove the
cells. At these distances, the microbial and solid surfaces
are too far apart for molecular recognition of most surface
features. Once the cell is positioned 10 to 20 nm from a
solid surface, interplay between attractive Van der Waal’s
and repulsive electrostatic forces (while most bacteria and
surfaces carry a net-negative charge; non-uniform, oppo-
sitely charged, ion clusters exist on the cell surface) now
occurs. For attachment to occur, attractive forces must
exceed repulsive forces. The presence of pili and/or fla-
gella (pili are �4–7 nm in diameter and up to 1000 nm in
length) that penetrate the repulsive barrier from long
range both enable bacterial cells to become stably attached.
Overall, reversible attachment is rapid and may occur
within a fraction of a second following a bacteria-surface
contact.

Other factors also affect attachment of bacteria. For
example, surface composition (e.g., plastic, metal, or wood),
surface condition (e.g., whether it is new or has scratches
or pits), and surface charge and hydrophobicity all con-
tribute to microbial attachment success. Other factors like
solution ionic strength, liquid shear forces and viscosity,
and temperature have been shown to play roles of varying

importance (5, 19). Lastly, bacteria-specific parameters,
such as the type of organism, growth phase and prior growth
conditions, flagellum and motility factors, and specific
cell–cell coaggregation events all affect attachment suc-
cess (20–24). These factors not only impact initial attach-
ment success of bacteria but also the tenacity of long-term
attachment by various organisms — conditions that result
in stronger adhesion translate into increased difficulty of
bacterial removal during plant sanitation. While perhaps
self-evident, the condition of the surface is especially
important, not only because it may contribute to cellular
adhesion, but because surface imperfections like scratches
and corrosion provide refuge for biofilms and subsequently
shield cells from the effects of antimicrobial agents (25).
Work on bacterial attachment continues today, reflect the
fact that this phenomenon is both complex and pervasive.

B. LATE(R) EVENTS

Once reversibly attached, stronger cell-surface interactions
may cause the cell to become permanently, or irreversibly,
attached (the second phase in Marshall’s (18) two stage
attachment description; see above). The key to this
process is the production of extracellular polysaccharides
(EPS), a substance that bridges the bacterial cell surface
and the solid substratum. Bacterial EPS are high molecular
weight polymers that are highly hydrated (26, 27); thus,
food processing surfaces with a biofilm contamination
problem often have a “slimy” feel. Biofilm EPS constituents
includes, in addition to polysaccharides, globular glycopro-
teins, amino acids and sugars, nucleic acids, lipids, phos-
phates, organic acids and ions. While EPS does not form
strong bonds with the substratum, it does form a large num-
ber of weak bonds that collectively immobilize bacterial
cells within the biofilm and more importantly, secure the
biofilm to the substratum.

Specific EPS moieties also play important adhesive
roles. For example, glycoproteins contain positive charges
that ionically cross-bridge the EPS and substratum. Other
EPS related factors that influence bacterial adhesion include
EPS age, complexation of EPS with other molecules,
chemical makeup of the EPS, and the types of organisms
present. Biofilm EPS, like the EPS produced by planktonic
bacteria, vary greatly in terms of their physical and chem-
ical properties and it has been reported that EPS from dif-
ferent bacterial species actually function synergistically 
to strengthen overall biofilm adhesion (26). Another effect
of an aging cell-EPS matrix is a reduction in diffusional
transport, a factor tending to make biofilms more substrate-
and oxygen-limiting. This alters the physiological status
of the cells trapped within, and embedded cells typically
have decreased rates of growth and metabolism. The role
of EPS is greater than that of simple adhesion, and biofilm
EPS is widely thought to participate in nutrient capture and
uptake, maintaining an optimal biofilm microenvironment,
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and protecting biofilm inhabitants from predators, desic-
cation and antimicrobial agents (27, 28). The contribution
of EPS in the protection of food processing biofilms from
antimicrobial agents is discussed further below (see sec-
tion on Biofilm resistance to sanitizing and antimicrobial
agents). Figure 84.1 shows bacterial microcolonies
enmeshed in dense EPS material.

Factors like flagella, pili and adhesins have also been
shown, using adaptation-minus mutants, to play important
roles during adhesion and subsequent biofilm formation.
The primary function of flagella in biofilm formation is
assumed to be in transport and in initial cell-surface inter-
actions (see above). However, the presence of a functional
flagellum has also been shown to act as a adhesion factor
during the colonization of potato and wheat surfaces by
Pseudomonas species (29, 30), whereas pili-associated
adhesins are known to be important during the coloniza-
tion of epithelial surfaces of mammals (31–34).

C. MICROCOLONIES, MATURATION AND

ARCHITECTURE

The colonization of surfaces by bacteria may be based on
either solitary or colonial strategies (3). Single cell strategies
are employed by budding bacteria like Rhizobium or
Caulobacter spp. These cells attach to surfaces either in a
polar or non-polar manner and then release their progeny
into the aqueous phase (35). Budding organisms most com-
monly exist in oligotrophic waters systems or are associated
with plant roots and are typically slow growing and non-
pathogenic; hence, they are of limited importance to food
processing. Of greater significance are colonial cells, of
which Pseudomonas aeruginosa or P. fluorescens provide
examples. Soon after these cells attach to surfaces, they

proliferate and develop into microcolonies. The formation
of microcolonies are considered to represent primitive
behavioural patterns, and follow a defined (often species-
specific) developmental pathways or colonization strategy
(3). These organisms attach as single cells, multiply on the
surface into packed, or dense, microcolonies, and then
release progeny as single cells to recolonize new surfaces
(19). The majority of food processing pathogens colonize
surfaces in this manner.

Microcolony formation patterns considered “behav-
ioural” have been shown to vary with the physical, chemical
and biological environment; thus, flow velocity and sub-
stratum type, nutrient status and Eh, and presence of 
competing or communal organisms affect microcolony
developmental kinetics and appearance. Wolfaardt et al.
(36) and Moller et al. (37) showed that by changing to a
labile carbon source from a recalcitrant carbon source
resulted in a different biofilm appearance. While biofilms
are the dominant mode of growth in many environments,
specific examples exist of bacterial adaptation to both the
planktonic and biofilm modes of growth. Vibrio para-
haemolyticus clearly shows this trait; a short, polarly flag-
ellated variant is adapted for migration within low viscosity
environments such as the open ocean, whereas an elongated,
laterally flagellated variant is suited for colonization of high
viscosity environments (e.g., mucus layers of fish) (38).
Switching between these two phenotypes ensures the
organism is poised for success in either system. Based on
other adaptations like motility and chemotaxis, it is clear
that the free swimming or suspended versions of bacteria
are key parts of their life cycle. For more information on
the bacterial surface colonization behaviour, readers are
referred to a review by Lawrence et al. (1996).

Prior to the advent of confocal scanning laser
microscopy (CSLM), biofilm models were based on elec-
tron microscopic observations and thus described as homo-
geneous layers of cells on surfaces. After the first
examination of native, fully-hydrated biofilms using CSLM
(39) it was revealed that biofilms exhibited considerable
organization and variability of cells and their extracellular
products in three-dimensional space. The organization
exhibited by many pure cultured and mixed species
biofilms in large part contribute to the description of
biofilms as having a “primitive circulatory system.”
A number of biofilm models have subsequently been
described, including mushroom structures interspersed 
by a network of channels, mounds, aggregates, clusters,
channels, void spaces, holes, bridges, etc. (40, 41). The
variables controlling architecture are equally diverse, and
include the organism or organisms involved, nutrient 
status, predation, flow velocity and substratum type and
condition. Figure 84.2 shows a series of optical thin sec-
tions of a positively-stained Salmonella enteritidis biofilm
where voids and cell aggregates (or mounds) may clearly
be seen.
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FIGURE 84.1 Confocal laser microscope image of negatively
stained (0.1% fluorescein solution) mixed species biofilms show-
ing microcolonies surrounded by dense EPS material. Note that
the EPS material tends to exclude the low molecular weight flu-
orescein (289 MW) in regions immediately adjacent to the cells.
Scale bar � 10 µm.
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D. BIOFILM MATURATION

Biofilm bacteria are quite different from their planktonic
counterparts, as judged by gene expression, cellular phys-
iology and increased resistance to antibiotics and antimi-
crobial agents (40, 42, 43). These differences involve not only
the proliferation of attached cells into microcolonies and
biofilm along with the production of EPS, but also the
establishment of a biofilm structure (architecture; as
described above) along with the creation of distinctive
physical and chemical zones, or microenvironments (44).

The biofilm microenvironment is physically and
chemically distinct from the macroenvironment and is the

consequence of metabolic activity of microorganisms
themselves (consumption of O2, production of CO2, acid
and end product formation) in conjunction with the physical
characteristics of the cells and EPS polymer matrix.
Biofilm microenvironments tend to be diffusion-dependent,
and thus gradients of all chemical parameters may be
encountered. For example, in situ CSLM work with molec-
ular probes has directly confirmed the existence of zones
of hindered diffusion, gradients of pH, dense polymer and
varied cell metabolic activity. The depths of actively grow-
ing heterotrophic biofilm such as P. aeruginosa rapidly
become oxygen limiting, with the highest O2 concentrations
located near the biofilm-liquid interface, and the most
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FIGURE 84.2 Confocal laser microscope images showing cell aggregates and channels in a Salmonella enterica serovar Enteritidis
biofilm grown in a model flow cell system. Optical thin sections from the 0, 3, 6, 9, 12, 15, 18 and 21 µm section depths are shown.
Cells were positively stained using Syto 9. Scale bar (lower left) � 20 µm.
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oxygen depleted regions located at the biofilm-substratum
interface (the attachment surface) (40). As the exchange of
nutrients and end products into and out of the biofilm are
diffusion-dependent, the velocity of the overflowing liquid
also impacts nutrient exchange.

The consequences of the formation of the chemical
microenvironment are two-fold: 1) establishment of a spa-
tial gradient of growth conditions for biofilm organisms,
altering their rates of growth and ability to carry out meta-
bolic reactions, and 2) creation of a gradient of growth
conditions for different organisms with different growth
requirements. It is widely believed that the formation of
the microenvironment is a key factor in resistance of
biofilm bacteria to antimicrobial agents (see discussion
below). The integration of pathogens within a non-patho-
genic biofilm is obviously of the greatest concern with
respect to food processing biofilms. Thus, as biofilms
“mature,” the capacity to harbor pathogenic organisms,
like E. coli and Listeria monocytogenes, may increase
(45). More research is needed for a better understanding
of how different microbial species become integrated into
complex communities.

Recently, gene and protein expression patterns have
demonstrated genetic and physiological differences
between biofilms and planktonic cells, as well as between
biofilms at different developmental stages. Brözel and
coworkers monitored global protein expression patterns in
attached P. aeruginosa cells and observed as many as 11
proteins whose levels became altered during various
stages of attachment (46). Similar studies revealed 
fairly high levels of gene expression existed for certain
proteins (35% of total) of E. coli following transition 
from the planktonic to biofilm growth state (47). More
recently, Sauer et al. (43, 48) reported the regulation of 
as many as 30 genes and 40 gene products became altered
in P. putida within 6 h following attachment, and using
direct microscopic observation were also able to charac-
terize five stages of biofilm development in P. aeruginosa. 
The varied physical and chemical conditions experienced
in the biofilm microenvironment would also result in 
differences in the expression of genes and production of
proteins.

In P. aeruginosa, changes in gene expression following
bacterial attachment include the surface-induced gene
activation of algC, a gene involved in lipopolysaccharides
core biosynthesis, as well as the biosynthesis of the
exopolysaccharide alginate (49, 50). Others have linked the
down-regulation of flagellar synthesis with the alginate
up-regulation (51). As cells adjust to an immobile life on a
surface, they lose their flagella and increase the production
of EPS.

A seemingly important step in the maturation of
biofilms is the formation of characteristic biofilm archi-
tecture. While the advent of CSLM was a pivotal tool 
in revealing the complexity of the different biofilm 

architectures, until recently it wasn’t clear how the devel-
opment of these structures was regulated. The observation
that a mutant of P. aeruginosa unable to synthesize the
quorum-sensing molecule acylhomoserine lactone (acyl-
HSL) developed a radically altered biofilm architecture,
suggested that architecture was indeed regulated. As pub-
lished in the journal Science, a lasI mutant (defective for
production of acyl-HSLs) formed a biofilm without the
typical well-spaced microcolonies (attaining heights of over
100 µm) and lacked resistance to SDS treatment typically
seen in the wild-type strain (52). This study suggested that
cell-cell communication was essential for P. aeruginosa to
establish structured biofilms. However, more recent work
using similar P. aeruginosa AHL mutants have found con-
tradictory results (53, 54). The role of quorum sensing in
the development of biofilm architecture is therefore
unclear for the time being. This continues to be an enticing
research area with potential for benefits in the area of
biofilm control. One interesting study approach would use
furanone AHL analogs, produced by Delisea pulchra
(a macroalga that naturally resists biofilm formation), to
disrupt or block AHL communication, and hence biofilm
formation.

Overall, post-attachment events are considered by
some to culminate in the “maturation” of the biofilms into
a thick layer of organized cell material interspersed by
channels within a matrix of EPS material. While it is use-
ful in theory to envision biofilms developing sequentially
(e.g., molecular film, attachment phases, microcolony
development, biofilm formation, and biofilm sloughing and
progeny dissemination), and there is evidence to indicate
that this indeed is the way things occur for P. aeruginosa
(43), these models are based on sterile laboratory systems
that are “inoculated” after which biofilm formation is mon-
itored over time. In real-world situations, it is altogether
more likely that many phases (e.g., attachment, detachment,
shedding/sloughing, microcolony formation, etc.) of biofilm
formation will be occurring concurrently, and would
involve different bacterial species.

IV. BIOFILM DETECTION

Detection of biofilm contamination depends on rinsing 
or swabbing surfaces, followed by dilution and plating 
of the samples on agar media. While some modifications
to the sampling methods exist (e.g., spray gun samplers,
sonication-assisted removal of cells), these are essentially
the same culture-based techniques. Owing to the complex-
ity and variable geometry of surfaces and equipments (e.g.,
pipelines) within a processing plant it may be desirable to
perform “in line” surface sampling. The Modified Robbin’s
Device (MRD, Tyler Research, Edmonton, Canada) permits
the removal of plugs that mount flush with a surface or a
fluid delivery pipeline. These plugs or coupons may be
removed at defined intervals, with the biofilm stained and
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observed directly, and/or disrupted and enumerated using
culture based methods. One obvious advantage of culture-
based methods is that various selective and differential
growth media are readily available. Their main shortcoming
is the time to obtain a result, since most organisms require
24 or more hours of cultivation. As in other disciplines,
molecular methods like polymerase chain reaction (PCT)
and real-time PCT can be used to identify and estimate the
number of specific pathogens that may be plaguing a facil-
ity. Use of ATP-sensitive luciferase assay kits can also pro-
vide a measure of biofilm buildup. ATP-bioluminescence is
a non-culture based commercially-available method that
relies on the ATP-dependent production of light from the
luciferin-luciferase system. Surfaces are sampled with ster-
ile cotton swabs and are then reacted with kit reagents.
After reaction, light generation is read in a hand-held lumi-
nometer. ATP bioluminescence may provide an index of
plant surface hygiene that can then be used to estimate
microbial contamination. Since it is a rapid method it can
be used on-site providing results in as little as 5–10 min-
utes. However, it is important to note that non-microbial
sources of ATP cannot be differentiated from those of
microbial origin, thus ATP associated with meat exudates
can affect the readings. It is important to remember that the
biofilm sampling methods described above are to be per-
formed in addition to routine plant cleaning and sanitation,
and not as a diagnostic step to prescribe cleaning. Lastly,
there are numerous model systems and approaches for the
study of biofilms. Many of these are highly applicable to
the food processing situation, and thus many techniques
and methods are directly transferable. Reviews describing
these culture systems are available (55, 56).

V. PREVENTION AND REMOVAL OF 
BIOFILMS IN FOOD PROCESSING
FACILITIES

Microbial attachment and biofilm formation may be ben-
eficial (vinegar production, enzyme production); however,
it is far more common for biofilm formation to be detri-
mental to food production. Fouling of food processing
equipment and foods by spoilage or pathogenic bacterial
biofilms is the main concern, however damage to metal
surfaces (pitting and corrosion) and breakdown of plastics
are other possible outcomes. Biofilms also contribute to
decreased heat transfer, lost sensor sensitivity, and plug-
ging of filters. Low pressure, large diameter pipes do not
always fill and thus are prone to biofilms and are hard 
to clean without disassembly. Pathogens known to form
biofilms include Salmonella, Klebsiella, Pseudomonas,
Campylobacter, enterohaemorrhagic E. coli and Listeria.
These organisms are of special significance where ready-
to-eat and minimally-processed meat products are produced
as they aren’t controlled in a terminal processing step.

Those areas of food processing plants where biofilms
become problematic are often non-food contact surfaces
with high humidity or moisture levels. Machine shrouds,
overhead structures, floor drains and walls are examples.
These surfaces do not directly contact foods; however,
indirect transfer of biofilm bacteria may occur as a conse-
quence of moisture dripping onto food contact surfaces
below, worker activity, and especially during cleaning
where aerosolized bacteria in water droplets may be pro-
pelled many meters during pressure washing.

Other areas where even the best efforts may fail to con-
trol biofilms include conveyor surfaces, brine injectors,
belts, gaskets, damaged steel cutting surfaces, floor drains,
elbows or dead-ends in pipelines, pumps, valves, and food
or liquid storage tanks. Injectors for brining or tenderizing
meats have been identified as a location for recurrent 
L. monocytogenes biofilms. Czechowski (57) reported find-
ing biofilms in dairies and breweries on bends in pipes,
rubber seals, conveyor belts, waste water pipes, floors, etc.
Teflon® and Buna-n® seals were determined to be excellent
sites for biofilm formation and when cracked provide reser-
voirs for microbes which are difficult to inactivate or kill
during cleaning. Listeria monocytogenes persists on the
rubber fingers of poultry pluckers and the trolleys that carry
the carcasses after cleaning (58), as does S. aureus (59).
Notermans and co-workers (60) have observed biofilms in
poultry slaughterhouses by scanning electron microscopy.
They found that after several weeks of operation the whole
surface of the rubber plucker finger was pitted, trapping
microorganisms in places like surface scratches and metal
welds so that microorganisms become protected from rou-
tine cleaning and disinfection. Such biofilms represent a
recurrent source of contamination to foods coming in con-
tact with them, potentially with health consequences.

Because of the sensitive nature of certain foods, the
occurrence of food processing biofilms has the potential to
impact both food shelf-life and safety. During the process-
ing of meats and minimally processed meat products, per-
sistent biofilms may cause significant reductions in product
quality and consumer safety. Most of the problem associated
with biofilms is associated with the inability or failure to
adequately clean the affected surface; hence, the age and
design of the facility, as well as the design of the equipment,
play important roles in providing cleaning access to vulner-
able sites in the processing stream. Routine inspections of
potential sites for biofilm formation, as well as scheduled
replacement of problem surfaces (gaskets and cutting
boards) will assist in limiting problems of this nature.

VI. BIOFILM RESISTANCE TO SANITIZING
AND ANTIMICROBIAL AGENTS

The fact that biofilm bacteria have greater resistance to
antimicrobial agents than planktonic cells has received
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considerable attention over recent years. Specific reports
detailing this phenomenon are regularly published. For
example, Williams et al. (61) reported that cells of S. aureus
biofilms on silicon surfaces were 10 times more resistant
to vancomycin than were their planktonic counterparts.
Ceri and coworkers (62) reported that P. aeruginosa
required as much as 1,024 µg of imipenem and E. coli
required a much as 512 µg of ampicillin as the minimal
biofilm eradication concentrations compared to just 1 and
2 µg, respectively, for their planktonic counterparts. A
similar increase in resistance was reported against 
ceftazidime and doxycycline in both P. pseudomallei and
Streptococcus sanguis biofilms, respectively (63, 64).
Investigators have also observed increases in resistance of
biofilms and attached microorganism on food contact 
surfaces to various sanitizing agents (65–69). Frank and Kofi
(66) found that attached microcolonies of L. monocytogenes
were resistant to prolonged treatment (�20 min) with the
anionic acid sanitizer, benzalkonium chloride, whereas
cell suspensions were killed by a 30 sec exposure to the
same concentration of sanitizer. Results of work conducted
by Mustapha and Liewen (70) and Wirtanen and Matti-la-
Sadholm (71) suggest that the age of a biofilm affects the
resistance of microorganisms to sanitizers. Sodium
hypochlorite and quaternary ammonium compounds were
effective against a 24 h biofilm of L. monocytogenes
on food contact surfaces. Biofilms of P. fluorescens,
L. monocytogenes, and Bacillus subtilis challenged with
0.1% and 1.0% chlorine at 25°C were shown to become

more resistant with biofilm age. Figure 84.3 shows a con-
focal laser microscope dual channel image where E. coli
biofilm bacteria have been treated with trisodium phos-
phate (a foodgrade antimicrobial) but surviving cells exist
at the base of the biofilm.

VII. MECHANISMS OF BIOFILM 
RESISTANCE TO ANTIMICROBIAL
AGENTS

At least three mechanisms have been proposed to account
for the increased resistance of biofilm bacteria to antimi-
crobial agents: (i) delayed penetration of the antimicrobial
agent, (ii) altered growth rate of biofilm organisms, and (iii)
physiological changes due to the biofilm mode of growth.

Bacterial cells enmeshed in an EPS matrix present a
diffusion barrier for these molecules by influencing either
the rate of transport of the molecule (hindered diffusion)
to cells in the biofilm interior or the reaction of the antimi-
crobial material with the matrix material. Suci and
coworkers (72) demonstrated the delayed penetration of
ciprofloxacin into P. aeruginosa biofilms; what normally
required 40 s for a sterile surface required 21 min for 
a biofilm-fouled surface. DuGuid and coworkers (73)
examined Staphylococcus epidermidis susceptibility to
tobramycin and concluded that the organization of cells
within biofilms could in part explain the resistance of this
organism to this antimicrobial agent. Studies examining
antimicrobial penetration and interaction with the EPS of
biofilms have revealed reduced efficacy due to poor diffu-
sion of the antimicrobial agent through the biofilm matrix.
Hatch and Schiller showed that a 2.0% suspension of algi-
nate, a key EPS component, from P. aeruginosa inhibited
diffusion of gentamicin and tobramycin, and this effect
was reversed by using the enzyme alginate lyase (74). Souli
and Giamarellou (75) demonstrated that S. epidermidis
slime hindered the antimicrobial efficacy of B. subtilis
against a large number of agents.

The rate of cell growth has also been shown to influence
the resistance of biofilms to antimicrobial agents.
Biofilm-associated cells grow significantly more slowly
than planktonic cells in logarithmic growth (the common
target of previous antibiotic susceptibility tests). Many
antibiotics depend on inhibiting a key component of cell
biosynthesis (e.g., cells walls, protein synthesis, DNA repli-
cation), and thus tend to have a greater effect on actively
growing cells. Using a method of cell culture designed to
determine the effect of growth rate apart from other biofilm
processes, Evans et al. (76) found that the slowest growing
cells of E. coli were most resistant to cetrimide. Eng et al.
(77) controlled the growth rate of bacteria through nutri-
ent limitation and demonstrated that only fluoroquinolone
antibiotics produced bactericidal effects against stationary-
phase gram-negative organisms. However, increasing the
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FIGURE 84.3 Dual-channel confocal laser microscope image
showing E. coli biofilm bacteria after treatment with 
0.625% trisodium phosphate (TSP) and staining with the
BacLight™ Live/Dead Viability probe. Cells in the right hand
panel have been killed by the treatment and thus fluoresced in
the red wavelengths. Cells in the left hand panel have not been
killed and thus fluoresced green. It is suggested that incomplete
penetration of the antimicrobial agent, in combination with
interaction of the agent with cells and EPS material, resulted in
a reduction of TSP efficacy.
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growth rate of target biofilm cells was followed by an
increase in antimicrobial efficacy. Anwar and coworkers
(78) also demonstrated age-related differences in the
response of S. aureus biofilms to antimicrobial therapy; 
4-day-old biofilms exposed to tobramycin and/or cephalexin
caused a rapid decrease in the numbers of viable cells,
whereas biofilms developed over a 13-day period demon-
strated marked resistance to either drug or a combination
of both. Korber et al. (79) provided indirect evidence of 
a gradient of cell growth rates through P. fluorescens
biofilms, using the antimicrobial agent fleroxicin (which
inhibits DNA gyrase and causes growing cells to elongate)
and confocal scanning laser microscopy. Cells nearest the
biofilm-liquid interface elongated significantly more than
those cells near the biofilm-substratum interface and were
more susceptible to fleroxacin.

Other physiological factors may also play a role in
biofilm resistance. For example, Gram-negative bacteria
respond to nutrient limitations and other stresses by syn-
thesizing sigma factors. In E. coli, those sigma factors that
are under the control of the rpoS regulon regulate the tran-
scription of genes whose products mitigate the effects of
stress. By studying E. coli biofilms formed by strains with
or without rpoS genes, Adam and McLean (80) found that
the rpoS� E. coli biofilms were more dense and had higher
number of viable cells. Since rpoS is activated during slow
growth of this organism, it appears that conditions that
elicit the slowing of bacterial growth, such as nutrient lim-
itation or build-up of toxic metabolites, favor the forma-
tion of biofilms. Nutrient limitation and increase in toxic
metabolite concentrations might be particularly acute
within the depths of established biofilms, and therefore
slow growth and cell physiology are likely linked. Tresse
et al. (81) found that agar-entrapped E. coli cells were
more resistant to an aminoglycoside as oxygen tensions
were decreased. They suggested that the effect was due to
lowered uptake of the antibiotic by the oxygen-starved
cells. It is also thought that at least some of the cells in a
biofilm adopt a distinct and protected biofilm phenotype.
This phenotype is not a response to nutrient limitation, but
is thought to be a biologically programmed response to
growth on a surface. This phenotype is likely the conse-
quence of the expression and translation of unique genes
and proteins (see earlier discussion on biofilm matura-
tion). Our group has identified a number of differentially
expressed proteins found in Campylobacter jejuni and
Salmonella enterica that are likely to play roles in this
regard (82, 83).

Thus, multiple factors likely play additive or combi-
natorial roles in the resistance of biofilms to antimicrobial
compounds. It follows that a key element of any surface
sanitation program is to first use methods and compounds
sufficient to dislodge cells and their EPS from the food
processing surfaces, as physical removal of biofilm mate-
rial is not dependent on their killing per se. This will, in

turn, enhance the efficacy of any antimicrobial treatment
that is then applied. For more details on the resistance of
biofilms to antimicrobial agents, the reader is directed to
the following review articles (4, 84).

VIII. CONTROL OF FOODBORNE 
BACTERIA

Bacteria may become associated with foods because of their
presence in the raw materials or their introduction during
processing. Control of foodborne bacteria is essential to
hazard free and acceptable food for consumption. In the
absence of appropriate controls, bacteria present in foods
will change the quality or devalue the product and in
extreme cases cause spoilage and become serious source
of hazard to the consumers.

A. FOODGRADE SURFACE AGENTS/NOVEL AGENTS

Food surfaces are the prime areas of exposure to air, pro-
cessing instrument, and human and animal contact. Surfaces
in general and food surfaces in particular, pose exceptional
challenge because they may be uneven and contain cracks
(both macro- and nano-sizes) and be inaccessible to
removal of microorganisms. Additionally, many foods are
prepared in contact with various surfaces (tables, cutting
knives, handlers, etc.). Due care in the sanitation of the pro-
cessing environment, instruments and personnel become
critical issues in the manufacture of bacteria free foods. A
number of chemical treatments allow for cleaning or dis-
infecting foods undergoing processing or the surfaces with
which they come in contact. The types of agents used for
this purpose vary.

Surface active agents such as wetting agents or sur-
factants are non-polar, long chain organic molecules with
a polar head. They aid cleaning by reducing water surface
tension and their ability to be suspended in fats, including
bacterial membranes and cause disruptions. Other agents
such as organic alkalies, inorganic and organic acids, at
critical concentrations are bactericidal. Other options
include the use in combination of e.g., sucrose laurate (SL)
ethylenediaminetetraacetate (E), and butylated hydroxyl
anisole (B) (SLEB) as an effective antimicrobial agent
against both gram-negative (aerobes) and gram-
positive (facultative anaerobes) foodborne bacteria (85).

B. TRISODIUM PHOSPHATE

Trisodium phosphate (TSP) is an orthophosphate salt of
phosphoric acid. It has a minimum of 41.5% P2O5 and 
a pH of approximately 11.8 in a 1% solution (86). Uses 
of TSP include as a food additive, dietary supplement,
paint remover, and detergent or industrial cleaner. The
beneficial effects of phosphates on food products include:
(i) water binding, (ii) retardation of oxidative rancidity,
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(iii) emulsification, and (iv) color development and stabi-
lization (87). The ability of phosphates to enhance micro-
bial safety and stability of certain food has been discussed
by Wagner (87).

The AvGard™ process is an USDA-approved process
where TSP solution is applied to reduce the incidence of
Salmonella contamination during poultry processing (88).
The AvGard™ process was the first commercial process
for which a claim of successfully reducing Salmonellas (2 to
5 log decrease) on processed carcasses can be made (86).
The process has been patented for poultry (86), specifi-
cally covering solutions of trialkali metal phosphate in
concentration of 4% (Wt./Vol.) or greater with the pH val-
ues of 11.5. TSP in solution results in an alkaline pH which
contributes to its antimicrobial action. Exposure of
Salmonella enterica serovar Enteritidis ATCC 4931 to dif-
ferent concentrations of TSP resulted in membrane damage
and leakage of cellular contents leading to cell death in a
concentration dependent manner (89). The antimicrobial
action of TSP treatment has been reported to successfully
reduce numbers in E. coli, Campylobacter jejuni and 
L. monocytogenes (90). The treatment with TSP is as
effective as alkali treatment without the adverse effects on
the meat or skin associated with inorganic alkali treat-
ments (90). The process was also found to have little or no
effect on the taste, texture, and appearance of poultry (91).
The phosphate residue can therefore be left on the poultry
surfaces to provide reduced bacterial activity and
improved shelf life (86). Efforts to extend the efficacy 
of TSP, using combinatorial or sequential approaches 
(i.e., EDTA and TSP) have been performed. Korber 
et al. (92) examined a process termed plasmolysis-
deplasmolysis, where cells were plasmolyzed in the
absence of the antimicobial agent using high salt solutions,
and then deplasmolyzed in the presence of TSP. This
approach did reduce the TSP concentrations required
against a panel of pathogen and spoilage organisms in
model systems, but failed to universally enhance TSP effi-
cacy on meat tissues.

C. BIOLOGICAL ANTIBACTERIAL PRODUCTS

There are several naturally synthesized antibacterial prod-
ucts that are efficient, and often effective means for the
control of foodborne bacteria. The choice for the type of
agents may depend on several factors including cost, avail-
ability, compatibility and safety for human consumption.
Certain plant synthesized products, e.g. tannins (93) in
addition to having antimicrobial properties carry other
properties such as antinutritional factors and antiinfective
agents. Tannins are water-soluble polyphenols found in
many plant foods. Tea polyphenols and many tannin com-
ponents were suggested to be anticarcinogenic. The
antimicrobial activities of tannins are well documented.
The growth of many fungi, yeasts, bacteria, and viruses was

inhibited by tannins and tannic and propyl gallate are
inhibitory to foodborne bacteria and off-flavor-producing
microorganisms. Their antimicrobial properties seemed to
be associated with the hydrolysis of ester linkage between
gallic acid and polyols hydrolyzed after ripening of many
edible fruits. Tannins in these fruits thus serve as a natural
defense mechanism against microbial infections. Tannic
acid is used in food processing to increase the shelf life of
certain foods, such as catfish fillets. Tannis also play a role
in detaching attached bacteria from surfaces, and thus act
by both removing bacteria and by killing the bacteria.

D. LACTIC ACID BACTERIA DERIVED PEPTIDES

Nisin is an antibacterial peptide (35 kDa) produced by 
the dairy fermentation bacterium Lactococcus lactis
subsp. lactis. It exhibits a broad spectrum of inhibitory
activity against gram-positive microorganisms such as 
L. monocytogenes, S. aureus and Clostridium botulinum
(94). Although nisin was once thought to inhibit only
gram-positive bacteria, researchers have found that the
spectrum of nisin activity can be extended to gram-negative
bacteria, including a variety of pathogens. Stevens et al.
(95) reported that when gram-negative cells were treated
with a combination of 20 mM EDTA and 50 µg/ml of nisin
in a complex buffer and incubated at 37°C for 60 min,
populations of Salmonella sp., Enterobacter aerogenes,
Shigella flexineri, Citrobacter freundii, and E. coli
O157:H7 were reduced by 3 to 6 log. In this process,
EDTA is thought to chelate magnesium ions from the
lipopolysaccharide (LPS) layer of the outer membrane of
gram-negative bacteria. This causes the outer cell surface
to be more permeable, thereby allowing the bacteriocin
access to the cytoplasmic membrane where nisin-mediated
inactivation occurs (95). Compounds such as 1% sodium
hexametaphosphate or 500 mM lactate, as well as EDTA
(50 mM) or citrate (100 mM), have been reported to
enhance nisin activity against gram-negative pathogens in
vitro (96). Synergistic effects between nisin and thymol
on antimicrobial activities in L. monocytogenes has also
been shown to be useful in certain traditional fermented
dairy and cultured-milks. There is an additional need for
methods to substantially reduce or inhibit food-borne and
biofilm bacteria using food-grade compounds. These meth-
ods would be of considerable interest to the food industry.

E. LACTOFERRIN

Lactoferrin is an iron-binding glycoprotein present in
milk and many exocrine secretions that bathe the mucosal
surface. Lactoferrin contains 703 amino acids and has a
molecular weight of 80 kDa. Lactoferrin co-ordinately
binds to metal ions and occurs in divergent biological
milieu including saliva, tears, seminal fluids, mucins,
and the secondary granules of neutrophils. Lactoferrin is 
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considered a multifunctional or multi-tasking protein. It
appears to play several biological roles. Owing to its iron-
binding properties, lactoferrin is thought to play a role 
in iron uptake by the intestinal mucosa of the suckling neo-
nate. Lactoferrin also appears to have antibacterial, anti-
viral, antifungal, anti-inflammatory, antioxidant and
immunomodulatory activities. A number of laboratories
have identified lactoferrin as a broad spectrum antimicro-
bial and reported a variety of inhibitory mechanisms on
both Gram-positive and Gram-negative bacteria (97).
Lactoferrin occurs naturally as iron saturated, iron free
and immobilized/activated forms. The iron free and
immobilized forms of lactoferrin have the highest anti-
bacterial ability. However, the current processes used to
isolate lactoferrin from cow’s milk alter the protein struc-
ture so that the majority of lactoferrin that is extracted is
in the less effective, iron saturated state. “Activated”
lactoferrin is a term used to describe a unique combina-
tion of natural ingredients that mimic the optimum envi-
ronment necessary for lactoferrin to have maximum
antimicrobial activity. Activation biases lactoferrin to its
iron free and immobilized forms, in effect returning lacto-
ferrin to its most natural and functional state. Activated
lactoferrin has been approved by the FDA and USDA for
use on meat to prevent contamination by a number of
foodborne pathogens, such as E. coli O157:H7. Activated
lactoferrin is sprayed onto a beef carcass as one of the
final steps on a multiple-intervention system. Activated
lactoferrin reacts with pathogenic bacteria that are already
attached to the meat surface and binds with them causing
their detachment. Once the activated lactoferrin has been
applied, it is followed by a final rinse, allowing for the
detached bacteria to be washed away safely. Activated
lactoferrin protects meat from pathogenic bacteria in three
ways: 1) detachment of adherent pathogens, 2) prevention
of pathogen attachment by rendering bacterial attachment
structures non-reactive, and 3) inhibition of pathogen
growth through the binding of iron required by bacteria 
for growth (98). Sing et al. (99) showed that lactoferrin
can reduce bacterial colonization and biofilm development
in a dose-dependent manner. This suggests that lactoferrin
could be used as an antimicrobial agent to maintain
hygiene on food processing equipments. Exploring the
potential of such methods is clearly of interest to those
striving to maintain and improve processing plant hygiene
and sanitation.

F. ANTIBACTERIAL PLANT PEPTIDES

Antibacterial plant peptides are short peptides that are
produced by plants to defend themselves through restrict-
ing attack or invasion of bacteria. Several hundred peptide
antibiotics are produced by a broad range of plant species as
defense molecules. Plant antimicrobial peptides are approx-
imately 50 amino acids in length and contain cysteine

residues that allow for the formation of disulfide bonds,
which contribute to their high stability (100–102).

Plant-based antimicrobial peptides are classified into
three groups, antifungal peptides, factors against microbial
toxins (e.g., tablotoxin), and those determining the need for
synthesis of other natural defense products. The genetic
expression of plant antimicrobial peptides can be adaptive 
or constitutive. The constitutive ones are found in herbs and
spices, e.g. phenolics, essential oils (allicin) and various
thiocyanates. The most abundant source of these products
appears to be the seeds; however, they have been isolated
and purified from the seeds, kernels and roots. Table 84.1
shows the antibacterial potency of these proteins in vitro.
Biotechnology should not only help in our understanding of
the mechanisms of action, but also in application of these
molecules in the production and processing of foods. A large
number of AMPs have not yet been evaluated against organ-
isms of concern to the food processing sector, thus there is
potential for these compounds as antimicrobial agents.

G. SURFACE ANTIMICROBIAL AGENTS

Newer types of food-packaging material, which uses com-
binations of food-packaging materials (plastic and rubber
articles, paper-based materials, textile fibrils, and a low-
density polyethylene film with triclosan and chitosans as 
a choice antimicrobial substance is being used to control
microbial surface contamination of foods. This strategy
can be used for vacuum packaged meat, fish, poultry or

Food Processing Biofilms and Antimicrobial Agents 84-11

TABLE 84.1
Known In Vitro Antibacterial Activity of Different
Plant Antimicrobial Peptides. IC50 Equals the
Concentration Required for 50% Growth Inhibition
of the Test Organism

Amount of AMP Needed
for 50% Growth Inhibition

M. jalapa I. balsamina 
Test Bacteria (AMP2) (Ib-AMP4)

Bacillus megaterium 2 —
Bacillus subtilis — 20
Clavibacter — �10

michiganensis
Erwinia amylovora — �100
Erwinia carotovora �500 —
Escherichia coli �500 �500
Micrococcus luteus — 5
Proteus vulgaris — �500
Pseudomonas — �100

solanancearum
Sarcina lutea 50 —
Staphylococcus aureus — 20
Streptomyces faecalis — 5
Xanthomonas campestris — 6
Xanthomonas oryzae — 15
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cheese. Many classes of antimicrobial compounds have
been evaluated in both synthetic polymer and edible film
states, including organic acids and their salts, enzymes,
bacteriocins, and miscellaneous compounds such as tri-
closan, chitosan, silver zeolites, and fungicides. In the
adoption of antibacterial agents in wrapping material,
special consideration is needed as the presence of fatty
acids or adipose tissues may diminish the antimicrobial
activity of certain compounds on meat surfaces. Chitin
and chitosan matrices are known for their adsorptive
capacities, however their potential as antimicrobial coat-
ings has only recently been considered. While these
results are preliminary, edible chitosan coatings (e.g., hot-
dogs or deli-products) may offer some protection against
food-borne pathogens like L. monocytogenes. At this time,
antimicrobial packaging materials cannot legally be used
in the EU. The state of this technology for its particular com-
modities and use of different types of antimicrobial concepts
is under research and development (103, 104).

H. SURFACE SANITIZING FOR BIOFILM CONTROL

The general approach for cleaning food processing sur-
faces should be inherently the same. First to be addressed
is the problem of surface soil or fouling. Following an initial
rinse, surface fouling is best addressed by physical cleaning
or pressure washing using either an acidic or alkali based
detergent — acidic detergents dissolve fats and mineral
buildup, whereas alkali based detergents dissolve micro-
bial polymeric substances. This wash step must be fol-
lowed by a rinse which will remove any residual detergent
that might interfere with subsequent sanitizing steps. The
surface is then treated with a sanitizing agent, which typi-
cally involves use of chlorine-based or peroxyacetic acid
(POAA) treatments. The POAA treatment may be left on as
peroxide and acetic acid are food grade additives, whereas
chlorinated compounds must be rinsed off — this is impor-
tant not only because of food flavor effects, but also because
strong alkaline compounds tend to corrode even food grade
stainless steels. All the rinsing steps should use potable
water. The incorporation of novel antimicrobial agents such
as surface-incorporated polychlorinated compounds (tri-
closan) is a somewhat different approach — it would tend
to prevent initial colonization and growth by biofilm form-
ing bacteria. However, both advocates of this type of antimi-
crobial approach insist that this doesn’t eliminate the need
for proper sanitation and/or hygiene, but rather must be
complimentary. Such considerations are best made during
the planning stage of processing plant construction; the
appropriate type of material or equipment design should be
selected to prevent microbial adhesion and facilitate clean-
ing. In cases where an existing facility is of concern, a suit-
able starting point involves a microbiological audit in order
to determine where biofilms are likely to occur followed
by strict HACCP implementation.

IX. CONCLUSION

Microorganisms have been observed to adhere and aggre-
gate on surfaces, grow into microcolonies, form complex
3-dimenisonal structures and communal relationships,
resulting in complex biofilm. Our knowledge of biofilm
comes from studies of nutrient limited environments or
simulations of these environments. However, very little
understanding regarding the kind of biofilm found in the
food industry is available because of a lack of direct obser-
vation of biofilms in these facilities or research using appro-
priate model systems. Foodborne pathogens and spoilage
organisms can form biofilm on many food contact and
environmental surfaces and can coexist with other envi-
ronmental flora leading to contamination of food that
come in contact with them. This challenges the plant
hygiene as well as safety of the food product and can lead
to significant loss to business and public health. Biofilms
on food processing surfaces are difficult to control due to
the problem associated with cleaning complex food pro-
cessing equipment, and also because biofilms are quite
resistant to antimicrobial agents in general. Thus, biofilm
control relies on the implementation of effective cleaning
and sanitation procedures employed in processing facili-
ties specifically designed for effective and thorough
cleaning.

Currently, there is an increased interest in methods 
to monitor biofilm development on surfaces, as well as to
develop surfaces with functional antimicrobial coatings 
to inhibit bacterial colonization. There is also a seemingly
prosperous research direction involving the design and
engineering of novel antimicrobial agents. As much of
this research is ongoing, there is no universal measure to
control biofilms. At present, education and vigilance are
the best tools for ensuring food safety and plant hygiene.
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I. INTRODUCTION

A. GENERAL

This review covers the chemistry, in particular the mode
of action, the analysis and the evaluation of the efficacy of
antioxidants. It briefly touches on synergism in antioxi-
dant mixtures and the legal implications of addition of
antioxidants to foodstuffs. At the outset it should be noted
that the medical and economic aspects are scarcely men-
tioned as it falls outside the expertise of the authors.

The word antioxidant is not found in English diction-
aries of the first half of the last century. One of the earliest

definitions of an antioxidant appears in the 1966 edition of
the Random House Dictionary of the English Language
that reads “Any of a group of substances that inhibit the
deterioration of rubber, gasoline, soaps, etc.” It is notewor-
thy that at that time no mention was made of the deterio-
ration of foodstuffs although the prevention of this now
occupies the energy and ingenuity of many scientists. The
Cambridge Encyclopaedia of 1990, however, gives the fol-
lowing definition: “Substances which slow down the oxi-
dation of others, often by being oxidized themselves. The
term is usually applied to additives in foods and plastics”
clearly illustrating the shift in emphasis from rubber, gaso-
line, and soaps to foods and plastics.
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B. CHEMISTRY OF ACTION

Upon exposure to atmospheric oxygen, lipids (fats and
oils) are slowly oxidized to peroxides. This reaction is of
immense practical importance as it leads to the spoilage of
foodstuffs and deterioration of tissues in living organisms
(ageing) (1,2). Even freeze-dried foods can be spoilt by
peroxides formed during cold storage. These peroxides
are the reaction products of free radicals and atmospheric
oxygen. Free radicals are uncharged, highly reactive
chemical entities with a lone electron that are initially
formed by the loss of a hydrogen atom from a lipid fatty
acid moiety induced by ultraviolet light or heat. Once gen-
erated, these reactive free radicals propagate themselves
by a theoretically endless chain reaction involving oxygen
unless halted by an antioxidant. Antioxidants act sacrifi-
cially by donating a hydrogen atom to the reactive free
radical and regenerating the original molecule. In the
process, the chain reaction is terminated and the antioxi-
dant itself becomes a free radical. The difference, how-
ever, is that this free radical is unreactive as antioxidants
possess structures capable of delocalizing the lone elec-
tron, thus rendering it unreactive, and no further damage
to the lipid or tissue is done. This is illustrated in the fol-
lowing simplified reaction scheme:

1. Initiation
RH R• � H•

2. Propagation
R• � O2 RO2

•

RO•
2 � RH ROOH � R•

3. Termination
R• � R•

RO2
•� RO2

• products
RO2

• � R•

In the propagation step ROOH is a hydroperoxide and R
.
ÿ

is either another reactive free radical as in the initiation
step, or an unreactive free radical if RH is the antioxidant.
The primary reaction products, hydroperoxides ROOH
and peroxides ROOR then decompose further into sec-
ondary products such as aldehydes, ketones, alcohols and
carboxylic acids. These secondary oxidation products are
responsible for the unpleasant taste and odours of spoilt
foods, variously described as “rancid,” “tallowy” or “fishy.”
But it is not only the oxidation of the fat itself which is
important; other vulnerable components in the foods such
as vitamins, pigments and even proteins are liable to be
destroyed as a consequence of lipid oxidation. Vitamins
and pigments are normally minor components of foods
but they are important in determining its appearance,
palatability and nutritional value thus damage to them can
easily make the food unacceptable. This deterioration is
not confined to foods of high fat content, it can also occur
in cereals that contain relatively little fat, vegetables such

as unblanched frozen peas, and potato chips. This is
because the flavour threshold of the aldehydes and
ketones that are formed is often less than 1 part per mil-
lion (ppm), sometimes as low as 1 part per billion (ppb).
Such traces, that can wreak havoc to the economy of food
companies, are readily detectable by the human senses of
taste and smell (3). It must also be realized that research
on antioxidants is never straightforward: antioxidants are
anomalies in that they do not follow rules and nothing is
ever predictable, but it is precisely this unpredictability
which constitutes the challenge and attraction of this field
of research. Much has been learned over the years by
empirical methods of trial and error and we are now able
to protect valuable foodstuffs much more effectively than
half a century ago.

C. CHEMICAL STRUCTURES

The question may now be asked: “What are the structures
of those compounds, small amounts of which are capable
of stabilizing foodstuffs?” Several structures are known
and occasionally new  structures are discovered, as for
instance those incorporating the indole and indoline chro-
mophores (4). However, because of the very stringent
safety requirements of the United States Food and Drug
Administration (FDA), it is doubtful whether these novel
antioxidants will eventually be approved for the use in
foodstuffs. Most antioxidants both synthetic and natural
possess an aromatic ring.

D. SYNTHETIC ANTIOXIDANTS

Structures such as hydroquinone [1,4-dihydroxybenzene;
1], t-butylhydroquinone [TBHQ; 1,4-dihydroxy-2-t-butyl-
benzene; 2], butylated hydroxytoluene [BHT; 3,5-di-t-
butyl-4-hydroxytoluene; 3], butylated hydroxyanisole
[BHA; a 9:1 mixture of 3-t-butyl-4-hydroxyanisole and 
2-t-butyl-4-hydroxyanisole; 4] and ethoxyquin [EQ; 1,2-
dihydro-6-ethoxy-2,2,4-trimethylquinoline; 5] (Figure
85.1) are examples of synthetic antioxidants. These
antioxidants do not occur naturally and they act in very
small doses, typically ppm. Since the parent compound,
hydroquinone, is a suspected carcinogen it is not permitted
as an antioxidant in food. However it is used as an antiox-
idant in rubber and in the preparation of methyl esters of
highly unsaturated lipids (5,6). TBHQ [2] and BHT [3] are
pure chemical compounds, properly characterized with
sharp melting points of 128–129° and 69–70°C respec-
tively. Food grade BHA [4] is normally a 9:1 mixture of
the 3- and 2-isomers and shows a melting range of
48–55°C. The ratio in which they are produced from 4-
hydroxyanisole and isobutene is 9:1 and it appears uneco-
nomical to separate the two. The bulky t-butyl groups
greatly enhance the antioxidant character of these com-
pounds by inhibiting other molecules from approaching
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the active site. Other examples of unreactive hindered free
radicals are known, for example, the triphenylmethyl rad-
ical (7) and 2,2,6,6-tetramethyl-1-piperidinyloxy free rad-
ical (TEMPO) of melting point 36–40°C that can even be
purified by sublimation and is listed in various commercial
catalogues. TBHQ is the latest and also the best phenolic
antioxidant for oils and is often used for prolonging the
shelf life of potato crisps (8). However, it is a poor antiox-
idant for fish meal (A.J. de Koning, unpublished work).
BHT, prepared from 4-hydroxytoluene and isobutene, was
originally an antioxidant in the petroleum industry and as
a result suffers from a slight stigma. In spite of this it is
very effective in protecting animal fats and is used often in
combination with BHA, resulting in an antioxidant mix-
ture that shows synergism (see below) (8). BHA, on the
other hand has no stigma and is normally the antioxidant
of choice in the food industry, where it finds extensive use
in oils for deep-fat frying. Both BHT and BHA are volatile
in steam, which is a disadvantage when using them at high
temperatures. These phenolic antioxidants have degrada-
tion products that act as powerful antioxidants in their own
right, some possessing greater efficacy than the parent
compound. Japanese workers in particular have exten-
sively investigated these products (9,10,11). This, how-
ever, was found to depend on the substrate used for testing
the degradation products.

EQ [5], an antioxidant used in spice blends, as a post-
harvest dip for apples and to prevent spontaneous combus-
tion in fish meal, also has a benzene ring and its structure is
reminiscent of vitamin E [9]. Its antioxidant activity centres
on the NH grouping which donates its hydrogen atom form-
ing an unreactive free radical stabilized by delocalization in
the benzene ring assisted by the ethoxy group in position 6.

Analogues of EQ have been prepared and their effica-
cies compared to EQ (12,13,14). It was found that the effi-
cacies in oil and meal were, for unknown reasons, often
markedly different. One analogue, hydroxyquin [1,2-
dihydro-6-hydroxy-2,2,4-trimethylquinoline; [6] (Figure
85.2), where a hydroxyl replaces the ethoxy group, was
3.5 times as effective in fish oil as EQ, while in fish meal
it had only three quarters of its activity. On the other hand,
hydroquin [1,2-dihydro-2,2,4-trimethylquinoline; 7] the
simplest analogue, was equally effective as EQ in meal
but in oil it showed only half its efficacy. BHT only
showed about 75% and 65% of the efficacy of EQ in oil
and meal respectively. This is recorded in Table 85.1.
Oxidation of EQ gives rise to two products that have been
detected in aged fish meals originally treated with EQ.
These products, a dimeric oxidative coupling product and
a quinolone, both showed antioxidant activity; the dimer

Antioxidants 85-3

OH

OH

OH

OH

But

OH

Me

ButBut

OMe

OH

But

OMe

OH

But

1, Hydroquinone 2, TBHQ 3, BHT 4, BHA(9:1 mixture)

FIGURE 85.1 Synthetic antioxidants.

N
H

EtO

N
H

HO

N
H

5, EQ 6, Hydroxyquin 7, Hydroquin

FIGURE 85.2 Ethoxyquin and two analogues.

TABLE 85.1
Efficacy Values of a Number of Antioxidants Relative
to Ethoxyquin in Fish Meal and Fish Oil

Efficacy Value (%)

Antioxidant Meal Oil

Ethoxyquin (5) 100 100
Butylated hydroxytoluene (3) 65 75
Hydroxyquin (6) 74 350
Hydroquin (7) 101 52
Methoxyquin (11) 105 100
Propoxyquin n.d.* 100
i-Propoxyquin n.d. 100

* n.d. means not determined.

DK9848_C085.qxd  8/27/05  09:14  Page 3



having about 30% and the quinolone about 75% of the
activity of EQ (15).

E. NATURAL ANTIOXIDANTS

The naturally occurring antioxidants, vitamin C or ascorbic
acid [8] and vitamin E or tocopherol [9] (Figure 85.3), are
generally preferred by the public due to negative perceptions
surrounding the use of synthetic chemicals in foodstuffs.
The efficacy of these natural antioxidants is, however, some-
times far less than that of their synthetic counterparts. For
example, 2% vitamin E gave much less protection of the
polyunsaturated fatty acids [PUFA] in dietary fish oil cap-
sules than 100 ppm of synthetic dodecyl gallate (16). This
observation seems to contradict the results of Burton and
Traber who claim that vitamin E is superior to phenolic
antioxidants (17). However, this only seems to be a con-
tradiction as Burton and Traber refer to the in vivo effi-
cacy of vitamin E whereas in the protection of fish oil
capsules the in vitro efficacy was measured.

Vitamin C [8] is a pure chemical compound with a
sharp melting point of 190–192°C, and it is water-soluble
in contrast to the above mentioned oil-soluble antioxi-
dants. It is abundantly present in citrus fruits and a variety
of vegetables. It has no aromatic benzene ring to delocal-
ize a lone electron, however careful scrutiny of its struc-
ture shows two enolic hydroxyl groups (which are
responsible for its acidity), similar to a phenolic hydroxyl
group in TBHQ, BHT and BHA. Removal of a hydrogen
atom from an enolic hydroxyl group creates a free radical
which can be stabilized by delocalization, albeit not as
extensively as in a benzene ring. Vitamin C is used to pre-
vent browning in fruits and vegetables, to preserve the
aroma and colour of fruits and to improve the shelf-life of
beer. This form of spoilage is due to oxidation of pheno-
lic substances under the catalytic influence of traces of
copper. It can therefore also act as a chelating agent and

enhance the action of other antioxidants (18,19). In living
organisms vitamin C acts as a back-up of vitamin E which
it regenerates after this has been used up by oxidation
(20). To render vitamin C more soluble in oil the semi-
synthetic derivative, ascorbyl palmitate has been made
and this is frequently used to stabilize oils and fats. For
instance 0.01% ascorbyl palmitate has been shown to 
be more effective than BHT or BHA in stabilizing veg-
etable oils (21).

Vitamin E or tocopherol [9] has four different isomers
α, β, γ and δ. These isomers have different antioxidant
activities, the α isomer being the most potent and also the
most naturally abundant. Foods of both animal and veg-
etable origin contain tocopherols, but it is mainly in veg-
etable foods, in particular seeds, that substantial amounts
occur. Seed oils are a rich source of tocopherols, with the
α isomer occurring at a level of approximately 600 ppm 
in refined sunflower seed oil, whereas the δ isomer is
often not detectable (22). Large amounts (between 30 and
70%) of the tocopherols are lost during refining of these
seed oils, especially in the vacuum steam deodorizing
process (23). The distillate thus becomes a rich source of
tocopherols but extensive purification is required to iso-
late them (24). In the body vitamin E is present in the lipid
bilayers of biological membranes where it plays a struc-
tural role. It used to be “the vitamin in search of a disease”
but it is now known as a powerful in vivo antioxidant to
prevent the oxidation of unsaturated lipids to peroxides
(25). Peroxides can cause extensive damage to cells when
insufficient vitamin E is present. Increasing the polyun-
saturated fatty acid (PUFA) content of a diet, which is fre-
quently suggested by medical practitioners, should ideally
be accompanied by a simultaneous increase in vitamin E
and at least 0.6 mg of vitamin E per g of linoleic acid is rec-
ommended (26). Vegetable oils having high concentrations
of linoleic and linolenic acid fortuitously also have suffi-
ciently high levels of vitamin E to give adequate protection.
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However, consuming fish oil capsules as a dietary supple-
ment with high levels of eicosapentaenoic acid (EPA) and
docosahexaenoic acid (DHA) without an additional
dosage of vitamin E might lead to cell damage. It is rec-
ommended therefore that for each gram of DHA in a fish
oil dietary capsule at least 1.8 mg of vitamin E should be
added (27).

Propyl, octyl and dodecyl gallate are esters of 3,4,5-
trihydroxybenzoic acid [10] or gallic acid (Figure 85.3), a
naturally occurring substance abundantly present in tan-
nins; for instance tea leaves contain about 10% gallic acid
derivatives. Gallic acid itself acts as an antioxidant, but it
is not used as such because of its insolubility in oils and
fats. The esters do not occur naturally and must be pre-
pared by esterification of gallic acid with the appropriate
alcohol. They are therefore neither synthetic nor natural
but hybrids, similar to ascorbyl palmitate. No bulky 
t-butyl groups are present in these gallates, nevertheless
they act as powerful antioxidants for the protection of fats,
oils and margarine in snack foods, for instance (8).

II. ANALYSIS OF ANTIOXIDANTS

A. GENERAL

Food laboratories mostly have their own in-house methods
for the analysis of antioxidants. These normally originate
from procedures of the American Oil Chemists’ Society
(AOCS), the Association of Official Analytical Chemists
(AOAC), the International Union of Pure and Applied
Chemistry (IUPAC), or the British Pharmacopoeia. It should
be emphasized, however, that procedures of these profes-
sional societies are not necessarily the best and most con-
venient for a particular analysis in a laboratory. A literature
search can sometimes unearth a more suitable procedure,
or a novel method may even be devised by an enterprising
scientist. A few selected procedures will be briefly discus-
sed, mainly concentrating on the principles involved.

B. TBHQ, BHT, BHA, AND GALLATES

The phenolic antioxidants and the gallates are usually
determined by High Performance Liquid Chromatography
(HPLC). The food sample is extracted with hexane and
the antioxidant in the hexane is quantitatively extracted
into multiple volumes of acetonitrile, which is immiscible
with hexane. The acetonitrile is concentrated, an aliquot
injected into the chromatograph and the antioxidants eluted
with a mixture of acetonitrile and aqueous acetic acid. A
standard mixture of antioxidants is treated in the same man-
ner, and each one quantified by UV detection at 280 nm.
Excellent separation of the antioxidants can be achieved
by selecting the correct HPLC column and eluting solvent
(28). However, the accuracy of this analysis could be much
improved and time and energy saved if a suitable internal

standard were adopted. Replacing the t-butyl group with
an i-propyl group in the three phenolic antioxidants seems
to provide an ideal internal standard and it is suggested
that suppliers of fine chemicals prepare these analogues
with the prediction that they will find a ready market.
Recently, a convenient and rapid gas chromatographic
method for the determination of TBHQ, BHT and BHA in
fats and oils was developed in Taiwan. The sample is simply
dissolved in diethyl ether, the internal standard 8-hydroxy-
quinoline (oxine) is added and the mixture injected into a
gas chromatograph fitted with a capillary column. As the
fats and oils are injected together with the antioxidants the
capillary column will undoubtedly need frequent replace-
ment (29). Earlier determinations of BHT and BHA were
based on the volatility of these phenolic antioxidants in
superheated steam. After separation from the non-volatile
food residues with superheated steam, the antioxidant in
the distillate is determined spectrophotometrically at 515 nm
using the ferric chloride-2,2-dipyridyl reagent for BHT
and at 620 nm using the 2,6-dichloroquinonechloroimide
reagent for BHA. This method is still the official IUPAC
procedure (30).

C. ETHOXYQUIN

Ethoxyquin (EQ) can be determined in foodstuffs and fish
meals by gas chromatography making use of the internal
standard methoxyquin (MQ; 1,2-dihydro-6-methoxy-
2,2,4-trimethylquinoline [11]) (Figure 85.4) (15). An
accurate amount of MQ is added to the weighed sample,
which is then treated with hexane and filtered. The hexane
extract is subsequently washed with 1M HCl, separating
the EQ and MQ into the aqueous phase, as EQ and MQ
are organic bases and thus soluble in aqueous HCl. The
HCl solution is made alkaline and the EQ and MQ
extracted back into hexane. This solution, after concentra-
tion, is injected into the gas chromatograph. Gas chro-
matography on almost any column perfectly separates both
compounds and EQ is quantified by comparing peak areas.
Earlier methods separated EQ from other components 
by liquid chromatography over a column of alumina. The 
EQ is eluted with a mixture of hexane: diethyl ether (9:1,
by vol.), while the progress of the elution is followed 
with an UV lamp, as EQ is fluorescent, and the EQ is col-
lected in a volumetric flask. The absorbance of the solu-
tion is read at 362 nm and using its molar absorptivity of
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3254 moles�1 l.cm�1 the EQ content of the sample is cal-
culated (14,15). Other methods make use of the fluoresc-
ing characteristic of EQ and minute residual quantities (of
the order of 0.05 ppm) of EQ in chicken tissues and eggs
were determined in this manner (31).

D. VITAMIN C

Vitamin C is a mild reducing agent and can be determined
simply and inexpensively in, for instance, fruit juices by
titration in strong aqueous acid (�3M HCl) with the oxi-
dizing agent potassium iodate using starch and a small
amount of chloroform as indicator. Initially iodate is
reduced to iodine by the vitamin C, but when this is con-
sumed, oxidation of iodine to ICl takes place. The end
point of the reaction is signalled by complete disappear-
ance of the iodine shown by decolorization of the purple
starch-iodine colour of the chloroform phase (32). A more
recent method relies on the fluorescence of vitamin C on
reaction with o-phenylenediamine (1,2-diaminobenzene).
The fluorescence is read on a fluorometer and standard
solutions of vitamin C are used to quantify the results
(33). This sophisticated analysis yields results for the vita-
min C content of fruit juices comparable to the simple
titration procedure just mentioned.

A gas chromatographic procedure making use of the
volatility of the tetra-O-trimethylsilyl ether derivative of
vitamin C using octadecane as internal standard has also
been described (34). This method does not elaborate on the
difficulty of identifying vitamin C amongst the multiplicity
of carbohydrate peaks present when determining it in food
stuffs. A similar gas chromatographic method also deter-
mines vitamin C in food products by extraction in 95%
ethanol followed by precipitation with lead acetate, addition
of the internal standard glutaric acid, and conversion into
its tetra-O-trimethylsilylether. This publication shows a
chromatogram illustrating the multitude of peaks accom-
panying the vitamin C and glutaric acid signals (35).

E. VITAMIN E OR TOCOPHEROL

A vast amount of work has been done on the analysis of
tocopherols, as shown in a recent review (36). The IUPAC,
the AOAC and the AOCS have published their own methods
(37,38,39), all of which rely on the fact that tocopherols
end up in the non-saponifiable fraction of the substance to
be analysed. For example in the IUPAC method (37),
tocopherols are determined in the non-saponifiable mate-
rial by capillary gas chromatography of their respective
trimethylsilyl ethers at a temperature of 250°C. The internal
standard squalane (a high molecular weight hydrocarbon)
is used to quantify them. However, it must be realized that
squalane, which is not an isomer of vitamin E, is only added
at the final stage of the analysis. This means that all chem-
ical manipulations prior to the chromatographic separation
must be carried out quantitatively. As with the phenolic

antioxidants, if a suitable isomer of vitamin E were to
become available (for instance, the ethyl analogue of
tocopherol) a great deal of time and energy could be saved
by using it as an internal standard. An alternative IUPAC
procedure determines vitamin E in the non-saponifiable
material by thin layer chromatography on silica gel. 
The spots, after visualization under UV light, are cut out,
extracted into ethanol and the tocopherols determined
colorimetrically at 520 nm with the ferric chloride-2,2-
dipyridyl reagent (37). Other methods combine HPLC sep-
aration with fluorescence detection of vitamin E (40,41).

III. EVALUATION OF THE EFFICACY OF
AN ANTIOXIDANT

A. GENERAL

The efficacy of an antioxidant depends, for as yet
unknown reasons, not only on the antioxidant but also on
the substrate that it is meant to protect. For instance, the
efficacies of analogues of EQ are totally different in fish
oil and fish meal (14). The selection of an antioxidant
should ideally be based on its efficacy in a realistic situa-
tion using subjective criteria such as taste and smell.
Unfortunately, time constraints often necessitate acceler-
ated tests at higher than storage temperatures, which then
serve as a guide. There are many methods for assessing
the efficacy of an antioxidant and the Journal of the
American Oil Chemists’ Society has numerous papers
dealing with ancient and modern methods. Marco, for
example, lists eight different methods and then proceeds
to add another one (42). A few selected procedures will be
discussed in some detail.

B. PROCEDURES FOR EVALUATING ANTIOXIDANTS

A frequently used method for determining the efficacy of
oil-soluble antioxidants is the Active Oxygen Method
(AOM) (43). In this method air is blown simultaneously
into several oil samples held in glass tubes in a water bath
maintained at a constant temperature, typically 50°C. The
air flow is kept constant at 5 ml/second. Oxidation of the
oil is followed by determining peroxide values of the oil
at predetermined intervals, i.e. every 4 hours. A control oil
together with a number of other oils containing the antiox-
idants to be tested is included in the run. The oil is normally
a refined vegetable or animal oil, free of natural antioxi-
dants. The efficacy of an antioxidant is obtained by deter-
mining the time taken for the antioxidant-treated oil to show
a rapid increase in peroxide value compared to the control.
This time is known as the induction time. The efficacy of
the antioxidant is expressed as a difference (or a ratio) of
the induction time of the control and the antioxidant-
treated oil. There are a number of variables in this test
which can be altered to suit almost any requirement, such
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as the temperature of the water bath, the rate of air flow,
and the level at which the antioxidant is tested. It is an
accelerated test and often criticised for not being realistic.
The test has the characteristics of a three-stage oxidation
process, firstly, an induction period during which the per-
oxide value remains low and increases slowly over time,
this is followed by a period in which the peroxide value
increases sharply and finally a period in which the per-
oxide value decreases. It is, of course, only necessary to
complete the first and second stages to obtain the efficacy
of the antioxidant. Fully automated instruments have been
marketed under the name Rancimat, rendering antioxidant
assessment a routine matter. These Rancimats use either
peroxide values or titration of volatile fatty acids formed
during oxidation, to measure the efficacy of an antioxi-
dant. A more realistic procedure for testing antioxidants in
fish meal has recently been described (44). This test meas-
ures the remaining polyunsaturated fatty acids (PUFA) 
in the extracted meal lipids over a one-year storage period
at 25°C. The efficacies of the different antioxidants are
assessed by periodically determining the amount of PUFA
in the residual meal lipids and calculating their average
daily decrease. A control fish meal is included in the test.
Lipid extractions are done at approximately bi-monthly
intervals over a total period of about 12 months. At the end
of the experiment, regression lines and correlation coeffi-
cients are calculated using at least 6 data points. Several
analogues of EQ have been tested by this procedure. It
was found that efficacies of the antioxidants in fish meal
were entirely different from those in fish oil. Some com-
parisons are shown in Table 85.1. A rather interesting and
rapid method for evaluating antioxidants is described by
scientists from Monsanto. It involves the preservation of
the yellow colour of β-carotene in a mineral oil film at 75°C.
The preservation of the β-carotene colour, compared to a
control, serves as an index of the efficacy of the antioxi-
dant (45). A total of forty quinoline derivatives, including
both ethoxyquin (5) and hydroquin, (7) were tested by this
procedure. However, it failed to recognize hydroquin (7)
as a potentially viable alternative to ethoxyquin (5) for the
protection of the PUFA in fish meal (44,45), illustrating
the importance of the substrate when testing antioxidants.

IV. SYNERGISM

The dictionary defines synergism as “the joint action of
agents, such that the total effect is greater than the sum of
the two effects taken independently,” in other words “one
gets something for nothing.” Mixtures of antioxidants some-
times show synergism and have a higher efficacy than
expected from the individual components. A 1:1 combina-
tion of BHT and BHA shows this and is very effective in
stabilizing animal fat (8). However, it is prudent to care-
fully investigate every claim of a superior antioxidant mix-
ture on the grounds of synergy, as frequently an expensive

antioxidant is merely diluted with a cheaper one. For
instance, no synergy was found between EQ and the less
expensive BHT when tested with the active oxygen method
in Marinol (a bleached and refined fish oil) (46), and nei-
ther was the proprietary mixture Oxiquin Super (EQ
mixed with BHT and soyabean lecithin) found to be supe-
rior to EQ (47).

A curious fact emerges from the study of synergism.
Since mixtures of antioxidants display synergism, a random
occurrence, it follows logically that other mixtures will
display antagonism, i.e. the joint action being less than the
sum of the two effects thus offsetting the mysterious gains
of synergism and, as it were, “balancing the books.” One
comes across it in the medical field where the public is
warned that certain drugs are antagonistic towards each
other. However, it appears that cases of antagonism remain
unreported in the food world (no doubt due to the expense
involved in reporting it). This is unfortunate, as it inhibits
scientists from trying to unravel the as yet unexplained
mystery of synergism, where seemingly the laws of ther-
modynamics are broken: “in synergism one gets some-
thing for nothing.” Examples of chelation (sequestering or
complexing) of metal ions are sometimes wrongly classi-
fied under the heading of synergism. Small amounts of
metal ions such as copper and iron (as low as 0.02 ppm)
often cause off-odours in milk and butter. These off-odours
are due to the formation of minute amounts of complex
ketones and aldehydes from the milk lipids under the cat-
alytic influence of metal ions. Milk and milk products are
particularly vulnerable as milk is deficient in natural
antioxidants and therefore easily develops a “soapy,”
“fishy,” or “metallic” taste. Complexing agents such as cit-
ric acid or ethylenediaminetetra-acetic acid (EDTA) are
used to combat this type of spoilage (48,49,50,51). Another
method to protect milk products is to mix them with cocoa
butter, which has sufficient vitamin E to stabilize the but-
ter fat (52). Instances of phospholipids acting as both
chelating and solubilizing agents are reported and often an
antioxidant mixture will contain phospholipids for this
very purpose. The chelating action of the phospholipids
seems to be confined to the phosphatidylethanolamine
fraction while its solubilizing property is a characteristic
of the whole phospholipid (53).

V. ANTIOXIDANT CONCOCTIONS

Modern consumers frequently shun synthetic antioxidants
and demand natural ones. This had led to the proliferation
of plant extracts claiming to have antioxidant properties
similar or superior to synthetic ones. The chief difference
between the natural antioxidants mentioned earlier and these
concoctions is that the latter are not properly defined and are
therefore not reproducible. If a plant extract shows anti-
oxidant properties, the active ingredient should be isolated
and characterized. This has been done for rosemary extracts
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with the identification of carnosic acid (12) (54,55) and
for broccoli, parsley and spinach with glutathione (13), a
tripeptide, as the active ingredient (56). Similarly, thymol
(3-hydroxy-4-i-propyltoluene) (14) has been identified as
the main antioxidant in the volatile components of euca-
lyptus leaves (57) (Figure 85.5). In other cases, however,
this identification is sadly lacking. A brief glance at recent
titles in food journals will confirm this, and a cursory look
on the Internet identified more than 482,000 publications
dealing with these concoctions. It is the proliferation of
these publications, which is the real danger. It is impossi-
ble to keep up with these claims, therefore those with real
potential are in danger of being drowned in a flood of
unverifiable claims.

VI. ANTIOXIDANTS AND THE LAW

Government regulations concerning the use of food antiox-
idants differ from country to country and are liable to be
modified continually. Travelling through this maze of reg-
ulations is a lawyer’s job, not a scientist’s, although the
scientist cannot escape the legal implications of work car-
ried out in the laboratory. Antioxidants to be used in the
food industry all aspire to receive GRAS (Generally
Recognised As Safe) status. This is the brainchild of the
U.S. FDA, and it has given GRAS designation to antioxi-
dants in use prior to January 1, 1958, based on common
knowledge accumulated through years of usage. Clearly it
was not the intention of the FDA to ban all food antioxi-
dants until they were shown to be safe, as this would have
virtually halted the production of many foodstuffs. New
antioxidants, however, must now undergo years of rigor-
ous testing to ensure freedom from harmful effects. The
European Union also evaluates antioxidants and, if
approved, grants them E numbers, which must appear on
food labels. Many of these E number antioxidants are the
naturally occurring substances such as vitamins C [8] and
E [9], which are often prepared using a synthetic route;
others are not naturally occurring such as BHT [3] and
BHA [4] (58). It appears that the practice of granting E
numbers is gaining ground and is set to become the inter-
national standard.

A vast amount of work has been done to establish the
toxicity of antioxidants. The results are surprising, as it was
found that in large doses antioxidants, including BHT and
BHA, might be the cause of cancer in animals. Evidently a
number of antioxidants become pro-oxidants when used in
large concentrations; even vitamins C and E are potentially
toxic at high doses (59,60). The regulatory authorities,
however, decided to permit the use of BHT [3], BHA [4]
and the gallates [10] whilst keeping the situation under
review as new research results become available (59). Since
little is known of the long term toxicity of TBHQ [2], the
latest and also the best phenolic antioxidant for oils and
fats, it has been banned as antioxidant in foods in a large
number of countries, including the U.S. (59). The European
Union has followed suit and has not assigned an E number
to it (58). Predictably, neither EQ (5) nor any of its ana-
logues have received either GRAS or E number status. In
spite of this, it is allowed in foodstuffs in many countries up
to a certain maximum level differing from country to coun-
try. For instance, in Belgium, Denmark, Greece, Italy,
Luxembourg, the Netherlands, and Spain it is not allowed
in any food for human consumption. Sweden and the U.S.,
however, allow it at levels of as high as 100 ppm in spice
blends and spice extracts, while in the United Kingdom
only 3 ppm is allowed as a pesticide on apples and pears
(14). This is just one example illustrating the complexity of
the regulations governing food antioxidants with which
some scientists are forced to familiarize themselves.

VII. CONCLUDING REMARKS

In our opinion, the cost of introducing new synthetic
antioxidants still outweighs any potential benefits due to
the stringent testing criteria that have to be met. This is in
all probability the main reason for the phenomenal surge
in research in the field of natural antioxidants and their
mixtures. So far the results of these natural antioxidants
have fallen dismally short of expectations, as they are
unable to compete in efficacy and price with synthetic ones.
However, as antioxidants are compounds that continue to
surprise it is probably prudent to remain optimistic and
say “in antioxidant research nothing is ever predictable.”
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On the other hand, in the medical arena great strides have
been taken in the elucidation of the protection afforded by
antioxidants in vivo, and this seems to be the area of
research yielding the largest dividends in the future.
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I. INTRODUCTION

Color is one of the most important quality attributes of
foods. No matter how nutritious, flavorful, or well textured,
a food is unlikely to be eaten unless it has the right color.
Color affects the overall judgments on the worth of food
from both aesthetic and safety point of view. It plays an
important role in taste thresholds, flavor identification,
food preference, pleasantness, acceptability and, ultimately,
food choice (10, 15, 28, 32, 47).

Specific colors of foods are often associated with
freshness or ripeness. Redness of raw meat is associated
with freshness, while brownish-red meat as not fresh. A
green apple, tomato, or peach may be judged as unripe,
although some apples are green when ripe (32, 44).

Colors also influence flavor perception. The con-
sumer expects red drinks to be strawberry, raspberry, or
cherry flavored, yellow to be lemon, and green to be lime
flavored. The impact of color on sweetness perception has
also been demonstrated (6, 40, 44).

Color in foods is due to naturally occurring pigments,
which are normal constituents of cells. Many pigments
are, unfortunately, unstable during processing and storage.
Depending on the pigment, stability is affected by factors
such as light, oxygen, heavy metals, oxidizing or reducing
agents, temperature, water activity, and pH (6, 30, 44).

Colorants are added to foods to help preserve the iden-
tity or character by which foods are recognized; to intensify
the natural color of food; to correct for natural variations
in color; to ensure uniformity of color from batch to batch
due to natural variations in color intensity; to restore the
original appearance of the food when natural colors have
been altered during processing and storage; and to enhance
colors naturally occurring in foods in less intensity than
the consumer would expect. They are also used to give an
attractive appearance to certain colorless foods, such as
imitation foods, and to help protect flavor and light-sensitive
vitamins during storage via sunscreen effect. But it has
also been used for adulteration purposes — to disguise
food of poor quality, to mask decay, to redye food, to
mask effects of aging or to simulate a higher biological
value (4, 14, 32, 40).

II. HISTORY

The practice of coloring foods dates back to very early
times. It is known from Pliny, that wine was colored
through the use of smoke or aloe as far back as 200–300
BC. Pliny also noted the practice of adding seawater to
wine to increase the color’s brightness. As early as 1396,
an edict was issued in Paris that forbade the coloring of
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butter (5, 40, 46). The increasing use of colorants and other
adulterants led Frederick Accum to publish in 1820 a trea-
tise on adulteration of food and culinary poisons, in which
he described, among other practices, the coloring of hedge
leaves with verdigris to resemble green tea and the artifi-
cial greening of pickles and candies with copper salts (40).

Until the middle of the nineteenth century, the only
coloring matters available were derived from natural
sources of animal, vegetable and mineral origin (10, 46).
The first synthetic organic colorant, mauve, was discov-
ered in 1856 by Sir William Henry Perkin from the coal-tar
derived methylanaline. This synthetic purple dye sparked
not only the birth of the modern organic chemical industry,
but also the quest for synthetic colorants (40). Soon after
that, new and different colorants were available in a wide
range of shades, higher tinctorial value and stability, more
uniform, and more permanent than natural organic dyes
and, in the opinion of some, were safer for use in foods than
many of the mineral colorants in use at that time. These
colorants were applied to foods immediately (5, 10, 27).

Accum’s book initiated a flurry of investigations and
reports on food adulterations and a number of treatise
were published to prompt state government increasingly
into legislating the safety of the food supply (40). The
United States first legalized the use of synthetic organic
dyes in foods by the act of Congress that authorized the
addition of coloring matter to butter in 1886. The second
came ten years later when Congress officially recognized
coloring matter as a legitimate constituent of cheese. By
1900, Americans were eating a wide variety of artificially
colored products, including ketchup, jellies, cordials, butter,
cheese, ice cream, candy, sausage, noodles and wine. The
rapid growth in the use of color additives was prompted
not just by the availability of these new colorants but also
by the numerous changes that were taking place in food
technology. The development of food substitutes or imita-
tion products such as margarine for butter, jellied glucose
for jam, soft drinks for fruit juices, etc., created needs for
colorants. Furthermore, the increased use of food preser-
vatives, refrigeration, canning and large-scale food pro-
cessing, all of which tended to alter the natural color of
food products, demanded new approaches to restore the
normal appearance of food products (27).

The abundant use of color additives was soon recog-
nized as a threat to the public’s health. Of particular concern
was the fact that substances known to be poisonous were
often incorporated into food and the colorants were fre-
quently used to hide poor quality, to add bulk and weight
to certain products and to pass off imitation foods as real.
Another concern, besides the misuses of colorants, was
that little or no control was exercised over the purity of the
colorants added to foods. Towards the end of the 1800s,
concern began over some of the dangerous and deceptive
ways colorants were being used in foods and so a number of
legal steps were taken. In the early 1900s, several European

countries wrote laws that either outlawed the use of cer-
tain colorants in foods, or limited the colorants that could
be used. At about the same time, state and municipal gov-
ernments in the United States moved to control the use of
colors in foods, too. American food manufacturers also
moved to stop misuse of colorants in food. A circular was
issued on 1899 by the executive committee of the National
Confectioners’ Association that enumerated 21 coal-tar
colorants which were considered harmful and therefore
unfit for adding to foods (10, 27).

Eventually, it became obvious that the individual
efforts of industry and state and local governments were
not enough to restrain the misuse of colorants in foods,
and that some form of national government control was
needed if the public’s health was to be protected. The
beginning of this control in the United States was proba-
bly 1862, when the Congress established the Department
of Agriculture (USDA) and its Division of Chemistry,
later named the Bureau of Chemistry (27, 40).

The Food and Drug Act of 1906 banned the addition of
poisonous colors to confectionery products and prohibited
the addition of colorants to foods for the purpose of con-
cealing inferiority. That same year, Dr. Bernhard C. Hesse
was hired to determine which colorants could be safely
added to food and which restrictions should be placed on
their use. Hesse began his work by examining the chemistry
and the physiology of 695 colorants then known to be in
use throughout the world for foods and by reviewing the
laws of numerous countries that controlled their use. After
much study, Hesse and the Bureau concluded that coal-tar
dyes should not be used indiscriminately. They also con-
cluded that only specific colorants that were proven to be
safe should be permitted in foods, and that each batch of
colorant intended for use in food should be tested and cer-
tified as pure before allowing its use (27, 31).

Based on these principles and taking into consid-
eration recommendations of the National Confectioners’
Association, the current needs of industry and suggestions
by the German and American dye manufacturers, seven
colorants, among them, amaranth, ponceau 3R, orange I,
erythrosine, naphthol yellow S, light green SF yellowish
and indigo disulfo acid sodium salt were permitted through
the Food Inspection Decisions (FID 76, July 13, 1907).
Furthermore, procedures for certification of these colorants
were established (FID 77, September 25, 1907) and made it
clear that each batch of dye had to be certified (27, 40).

Soon after Hesse published the list of permitted col-
orants, pleas began to expand it. In response to the appeals,
testing began in 1915 and soudam I, butter yellow OB, and
yellow AB were added to the list (FID 175, April 23, 1918).
However, soudam I and butter yellow were delisted (FID
180, June 7, 1919) for causing severe contact dermatitis in
workers handling the colorants (31). During the 1920s, the
number of colorants on the list continued to grow, with the
addition of guinea green B (FID 184, July 10, 1922),
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fast green FCF (FID 207, April 9, 1927) and brilliant blue
FCF, ponceau SX and sunset yellow (1929) (27).

The Food, Drug and Cosmetic Act of 1938, resulted 
in a number of important changes for color additives. It
made certification mandatory for three specific certified
categories: colors suitable for foods, drugs, and cosmetics
(FD&C), colors suitable for drugs and cosmetics (D&C)
and colors suitable for externally applied drugs and cosmet-
ics (Ext. D&C). It made it clear that certification had to be
on a batch-wise basis at the expenses of the industry. It also
allowed manufacturers to add harmless diluents to col-
orants. In 1939, Food and Drug Administration (FDA)
added orange SS, dipotassium salt of naphthol yellow S and
oil red XO to the list and proposed a new systematic method
for naming certified colorants — FD&C colorants (27, 40).

In January of 1950, FD&C violet No. 1 was added to
the list. In the same year, three incidents involving exces-
sively applied colorants in popcorn and candies prompted
FDA to begin a more rigorous toxicological testing pro-
gram (31). FDA ordered a complete retesting of all FD&C
colorants, including two-year chronic oral toxicity exper-
iments. While all the testing was going on, another event
was taking place that would have significant effects on
color additives — the hearings of the House Select
Committee to investigate the use of chemicals in food
products, whose chairman was James Delaney. These
focused on the numerous chemicals being added to foods,
including colorants which raised the public’s concern
regarding the safety of the food supply. In 1953, results 
of the new round of animal testing indicated that FD&C
orange No. 1 and FD&C red No. 32 could cause adverse
effects (18, 27). As a consequence, FD&C orange Nos. 1
and 2 and FD&C red No. 32 were delisted in 1958 and
FD&C yellow Nos. 1, 2, 3 and 4 were delisted in 1959. In
this same year, the Department of Health, Education, and
Welfare submitted the Color Additives Amendment,
which was approved in 1960. This amendment allowed
for the continued use of existing color additives pending
the completion of investigations to ascertain their suitability
for listing as permanent colorants, and authorized the Sec-
retary of Health, Education, and Welfare to establish limits
of use for colorants, thus eliminating the harmless-per-se
interpretation formerly employed. A special provision,
commonly known as the Delaney Clause, specifically
directed the Secretary not to list a color additive for any
use if that colorant could be shown to induce cancer 
in humans or animals. Another feature of the Color
Additives Amendments gave the FDA jurisdiction over all
color additives by eliminating any distinction under the
law between coal-tar colors and any other color additives,
regardless of their source or method of manufacture. The
Amendments also addressed the issue of the need to cer-
tify colorants such as beta-carotene by empowering the
Secretary to decide which colors must be certified and
which could be exempt from certification (27).

III. DEFINITIONS AND CLASSIFICATION

Color refers to the human perception of colored materials.
Foods have color because of their ability to reflect differ-
ent quantities of energy at wavelengths which stimulate
the retina in the eye. The energy range to which the eye 
is sensitive is referred to as visible light. Depending on 
the individual’s sensitivity, it encompasses wavelengths of
approximately 380 to 770 nm, which is a portion of the
electromagnetic spectrum. The perception of color results
from differences in absorption of radiant energy at several
wavelengths. If the shorter wavelengths of 400–500 nm are
reflected to a greater extent than other wavelengths, the
color is described as blue. Maximum reflection in the
medium wavelength range results in green or yellow color,
and maximum reflection at longer wavelengths 600–700 nm
indicates red objects (8, 27).

According to the 1938 Act, a color additive is defined as
“a dye, pigment or other substance made or derived from a
vegetable, animal, mineral or other source and that, when
added or applied to a food, is capable of imparting a color
thereto” (15, 40). Even though colorants have been classi-
fied as natural or synthetic, the FDA does not recognize any
category of colorant as being natural, as the addition of any
colorant to food (natural source or nature-identical) results
in an artificially colored product (32). Naturally occurring
colorants or pigments are described in another chapter.
Synthetic colorants or dyes are attractive to the food indus-
try because they are superior to natural colorants in tinctor-
ial power, consistence of strength, range and brilliance of
shade, hue, stability and ease of application (2, 8). Synthetic
colors provide a larger spectrum of colors. They also have
lower prices and higher availability (32, 35).

IV. CHEMICAL AND PHYSICAL PROPERTIES

The synthetic food colors are categorized in different ways.
The E or EEC references are the numbers allotted in the
European Economic Community Directive of 23/10/62 
to the coloring matters listed in Annex I of that Directive.
The FD&C No. is a systematic method for naming certi-
fied colorants permitted in the United States. The CI Food
Color Numbers are the Color Indexes established by the
Society of Dyers and Colourists (United Kingdom) and the
Society of Dyers Colorists of the United States (8).

Synthetic food colorants are also classified according
to their chemical structures into the classes: azo, triaryl-
methane, xanthene, quinoline and indigoid compounds
(39, 44). The chemical structures of some synthetic food
dyes are shown in Figures 86.1 and 86.2.

The azo colorants comprise the largest group. They are
characterized by the presence of the azo group (-N�N-)
in association with one or more aromatic systems. There
may be one or more azo groups present in the molecule.
They are synthesized by the coupling of a diazotized 
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primary aromatic amine to a component capable of cou-
pling, usually a naphthol. The soluble azo dyes can con-
tain one or more sulfonic acid groups. Their degree of
solubility is determined by the number of sulfonic groups
present and their position in the molecule. The azo dyes
give rise to colors in the yellow, orange, red, blue, violet,
brown and black range. Amaranth, allura red, black PN
and tartrazine (Figure 86.1) belong in this class (8, 27, 44).

There are colorants of the indigoid type, including indig-
otine (Figure 86.1), which is the water-soluble disodium
sulfonate derivative of indigo, one of the oldest known and

most extensively utilized natural pigments. The pigment is
derived from various species of the indigo plant found in
India. It is made by sulfonating indigo, yielding 5,5�-indigo-
tine disulfonate. The color, which results from the resonance
hybrid of structures, is a deep blue, compared to the 
greenish-blue of brilliant blue FCF. It has the lowest water
solubility of any of the FD&C colorants and it is highly sus-
ceptible to oxidation by ultraviolet light and fades rapidly 
(8, 27, 44).

The triarylmethane or triphenylmethane colorants
consist of three aromatic rings attached to a central carbon

86-4 Handbook of Food Science, Technology, and Engineering, Volume 2

N

NaO3S

NaO3S

NaO3S

NaO3S

NaO3S

O

H

N

H

O

Indigotine

N

N N

N

H

Azo

O

HO

SO3Na

SO3Na

SO3Na

OCH3

CH3

OH

SO3NaAmaranth Allura red

N
N N

N

SO3Na
SO3Na

SO3Na

SO3Na

NH

O

Black PN

N

N
N

N

COONa

HO

Tartrazine

Indigoid

FIGURE 86.1 Chemical structures of azo (amaranth, allura red, black PN, and tartrazine) and indigoid (indigotine) colorants.

DK9848_C086.qxd  15/Oct/05  09:34 AM  Page 4



atom (Figure 86.2). They are water soluble, anionic, sul-
fonated compounds. They are distinguished by their bril-
liance of color and high tinctorial strength, but they have
poor light-fastness properties. They are characteristically

bright green or blue. Alkali decolorization of a triphenyl-
methane colorant involves formation of a colorless
carbinol base. The ortho-substituted sulfonic acid group
sterically hinders access of the hydroxyl ion to the central
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carbon atom, thus preventing formation of the carbinol
base. Substitution of a sulfonic group for a hydroxyl
group in these colorants improve the resistance to alkali
and also the stability to light (8, 44).

In the xanthene group, the chromophoric system is the
xanthene or dibenzo-1,4-pyran heterocyclic ring with
amino or hydroxyl groups in the meta position with
respect to the oxygen bridge. The xanthenes are usually
water-soluble. Erythrosine (Figure 86.2) is insoluble in
acids and it is quite stable to alkali. The chromophoric
group imparts a brilliant red shade to erythrosine. It also
exhibits fluorescence (8, 27, 44).

The quinolines are derived from quinaldine by conden-
sation with phthalic anhydride. The chromophoric system
is the quinophthalone or 2-(2-quinolyl)-1,3-indandione het-
erocyclic ring. Bright greenish yellow shades with poor
light fastness are characteristic of the group. Quinoline yel-
low (Figure 86.2) is the only dye in this group of impor-
tance for use in food coloration (8, 14, 39, 44).

The generic and chemical names, the chemical classes,
and color identification according to the International
Numbering System (INS) or European Economic Com-
munity (EEC or E number), United States Food, Drug and
Cosmetic Act, Color Index Constitution Number, and the
Chemical Abstract Service Register Number of some syn-
thetic colorants are shown in Table 86.1. The chemical
formulas, molecular and milliequivalent weights, color
shade, maximum absorbance wavelength, and extinction
coefficients of some synthetic food colorants are indicated
on Table 86.2.

It is the bond conjugation within the organic molecule
which is responsible for color. Delocalization of the π-
bonding electrons lowers their excitation energies, allow-
ing them to absorb light. Extensive conjugation, or the
presence of electron donor and acceptor groups within 
the molecule, serves to shift the absorption of light to the
lower energies (longer wavelengths) comprising the visi-
ble spectrum. The tinctorial strength is an intrinsic prop-
erty of the dye’s chemical structure, i.e., the extinction
coefficient. The coloring power is thus best manipulated
through optimization of the physical form of the dye used
and the carrying vehicle (40).

The chemical and physical properties of some col-
orants, as summarized in Tables 86.3 to 86.6, confer
advantages and disadvantages, and thus fulfill a specific
application need (8, 9, 32, 43). However, the chemical and
physical properties desired in a food coloring material are
not easy to achieve. Furthermore, many factors can con-
tribute to the instability of colorants.

Water solubility is conferred by the presence of at least
one salt-forming moiety (-SO3H, -CO2H). These dyes are
usually isolated as their sodium salts. They have colored
anions and are known as anionic or acid dyes. Dyes con-
taining basic groups, such as -NH2, -NHCH3 and -N(CH3)2

form water soluble salts with acids. These are the cationic
or basic dyes, and the colored ion is positively charged.
Some dye molecules have both acidic and basic groups,
giving rise to an internal salt or zwitterion structure.
Indigotine, in particular, has many possible zwitterionic
structures besides that shown in Figure 86.1 (39).

Synthetic Colorants 86-7

TABLE 86.2
Generic Names, Chemical Formulas, Molecular and Milliequivalent Weights, Color Shade, Maximum
Absorbance Wavelength, and Extinction Coefficients of some Synthetic Food Colorants
Synthetic Chemical Molecular Milliequivalent Color λλ maxc E1%

1 cm

Colorants Formula Weight Weight Shade (nm) (water)

Carmoisine C20H12O7N2S2Na2 502.44 0.1256 Red 515 545
Ponceau 4R C20H11O10N2S3Na3 604.48 0.1511 Strawberry red 505 431
Amaranth C20H11O10N2S3Na3 604.49 0.1511 Magenta red 523 438
Erythrosine C20H6O5I4Na2 879.92 Bright pink/red 526 1154
Allura red AC C18H14O8N2S2Na2 496.42 0.1241 Orange/red 502 556
Sunset yellow FCF C16H10O7N2S2Na2 452.37 0.1131 Orange 480 551
Tartrazine C16H9O9N4S2Na3 534.39 0.1336 Lemon yellow 426 527
Quinoline yellow C18H9O8NS2Na2 477.38 Lemon yellow 414 800
Indigotine C16H8O8N2S2Na2 466.37 0.2332 Royal, deep blue 610 489
Brilliant blue FCF C37H34O9N2S3Na2 792.85 0.3964 Turquoise, greenish blue 629 1637
Patent blue V C27H31O6N2S2Na2 566.66 0.2899 Turquoise blue 635 2000
Fast green FCF C37H34O10N2S3Na2 808.85 0.4045 Sea/bluish green 625 1560
Chocolate brown HT C27H18O9N4S2Na2 652.57 0.0816 Chocolate brown 462 367
Brilliant black N C28H17O14N2S4Na5 867.69 0.1085 Violet black 568 553

Source: Refs. 10, 14 and 45.
a INS — International numbering system or European Economic Community number.
b Food, Drug & Cosmetic color Number.
c Maximum absorbance at neutral media.
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Azo and triarylmethane dyes are susceptible to dis-
coloration or precipitation during processing and storage
in the presence of reducing agents (monosaccharides,
aldehydes, ketones, and ascorbic acid), heavy metals,

metal packaging, exposure to light, excessive heat, or
exposure to acid or alkali (Tables 86.4 and 86.5). Azo dyes
give rise to colored subsidiary products and to the color-
less hydrazo forms or sometimes to the primary amine. 

86-8 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 86.3
Solubility of Synthetic Food Colorants in Water, Alcohol, Glycerin, and Propylene Glycol

Solubility (g/100 mL)

Synthetic
Water Alcohol 50% Alcohol Glycerin 50% Glycerin Propylene Glycol

Colorants 2°C 25°C 60°C 25°C 60°C 25°C 60°C 25°C 60°C 25°C 60°C 25°C 60°C

Carmoisine 8.0 (Slight)
Ponceau 4R 30.0 (Slight)
Amaranth 7.2 (Slight) 18.0 1.0
Erythrosine 9.0 9.0 17.0 0.01 1.0 1.0 20.0 20.0 16.0 16.0 20.0 20.0
Allura red 18.0 22.0 26.0 0.001 0.05 1.3 5.5 3.0 8.0 12.0 14.0 1.5 1.5
Sunset yellow S 19.0 19.0 20.0 0.001 3.0 4.0 20.0 20.0 20.0 20.0 2.2 2.2
Tartrazine 3.8 20.0 20.0 0.001 4.0 8.4 18.0 18.0 20.0 20.0 7.0 7.0
Indigotine 0.8 1.6 2.2 0.008 0.30 0.35 1.0 1.0 1.0 1.5 0.1 0.1
Brilliant blue 20.0 20.0 20.0 0.15 0.15 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
Fast green 20.0 20.0 20.0 0.01 0.01 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
Chocolate brown 20.0 (Insoluble)
Brilliant black 5 (Slight)

Source: Refs. 5, 8, 14 and 27.

TABLE 86.4
Tinctorial Strength, Stability to Light, Oxidation, Heat and pH and Compatibility with Food Constituents of
Synthetic Food Colorants

Synthetic Tinctorial
Stability to Stability to pH

Compatibility with
Colorants Strength Light Oxidation Heat 3.0 5.0 7.0 8.0 Food Constituents

Carmoisine Very good Good Good Good
Ponceau 4R Good Very good Good Poor
Amaranth Good Very good Good Good Fair Poor
Erythrosine Very good Fair Fair Very good Insoluble Insoluble Very good Very good Good
Allura red Very good Very good Fair Very good Very good Very good Very good Very good Very good
Sunset yellow S Good Moderate Fair Very good Very good Very good Very good Very good Moderate
Tartrazine Good Very good Fair Very good Very good Very good Very good Very good Moderate
Indigotine Poor Poor Poor Poor Poor Poor Poor Very poor Very poor
Brilliant blue Excellent Good Poor Very good Fair Good Good Good Moderate
Fast green Excellent Fair Poor Fair Good Good Fair (bluer) Moderate
Chocolate brown Very good Very good Good Good
Brilliant black Excellent Fair Fair Good

Source: Refs. 8, 14 and 27.

TABLE 86.5
Stability of Synthetic Food Colorants in the Presence of Different Acids and Alkalis

Synthetic
Stability to 10% Acids Stability to 10% Alkalis

Colorants Citric Acetic Malic Tartaric NaHCO3 Na2CO3 NH4OH NaOH

Erythrosine Insoluble Insoluble Insoluble Insoluble Very good Fair Fair Very poor
Allura red Very good Very good Very good Very good Good (bluer) Fair (bluer) Fair (bluer) Poor (much bluer)
Sunset yellow S Very good Very good Very good Very good Very good Very good Very good Good
Tartrazine Very good Very good Very good Very good Very good Very good Very good Poor
Indigotine Very poor Very poor Very poor Very poor Very poor Very poor Very poor Poor (yellower)
Brilliant blue Very good Very good Very good Very good Fair Very poor Poor Very poor
Fast green Very good Very good Fair Fair Very good Poor (bluer) Poor (bluer) Very poor

Source: Refs. 8 and 27.
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Azo dyes are also subject to SO2 decolorization through
HSO3 addition to the nitrogens, resulting in the colorless
hydroazo sulfonic acids. Triarylmethane dyes are reduced
to the colorless leuco base (11, 40, 44).

Free trace metals, including zinc, tin, aluminum, iron,
and copper are known to cause fading of some additives
(27). Of most concern are iron and copper. The presence of
calcium and magnesium can also result in the formation of
insoluble salts and precipitates (44). Azo dyes in particular
are troublesome in that they often react with food cans at a
rate proportional to their concentration, causing corrosion
of the container and a corresponding loss in the food’s dye
content. Some colorants lack stability in retorted protein
foods, whereas others are affected by peroxides (27).

The stability of a colorant toward light, either by itself
or in solution, is not necessarily the same as its stability
toward light in a product. Various ingredients, including
aldehydic flavors, reducing sugars, and oils, are known to
enhance the effects of light on some colorants, whereas,
others prove to be more light stable in a product than
alone. Several methods are used to minimize the effects of
light on colorants in products, including packaging in light-
proof packing, the incorporation of ultraviolet absorbers
into the products, the use of color lakes, and the careful
selection of the other ingredients used in the product. In
general, the most stable colorants to light are tartrazine,
carmoisine, amaranth, allura red, chocolate brown HT and
brilliant blue FCF. Erythrosine and indigotine are the least
stable (8, 27).

The pH value must also be considered when choosing
a colorant, since not everyone of them can be used at all pH
values. Indigotine fades rapidly in acid or alkaline media,
while erythrosine precipitates from acid solution, whereas
fast green FCF turns blue under alkaline conditions. Other
colors exhibit important pH related changes in their pro-
perties, including shifts in shade, variations in shelf life,
changes in solubility, and loss of tinctorial strength (8, 27).

The stability of synthetic food colors towards the con-
ditions prevailing in food processing depends upon a
number of factors. These include the medium in which the

color is used, the concentration of the color and of the var-
ious food additives used and the temperature and time of
exposure. Changes that occur as a result of these factors
vary for each color used so that all of the components of
a blend of food colors will not fade at the same rate. The
resulting shade may, therefore, be entirely different from
the original blend (8).

Temperatures used in cooking can be detrimental to
food colors. The most stable of the commonly used syn-
thetic colorants to average boiling and baking tempera-
tures of 100 and 200°C, respectively are ponceau 4R,
allura red, sunset yellow, tartrazine, chocolate brown HT
and brilliant blue FCF. Indigotine is not stable to process-
ing heat. At very high temperatures some carbonization
may occur which will cause color loss or change of shade.
All colors should be added at the lowest possible temper-
ature, and as late as possible in the food manufacturing
process, when little further heating will take place (8).

The synthetic colorants are stable to the levels of ben-
zoic acid generally used as a preservative in foodstuffs,
except patent blue V, quinoline yellow and indigotine.
Erythrosine is precipitated from the solution in the pres-
ence of benzoic acid. The addition of sulphur dioxide as 
a preservative in fruit based-products causes color loss in
patent blue and indigotine (1, 8).

Vitamins and antioxidants are added to a wide range
of processed foods and vitamin C is frequently used to per-
form both functions. Sunset yellow, tartrazine, fast green
FCF, and brilliant blue FCF are moderately stable to levels
up to 160 ppm, while amaranth is stable in the presence of
70 ppm of ascorbic acid (1, 8).

When subjected to higher processing temperatures,
particularly at above atmospheric pressure while retorting,
color loss can occur as a result of reaction with proteins.
This applies particularly in fish and meat processing but
may also occur in processed milk products. In view of the
varying protein contents of each product, it is important 
to carry out small-scale tests on each type of raw material 
to be used. Amaranth is the most susceptible food color to
this type of action, while erythrosine is the most stable (8).

Synthetic Colorants 86-9

TABLE 86.6
Stability of Synthetic Food Colorants in the Presence of Different Sugars and Food Additives

Synthetic

Stability to 10% Sugars Stability to Food Additives

1% Sodium
Colorants Cerelose Dextrose Sucrose Benzoate 1% Ascorbic Acid SO2 25 ppm SO2 250 ppm

Erythrosine Very good Very good Very good Very good Insoluble Insoluble Insoluble
Allura red Very good Very good Very good Very good Very good Very good
Sunset yellow S Very good Very good Very good Very good Poor Poor Poor
Tartrazine Very good Very good Very good Very good Poor Poor Poor
Indigotine Poor Poor Good Good Poor Very poor Very poor
Brilliant blue Very good Very good Very good Very good Good Very good Good
Fast green Very good Very good Very good Very good Good Very good Very good

Source: Refs. 8 and 27.
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V. COLORANTS USE IN FOODS

Colors are added to foods to make them recognizable and
pleasing to the consumer. What consumers want in the
color of a food depends on a variety of factors, including
cultural background, geographic, and sociological aspects
of the population, past experiences, desire for color coordi-
nation, esthetic appeal, local customs, among others (6, 27).

The reason for coloring any particular food depends
on a number of factors. The major use is in products con-
taining little or no color of their own. These include many
liquid and powdered beverages, gelatin desserts, candies,
ice creams, sherbets, icings, jams, jellies, and snack foods.
Without the addition of colors to some of these products,
all flavors of the product would be colorless, unidentifi-
able and probably unappealing to the consumer (27).

The process used to prepare foods results in the for-
mation of a color which depends largely on the time, tem-
perature, pH, air exposure and other parameters experienced
during processing. Therefore it is necessary to supplement
the color of the product to ensure its uniformity from
batch to batch. Foods that fall into this category include
certain beers, blended whiskies, brown sugars, table
syrups, toasted cereals, and backed goods. The storage of
foods can also be a problem because natural pigments
often deteriorate with time due to exposure to light, heat,
air and moisture or because of interactions of the compo-
nents of the products with each other or with packaging
material. The color of maraschino cherries, for example,
changes so easily with storage that they are bleached and
colored artificially (27).

The problems of the citrus fruit industries are typical
of those encountered with products produced in different
areas of the country or at different times of the year. Most
varieties of Florida oranges tend to be green, suggesting
unripeness, even though they contain the proper ratio of
solids to acid for fully nutritious, ripened fruit. Therefore,
there is a need to color these oranges to make them com-
parable in appearance and thus of commercial acceptabil-
ity as naturally colored fruit from other areas of the
country. The percentage of the total crop colored varies
from year to year and depends largely on the weather.
However its use is not permitted for oranges intended for
processing (27).

The problems associated with dairy products are more
complex. Approximately 90% of the yellow color in milk
is due to the presence of beta-carotene, a fat-soluble
carotenoid extracted from feed by cows. Summer milk is
more yellow than winter milk. This is largely due to sea-
sonal feeding practices in which cows grazing on lush
pastures consume much higher levels of carotenoids than
do cows barn-fed on hay and grain in the fall and winter.
Furthermore, various breeds of cows and even individual
animals differ in the efficiency to extract beta-carotene
from feed and in the degree to which they convert it into

colorless vitamin A. The differences in the color of milk
are more obvious in products made from milk fat. Thus,
unless standardized though the addition of yellow colorant,
products like butter and cheese can show a wide variation
in shade and in many cases appear unsatisfactory to the
consumer. It is also frequently necessary to use various
amounts of blue or green colorants when making gor-
gonzola, provolone, blue and other cheeses to neutralize
the yellow of the curd used to prepare them (27).

Other products whose natural color varies enough to
make standardization desirable include the shells of cer-
tain kinds of nuts, the skins of red and sweet potatoes and
ripe olives (27, 40).

Ink used by inspectors to stamp the grade or quality
on meat must, by law, be made from food-grade colors.
Dyes used in packaging materials that come in direct con-
tact with a food must also be food-grade or, if not, it must
be established that no part of the colorant used migrates
into the food product (27).

There are numerous restrictions on the use of color
additives. They cannot, for example, be employed to deceive
the public by adding weight or bulk to a product or by hid-
ing quality. In addition, special permission is needed to use
colorants or products containing them in foods for which
standards of identity say so. Other restrictions pertaining
to the areas of use and the quantities of colorants allowed
in products are specified in regulations for particular addi-
tives. Citrus red No. 2, for example can only be used to color
the skins of oranges not intended for processing (27).

The amount of color additive allowed in a product
depends on both the colorant and the food being colored.
When numerical limits for use of food colorants are not
specified, the amount allowed is controlled by “good
manufacturing practices,” e.g., one cannot use more col-
orant in a product than it is needed to achieve the desired
effect. Today, the excessive use of colorants is rarely a
problem since manufacturers are not likely to waste costly
additives and, at the same time, run the risk of making
their products appear unnatural (27).

VI. FORMS OF COLORANTS AVAILABLE

Food colors are available as straight colors, referred to as
primaries. They are also available as blends of two or
more straight colors, with or without diluents, referred as
blends, mixtures, secondaries or secondary blends. The
blends are standardized in strength by mixing the colors
with approved diluents such as sucrose, salt, caramel,
flour, etc. Mixtures of just one straight color with one or
more diluents are also provided on special order for color
users. However, mixtures must be made only from previ-
ously certified straight colors (23).

Typical forms of certified primary food colors are
powder, ultra-fine powder, plating grade powder, granules,

86-10 Handbook of Food Science, Technology, and Engineering, Volume 2
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dry blends, wet-dry blends, solutions, pastes and disper-
sions. The latter three preserved forms are used less fre-
quently because of the added costs incurred in their
preparation (23).

Secondary blends are the forms used for creating a
wide variety of shades ready for immediate use in food
preparations, such as grapes, raspberry, lime and various
chocolates. The processing of secondary blends is dictated
by the needs of the consumer. Many blends can be com-
binations of all dry ingredients. Some blends, especially
those containing blue or green, must be combined in a wet
state, then redried in order to prevent flashing at the time
the consumer combines the product with water or milk.
The dried products are ground, blended and standardized
in strength within carefully controlled limits as required
by the product specifications (23).

In manufacturing any colorant, the major difficulty is
to meet the specifications of purity given for certification.
However, the color manufacturing industry not only meets
these purity specifications, but most manufacturers
exceed them. The pure colorant content of a typical certi-
fied colorant is 86–96%. Variation of 2–3% in total col-
orant content of a colorant is of little practical significance
since such variation has no significant effect on the ulti-
mate color of a product. The moisture content of the col-
orant powder is between 4 and 5% and the salt (ash)
content is approximately 5%. The high ash content comes
from the salt used to crystallize (salt out) the colorant (44).

Where water-insoluble colorants are desired, the lakes
are useful as insoluble pigments. Lakes were first
approved for use in 1959. They are a special kind of color
additive prepared by precipitating a straight color as alu-
minum salts on a substratum of alumina hydrate. To make
a lake, the alumina substrate is first prepared by adding
sodium carbonate or sodium hydroxide to a solution of
aluminum sulfate. Next, a solution of colorant is added to
the resulting slurry, the aluminum chloride is added to
convert the colorant to an aluminum salt, which adsorbs
onto the surface of the alumina. The slurry is filtered, and
the cake is washed, dried, and ground to an appropriate
fineness, typically 0.1 to 40 µm (8, 23, 27).

Lakes are available with pure dye contents ranging
from less than 1% to more than 40% and with moisture
levels of 6–25%. Typical use levels are 0.1 to 0.3%.
Griding or mixing a lake in oil or fat achieves a result
which, for some applications, is superior to coloring the
product with a water-soluble dye. Lakes are marketed
individually or mixed with other lakes or approved dilu-
ents, or dispersed in various edible vehicles such as
hydrogenated vegetable oil, coconut oil, propylene glycol,
glycerin, or sucrose syrup, or dispersed in other approved
media that make the mixtures appropriate for printing
food packagings (10, 23, 27).

Although lakes are insoluble in water, some bleeding
or leaching may be observed in hot water, in strongly acid

(pH �3.5) and alkaline (pH �9.0) conditions, or in sol-
vents in which the unlaked dye is soluble. Lakes often
show amphoteric properties with both acid and alkali
tending to solubilize the inorganic substrate releasing free
colorant (23, 27).

Properties of lakes that enhance their usefulness
include opacity, ability to be incorporated into products in
the dry state, relative insolubility, and superior light,
chemical and thermal stability (40). Such properties have
made possible the more effective and more efficient
preparation of candy and tablet coatings and often elimi-
nate the need to remove moisture from dry products
before coloring them. Lakes have also made possible the
coloring of certain products that, because of their nature,
method of preparation, or method of storage, cannot be
colored with ordinary color additives (23, 27). Lakes have
proven particularly valuable for coloring water-repelling
foods such as fats, gums, waxes, and oils, and for coloring
food packaging materials including lacquers, containers,
plastic films and inks from which soluble dyes would be
quickly leached out (10, 27).

Unlike dyes that color objects through their adsorp-
tion or attachment from solution to the material being col-
ored, lakes impart color by dispersing them in the medium
to be colored. As a consequence of this pigment-like char-
acter, both the shade and the tinctorial strength of lakes
are highly dependent on the conditions used in their man-
ufacture as well as their physical properties, including
their particle size and crystal structure (27, 40).

Lakes are considerably more expensive than the
water-soluble colorants, however, there are several spe-
cialty uses where their application is practical (23). Some
specific products in which lakes are used include icings,
fondant coatings, sandwich cookie fillings, cake, dough-
nut mixes, decorative sugar crystals, coated and compres-
sion tablets, hard candy, candy wafers, chewing gums, wax
coatings for cheese, yogurts, dry beverage bases, dessert
powders, snack foods, spice mixes, printing inks, plastic
films, decorative coatings, can linings, meat trays, produce
containers, and margarine tubs (27).

When selecting a colorant for food use, several
requirements must be attended. First of all, it should
posses a desirable hue range and should have a high tinc-
torial strength. The tinctorial strength or coloring power
of a colorant determines the amount and thus the cost of
the colorant that must be added to a product to achieve 
a particular effect. A colorant’s tinctorial strength is an
inherent property of its chemical structure and cannot be
changed, although maximum use can be made of it by
selecting the physical form, vehicle, and conditions under
which it is used (27).

The colorant must not impart any offensive property
to the product. Offensive properties that can be transferred
to a product include taste and odor, which can originate
from the colorant itself or from trace impurities (27).
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The colorant must be stable in the presence of light,
oxidation and reduction, pH change, and microbial attack.
Furthermore, it must be nonreactive with the products and
the containers in which it is used. Tables 86.4 to 86.6
describe the performance of some colorants. An even more
serious problem can result from the instability of a col-
orant, whether it is inherent or caused by reaction with a
product or a product’s container. Generally, color addi-
tives have shown excellent stability when stored in the dry
state. For example, most food colors show little degradation
after storage periods of 15 years or more. However, the
stability of a colorant stored neat is no guarantee of its sta-
bility in a product. Consequently, use tests must still be per-
formed and on an individual product/colorant basis (27).

The dye must also be easy to apply to products and
should be highly soluble (Table 86.3) in water and in other
inexpensive acceptable polar food grade solvents (e.g.,
alcohol, propylene glycol); it might need to be soluble in
edible fats and oils, and if it is not soluble, it should be
easily dispersed (27).

The colorant should also be inexpensive. The cost per
pound of colorants is affected by the cost of the raw mate-
rials, equipment, and labor needed to produce it, as well as
the supply and demand of the colorant. To these expenses,
the additional cost needed to ensure the ultrahigh purity
required must be added as well as the cost of certification.
These factors make certified colors more expensive than
typical technical dyestuffs. The saving feature is that in
most cases, relatively little colorant is needed to achieve
the desired depth of shade in a product, and, thus, the cost
of the colorant adds relatively little to the cost of the fin-
ished product (27).

Although all of these factors should be considered
when selecting the colorant for food use, the safety crite-
ria, e.g. its safety for humans and the levels allowed are of
extreme importance and should be fully satisfied, while
the other factors are seldom completely met.

VII. TOXICOLOGICAL ASPECTS

The safety of food colorants has been a matter of concern.
Most synthetic colors have been extensively tested in con-
ventional toxicity studies. However, divergent views have
often been expressed on the significance of the same tox-
icity data (11). Most of the questions have been associated
with the azo dyes with respect to hypersensitive reactions.
Some individuals show allergic reactions, such as
urticaria (hives), asthma, and rhinitis, after ingestion of
tartrazine (15, 17, 26, 29, 37). Tartrazine was observed to
provoke bronchospasms in asthmatics and aspirin-intolerant
persons. Newer studies indicated that the incidence of 
tartrazine hypersensitivity was rare (fewer than 1 out of
10,000 people being susceptible) and that tartrazine
responses in asthmatic or aspirin-sensitive were excep-
tional and idiosyncratic (20). However, a double-blind,

placebo-controlled study linked tartrazine ingestion with
irritability, restlessness, and sleep disturbance in some
children (38). Therefore, the use of tartrazine in a food
product should be declared on the label (44).

Carcinogenic potential has been confirmed for some
colorants, such as, ponceau 3R, butter yellow, methyl red,
soudam R brown, soudam 7B red, orange SS and crisoi-
dine (11, 41). Studies by FDA in 1972, evidenced that
amaranth is embryophatic to rats. Allura red was observed
to cause no significant and consistent adverse effect.
However, there is concern about the presence of impuri-
ties, such as p-cresidine, which has been proven to be car-
cinogenic (36). However, recent studies have indicated
that tartrazine, indigotine and erythrosine are potent
inhibitors of skin tumor promotion in mice treated with
7,12-dimethylbenz[a]anthracene and with 12-O-tetrade-
canoylphorbol-13-acetate (24).

Erythrosine has been regarded as probable adven-
titious source of iodine, and toxicological studies con-
firmed its carcinogenic action on thyroid of male rats (11,
34, 41, 44). Although erythrosine is permanently listed, its
long term toxicity is questionable. The lake of this col-
orant is no longer permitted for use in foods because of
toxicological concerns (44).

The most publicized and controversial food color 
is amaranth. It had been used in the US since 1908.
However, two Russian studies alleged that it was both car-
cinogenic and embryotoxic. While FDA discounted the
charges of carcinogenicity, it was concerned about the ter-
atogenic and reproduction effects. After several studies,
ADI was reduced to 0–0.5 mg/kg body weight. The US
prohibited the use of amaranth, however Canada, after
studies of their own, observed that amaranth was not
organ specific and allowed its use in foods together with
the European Community, Japan, among others (19, 41).
Amaranth has been recently delisted in Canada (7).

Many azo colors are not stable under certain conditions.
Therefore, they undergo fading giving rise to colorless
and colored subsidiary products whose toxic properties
are not known. Indigotine is unstable in aqueous solution
giving isatin-5-sulphonic acid and 5-sulphoanthranilic
acid which are less clearly defined toxicologically than
the parent molecule (11).

The International Life Sciences Institute, Nutrition
Foundation’s Catalog of Food Colors reports on the regu-
latory status of colorants in use throughout the world and
on the safety assessment data, including international expert
committee evaluations (21). The Joint Expert Committee
on Food Additives Safety (JECFA), FAO, WHO, also
reports on the regulatory status of colorants in use through-
out the world and on safety assessment data (11, 41).
JECFA also evaluates and provides updated information
(22) on acceptable daily intakes (ADI) of colorant in mg
per kg of body weight, making it accessible as it is evaluated
(Table 86.7).
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According to JECFA (22), it is important to constantly
gather information on the levels of synthetic colorants in
foods to assess where the dietary intake stands compared
to the ADI. Therefore, each country, and even regions
within a country, should verify periodically the dietary
intake of colorants, and additives in general, to make sure
that intake does not exceed the ADI. In 1992, Toledo et al.
(42) investigated the potential weekly intake of synthetic
colorants by 3–14 years-old children from Barão Geraldo,
Brazil. Results indicated that male children, especially
from lower classes were most exposed to artificial colors.
Comparison of estimated potential intakes with the ADI
showed that consumption of amaranth, sunset yellow,
indigotine and tartrazine represented ca. 24, 3, 0.05 and
0.4% of the actual ADI values, respectively.

VIII. LEGISLATION

Legislation on the use of colors in foods arose from the
need to protect the consumer from harm and from fraudu-
lent practices. The regulations promulgated by various
countries world-wide differ in detail rather than in concept,
as all have the same ultimate goal. Today, the food colors
permitted in most countries are allowed only when a need
has been demonstrated and their safety assured. Before
these colors are authorized for food use, they have been
subjected to rigorous toxicological testing and numerous
debates between government officials, scientists, and rep-
resentatives from the industry and consumer associations.
Furthermore, the colors have been manufactured to exact-
ing standards resulting in a high degree of purity (33).

Previously, several different colorants were used in
foods. There was a great deal of research into the safety of
food colors in the past years. Even thought results of those
studies were often ambiguous and open to interpretation,
there has been a decrease on the number of synthetic col-
orants permitted in many countries. However, differences
in interpretation accepted by the various countries have
led to the situation in which a color can be considered safe
and acceptable in one country, but prohibited in another
(12, 33).

Today, the types of colorants allowed varies greatly
among countries, which reflects the different opinions
about their toxicity (Table 86.8). However, there is a trend
toward using fewer synthetic colorants. It is hoped that the
trend to international standardization of food colorants will
gain momentum (12, 44).

In the United States seven synthetic colorants are per-
mitted for general food use, while in Canada and Japan,
eight and nine colorants, respectively, are allowed (7). 
In Brazil and Mercosur (common trade among Brazil,
Uruguay, Paraguay and Argentine), eleven synthetic col-
orants are allowed for food use (3). The European
Economic Community allows much more than that (sev-
enteen). Norway, however, prohibits the use of any syn-
thetic colorant in the manufacture of foods. Lake pigments
and dispersions are also permitted (10, 14).

In order to prevent indiscriminate use, many countries
limit the types, uses and amounts of colorants permitted
by groups or specific foods (11, 25). Since different coun-
tries allow the use of specific food colorants, it is possible
that foodstuffs may be imported into a country, which for-
bids the coloring agent present in the product. Therefore,
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TABLE 86.7
Acceptable Daily Intake of Some
Synthetic Food Colors

ADI (mg/kg Body
Weight) (Last

Food Color Evaluation)

Carmoisine 0–4 (1983)
Ponceau 4R 0–4 (1983)
Amaranth 0–0.5 (1984)
Erythrosine 0–0.1 (1990)
Allura red 0–7 (1981)
Sunset yellow 0–2.5 (1982)
Tartrazine 0–7.5 (1964)
Quinoline yellow 0–10 (1984)
Indigotine 0–5 (1974)
Brilliant blue FCF 0–12.5 (1969)
Patent blue V not allocated (1982)
Fast green FCF 0–25 (1986)
Chocolate brown HT 0.25 (1979)
Brilliant black PN 0–1 (1981)

ADI � Acceptable daily intake in mg/kg body
weight.
Source: Refs. 11, 22 and 41.

TABLE 86.8
Some Synthetic Food Colorants Permitted in
Different Countries
Food Color Brazil Canada EEC Japan USA

Carmoisine � � � � �

Ponceau 4R � � � � �

Amaranth � � � � �

Erythrosine � � � � �

Allura red � � � � �

Sunset yellow FCF � � � � �

Tartrazine � � � � �

Quinoline yellow � � � � �

Indigotine � � � � �

Brilliant blue FCF � � � � �

Patent blue � � � � �

Brilliant green BS � � � � �

Fast green FCF � � � � �

Chocolate brown HT � � � � �

Brilliant black PN � � � � �

Acid red � � � � �

Ponceau SX � � � � �

Source: Refs. 3, 7, 10, 33 and 44.
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the importer country legislation must be known in order to
comply with regulations (4, 13, 16).

Colors used in the food products, like other additives,
must be declared in the ingredients list, either the name of
the color or the number, E number for the European Union
and the FD&C number for the U.S. (10). The amount of
colorants added to any food today is small. Furthermore,
it is self-limiting due to good manufacturing practices and
also by the fact that the certified colors in use today pos-
sess high tinctorial strength, thus only an extremely small
amount is needed to color a product properly (4, 13, 16).

IX. CONCLUSIONS

Throughout time there was a significant reduction in the
availability of colorants (23). This reduction resulted from
several reasons, among them, the advances in the science
of toxicology which enabled the access of more subtle
effects; the excessively high use levels on the part of a few
uninformed users; the unwarranted conclusion sometimes
drawn from less than the best toxicology work (FD&C red
no. 4); toxicology studies using a test substance probably
not meeting purity standards (FD&C violet no. 1); political
pressure (FD&C red no. 2); and lack of market demand
(FD&C green no. 1 and green no. 2).

Although today’s list is much shorter than in some
other times, the safety in use of these products rests on
more firm grounds. This is due to the fact that these syn-
thetic organic colors have been more thoroughly tested
than almost all other food additives.

Many advances in the development of food colorants
have been made over the last 25 years, particularly in terms
of harmonized legislation and advances in processing and
formulation technology. However, there is still room for
future development, specially on customized blends and
technical support as well as improved handling properties.
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I. INTRODUCTION

In recent years, the consumers’ demand for natural food
flavor has increased continuously. This trend can be attrib-
uted to increasing health- and nutrition-conscious lifestyles.
As a consequence, the demand for natural ingredients has
risen from 10% of the food company requests to 80%
within the last decade. The comparison of the costs for
natural flavor compounds and their synthetic counterparts
show that the chemically produced compounds are by a
factor of 100–400 cheaper than the natural ones (1).

Three flavor categories exist in Europe: Natural,
nature-identical and artificial flavors. In the US, natural
flavors are defined as: essential oil, oleoresin, essence or
extractive, protein hydrolysate, distillate, or any product
of roasting, heating or enzymolysis, which contains the

flavoring constituents derived from a spice, fruit juice,
vegetable or vegetable juice, edible yeast, herb, bud,
bark, root, leaf or similar plant material, meat, seafood,
poultry, eggs, dairy products or fermentation products
thereof whose significant function in food is flavoring
rather than nutrition (2). The definition of naturals in
Europe is almost identical to the US guidelines.
Materials (mixture or single substances) are called natu-
ral if they are obtained exclusively by physical, microbi-
ological, or enzymatic processes from material of
vegetable or animal origin, either in the raw state or after
processing for human consumption by traditional food
preparation process (including drying, roasting, and fer-
mentation) (3). Flavors and fragrances that can be
labeled “natural” both in the United States and Europe
have to be produced from natural sources by physical,
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enzymatic or microbiological processes (US Food and
Drug Administration 2001). Biotechnologically pro-
duced flavors are also covered by the term natural. The
major advantage of biotechnologically produced prod-
ucts is attainment of the natural status and the ability to
make such a claim on the product label and the ingredi-
ent list. Duplicating plant secondary metabolism in
microbial systems (“fermentative processes”) leads to
aroma compounds that are classified as natural by the
European and US food legislation. Aroma chemicals,
such as vanillin, benzaldehyde (bitter almond, cherry)
and 4-decanolide (fruity-fatty) are marketed on a scale
of several thousand tons per year. Their production by
single-step biotransformations, bioconversions and de
novo synthesis using microorganisms, plant cell or iso-
lated enzymes has been studied intensively (4).

Metabolic engineering strategies that involve inactiva-
tion of undesired genes and/or over-expression of existing
or novel ones have been used to create rerouting of the
metabolic fluxes by changing the energy metabolism, or the
concentration of metabolic intermediate, or of existing or
completely new end-products (5). Three sources for the
biotechnological production of flavors are plants, enzymes,
and microorganisms. Plants cells used for the production of
flavors can either be manipulated by conventional plant
breeding methods such as intraspecific crossing, hybridiza-
tion and nonspecific mutagenesis by chemicals or irradia-
tion, or by novel plant breeding methods such as tissue
culture techniques, protoplast fusion techniques and recom-
binant DNA techniques. Microorganisms have the advan-
tage that they can use relatively inexpensive substrates such
as carbohydrates and amino acids to form complex flavor
mixtures. Screening for highly productive strains and
genetic engineering is necessary to obtain reasonable
amounts. The use of enzymes on industrial scale is now a
common practice. The enzyme transformation produces
extremely pure products. However, of the 1500 chemicals
that are used by the US flavor industry only 20 has been
produced commercially by fermentation routes (6).

II. AMINO ACID-DERIVED FLAVORS

A. 2-PHENYLETHANOL

2-Phenylethanol (2-PE) is an important flavor and fra-
grance compound with a rose-like odor. Most of the world’s
annual production of several thousand tons is synthesized
by chemical means but, due to increasing demand for 
natural flavors, alternative production methods are being
sought. Characterized by a delicate fragrance of rose petals,
2-phenylethnol is the main commercial alcohol following
ethyl alcohol. It is the most used fragrance in the food,
cosmetic, and perfume industries. In addition to present-
ing interesting sensory characteristics which influence the
quality of alcoholic beverage or fermented food, it is also

widely used to modify certain flavor compositions of food
stuffs such as fruit formulas, ice cream, candy, pudding,
and chewing gum (7). 2-PE occurs naturally in the essen-
tial oils of many flowers and plants, such as hyacinths,
jasmine, narcissi, and lilies. In most cases, concentrations
are too low to justify extraction. One exception is rose oil,
which can contain up to 60% 2-PE. Both 2-PE and its
ester, especially phenylethyl acetate (GRAS 2857), are
valuable flavor and fragrance compounds (8).

Like many other higher alcohols, 2-PE is a metabolite
of microbial fermentation, thus synthesis by microorgan-
isms is an obvious option. The commonly accepted route
for 2-PE formation is by conversion of phenylanine
through deamination, decarboxylation and reduction, first
described by Ehrlich and consequently named after him. It
is assumed that for industrial purposes, only yeast strains
improved by conventional screening, selection, and muta-
genesis rather than by genetic engineering have been used
so far (9). Various organisms including Cladosporium 
cladosporioides, Kluyveromyces lactis, Saccharomyces
cerevisiae, Hansenrula anomala, and Kluyveromyces
marxianus have been reported to be capable of producing
2-phenylethnol. 2-Phenylethanol and 2-phenylethylacetate
are obtained in substantial amounts when Hansenula
anomala CBS 110 and Kloeckera saturnus CBS 5761 are
grown with L-phenylalanine as sole nitrogen source.
While in the first microorganism the alcohol predominates,
in the second the acetate is formed almost exclusively (10).
Production of 2-phenylethnol increases almost in parallel
with the growth of Pichia fermentans during the initial
stage of fermentation (11).

B. VANILLIN

Vanillin (4-hydroxy-3-methoxybenzaldehyde) is one of the
most important aromatic flavor compounds used in foods,
beverages, perfumes, and pharmaceuticals and is pro-
duced on a scale of more than 10,000 tons per year by the
industry through chemical synthesis. Vanillin is the major
component of vanilla flavor extracted from the fermented
pods of Vanilla orchids. Alternative biotechnology-based
approaches for the production are based on bioconversion
of lignin, phenolic stilbenes, isoeugenol, ferulic acid, or
aromatic amino acids, and on de novo biosynthesis, apply-
ing fungi, bacteria, plant cells, or genetically engineered
microorganisms (12).

Phenylalanine is known as the starting point of
flavonoid, coumarine, stilbene, and ferulic acid biosyn-
thesis in plant. The shikimate pathway was discovered as
the biosynthetic route to the aromatic amino acids phenyl-
alanine, tyrosine, and tryptophan. This pathway has been
found only in microorganisms and plants. All phenyl-
propanoids are derived from cinnamic acid, which is formed
from phenylalanine by the action of phenylalanine ammo-
nia lyase (PAL, EC 4.3.1.5) (13). The enzyme phenylalanine
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ammonia lyase (PAL) catalyzes the first metabolic step
from primary metabolism into phenylpropanoid metabo-
lism, which is the deamination of phenylalanine to produce
cinnamic acid (14).

One of the most intensively studied biotransformations
to produce natural vanillin is the conversion of ferulic
acid. Ferulic acid is an extremely abundant cinnamic acid
derivative found in the cell walls of woods, grasses, and
corn hulls (15). A novel CoA-dependent, non-β-oxidative
pathway for ferulic acid cleavage was identified in
Pseudomonas fluorescens (16). Ferulic acid is activated to
the CoA thioester, catalyzed by feruloyl-CoA synthetase
(FCS, EC 6.2.1.34). The gene fcs of Pseudomonas encoding
this enzyme has been cloned and expressed in Escherichia
coli (17). Feruloyl-CoA is subsequently hydrated and
non-oxidatively cleaved to vanillin and acetyl-CoA. Both
reactions are catalyzed by one distinct enzyme, desig-
nated as enoyl-CoA hydratase/aldolase (EC 4.2.1.17).
This function was confirmed with the purified enzyme
and by cloning and expressing the corresponding genes 
of Pseudomonas in E. coli. Cloning of fcs of Pseudomonas
in E. coli resulted in a recombinant strain that was able to
convert ferulic acid to vanillin at a rate of 0.022 mole per
min per ml (18).

C. BENZALDEHYDE

In quantity, benzaldehyde is the second most important
flavor molecule after vanillin. Natural benzaldehyde is
produced by microbial degradation of natural phenylala-
nine. This process is added by a plentiful, cheap supply 
of natural L-phenylalanine, which has become available
as an intermediate of the synthesis of aspartame (19). 
L-phenylalanine was almost completely converted to the
flavor compounds benzaldehyde and 3-phenylpropanol
following two different degradation pathways of sub-
merged cultured Ischnoderma benzoinum (20). The oxida-
tive degradation pathway to benzaldehyde was also found
in bacteria and subsequently patented (21).

D. 4-VINYLGUAIACOL

Vinylphenols (4-vinylphenol and 4-vinylguaiacol) are nat-
ural constituents of wine and can play a role in wine aroma.
4-Vinylguaiacol (PVG) is an important aroma in soy sauce.
However, 4-Vinylguaiacol (PVG), a major off-flavor in
citrus products, was detected in stored model solutions of
orange juice containing ferulic acid, and its amount
increased with time and temperature (22). These volatile
phenols have a distinct flavor that is evaluated as smoky,
pharmaceutic, clove, or leather, and impart a phenolic
characteristic to wine. High levels of 4-vinylphenol and 
4-vinylguaiacol were detected in wines made from grape
juice initially treated with some enzyme preparations.
Two enzyme activities, which operate successively, are

responsible for this formation. First, the cinnamoyl esterase
(feruloyl esterase, ferulic acid esterase, hydroxycinnamoyl
esterase, EC 3.1.1.73) activity from enzyme preparation
liberates cinnamic acids from their corresponding tartaric
acid esters. Second, cinnamic acids are transformed into
4-vinylphenol and 4-vinylguaiacol by decarboxylase activ-
ity provided by the yeasts (23).

Bacillus pumilus PS213 isolated from bovine ruminal
fluid was able to transform ferulic acid and p-coumaric
acid to 4-vinylguaiacol and 4-vinylphenol, respectively, by
nonoxidative decarboxylation. The enzyme responsible for
this activity has been purified and characterized. The puri-
fied enzyme shows a single band of 23 kDa; the molecular
mass calculated by size exclusion chromatography is
45 kDa. Enzyme activity is optimal at 37 degrees C and pH
5.5 (24). Seven strains of Lactobacillus isolated from malt
whisky fermentations and representing Lactobacillus bre-
vis, L. crispatus, L. fermentum, L. hilgardii, L. paracasei,
L. pentosus, and L. plantarum contained genes for hydrox-
ycinnamic acid (p-coumaric acid) decarboxylase. With the
exception of L. hilgardii, these bacteria decarboxylated 
p-coumaric acid and/or ferulic acid, with the production of
4-vinylphenol and/or 4-vinylguaiacol, respectively. It
seems likely that the combined activities of bacteria and
yeast decarboxylate p-coumaric acid and then reduce 4-
vinylphenol to 4-ethylphenol more effectively than either
microorganism alone in pure cultures (25).

E. 2-ACETYL-1-PYRROLINE

2-acetyl-1-pyrroline has been reported as a potent flavor
component of an aromatic rice (26). 2-acetyl-1-pyrroline
was synthesized naturally in Pandan (Pandanus amarylli-
folius Roxb.) leaves (27), bread flowers (Vallaris glabra
Ktze) (28) and pearl millet (Pennisetum americanum) (29).
In addition to plant materials, microorganisms, especially,
Bacillus cereus (30), and bakers’ yeast (31) biosynthesizes
2-acetyl-1-pyrroline as well.

Proline apparently plays an important role in forma-
tion of 2-acetyl-1-pyrroline. Increases in concentration of
2-acetyl-1-pyrroline occurred when proline, ornithine,
and glutamate were added to the medium for seeding 
and callus of rice. Results of tracer experiment using 
15N-proline, 15N-glycine, proline-1-15C indicated that the
nitrogen source of 2-acetyl-1-pyrroline was proline. 2-acetyl-
1-pyrroline was formed in the aromatic rice at tempera-
ture below that of thermal generation in bread baking, and
formed in the aerial part of aromatic rice from proline as
the nitrogen precursor (32).

Previous investigations concluded that this trait of rice
underwent monogenic inheritance, whereas others stated
that two or three recessive or dominant genes controlled the
construction of the trait (33). Lorieux et al. (34) reviewed
the genetics of aromatic fragrance and concluded that a
single recessive gene was responsible for the production
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of fragrant rice plants. This single recessive fragrance gene
(fgr) was linked to the RFLP clone RG28 on chromosome
8, at a genetic distance of 4.5 cM. They confirmed the close
linkage between RG28 and fgr (5.8 cM) and also identi-
fied two quantitative trait loci for fragrance, one on chro-
mosome 4 and the other on chromosome 12. Fragrance can
be detected by tasting the associated flavor in individual
seeds or assessing the aroma of leaf tissue or grains after
either heating in water or reacting with solutions of KOH
or I 2-KI. PCR-based molecular marker for the fragrance
gene detection in rice (Oryza sativa. L.) has been devel-
oped (35). The genomic DNA clone RG28, linked to the
major fragrance gene of rice (fgr), was assessed for poly-
morphism in order to produce a PCR-based marker for
fragrance. A small mono-nucleotide repeat, that was poly-
morphic between a pair of fragrant and non-fragrant cul-
tivars, was identified and developed into a co-dominant
PCR-based marker. The polymorphism-information-content
determinations for three microsatellite markers, that have
been genetically mapped near RG28, are also presented.
These PCR-based markers were used to distinguish 
fragrance-producing alleles from non-fragrance-producing
alleles at the fgr locus.

The arginine deiminase or dihydrolase (ADI, EC
3.5.3.6) pathway for arginine degradation is comprised of
three enzymes: ADI (EC 3.5.3.6), which degrade arginine
into citrulline and ammonia; ornithine transcarbamoylase
(OTC, EC 2.1.3.3), which cleaves citrulline into carbamoyl
phosphate and ornithine; and carbamate kinase (CK, EC
2.7.2.2), which produces ATP, ammonia, and carbon diox-
ide through dephosphorylation of carbamoyl phosphate. 
A fourth membrane transport protein, which catalyzes an
electroneutral exchange between arginine and ornithine,
is also fundamental for this pathway. Sequence analysis of
the genetic organization of the ADI pathway has been
studied largely either with gram-negative bacteria or with
gram-positive bacteria such as Clostridium perfringens,
Bacillus licheniformis, Streptococcus sanguis, Lactobacillus
sakei, and Oenococcus oeni. High similarities among
species and revealed that genes are clustered to form the
operon arcABCTD and encode ADI(arcA), OTC(arcB),
CK(arcC), and the membrane transport protein (arcD)( 36).
Oxygen, carbohydrate metabolism, arginine concentration,
pH, repression by glucose, and intracellular ATP, NADH,
or other intermediate metabolites seemed to be signals for
ADI expression, with an influence which depended on
bacterial species (37).

The cytoplasmic extracts of 70 strains of the most fre-
quently isolated sourdough lactic acid bacteria were
screened initially for arginine deiminase (ADI), ornithine
transcarbamoylase (OTC) (EC 2.1.3.3), and carbamate
kinase (CK) (EC 2.7.2.2) activities, which comprise the
ADI (or arginine dihydrolase) pathway. Only obligately
heterofermentative strains such as Lactobacillus sanfran-
ciscensis CB1; Lactobacillus brevis AM1, AM8, and 10A;

Lactobacillus hilgardii 51B; and Lactobacillus fructivo-
rans DD3 and DA106 showed all three enzyme activities.
The three enzymes were purified from this microorganism
to homogeneity by several chromatographic steps. ADI,
OTC, and CK had apparent molecular masses of ca. 46,
39, and 37 kDa, respectively, and the pIs were in the range
of 5.07 to 5.2. The OTCs, CKs, and especially ADIs were
well adapted to pH (acidic, pH 3.5 to 4.5) and temperature
(30 to 37°C) conditions which are usually found during
sourdough fermentation. ADI, OTC, and CK of Lacto-
bacillus sakei. L. sanfranciscensis CB1 expressed the ADI
pathway either on MAM broth containing 17 mM arginine
or during sourdough fermentation with 1 to 43 mM added
arginine. Cell survival during storage at 7°C, and toler-
ance to acid environmental stress and favored the produc-
tion of ornithine, which is an important precursor of crust
aroma compound, 2-acetyl-1-pyrroline (38).

F. PYRAZINE

Alkylpyrazines are heterocyclic, nitrogen containing mole-
cules found in wide variety of foods. They are responsible
for different flavors, according to the nature of the alkyl
substituents. Many products were formed with a heterocy-
cle production such as pyrazines and methylpyrazines, and
dimethylethyloxazoles. These various compounds present
odors of corn-like, pungent, nut, popcorn, roasted hazel-
nut, toasted, roasted, and ripe fruits (39).

The first evidence that microorganisms were able to
synthesize pyrazines were provided by Kosuge et al. (40)
who showed that tetramethylpyrazine could be produced
by Bacillus subtilis. 2,5-Dimethylpyrazine (2,5-DMP)
and tetramethylpyrazine (TTMP) were produced using
Bacillus subtilis grown on soybeans. 2,5-DMP was obtained
using soybeans enriched with threonine, giving metabolite
after 6 days. TTMP production involved addition of ace-
toin to soybeans, and was recovered after 14 days. These
results demonstrated the suitability of solid-state cultiva-
tion for production of high-added-value compounds (41).
Optimization studies demonstrated that solid-state culti-
vation of Bacillus subtilis IFO 3013 involving massive
enrichment of the medium with L-threonine and acetoin
could be used for production of high-added-value com-
pounds (42).

G. METHYL-BRANCHED ALDEHYDES AND

CARBOXY ACIDS

Enzymatic degradation of amino acids plays an important
role in the development of cheese flavor. In particular,
branched chain amino acids (BCAAs) are precursors of
cheesy aroma compounds, such as isovalerate (precursor,
leucine) and isobutyrate (valine), and aromatic amino acids
are precursors of floral or phenolic aroma compounds, such
as phenylacetate and phenylacetaldehyde (phenylalanine),
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indole (tryptophane) and phenol (tyrosine) (43). Branched
chain amino acid degradation seems to follow chain reac-
tion that commences by transamination producing a keto
acid, subsequent non-oxidative decarboxylation into alde-
hydes which is then oxidized or reduced to acids or alco-
hols. Amino acid catabolism of valine, leucine, isoleucine,
phenylalanine and methionine may also lead to the corre-
sponding aldehydes and acids (44).

Staphylococcus carnosus and S. xylosus are important
starter cultures for production of essential flavor com-
pounds, such as aldehydes, alcohols, esters, and carboxy
acids in dried fermented sausages. Many of these com-
pounds are derived from degradation of amino acids and
provide the product with its unique taste and aroma.
Catabolism of the methyl-branched amino acids, leucine,
isoleucine, and valine, leads to production of methyl-
branched aldehydes, 3-methylbutanal, 2-methylbutanal and
2-methylpropanal, respectively. Leucine catabolism is of
particular interest, since key sausage aroma compounds
like 3-methylbutanal and 3-methylbutanoic acid are derived
from catabolism of leucine.

The genetic and physiological evidence of the role 
of the IivE enzyme in the degradation of BCAAs in 
S. carnosus has been studied intensively (45). The first
step in the catabolism is most likely a transamination
reaction catalyzed by BCAA aminotransferase (IivE pro-
teins). The IivE enzyme in S. carnosus was reported to
be the only enzyme that catalyzed the deamination of leu-
cine, isoleucine, and valine. Aminotransferases catalyze the
transfer of an alpha-amino group from ArAAs and BCAAs
to an alpha-keto acid receptor using pyridoxal 5’-phos-
phate as a coenzyme, seem to be responsible for deam-
ination of these amino acids (46). The IivE gene from 
S. carnosus was characterized. An IivE deletion mutant by
gene replacement was constructed. The mutant strain pro-
vides the direct evidence of the critical role of amino-
transferases in biosynthesis of methyl-branched aldehydes
and carboxy acids.

III. CARBOHYDRATE-DERIVED FLAVORS

A. 4-HYDROXY—2,5-DIMETHYL-3(2H)-
FURANONE (HDMF)

Among flavor compounds exhibiting caramel-like odors,
HDMF is of special interest because of its relatively low
flavor thresholds (47). The odorant was reported for the
first time in pineapples and strawberries (48). 4-Hydroxy—
2,5-dimethyl-3(2H)-furanone (HDMF) also called fura-
neol is a carbohydrate-derived natural flavor. HDMF has
also been detected in several heat-processed foods, e.g.
beef broth (49). HDMF has also been isolated from shoyu
(shoyu is the Japanese name for soy sauce) (50).

An aldolase catalyzed reaction was involved in the
formation of 4-Hydroxy—2,5-dimethyl-3(2H)-furanone

(51). The formation of a homolog of HDMF, HEMF and
concluded that D-sedoheptulose 7-phosphate is the pre-
cursor of HEMF.A. This study demonstrates that HDMF
is secondary metabolite of Zygosaccharomyces rouxii that
is produced when the medium is supplemented with six-
carbon ketoses. Aerobic conditions are more favorable 
to its production than anaerobic conditions. Two of the
tested compounds, 6-deoxyketose and fructose 1,6-bis-
phosphate, can act as precursors or inducers of the biosyn-
thesis. These findings demonstrate that HDMF is produced
by Z. rouxii grown aerobically with D-fructose 1,6-bis-
phosphate (10%) as precursor (52).

Biosynthesis route of HEMF was claimed to be through
the pentose-phosphate cycle by Z. rouxii (53). Several
biotechnological routes have been proposed for the pro-
duction of natural furaneol. One approach uses the
aldolase reaction to form dihydroxyacetone that reacts
with lactaldehyde in the presence of aldolase to 6-
deoxyfructose-1-phosphate. The equilibrium can be
shifted in favor of the product by the addition of triose-
phosphate isomerase (EC 5.3.1.1). Acid hydrolysis 
yields 6-deoxyfructose and during heating with base fura-
neol is formed. The second approach was 6-deoxy-L-
sorbose, an isomer of 6-deoxyfructose for the production
of furaneol. In this case the deoxysugar is generated by 
the action of transketolase (EC 2.2.1.1) for 4-deoxy-
L-threose and hydroxypyruvate. Hydroxypyruvate is
formed from L-serine by serine glyoxylate aminotrans-
ferase (serine glyoxylate transaminase, EC 2.6.1.45).
Hydroxypyruvate is also the starting material for 4-deoxy-
L-erythrulose catalyzed by transketolase (EC 2.2.1.1).
The 4-deoxy-L-threose is generated by a microbial iso-
merization from 4-deoxy-L-erythrulose.

B. DIACETYL

Diacetyl is considered to be one of the most important
compounds contributing to the final flavor and aroma in a
range of fresh fermented dairy products, such as butter,
buttermilk, culture cream, and quark. Diacetyl is formed
during the fermentation of milk by the gram-positive
microaerophilic bacterium Lactococcus lactis subsp. lac-
tis biovar diacetylactis and Leuconoccus spp. Based on its
aroma value, efficient diacetyl (or its precursor alpha-
acetolactate) production from lactose rather than from cit-
rate by Lactococcus lactis has been one of the targets of
various metabolic engineering strategies. Lactococcus
lactis has been developed as a cell factory for high-level
diacetyl production (54).

Metabolic engineering strategies that involve inactiva-
tion of undesired genes and/or over-expression of existing
or novel ones have been used to create rerouting of the
metabolic fluxes by changing the energy metabolism or
the concentrations of metabolic intermediates or of 
existing or completely new end-products (55).
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Diacetyl is a by-product of fermentation by many
microorganisms. It is produced by oxidative decarboxyla-
tion of the metabolic intermediate alpha-acetolactate. One
molecule of alpha-acetolactate is produced from two mol-
ecules of pyruvate by the condensing enzyme, alpha-
acetolactate synthase (EC 2.2.1.6) (56). Specific Lactococcus
lactis strains isolated from dairy cultures that produce large
amounts of alpha-acetolactate from citric acid were shown
to lack the alpha-acetolactate decarboxylase enzyme (57).
New selection methods and deletion of alpha-acetolactate
decarboxylase encoding aldB gene by genetic engineering
have made these mutants more ready available.

Recent studies of pyruvate and citrate metabolism in
Lactococcus lactis and Leuconoccus spp demonstrate that
diacetyl is formed by an oxidative decarboxylation of
alpha-acetolactate. A possible method for improving the
diacetyl level would be to redirect and adjust the metabolic
activities involved in the formation of alpha-acetolactate
(58). An innovative approach is to increase the amount of
enzyme involved in conversion of pyruvate to alpha-
acetolactate. Two enzymes are known in Lactococcus lactis
that catalyze this reaction: alpha-acetolactate synthase (EC
2.2.1.6, ALS-encoded by the als gene) and alpha-acetohy-
droxy acid synthase (IL VBN-encoded by the ilvBN
gene). A 100-fold increase in ALS enzyme level was
achieved by cloning the als gene on a multi-copy plasmid,
resulting in a 40% rerouting efficiency of the pyruvate
pool towards acetoin under aerobic conditions. This is due
to the endogenous alpha-acetolactate decarboxylase (EC
4.1.1.5, ALDB-encoded by the aldB gene) activity that
efficiently converts alpha-acetolactate to acetoin was inac-
tivated. An elegant approach to obtain ALDB deficient
natural Lactococcus lactis variants has recently been
developed (59). A strain in which all three mutations are
combined (LDH- and ALDB-deficiency and ALS or IL
VBN overproduction) could be an effective diacetyl pro-
ducer. The introduction of an NADH oxidase encoding
gene in an alpha-acetolactate decarboxylase deficient strain
(aldB mutant) led to the efficient re-routing of the pyruvate
metabolism towards alpha-acetolactate and diacetyl (60).
Carroll et al. (61) suggested that manipulation of the enzyme
alpha-acetolactate synthase from Leuconostoc lactis would
also yield strains with increased diacetyl production.

IV. LIPID-DERIVED FLAVORS

A. HEXENALS

Leave aldehyde (E)-2-hexenal and (Z)-3-hexenal are
responsible for the green flavors and aromas of fruits and
vegetables. The natural compounds derived from plant tis-
sue that have been disrupted in some fashion are tried to
replace the chemically synthetic compounds. In general,
the unsaturated fatty acids linoleic and linolenic acids are
degraded via a lipoxygenase (EC 1.13.11.13)-catalyzed

formation of hydroperoxides and a subsequent cleavage
by a lyase to form aliphatic C6-compound such as (Z)-
3-hexenal, which may further isomerized to (E)-2-hexenal.
Much research has already been conducted on lipoxyge-
nases especially those from soybean. They catalyze the
addition of molecular oxygen to the molecule at carbon 13
(62). Lipoxygenases are essential components of the
oxylipin pathway, converting unsaturated fatty acids into
(Z)-3-hexenol and (E)-2-hexenal. Lipoxygenases have also
been detected in microorganism and plant lipoxygenases
have been expressed in host organism. They are available for
the biotechnological production of the 13-hydroperoxide.
The other decisive enzyme is the hydroperoxide-lyase.
Recently, the construction of recombinant yeast cells con-
taining the hydroperoxide lyase gene from banana fruit
(Musa sp.) has been published (63). Researchers from
Givaudan succeeded in the isolation and transfer of the
lyase gene from banana to yeasts. The yeast produces
hexenals from fatty acids.

B. LACTONES

The naturally occurring, organoleptically important lac-
tones generally have gamma or delta-lactone structure, and
are straight-chained. Lactone flavor substances play an
important role in the overall aroma presentation of many
foods and beverages. Lactones are important flavor sub-
stances for pineapple, apricots, strawberry, raspberry,
mango, papaya, passion fruit, peach and plum. At present,
lactones are made fairly expensively via chemical synthe-
sis from keto acids. On the other hand, microbially pro-
duced lactones have the advantage of being optically pure
and natural. Application focuses mainly on the production
of added-value products such as gamma and delta-lactone
(from US$6000/kg to US$1200/kg) (64). The gamma-and
delta-lactone of less 12 carbons constitutes a group of
compounds of great interest to the flavor industry. Gamma-
lactone is one of the most produced lactones. Its produc-
tion through biotechnology results in a natural lactone. The
annual market for gamma-lactone has been growing in
recent years and was estimated in 1997 at about 10 t (65).

Usually, the precursor used for the production of a
lactone is a hydroxy fatty acid. Depending upon the posi-
tion of the hydroxy group on the aliphatic chain, this acid
could lead to the formation of a gamma or delta-lactone.
Lactones can be formed either by de novo synthesis, by
beta-oxidation from ricin-oleic acid, free fatty acids or
hydroxy acids. The 9-10-epoxyoctadecanoic acid formed by
epoxidation from oleic acid was proposed as the precursor
for dodecano-4-lactone in strawberry fruits. Subsequent
beta-oxidation and cyclization leads to the formation of
the lactone. Gamma-lactone is generally obtained by 
biotransformation of a long-chain hydroxy fatty acid pre-
cursor by yeast cells. Ricin-oleic acid is a convenient sub-
strate since this hydroxy acid represents almost 90% of
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hydrolyzed castor oil (66). 4-Decanolide is an important 
component in a number of fruits and can be obtained from
coriolic acid, which is the major fatty acid present in the
seed oil of Coriana nepalensis and in rice lipids. Delta-
octalactone can be produced by Saccharomyces cerevisiae
from 3,11-dihydroxymyristic acid, which is present in
Jalap resin. After a bioprocess was established, the price
for natural 4-decanolide decreased from US$20000/kg to
$1200/kg (67).

The general strategy used for the production of lactone
by microorganisms involving the bioconversion of a
hydroxy fatty acid. The main pathway by which a microor-
ganism catabolizes a fatty acid is the beta-oxidation system.
Free fatty acids are converted to coenzyme A (CoA) esters
before being catabolized. Beta-oxidation is a four-reaction
sequence resulting in a two-carbon chain-shortening cat-
alyzed in peroxisomes by the following activities: acyl-
CoA oxidase (EC 1.3.3.6), 2-enoyl-CoA hydratase (EC
4.2.1.17), 3-Hydroxyacyl-CoA dehydrogenase (EC
1.1.1.35) and 3-ketoacyl-CoA thiolase (EC 2.3.1.16). The
commonly accepted pathway from ricin-oleyl-CoA to
gama-decalactone was proposed to follow the four beta-
oxidation cycles, yielding 4-hydroxy-decanoly-CoA, which
is then cyclised to gamma-decalactone (68).

Yarrowia lipolytica is one of the yeast species that are
able to produce gamma-decalactone from ricin-oleic acid
or its methyl ester. Y. lipolytica was also reported in
patents dealing with the production of some other lactone
aroma compounds: gamma-dodecalactone, gamma-non-
alactone, unsaturated lactones and delta-lactones (69).
Because there are few natural sources of cheap fatty acid
precursors other than castor oil, processes have been
developed for the biotechnological production of hydroxy
fatty acids, such as the microbial production of 10-
hydroxystearic acid by Nocardia cholesterolicum for the
synthesis of gamma-dodecalactone (70). Recently, solid-
state fermentation with economical and practical advan-
tages had been used as a model for the production of
volatile flavor compounds. These include high productiv-
ity, low capital investment, reduced energy requirement,
low wastewater output, improved product recovery and
elimination of foam products. The production of 6-pentyl-
alpha-pyrone, a compound with a strong coconut-like
aroma, by Trichoderma harzianum in solid state cultiva-
tion was developed (71).

C. ESTERS

The distinctive flavor of wine, brandy, and other grape-
derived alcoholic beverages is affected by many com-
pounds, including esters produced during alcoholic
fermentation. The characteristic fruity odors of the fer-
mentation bouquet are primarily due to a mixture of hexyl
acetate, ethyl caproate (apple-like aroma), iso-amyl
acetate (banana-like aroma), ethyl caprylate (apple-like

aroma), and 2-phenylethyl acetate (fruity, flowery flavor
with a honey note) (72).

1. Acetate Esters

The synthesis of acetate esters by the wine yeast
Saccharomyces cerevisiae during fermentation is ascribed
to at least three acetyltransferase activities, namely, alco-
hol acetyltransferase (AAT, EC 2.3.1.84), ethanol acetyl-
transferase (EC 2.3.1.84), and iso-amyl acetyltransferase
(AAT) ( EC 2.3.1.84) (73).

Esters are produced by fermenting yeast cells in an
enzyme-catalyzed intracellular reaction. In the volatile ester
production by S. cerevisiae alcohol acetyltransferases, the
respective genes Atf1p, Atf2p and Lg-Atf1p were either
deleted or over-expressed in a laboratory strain and a com-
mercial brewing strain. Analysis of the fermentation prod-
ucts confirmed that the expression levels of ATF1 and ATF2
greatly affect the production of ethyl acetate and isoamyl
acetate. Atf1p and Atf2p are also responsible for the forma-
tion of a broad range of less volatile esters, such as propyl
acetate, isobutyl acetate, pentyl acetate, hexyl acetate, hep-
tyl acetate, octyl acetate, and phenyl ethyl acetate. Atf1p and
Atf2p are responsible for the total cellular isoamyl alcohol
acetyltransferase activity.

Interestingly, over-expression of different alleles of
ATF1 and ATF2 led to different ester production rates, indi-
cating that differences in the aroma profiles of yeast strains
may be partially due to mutations in their ATF genes. The
over-expression of acetyltransferase genes such as ATF1
could profoundly affect the flavor profiles of wines and
distillates deficient in aroma, thereby paving the way for
the production of products maintaining a fruitier character
for longer periods after bottling (74). The ATF1 gene,
located on chromosome XV, was cloned from a widely
used commercial wine yeast strain of S. cerevisiae, and
placed under the control of the constitutive yeast phos-
phoglycerate kinase gene (PGK1) promotor and terminator.
The level of ethyl acetate, iso-amyl acetate, and 
2-phenylethyl acetate increased 3- to 10-fold, 3.8- to 
12-fold, and 2- to 10-fold, respectively, depending on the
fermentation temperature, cultivar, and yeast strain used
(75). The drastic increases in the levels of ethyl acetate
and iso-amyl acetate had a pronounced effect on the aroma
of the fermented and distilled products. Some of other
esters whose concentrations were also increased as a result
of the over-expression of ATF1 include hexyl acetate, ethyl
caproate, and 2-phenylethyl acetate, presenting a flowery
and fruity aroma. Oda et al. (76) developed a system
based on the double coupling of glucose metabolism for
the production of acetyl-CoA and microbial esterification
of alcohol by using a nutrient agar plate as hydrophilic
carrier and decane as a hydrophobic organic solvent. This
system can be used to produce acetate ester of alcohol
without adding any acetyl donors.
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2. Methyl and Ethyl Esters

Methyl and ethyl esters and interesting thioesters, methyl-
methylthiopropanoate, and ethyl 3-methylthiopropanoate
could be synthesized following a pathway shown in Figure
87.1. Amino acid may undergo a transamination to form a
keto acid, subsequent decarboxylation leads to the forma-
tion of a CoA ester. The release of the CoA moiety results
in the generation of an acid following the similar pathway
proposed by Dirinck et al. (77). Incorporation of methanol
and ethanol to the CoA ester may form methyl and ethyl
esters, respectively.

The fate of amino acids in relation to aroma biogenesis
has been studied in strawberries using the in vitro growth
approach. Incubations of strawberries with L-isoleucine
gave rise to an increase of fourteen compounds in this fruit
aroma, either not detected previously or constituents of
strawberry aroma. Strawberry feeding with L-isoleucine
resulted in a 7-fold increase in the sum of 2-methylbutanoate
esters, and a double production of 2-methylbutyl esters
compared to those of control fruits. Around 94% of the ester
increase corresponded to 2-methylbutanoates, with ethyl
2-methylbutanoate being the most representative com-
pound (92%). On the other hand, among the 2-methylbutyl
esters, comprising around 6% of total aroma volatiles
increase, 2-methylbutyl acetate was the major compound
(95%) arising from L-isoleucine strawberry feeding. The
role of enzymatic activities within the amino acid meta-
bolic pathway in strawberry fruits is discussed (78).

In Lactococcus lactis, which is widely used as a
starter in the cheese industry, the first step of aromatic and
branched-chain amino acid degradation is a transamina-
tion that is catalyzed by two major aminotransferases. In
lactococci, transamination is the first step of the enzymatic
conversion of aromatic and branched-chain amino acids 
to aroma compounds. The major aromatic aminotrans-
ferase (AraT) of a Lactococcus lactis subsp. cremoris
strain has been purified and biochemically characterized.

The corresponding gene was characterized , and evaluated
for the role of AraT in the biosynthesis of amino acids and
in the conversion of amino acids to aroma compounds. 
It is also highly involved in methionine and leucine con-
version (79).

Pseudomonas fragi strain CRDA 037 produced a fruity
aroma when grown in skim milk-, whey and whey permeate-
based culture media. Addition of C(3)-C(7) fatty acids to
the culture stimulated the production of the corresponding
fatty acid esters from 12 to 1570 times compared to
unsupplemented media. Lipase is responsible for the
biosynthesis of these fatty esters. Lipases are generally
defined as glycerol ester hydrolases (e.g., triacylglycerol
lipase EC 3.1.1.4) hydrolyzing tri-, di- and mono-glycerides
present at an oil-water interface. They can also synthesize
and transfer esters. As water is a product of ester synthe-
sis reactions, organic solvents with a very low water activ-
ity are generally used and the water formed during the
reaction must be extracted (80). Synthesis of esters had
been observed in the presence of the lipase from Candida
parapsilosis (81). The enzyme was inactive in anhydrous
systems, however its activity increased with increasing
water concentration in the liquid phase or water activity of
the system. In the case of very high Aw values, the enzyme
preparation contained a large amount of free water, and
diffusion of hydrophobic substrates was limited, causing a
decrease of the reaction rate (82).
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I. INTRODUCTION

Flavor not only is a major quality attribute to foods, but it
also plays a critical role in consumer acceptability. There are
many ways to classify flavors. An easier and more realistic
way for flavor classification is based on its mode of forma-
tion, either biosynthesized naturally from known raw mate-
rials or formed artificially by processing imposed on natural
or artificial starting materials. Therefore, the terms “natural
flavors” and “synthetic flavors” are used. According to the
Code of Federal Regulations, the Title 21, Section 101.22
(a)(3) [1] published by the U.S. Government, the term
“natural flavor” or “natural flavoring” is defined as:

the essential oil, oleoresin, essence or extractive, protein
hydrolysate, distillate, or any product of roasting, heating
or enzymolysis, which contains the flavoring constituents
derived from a spice, fruit or fruit juice, vegetable or veg-
etable juice, edible yeast, herb, bark, bud, root, leaf or
similar plant material, meat, seafood, poultry, eggs, dairy
products, or fermentation products thereof, whose signif-
icant function in food is flavoring rather than nutritional.
Natural flavors include the natural essence or extractives
obtained from plants listed in Secs. 182.10, 182.20,
182.40, and 182.50 and part 184 of this chapter, and the
substances listed in Sec. 172.510 of this chapter…

Thus, on one hand, “natural flavors” include those
volatile compounds derived from nuts, meats, and seafood
that possess natural, mild or weak aromas unless further
processed thermally; on the other hand, the term also com-
prises chemical components produced by enzymatic and/or
fermentation processes. The latter could be savory flavors
or flavor modifiers such as cheese and soy sauce. Since the
processed “natural flavors” will be discussed in other chap-
ters, this chapter will focus on those derived from selected
natural fruits, vegetables, herbs and spices based on the
preference of the authors, to illustrate the chemical basis of
key flavors responsible for the natural materials. Detailed
discussion on a single character-impact compound for a
specific raw material will not always be attempted since
many flavor profiles from the natural source are attributed
to a mixture of aromatic compounds rather than a single
compound though it might play an important role in flavor
contribution in certain cases. Besides, it is not the objective
of this chapter to cover many biosynthetic pathways of the
natural flavors in depth. However, examples will be given,
where appropriate and when the information is available, to
illustrate the mechanisms, characteristics and biofunctions
of some of the important flavors. The aim of this chapter is

to present an outline of the most important aspects of the
current knowledge and the recent progress in natural fla-
vors, rather than to present an in-depth review on one sub-
ject. Nevertheless, interested readers can find more detailed
information for the topics in excellent references, reviews
and books [2,3,4,5,6,7] listed at the end of this chapter.

II. FRUIT FLAVORS

Fruits are widely accepted by consumers because of their
floral, pleasant, and elegant aromas, as well as their asso-
ciation with the firm idea of benefits to health [8]. Natural
flavors in ripened fruits usually exist in complicated and
delicate ratios of hundreds of volatile compounds com-
posed of short chain alcohols, aldehydes, ketones, esters,
acids, lactones, terpenic compounds, etc. The flavors are
formed gradually during ripening and usually reach their
richest profiles when fruits become mature [9]. At that
time, the fullest aromas in fruits are often correlated well
with the sugar content, acidity, and colors [9]. When fruits
become overripe, their colors turn unappealing, their sug-
ars grow syrupy, and their flavors might lose the attractive
freshness. Nevertheless, successful commercial blending
of various fresh fruit juices together to make desirable bev-
erages, such as the fruit-flavored teas, lemonades, and
yogurts, have created many well-known products being
the myth of many companies. As a result, enthusiasm to
better understand the components in fruit flavors increases.
Although many characteristic aromas in fruits have been
identified so far, many more aromas in exotic fruits are
still a mystery due to their low concentrations in the fruits.

This section will focus on some character-impact and
quantitatively important flavor components in selected
fruits to provide a basis to those determined readers who
are interested in formulating fruity-flavored products and
in performing quality control during fruit processing and
storage of the fruits.

A. APPLE

Apples are the fruits of the plant Malcus sylvestris Mill.,
and one of the most common edible fruits accepted by
consumers all over the world. In most varieties, apples are
spherical in shape and in different sizes, with skin colors
from green to red. Apples are generally either freshly con-
sumed or made into apple juice, or cider after fermentation.
The volatile flavor constituents of apples have been stud-
ied over half a century and have been reviewed by Dimick
and Hoskin [10]. Common flavor components in apples
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are short-chain esters, alcohols, lactones and aldehydes
(Table 88.1). For example, 6-methyl-5-hepten-2-one and
γ-octalactone were often detected. Other compounds
claimed to be important contributors to the aroma of apples
include: ethyl 2-methylbutanoate, n-hexanal, t-2-hexenal,
4-methoxyallylbenzene, etc. Though β-damascenone in
apples is in very low concentration, it is likely the most
potent aroma compound due to its low threshold value of
2 ppt in water [13]. For instance, β-damascenone has been
measured to contribute 32% of the total aroma potency in
thermally processed apple juice [14]. However, similar to
many other fruits, apple aroma does not simply rely on the
presence of a limited number of character-impact compo-
nents but a more complex mixture of the aforementioned
chemicals in a delicate ratio.

B. BANANA

Banana is a collective term for the fruits of several Musa
species which are grown throughout the tropics. Commer-
cially, it is picked at its green, unripened stage and con-
sumed at its yellow, ripened stage for easy digestion and
absorption of its rich nutrients [15]. Banana is easily sub-
ject to physical damages during transportation and distri-
bution, also it is very sensitive to storage conditions and
readily turns brown after enzymatic reactions. Nevertheless,
banana is one of the most favorite fruits by many consumers
all over the world because of its soft, smooth texture and
distinctive, mild but delectable aromas released during con-
sumption. Though majority of the banana is freshly con-
sumed as a table fruit, some others are consumed as a snack
food, e.g. banana chips.

Analysis of the aroma compounds in banana has been
carried out for the past 40 years. With the aid of modern
sensitive, high resolution state-of-the-art instruments such
as gas chromatography coupled with mass spectrometry
(GC-MS) and nuclear magnetic resonance (NMR), many
flavor components in bananas have been identified, which
were discussed by several researchers [7,15,16,17,18], and
summarized and published by TNO-CIVO [4]. Major
compounds of banana fruits are acetates, butanoates, and/or

3-methylbutyl esters. Other principle or characteristic flavor
components isolated from bananas include pentan-2-one,
3-methyl-1-butanol, 2-methyl-1-butanol, and esters of pen-
tan-2-ol, hexan-2-ol, hept-4(Z)-en-2-ol, oct-4(Z )-en-2-ol,
etc. Shiota [17] also reported some uncommon esters in
bananas, such as alkenyl esters and alkan-2-yl esters. They
possessed green, sweet, fruity, banana-like or pineapple-
like flavors which might also be important contributors to
the overall banana aroma. Interested readers may consult
the article [17] that listed more than 150 aromas and pro-
vided some odor descriptions to the flavor-impact esters.

C. CITRUS FRUITS

The citrus family contains many popular table fruits with
significant commercial values [19]. It has been exten-
sively studied not only for its nutritional benefits but for
its distinguished aromatic fruity flavor sensation. Traditi-
onally, citrus flavorings, either in the form of oil phase
(essential oils) or of water phase (concentrated fruit juices),
are used to extend, enhance or substitute for fresh fruit
juices in beverages or other finished food products [19].
With the continued demand and growth of natural flavor-
ings, research in the citrus fruits has been receiving more
attention. However, when taking into account of the enor-
mous economic importance of citrus fruits, the published
information on its flavorings is still sparse, let alone the con-
fidential restrictions imposed by the beverage companies.
Therefore, it might be helpful to summarize some of the pre-
vious works found in the literature on citrus flavorings in
order to facilitate the readers to get an access to some of the
data available. The natural flavors in the orange, tangerine,
grapefruit, lemon and lime are discussed in the subsequent
sections.

1. Orange

Among the essential oils from the commercially impor-
tant citrus species, orange oil has been analyzed the most
extensively. Shaw and Coleman in 1974 [20] determined
17 components in the cold-pressed orange oil, in which 
d-limonene was found to be the most predominant chemical
accounting for an amount of more than 94% in the oil.
Beside limonene, other identified chemicals were pinene,
myrcene, linalool, citronellal, decanal, neral, geranial,
perillaldehyde, dodecanal, β-elemene, β-caryophyllene,
β-copaene, β-farnesene, valencene, β-sinensal, and 
α-sinensal. Subsequent investigations on the chemical com-
position of the orange oil were reviewed by Shaw [21],
who summarized and reported that there were 109 volatile
constituents that had been identified. Since the peel oil is
inevitably dropped in the fruit juice during the expressing,
it is not surprising that many orange oil components have
also been found in the fruit essence though there is a
remarkable difference in flavor profiles between the

Natural Flavors 88-3

TABLE 88.1
Important Flavor Compounds Found in Apples
Ethyl acetate Hexyl acetate 6-methyl-5-hepten-2-one
Propyl acetate Acetylaldehyde Ethanol
2-Methylpropyl acetate Propanal 1-Propanol
Ethyl butyrate Butanal 1-Butanol
Propyl propionate 2-Methylbutanal 2-Methyl-l-butanol
Ethyl 2-methylbutanoate Hexanal β-damascenone
Butyl acetate Trans-2-hexenal γ-octalactone
2-Methylbutyl acetate Octanal 4-methoxylallybenzene
Ethyl pentanoate Acetone
Butyl proprionate 1-Phenyl ethanone

Source: From Refs. 4, 7, 11, and 12.

DK9848_C088.qxd  13/Aug/05  02:20 PM  Page 3



essential oil and the essence [22]. Other than the major
chemical classes (Table 88.2) such as terpenes and ter-
penoids, alcohols, esters, lactones, and carbonyls, trace
amounts of N-containing compounds were also identified
in the oil [24,25]. Among them, alkyl and phenylpyridines
were among the most potent flavor constituents. For
example, 3-hexylpyridine found in the oil was described
as having a fatty, citrus, orange note and has a threshold
value of 0.28 ppb [24]. Therefore, these naturally occur-
ring pyridines are also considered as the major aroma con-
tributors. Recent development in the search of novel
chemicals in the citrus essential oils has resulted in the
identification of some oxygen-containing heterocyclic
compounds [26] and vanillin [27]. However, their roles in
the oil are still uncertain.

2. Grapefruit, Lemon, Lime, and Tangerine

Grapefruit oils have been studied by utilizing many of the
same analytical methods used for orange essential oils.
Many of the same aromas in orange oils were also found
in grapefruit oils (Table 88.2). In the grapefruit oil, both
nootkatone [28] and 1-p-methene-8-thiol [29] were con-
sidered to be the major flavor contributors providing syn-
ergistic grapefruit odor. Interestingly, the magic facet of
nootkatone is not only limited to its aromatic character,
but to its wide-spectrum efficacy against insects, such as the
Formosan subterranean termites, cockroaches, fire ants,
and ticks [30]. For 1-p-methene-8-thiol, it is one of a few
S-containing compounds that play important roles in the
citrus flavors.

Lemon oil usually has a higher market value per unit
than orange and grapefruit oils, and is nearly as equally
valuable as lime oil [21]. However, the demand for lemon
juice, although significant and popular for its fresh, acidic
taste commonly used in soft drinks, is not as high as for
orange juice. Similar to the chemical composition of
orange oils, lemon oil contains a large quantity of terpene
hydrocarbons and oxygenated terpenic compounds [21,
31] that include limonene, β-pinene, γ-terpinene, α-pinene,
myrcene, sabinene, citral, linalool, citronellal, neral,
geranial, α-terpineol, etc. In addition, esters, short chain
acids, ketones and aldehydes have also been found. Like
lemon juice, lime juice is very acidic but has a pleasant
flavor and cooling taste, which makes it suitable for the
production of a refreshing beverage. Lime oils are com-
mercially produced in much higher quantity by distillation
method than cold-pressed method since the former prod-
uct possesses a stronger harsh, lime-type flavor. Tangerine,
or mandarin essence was analyzed by Moshonas and Shaw
[32] who identified 34 volatile compounds that were cat-
egorized into alcohols, aldehydes, ester, ethers, ketones
and limonene. Like orange and grapefruit oils, tangerine
oils contain a higher percentage of limonene. Other inves-
tigations have led to the identification of additional volatile
flavor components in the tangerine. These compounds in
the tangerine oils and in other citrus oils are collectively
shown in Table 88.2.

D. MANGO

Mango (Mangifera indica L.), one of the earliest culti-
vated fruits grown in India with a history of more than
5000 years, is one of the most popular tropic fruits in
southeast Asia [33]. Mangoes vary considerably in size,
shape, and flavor, as well as color from green to yellow.
The fruit is usually picked at its unripened stage when it is
still raw and firm. Within a week of storage at room tem-
perature, it gradually ripens and is ready for consumption.
But the ripening process slows down if the fruit is refrig-
erated. The reason that mango is so welcomed by con-
sumers is particularly attributed to its strong and desirable
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TABLE 88.2
Important Flavors Found in Citrus Fruits
Compounds Orange Grapefruit Lemon Lime Tangerine

∆-3-Carene X X X X
Camphene X X X X
Carvone X X X X
Caryophyllene X X X X X
Citronellal X X X X X
Citronellol X X X X X
Copaene X X
Elemene X X X X
Farnesene X X X
Eugenol X
Geranial X X X X X
Humulene X X X X
Limonene X X X X X
Linalool X X X X X
Myrcene X X X X
Menthone X
Neral X X X X X
Nerol X X X X X
Nootkatone X X X X X
Ocimene X X X
Perillaldehyde X X X X
Phellandrene X X X X X
Sabinene X X X X
Terpinene X X X X X
Terpinen-4-ol X X X X X
Terpinolene X X X X
Thujene X X X X X
Trans-carveol X X X
Valencene X X X
Vanillin X X X X
α,β-Pinene X X X X X
α,β-Sinesal X X X
α,β-Terpineol X X X X X
β-Bisabolene X X
γ-Cadinene X
1-p-Methene- X

8-thiol

Source: From Refs. 4, 22, 23 and 25.
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aromas. Though different mango varieties are distinguished
by the amount and type of volatile compounds present,
similar chemical groups such as esters, lactones, fura-
nones and certain terpenes are commonly found in them.
The flavor components of mangoes have been investigated
by various researchers [34,35,36,37] and the following
constituents were reported: terpenic compounds including
∆-3-carene, α- and β-pinene, β-myrcene, limonene, cis-
and trans-ocimene, terpinene, α-copaene, β-caryophyllene,
α-guaiene, α-humulene, alto-aromadendrene, gurujunene,
δ-cadinene, β-selinene, β-phellandrene, α-terpinolene,
β-cubebene, linalool, α-terpineol, etc.; esters with isobutyl
acetate, ethyl butanoate, ethyl hexanoate, ethyl heptanoate,
ethyl octanoate, hexyl butanoate, etc.; and alcohols, alde-
hydes ketones and other miscellaneous compounds such
as acetophenone, benzaldehyde, dimethylstyrene, benzoth-
iazole, ionone, as well as 2(3H)-furanones. The presence of
furaneol (see I.2.F Pineapple), a characteristic pineapple-
like aroma that imparts a herbal, sweet, fruity aroma and
is commonly found in pineapples and several other fruits,
might be responsible for the major flavor attribute in man-
goes that contain pineapple-like aroma [35].

E. PEACH

Peaches (Prunus persica L.), one of the most popular
fruits due to their various textures and flavors, are associ-
ated with many selectable commercial varieties in the fruit
market. Peaches are usually consumed fresh or processed
into canned food because they are easily subject to physi-
cal wounding and enzymatic browning that will signifi-
cantly deteriorate the quality of products (i.e., texture and
flavor) and shorten their shelf-life for sale. Since peach
flavor is a critical factor influencing the product value,
many investigations [38,39,40,41] have been conducted
on the topic and have resulted in the identification of
about 70 volatile compounds. Lactones are considered as
a group of important flavor contributors in peach aroma.
Generally, C-5 to C-12 γ-lactones have low threshold val-
ues and bear the characteristic peach aroma. Among them,
γ-decalactone is an important flavor compound. In nature,
it exists as two enantiomers (R and S) at a ratio of 9 to 1.
As a result, γ-decalactone has been used as an index to
detect adulteration in food products since the synthetic
one is in racemic form [42]. The status of δ-lactones is
uncertain due to their low concentrations in peaches.
Other major compounds identified in peaches comprise
hexanal, (E)-2-hexenal, benzaldehyde, linalool, esters and
other aldehydes [41,43,44].

F. PINEAPPLE

Pineapple (Ananas cosomus (L.) Merr.) is a herbaceous,
perennial plant of the bromeliad family with large, pointed
leaves. It might be one of the most beautiful fruits in the

world with many hexagonal sections arranged spirally and
embedded in the juicy pulp. It is cultivated in the tropical
regions of the world, with plantation centers in Hawaii,
Florida, and Puerto Rico in the United States. Though
pineapple is frequently consumed as a dessert fruit
together with other fresh fruits, a large quantity of them
are processed into canned or juiced products, and both are
excellent food flavoring ingredients used in the prepara-
tion of marinated and baked goods.

The taste and flavor profiles of pineapples change
markedly with seasons from sweeter in summer to more
aromatic in winter. With the aid of instrumental analysis
such as GC-MS, Takeoka et al. [45,46] separated and iden-
tified in pineapples more than 180 compounds, among
which the following constituents were considered as the
important flavor contributors: 2,5-dimethyl-4-hydroxy-
3(2H)-furanone (furaneol), methyl-2-methylbutanoate,
ethyl-2-methylbutanoate, ethyl acetate, ethyl hexanoate,
ethyl butanoate, ethyl-2-methylpropanoate, methyl hexa-
noate, and methyl butanoate. Some compounds have a
very high odor unit value (an odor intensity value) indica-
tive of their importance in contributing to the overall fla-
vor of pineapples. For instance, furaneol [47] has an odor
threshold value of 0.03 ppb, its odor unit value in pineapple
has been measured as high as approximately 2.5 � 105.
Besides, many esters listed above largely possess pine-
apple or apple aromas. Ethyl 2-methylbutanoate, a character-
impact flavor found in apples, was measured at a threshold
value of 0.006 ppb that made it the second largest odor
contributor (after furaneol) to pineapple aroma in the
pineapple essence [46]. Other than those flavor compounds
discussed, terpenes and terpenoids were also detected in
pineapples, though their odor contributions were less sig-
nificant. Meanwhile, it is worth noting that the enantiomeric
ratio of numerous chiral components, such as 3-and 
5-hydroxy esters, 3-, 4-, and 5-acetoxy esters, γ- and 
δ-lactones, were found to remain nearly unchanged dur-
ing the ripening process in pineapples [42,48]. Such sta-
bility in the ratios of chiral constituents at different
physiological stages is therefore very useful for the inves-
tigation of the intended adulterations in fruit products.

III. VEGETABLE FLAVORS

Vegetable flavors continue to be of interest commercially
and scientifically for a variety of reasons that rely heavily
on health concerns [49,50]. Contemporary dietary recom-
mendations encourage consumption of more fresh vegeta-
bles not only to satisfy the gustatory feelings, but to be
good for the health. Whether the marketed vegetables can
be successfully acceptable to consumers is largely influ-
enced by their inherent flavor sensation delivered after
processing and storage. Therefore, characterization of the
important vegetable flavor components and illustration of
their formation mechanisms are important and will provide
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a solid foundation for their quality and desirability evalu-
ation. This is possible by taking advantage of the current
modern analytical techniques.

A. ALLIUM SPECIES

Interest in the flavor components of plants in the genus
Allium, e.g. onion and garlic, has led to the isolation and
identification of the strong, penetrating, and lachrymatory
sulfur-containing chemicals. Today the general features of
the biosynthesis of the flavor constituents, the enzymatic
conversion to primary products, the rearrangements, decom-
position and interaction to produce the secondary products
responsible for those irritating aromas have been gener-
ally understood and agreed. Not only did the S-containing
compounds in the Allium species contain strong lachry-
matory sensation, but they were suggested to have many
positive health claims [51,52,53,54]. However, a discus-
sion on the health benefits of these plants is beyond the
scope of this section. The subsequent sections will be con-
fined to illustrate the flavor biogenesis and flavor profiles
in the genus.

1. Onion

Onion (Allium cepa L.) flavors usually do not “break out”
unless the tissue is damaged releasing the embedded
enzyme alliinase which reacts with the precursor com-
pounds. The enzyme alliinase is a pyridoxal 5’-phosphate
dependent α, β-eliminating lyase that hydrolyzes the fla-
vor precursor S-(1-propenyl)-L-cysteine sulfoxide to a
hypothetical sulfenic acid intermediate along with ammo-
nia and pyruvate [29,55]. The sulfenic acid is very unsta-
ble and readily undergoes further rearrangements to
produce the thiopropanl S-oxide, which releases spicy,
lachrymatory odor, a typical flavor of cut onions. Besides,
part of the unstable sulfenic acid decomposes to form a
wide range of S-containing compounds. Investigations in
the chemical composition of fresh onions and onion oils
[56,57,58,59] have identified the following chemical
classes: thiosulfinates, thiosulfonates, monosulfides,
disulfides, trisulfides, tetrasulfides, thiophene derivatives,
thiols, ketones, aldehydes, and other miscellaneous com-
pounds (Table 88.3). The abundant disulfides and other
polysulfides were suggested to be formed by dispropor-
tionation of the unstable thiosulfinates. Sensory evaluation
and threshold determinations (Table 88.4) of the afore-
mentioned chemicals revealed that thiosulfonates with
four or more carbon atoms displayed powerful and distinct
odor of freshly cut and/or cooked onions, while the propyl-
and propenyl-containing di- and trisulfides possessed the
flavor of cooked onions. Also, dimethylthiophenes were
shown to have distinctive fried or fresh onion flavors. 3-
Mercapto-2-methylpentan-1-ol was recently identified [63]
as another powerful onion aroma with an odor threshold
value at 0.15 ppb in 5% saltwater.

2. Garlic

Unlike the flavor precursor in onion, the primary precur-
sor in garlic (Allium sativum L.) is S-(2-propenyl)-L-cys-
teine sulfoxide. One of its products is the volatile
chemical diallyl thiosulfinate (allicin) which has a charac-
teristic garlic flavor [64]. With further degradation, addi-
tional important components such as methyl allyl and
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TABLE 88.3
Important S-containing Aromas in Onion and Garlic
Dimethyl sulfide Hydrogen sulfide 2,5-Dimethylthiophene
Allyl propyl Methyl propenyl 3,4-Dimethylthiophene

sulfide sulfide
Dipropenyl Methyl propenyl Allylthiol

sulfide trisulfide
Tetrasulfide Isopropyl propyl Propanethiol

trisulfide
Propenyl propyl Methyl propyl Propyl 

sulfide trisulfide methanethiosulfonate
Allyl methyl Allyl methyl Propyl propanethiosul-

disulfide trisulfide fonate
Isopropyl propyl Diisopropyl Methyl methanethiosul-

disulfide trisulfide fonate
Methyl propyl Propenyl propyl Allyl isothiocyanate

disulfide trisulfide
Propenyl propyl Allyl propyl 

disulfide trisulfide
Diallyl disulfide Diallyl trisulfide
Allyl propenyl Dipropyl trisulfide

disulfide
Dipropyl Dimethyl 

disulfide trisulfide
Dipropenyl Dimethyl 

disulfide tetrasulfide
Allyl propyl 3,4-Dimethyl-2,

disulfide 5-dihydrothiophen-
2-one

Methyl propenyl Methanethiol
disulfide

Source: From Refs. 4, 56, 60, 61 and 66.

TABLE 88.4
Threshold Values of Some S-Containing Compounds
in Allium Species
Compounds ppb in Water Description

3,4-Dimethylthiophene 1.3 Fresh onion
2-Methanethiophene 3 Heated onion, sulfury
Dipropyl disulfide 3.2 Cocked onion
Methyl propenyl disulfide 6.3 Cocked onion
Propenyl propyl disulfide 2.2 Cocked onion
Propyl methanethiosulfonate 1.7 Fresh onion
Methanethiol 2.0 Sulfurous
Dimethyl disulfide 3.0–12 Onion, Cabbage
Dimethyl trisulfide 10 Alliaceous, Meaty
Allyl isothiocyanate 375 Strong, Pungent

Source: From Refs. 56, 60, 61 and 62.
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diallyl disulfide, thiosulfonate, and trace quantities of allyl
trisulfide are formed as part of the overall garlic flavor pro-
file (Table 88.3) [65,66,67]. In recent years, garlic with its
inherent bioactive components has attracted much atten-
tion for its nutritional and clinical values [54,68]. Like
other medicinal herbs and spices such as tea, ginger, gin-
seng, ginkgo, etc., garlic has been recognized as a major
functional food or “nutraceutical” that helps to reduce the
occurrence of cardiovascular disease and cancer [54,68].

B. TOMATO

Tomatoes (Lycopersicon esculentum Mill.) are no doubt one
of the most popular and favorite vegetables because of its
colors, flavors and many claimed healthy benefits. The study
of the chemical composition of tomatoes, particularly its
characteristic flavors, has been the subject of much research
over many years [69,70,71,72,73,74]. Many different and
important aspects of tomatoes have been reviewed by Petro-
Turza [75]. In particular, the author reported more than 300
volatile compounds in tomatoes. The volatile components
which contribute to the flavor of tomatoes are (Z)-3-hexenal,
3-methylbutanal, β-ionone, 1-penten-3-one, hexanal,
(Z)-3-hexenol, (E)-2-hexenal, 2- and 3-methylbutanol,
2-(2-methylpropyl)-thiazole, eugenol, 6-methyl-5-hepten-2-
one, geranylacetone, 2-phenylethanol, dimethyl sulfide,
β-damascenone, methional, 1-nitro-2-phenylethane and 
3-methylbutyric acid [69,70,76]. Amino acids, fatty acids
and carotenoids serve as their major precursors [72,77].
Furaneol, a character-impact flavor in pineapple, was also
suggested to be an important flavor contributor to tomato in
subsequent investigations [73,76]. Some investigators
believed the tomato flavors were significantly influenced by
its rich sugar and acid contents [7,78]. Besides, investigation
in flavor precursors in tomatoes, particularly the glycosides,
has received considerable attention like that in other fruits
[79,80]. 2-Phenylethanol and benzyl alcohol were found to
be the major components bound as glycosides in tomatoes,
and other glycosidically bound chemicals existing in small
quantities include monoterpene alcohols and C13 noriso-
prenoids [78].

IV. HERBS, SPICES, AND ESSENTIAL OILS

In the olden days, herbs, spices and silk were once objects
of relentless exploration by various countries and a sym-
bol of wealth. Currently, as defined in the Title 21, Section
101.22 (a)(2) in the Code of Federal Regulations pub-
lished by the U.S. Government, the term “spices” is given
the meaning of

any aromatic vegetable substance in the whole, broken, or
ground form, except for those substances which have been
traditionally regarded as foods, such as onions, garlic and
celery; whose significant function in food is seasoning

rather than nutritional; that is true to name; and from
which no portion of any volatile oil or other flavoring
principle has been removed. Spices include the spices
listed in Sec. 182.10 and part 184 of this chapter, such as
the following: Allspice, Anise, Basil, Bay leaves, Caraway
seed, Cardamon, Celery seed, Chervil, Cinnamon, Cloves,
Coriander, Cumin seed, Dill seed, Fennel seed, Fenugreek,
Ginger, Horseradish, Mace, Marjoram, Mustard flour,
Nutmeg, Oregano, Paprika, Parsley, Pepper, black; Pepper,
white; Pepper, red; Rosemary, Saffron, Sage, Savory, Star
aniseed, Tarragon, Thyme, Turmeric, Paprika, turmeric,
and saffron or other spices…

while “herbs” are traditionally defined for those botanical
materials with aromatic leaves, flowers, stems, and in many
cases roots, which have been used in history as medicines or
considered to be with health benefits, though some of them
have not been specifically defined or approved by the US
FDA [81]. In close connection with herbs and spices,
essential oils extracted from spices and herbs have found
ready use in the food and pharmaceutical industries for
their various properties [6,27]. Essential oils are generally
obtained by either steam/water distillation, expression
extraction, or solvent extraction. Modern extraction of
essential oils utilizes supercritical fluid (especially the liq-
uid carbon dioxide) extraction (SFE) method by taking
advantage of both its environmental-friendly property and
extraordinary extraction ability [82].

A. TEA

Plant tea (Camellia sinensis L.) has a long history in
China with more than 5000 years. According to legend, it
was discovered in the year 2737 BC by a Chinese emperor
when some tea leaves accidentally blew into a pot of boil-
ing water. In 800 A.D., Lu Yu wrote the first definitive
book on tea, The Bible of Tea, that significantly promoted
the plantation and consumption of tea. Since then tea cul-
ture has spread throughout the Chinese history, as coffee
has in the Western countries, reaching into every aspect of
the society. Tea was imported to the continental Europe
from China in the early 1600s by Dutch traders. 
In the late 1700s, tea shared a part of historical events
when a demonstration against taxation by the English
known as the “Boston Tea Party” occurred. This event was
one of the fuses for the revolution and founding of the
United States of America. Today, tea has become one of the
most widely consumed beverages in the world. Its popu-
larity depends largely upon its fragrant, pleasant aromas
combined with its medicinal effects that revive, refresh and
relax the human bodies and minds before and after their
daily work [83]. Depending on the processing procedures,
tea leaves are classified into black tea, oolong tea, and
green tea after full, semi and without fermentation, respec-
tively. Fermentation by natural enzymes in tea leaves
causes many changes in the taste, flavor profile and color
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of the end tea products. The chemical constituents of teas
have been investigated by many researchers [84,85,86,
87,88,89,90,91], and more than 600 volatile compounds
have been identified [91,92,93,94]. Although some char-
acter-impact flavors and flavor precursors were identified,
there is no uniform flavor profile for various types of teas
[86,92] or even with the same type of tea. For example, by
using GC-O with the aid of AEDA method, Kumazawa
and Masuda [87] found the following most potent flavors
in the Japanese green tea: 4-methoxy-2-methyl-2-
butanethiol (meaty), (Z)-1,5-octadien-3-one (metallic),
4-mercapto-4-methyl-2-pentanone (meaty), (E,E)-2,4-
decadienal (fatty), β-damascone (fruity), (Z)-methyl jas-
monate (floral), and indole (animal-like), while Guth and
Grosch [94] reported (Z)-1,5-octadien-3-one, 3-hydroxy-
4,5-dimethyl-2(5H)-furanone, and 3-methylnonone-2,4-
dione were the most important odorants in the Chinese
green tea. Such variation in the potency of compounds in
green teas reflected the difference in chemical composi-
tions that might be caused by the differences in raw mate-
rials and in processing methods. In contrast, investigation
by Kumazawa and Masuda [88] on black teas showed that
3-methylbutanal, methional (potato-like), β-damascenone
(sweet), dimethyl trisulfide (putrid), and 2-methoxy-4-
vinylphenol (clove-like) had the highest flavor dilution
(FD) values, and aliphatic alcohols and terpenic alcohols
were found to be the main aromas of black and oolong teas.

B. LICORICE

Native to both Asia and the Mediterranean region, licorice
(or liquorice) (Glycyrrhiza glabra L.) belongs to the fam-
ily Leguminosae and is a well-known plant in China
called “Gancao,” which literally means “sweet grass.”
Licorice root is one of the oldest and most frequently used
folk medicine in China for its diverse therapeutic func-
tions. In the first Chinese medicinal book “Shen Nong
Ben Cao Jing,” licorice was claimed to possess some spe-
cial healthy benefits such as “prevention from diseases”
that have been confirmed by the modern medical studies
due to the presence of some inherent bioactive chemicals,
such as the chemical classes of alkaloids, polysaccharides,
polyphenols, flavonoids, terpenoids, etc. These compounds
have been demonstrated to possess either cancer chemo-
preventive or detoxification capabilities [95]. Licorice
extract is currently widely used in the food and pharma-
ceutical industries as a flavoring and sweetening agent
because of its distinguished flavors. In particularly, it con-
tains glycyrrhizin, a sweetener, that is about 50 times as
sweet as sucrose [96]. Licorice extract is typically used in
tobaccos, chewing gums, candies, toothpastes, and bever-
ages. Despite its well-known intrinsic sweetness, there is
limited information of the volatile flavor components of
licorice. Frattini et al. [97] reported that the most abundant
components in heated licorice essential oil were acetol,

propionic acid, 2-acetylpyrrole, 2-acetylfuran and furfuryl
alcohol, whereas the furan derivatives was the largest
chemical class due to the pyrolysis and condensation reac-
tions among sugars. Further investigation by Fenwick et al.
[98] revealed the following volatiles might be additional
important flavor contributors: estragole, eugenol, indole,
cumic aldehyde and nonalactone.

C. ANGELICA

Angelica with the scientific name of Angelica archangelica
(L.), also known as Archangelica officinaiis Hoffm., is
unique amongst the family of Umbelliferae for its pervading,
strongly aromatic odor in musky, earthy flavors extracted
from its root or seed. Its bitter-sweet, warmly pungent but
pleasant flavor profile makes it different from others of the
same family members like anise, caraway, fennel, and pars-
ley. The major components in angelica root oil (seed oil has
similar profile) were identified by Taskinen and Nykanen
[99] with the following quantities: α-pinene (24.0%),
limonene (13.2%), ∆-3-carene (10.1%), β-phellandrene
(10.1%), para-cymene (9.8%), α-phellandrene and myrcene
(7.6%), trans-ocimene (2.68%), α-copaene (1.91%),
camphene (1.3%), α-muurolene (1.2%) and cis-ocimene
(1.2%). Other terpenic compounds are less than 1% each.

D. ANISE

Anise is native to Egypt and the Mediterranean countries,
then its cultivation extends to the central Europe, Russia,
India, China, etc. This dainty, white-flowered Umbelliferous
annual plant yields 1.5–6% of colorless to pale yellowish
aniseed oil. This syrupy oil is characterized by its main
component, cis/trans-anethole, which is in approximately
90 percent of the whole oil that is readily solidified due to
the crystallization of anethole when cooled down below
19°C. The other major components of aniseed oil, reported
by Lawrence [100,101], include methyl chavicol (1.02%),
trans-ocimene � acetoanisole (0.94%), anisaldehyde
(0.91%), and safrole (0.58%). Other terpenes and terpenoids
are in trace amounts.

E. BASIL

Sweet basil (Ocimum basilicum L.) oil is extracted from
the dried, broken leaves and floral parts of the labiate,
herbaceous plant which belongs to the Family Labiatae.
Typical India sweet basil leaves give off a strong aromatic
scent very much like that from cloves. In France, sweet basil
is also a common culinary flavoring ingredient. There are
more than one hundred varieties of basil from which the
essential oils are extracted. Their differences in flavor 
profiles have been discussed by Lawrence [102] and
Reineccius [6]. The following components were commonly
found in and considered as major constituents among 
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different sweet basils, though their quantities might vary
significantly. These compounds are: 1,8-cineole, ocimene,
camphor, linalool, methyl chavicol, geraniol, methyl
eugenol, methyl-cinnammate, and eugenol.

F. CARAWAY

Caraway (Carum Carvi L.) is a biennial Umbelliferous
plant that is mainly distributed throughout the northern
and central European regions. The caraway oil is commonly
used as a food flavoring in cookery, confectionery and
liqueurs. The major constituents of its oils summarized by
Lawrence [103] are listed below: limonene (49.8%), car-
vone (47.1%), trans-dihydrocarvone (0.6%), cis-dihydro-
carvone (0.2%), trans-carveol (0.4%), cis-carveol (0.2%),
and other terpenic compounds in less than 0.1% or in trace
amounts.

G. CINNAMON

Cinnamon trees are typically grown in the hot tropical
rain forests. Two of the most important species [104] used
to prepare commercial cinnamon oils are: Ceylon cinna-
mon (Cinnamomum zeylanicum Nees.) and Cassia-cinna-
mon (C. cassia L.). The former is indigenous to and
mainly cultivated in Sri Lanka and China, while the latter is
grown in southern China, Burma, and Vietnam. Commercial
cinnamon oils are extracted by steam-distillation from
scabrous bark of the plant after drying. Though oils from
both sources give slightly different sensory characters,
both of them are characterized by sweetly aromatic, warmly
pungent flavors and burning effect. The main components
in Ceylon cinnamon oil [105] include cinnamic aldehyde,
eugenol, linalool, 1,8-cineole, α-terpineol, caryophyllene,
α-pinene, α-humulene, etc., whereas the China cassia-
cinnamon oil has cinnamic aldehyde, cinnamyl acetate,
cinnamic acid, benzaldehyde, salicylaldehyde, courmarin,
etc. Comparison between the constituents of the two cin-
namon oils is listed in Table 88.5.

H. CLOVE

Clove (Eugenia caryophyllata Thumb.) oils are commer-
cially classified into oils of clove bud, clove leaf and clove
stem. They are an important source of the chemical eugenol
which is usually used as a quality index for the product.
Generally, clove bud oil gives out more fruity and pleas-
ant flavors than its counterparts, leaf oil and stem oil. The
chemical profile of the clove bud oil as investigated by
Deyama and Horiguchi [106] was found to contain: eugenol
(80.9%), eugenyl acetate (7.3%), caryophyllene (9.12%),
α- and β-humulene (1.7%), and α-ylangene (0.4%).

I. CORIANDER

Coriander, an annual Umbelliferous plant (Coriandrum
sativum L.) originated from the East, is now cultivated in
many temperate countries. Coriander fruit contains about
1% of pale yellowish to colorless volatile oil, and its odor
could be fruity or warmly spicy. In British Pharma-
copoeia, it is described as a functional agent to disguise
unpleasant medicines. Taskinen and Nykanen [107] iden-
tified the following major components in the Coriander oil:
linalool (65.0%), γ-terpinene (10.1%), camphor (5.0%),
α-pinene (6.5%), p-cymene (3.7%), geranyl acetate (2.6%),
limonene (1.7%), geraniol (1.7%) and other chemicals in
minor or trace amounts. Since the chemical linalool is
dominant in quantity in the oil, it is usually recommended
as a flavoring quality index for the recovered essential oil.

J. FENNEL

Fennel is a perennial Umbelliferous herb (Foeniculum
vulgare Mill.) that grows wild in most temperate
European countries, but is generally considered indige-
nous to the Mediterranean regions. Fennel is well known
for its succulent, edible shoots and aromatic leaves which
are an excellent flavoring ingredient for culinary use.
Fennel oils are generally pleasant in flavor, though they
differ in some degrees with varieties and sources. There
are two principle varieties of fennel: bitter and sweet.
Bitter fennel is a synonym for the most common variety.
Its principle constituents are anethole (approx. 50%) and
fenchone (�10%). Anethole is also a major component in
anise oil (see section 1.4.4 Anise). Fenchone is a colorless
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TABLE 88.5
Comparison of the Major Chemical Constituents
between the Ceylon Cinnamon Oil and the China
Cassia-Cinnamon Oil
Celylon-Cinnamon China Cassia-Cinnamon

Cinnamic aldehyde Cinnamic aldehyde
Cinnamylacetate Methoxy cinnamaldehyde
Eugenol Cinnamylacetate
Caryophyllene Benzaldehyde
Linalool Ethyl cinnamate
1,8-Cineole Salicylaldehyde
α-Terpineol Coumarin
Terpinen-4-ol

Source: From Refs. 6, 23, and 105.

TABLE 88.6
Important Flavors in Fennel
α-Thujene α-Terpinene p-Cymene ∆-3-Carene
β-Fenchene Limonene Camphor Myrcene
α-Pinene l,8-Cineole Terpinen-4-ol α-Phellandrene
α-Fenchene cis-β-ocimene Methyl chavicol Terpinolene
Camphene β-Phellandrene Linalool Anisaldehyde
β-Pinene γ-Terpinene Fenchone cis-Anethole
Sabinene trans-β-Ocimene α-Terpineol trans-Anethole

Source: From Refs. 6, 108, and 109.
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liquid possessing a pungent, camphoraceous flavor, and
accounts for the undesirable bitterness of the oil. Sweet
fennel is also known as French or Roman fennel that is
derived from Foeniculum vulgare var. dulce Mill. Since it
has much less anethole and no fenchone, its oil possesses a
milder and sweeter taste. The constituents of fennel oils
are shown in Table 88.6 [108,109].

K. GINGER

Commercially traded ginger (Zingiber officinale Rosc.) is
a herbaceous perennial monocotyledon plant that belongs
to the Zingiberaceae family. The Zingiber genus is esti-
mated to consist of about 80–90 species. Ginger is native
to southeast Asia and has been cultivated in countries such
as India and China for over 3,000 years. Today, it is widely
cultivated in almost all tropical and subtropical countries
for its end use either as a fresh root vegetable or as a dry
culinary spicy ingredient. In some Asiatic countries, gin-
ger also serves as a folk medicine to cure diarrhea and to
prevent catching cold [90,110]. The dry rhizome of ginger
yields about 1 to 4% of a light yellowish essential oil
which is characterized by its distinctive and strong pun-
gent smell. However, considerable differences exist in
sensory properties of ginger oils extracted from different
sources [111]. Representative chemical composition of the
ginger oil prepared by the steam distillation includes the
following major components: α-pinene, camphene, β-
pinene, sabinene, ∆-3-carene, myrcene, β-phellandrene,
limonene, tricyclene, zingiberene, 1,8-cineole, borneol,

zingiberol, methyl heptanone, citral, n-decylaldehyde,
linalool, geraniol, farnesene, curcumene, and bisabolene.
More comprehensive information on ginger oil con-
stituents (Table 88.7) has been contributed by various
research teams [112,113] and summarized in a review by
Lawrence [111] who reported that the ginger oil was
mainly composed of about 83.0% hydrocarbons, 10%
oxygenated compounds and other unidentified compounds
determined by using a combination of techniques, e.g.,
distillation, column chromatography, GC, NMR, IR, and
MS. Among the aforementioned volatile chemicals,
Bednarczyk and Kramer [114] used statistical chemomet-
rics to correlate the following compounds in ginger oil to
the overall faintly lemon-like, earthy, woody characters of
the ginger aroma. These compounds are α-terpineol, neral,
geraniol, β-sesquiphellandrene, ar-curcumene, nerolidol,
and β-sesquiphellandrol. Nevertheless, the pungency of
ginger is attributed to some nonvolatile analogues which
include gingerols, shogaols, paradols and zingerone
(Figure 88.1) [110,115]. Connell noted that some of the
ginger homologues would undergo a retro-aldol reaction
into zingerone and aliphatic aldehydes if heated, and some
of them would be dehydrated to shogaol under alkaline
conditions. These degradations and changes would
increase the pungency in the products.

L. MUSTARD

In general, mustard is a herbaceous perennial plant that can
be found wildly throughout Europe, India, North African
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TABLE 88.7
Major Components in Ginger Oil
Hydrocarbons Oxygenated Compounds

α-Thujene trans-β-Farnesene trans-2-Hexenal Elemol
α-Pinene Selina-4, 11-diene Nonanal cis-sesquisabinene hydrate
Camphene Selina-3, Il-diene Decanal Nerolidol
β-Pinene δ-Amorphene Undecanal β-Bisabolol
Sabinene Zonarene Citronellal Zingiberenol
δ-3-Carene α-Cadinene Myrtenal 10-α-cadinol
Myrcene γ-Cadinene Phellandral α-Eudesmol
α-Phellandrene δ-Cadinene Neral β-Eudesmol
α-Terpinene γ-Bisabolene Geranial trans-β-sesquiphellandrol
Limonene β-Bisabolene α-Terpineol Cubebol
β-Phellandrene Zingiberene Citronellol 2-Heptyl acetate
γ-Terpinene β-Sesquiphellandrene Geraniol α-Fenchyl acetate
cis-Ocimene Germacrene B 1,4-Cineole Bornyl acetate
Copaene β-Curcumene 1,8-Cineole Citronellyl acetate
Sesquithujene ar-Curcwnene Linalool α-Terpinyl acetate
β-Ylangene Calamenene Isopulegol Methyl heptenone
β-Elemene Caryophyllene oxide 2-Hexanone
γ-Elemene Terpinolene epoxide 2-Heptanone
trans-α-Bergamotene 2-Nonanone
Caryophyllene 2-Heptanol

Source: From Refs. 6, 23, 111, 112, and 113.
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and American continent. Under the family Cruciferae, the
White mustard (Brassica alba Boiss. or Sinapis alba L.)
and the Black mustard (Barssica nigra L.) are known to be
associated with other common vegetables such as cabbage,
cauliflower, turnip, radish, horseradish, watercress, etc.
due to their pungent aromas attributed to the presence of
some sulfur-containing compounds. The compound
responsible for the characteristic pungent flavor in white
mustard is p-hydroxyl benzyl iso-thiocyanate which is a

decomposed product of the glycoside precursor, sinalbin.
The reaction takes place in the presence of both the
enzyme myrosin and water (Figure 88.2). By contrast, the
pungency of black mustard is caused by the presence of
allyl isothiocyanate which is formed from another glyco-
side sinigrin under the same enzymatic reaction as in white
mustard. Generally, mustard oil is extracted by boiling
alcohols instead of the steam distillation method. Since
mustard oil is dominated in quantity by isothiocyanate that
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FIGURE 88.1 Key components responsible for ginger pungent aroma.
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FIGURE 88.2 Proposed enzymatic scheme for the formation of p-hydroxy benzyl isothiocyanate in mustard.
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may cause intensive irritating sensation and lachrymatory
effects, considerable precautions should be taken before
handling the material.

M. PARSLEY

Fresh green parsley (Petroselinum ctispum Mill.) is popu-
lar and welcomed for its pleasant aroma. It is often used
in culinary preparations as a flavouring material to spice
up sauces, soups, stuffings, and even vegetables or salads.
The composition of parsley leaf oil was studied by several
researchers [116,117,118], and is summarized and pre-
sented in Table 88.8. Among the flavors listed in the table,
MacLeod et al. [118] noted that β-phellandrene, terpino-
lene, α-p-dimethyl styrene, p-mentha-1,3,8-triene, myris-
ticin and apiole were the character-impact components in
parsley leaf.

N. PEPPER

The black and white peppers are derived from the same
plant (Piper nigrum L.) of family Piperaceae, but prepared
under different procedures. The plant is now widely culti-
vated in the tropical regions, especially in the southern
Asian countries such as India, Malaysia, Indonesia,
Cambodia, Sri Lanka, and China. Since pepper powders
are one of the most popular food flavorings in our everyday
life, intensive research has been carried out over the years
to characterize their chemical profiles [119,120]. Early
studies revealed that the volatile compounds contributed to
the pepper flavor, and the nonvolatile components, mostly
piperine, resulted in the pungent taste. Delicate balance
between these two chemical groups determines the quality
of peppers and distinguishes peppers that come from dif-
ferent sources. For example, Indian peppers are generally
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TABLE 88.8
Major Components in Parsley Leaf Oil
α-Pinene Dimethylsulphide α-Thujene Camphene
β-Pinene δ-3-Carene Apiole α-Phellandrene
Limonene 2-Pentylfuran γ-Terpinene β-Elemene
p-Mentha-1, 8-triene α-p-Dimenthylstyrene Benzaldeyde β-Ocimene
Phenylacetaldehyde α-Terpineol Dimethylbenzofuran Copaene
p-Methylacetopheneone β-Sesquiphellandrene β-Bisabolene γ-Cadinene
α-Elemene Myristicin cis-β-Ocimene Elemicin
Sabinene Caryophyllene α-Cubebene β-Phellandrene
α-Terpinene Myrcene Terpinolene γ-Elemene

Source: From Refs. 6, 116, 117, and 118.

TABLE 88.9
Major Components in Pepper Oil
α-Pinene α-Thujene Myrcene 1,8-Cineole
Sabinene δ-3-Carene β-Phellandrene Linalool
α-Terpinene Limonene Citronellal p-Cymene
γ-Terpinene trans-Sabinene hydrate Phellandral α-Bisabolene
Terpinen-4-ol α-Terpineol cis-α-Bergamotene trans-β-Farnesene
Terpinolene Copaene Humulene ar- Curcumene
trans-a-Bergamotene Caryophyllene cis-γ-Bisabolene γ-Eudesmol
β-Bisabolene δ-cadinene Elemol cis-β-Bergamontene
Piperitone Cubebol δ-Elemene Zingiberene
α-Bisabolol α-Cubebene α-Muurolene Borneol
trans-β-Bergamontene Ledene Myrtenol α-Selinene
Nerol Geraniol Methyl citronellate Terpinen-4-yl acetate
trans-Carveol trans-Pinocarveol α-Terpinyl acetate cis-Dihydrocarvone
Calamenene Methyl geranate Isopinocamphone α-Humulene
Camphor Pinocamphone β-Elemene trans-p-Menth-2-en-l-ol
Carvotanacetone β-Cubebene cis-Sabinene hydrate Methyl carvacrol
β-Selinene Sesquisabinene trans-Anethole Terpinolene epoxide
Myrtenal Benzaldehyde Dehydro-l, 8-cineole cis-Nerolidol
2-Undecanone pinol Methylheptenone Caryophyllene oxide β-Bisabolol
Carvone trans-Limonene epoxide Viridiflorol
Cubenol epi-Cubenol β-Pinene
Muurolol Camphene α-Phellandrene

Source: From Refs. 6, 121, and 122.
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more aromatic, whereas the counterparts from Malaysia
and Indonesia are more pungent. Further investigation
[121] in the essential oil of pepper has led to the identifica-
tion of more characteristic flavors which are listed in Table
88.9. Along with the characterization of the oil, the princi-
ple pungency of pepper was found to be attributed, in most
part, to the alkaloid piperine, which was less pungent than
capsaicin, but stronger than gingerol [122].

O. PEPPERMINT AND SPEARMINT

Peppermint (Mentha piperita L.) and spearmint (M. viridis
L.) are two major species of mint in the family Labiatae.
Both of them can thrive best in an environment with a
fairly warm climate, favorable humidity and nutritious
soil. Peppermint might be one of the world’s most popular
flavoring materials. Peppermint is used in a wide range of
applications in candies, chewing gums, and medicinal sup-
plements, whereas spearmint, in many ways resembling
peppermint, is mainly used for culinary products. Their
essential oils with special flavors are so important that a lot
of research [123,124,125] has been conducted in an
attempt to better understand their chemical profiles, which
are presented in Table 88.10. As noted in the table, men-
thol and menthone in the peppermint oil are the two major
quantitative components that account for approximately
70% of the amount in the oil. In particular, menthol pro-
vides the cooling sensation. Other quantitatively important
volatiles include menthyl acetate, 1,8-cineole, menthofu-
ran, limonene, iso-menthone, pulegone, octan-3-ol, oct-1-
en-3-ol, and mint lactone. Since the pulegone is suspected
to be toxic, peppermint oil is used with provisional limits
for pulegone levels ranging from 25 ppm in food to 350
ppm in mint confectionery [23]. In spearmint oil, carvone
is the predominant volatile compound that presents a
sweet, spearmint odor, followed by other terpenic com-
pounds and esters, such as limonene, myrcene, 1,8-cine-
ole, carvyl acetate, dihydrocarvyl acetate, dihydrocarveol,
cis-jasmone, etc. (Table 88.10).

P. ROSEMARY

Rosemary (Rosmarinus officinalis L.) (family Laminaceae)
is a small evergreen shrub with small needle-like leaves. It is
cultivated in nearly all countries around the Mediterranean
Sea, as well as England and the US. Rosemary leaves con-
tain about 1–2% of the essential oil, which is colorless to
pale yellowish and gives off sweetly aromatic flavors typical
of camphoraceous, herbaceous and bitter odor. No doubt
rosemary is one of the most popular spices in many Western
countries, especially Italy and France where rosemary is
often used as a flavoring ingredient in their cookery. In
Italian cuisine, mutton is hardly ever cooked without rose-
mary, and broiled poultry wrapped in rosemary twigs is also
very popular. Rosemary is also well known for its presence

of natural antioxidants, which contribute to the retention 
of a good red color in processed meats [126]. Rosemary oil
is typically composed of the following major components:
α-pinene, 1,8-cineole, camphor, camphene, β-pinene, bor-
neol, myrcene, bornyl acetate, and α-terpineol.

Q. TEA TREE

The essential oil of Melaleuca alternifolia, commonly
known as Australia tea tree oil, is obtained by steam distil-
lation of a small perennial shrub species which is cultivated
in the northern New South Wales, Australia. With recent
recognition of its strong and wide-spectrum antibacterial
and antifungal properties [127,128], tea tree oil has gained
widespread acceptance and has been used in a wide range
of consumer products from pharmaceuticals to cosmetics.
The essential oil has a characteristic strong greenish aroma
and its principle component is terpinen-4-ol [129], which is
now known to possess some bioactive functions mentioned
above. Other major constituents of this oil include monoter-
penes or monoterpenoids, such as γ-terpinene, α-terpinene,
1,8-cineole, and α-terpineol. Using the simultaneous steam
distillation and solvent extraction (SDE) method, more
volatile chemicals have been identified [130]. These chem-
icals are presented in Table 88.11 and its chromatographic
profile is shown in Figure 88.3.

R. VETIVER

Vetiver grass (Vetiveria zizanoides, L.), a fast growing
perennial plant originated from India, belongs to the same
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TABLE 88.10
Important Flavors in Peppermint and Spearmint Oils
Peppermint Spearmint

Menthol Carvone
Menthone Limonene
Menthyl acetate Myrcene
1,8-Cineole 1,8-Cineole
Menthofuran Carvyl acetate
Terpinolene Dihydrocarvyl acetate
Limonene Dihydrocarveol
Iso-menthone 3-Octanol
3-Octanol cis-Jasmone
Oct-1-en-3-ol
Mint lactone

Source: From Refs. 6 and 23.

TABLE 88.11
Major Components in Tea Tree Oil
Terpine-4-ol aromadendrene α-Terpinene
γ-Terpinene δ-Cadinene 1imonine
Terpino1ene α-Thujene Sabinene
α-Terpineol Phellandrene α-Pinene
1,8-Cineole Viridiflorene myrcene

Source: From Refs. 129 and 130.

DK9848_C088.qxd  13/Aug/05  02:20 PM  Page 13



grass family as maize, sorghum, sugarcane, and lemon-
grass. So far twelve known species of vetiver grass and
many hundreds of different cultivars have been found in
the tropical and the semi-tropical countries such as south-
ern Africa countries, India, Thailand, Malaysia, Indonesia,
China, Central and South America, the Caribbean, and the
United States. The driving force for the popularity in cul-
tivating this plant is attributed to the commercial profits
gained by the essential oil industries from vetiver oil,
which contains a strong, penetrating, fragrant odor with
versatile applications, not limited to be used as food fla-
voring or medicinal additive but also used a as cosmetic.
Another recent principle application of the vetiver oil is its
use as a strong repellent and toxic efficacy against the
Formosan subterranean termite (Coptotermes formosanus)
discovered by Henderson and co-workers [30].

Vetiver oil is extracted by distillation from vetiver
roots in yield of 1–1.5%. The perfumery industry
describes it as “heavy, woody, earthy” in sensory charac-
ter. Investigation of the chemical composition of the
vetiver oil, which was thought to possess one of the most
complex flavor profiles in essential oils, has been con-
ducted by several research groups during the last four
decades [131,132,133,134,135]. Though vetiver oils from
different sources do not have a uniform flavor profile, the
following chemicals are generally found and considered
as the major components of the oils: zizanol, khusimol,
bicycle-vetivenol, β-vetivone, α-vetivone (syn. isonootka-
tone), zizanal, khusimon, β-vetivenene, α- and β-bis-
abolol, nootkatone, and β-eudesmol, which are shown in
Table 88.12. More detail on the composition of the vetiver
oil can be found in the literature as noted.

V. SUMMARY

A comprehensive review to cover all natural flavors is not
possible facing more exotic aromas identified and more
biosynthetic pathways illustrated. What has been possible
to achieve is to select some materials typically bearing
characteristic flavor profiles to enable the readers to gain
an overview and other more important aspects of the nat-
ural flavors. This chapter has therefore examined some
fruits, vegetables, herbs, and spices, as well as their
extracts, which are excellent sources of natural flavors
that have been extensively used in food industries and in
our lives. Finally, this chapter has outlined the main forms
of aromatic flavors in plants, and hopefully can provide
food chemists, flavorists, and culinary artists who are
involved with natural flavors the basic information to
approach to the complexity of the natural flavor in a more
systematic way.
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TABLE 88.12
Major Components in Vetiver Oil
α-Vetivone α-Ylangene
β-Vetivone β-Cedrene
Khusimone α-Cubebene
Zizanal Cadinene
Epizizanal Vetivenene
Nootkatone Zizaene
Zizanyl acetate Elemol
Khusimol Eudesmol
Zizanol Bicyclo-vetivenol
α,β-bisabolol

Source: From Refs. 30, 131, 132, 134 and 135.
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I. INTRODUCTION

A. USE OF SPICES IN HISTORY AND VARIOUS

CULTURES

Spices and herbs have been used in various cultures for
centuries in food preparation for better flavor, appearance,
and consumer acceptance and, to a lesser extent, for ther-
apeutic purposes. They were and still are important in
commerce among different countries, and also led to the
discovery of the New World. With the current cultural
exchange activities among countries nowadays, spices,
herbs, and seasonings such as Indian curry, used by one
ethnic group, are common in many countries, and have
been adapted into their cultures with modifications, such

as in Thailand and Japan. In the U.S., spices, herbs, and
seasonings not common in the past have emerged as
important flavoring agents in the food industry. Flavoring
of food products by ethnic grouping such as Italian,
Mexican, or Chinese in the past has expanded into
Mediterranean, Latin American, Carribean, and Asian.
Many technical books and review articles on spices,
herbs, and seasonings have been published in the past sev-
eral decades. This chapter attempts to present to readers,
especially in the food science and technology area, a 
concise summary on spices, herbs, and seasonings.
Readers are encouraged to consult books published in this
area such as those listed in references at the end of this
chapter (1–17).
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B. DEFINITIONS BY VARIOUS AGENCIES AND

GROUPS (6–21)

There is no clear distinction between spices and herbs and
their definitions. Even in the same country, such as the
U.S., various definitions are available, even within the
federal government. In addition, each country has its own
definition(s). However, for international trade, commonly
used names and scientific names are used to distinguish
the identity of a spice, and international standards are
available such as the ISO (International Organization for
Standardization) (http://www.iso.ch). Generally speaking,
spices are derived from a variety of plant parts, e.g., the
bark (cinnamon), buds (cloves), flowers (saffron), fruit
(allspice, chilies), roots, (ginger, licorice), or seeds (car-
away, mustard). They are obtained from plants that nor-
mally flourish in semitropical and tropical climates where
the sun’s heat is said to influence the strength and pun-
gency of the spice. Spices are highly aromatic due to their
high content of essential oils.

In contrast, herbs are the leaves and stems of soft-
stemmed plants of which the main stem dies down to the
ground at the end of the growing season. Herbaceous plants
usually grow in temperate climates and may be annuals,
biennials, or perennials. However, herbaceous plants are
not the exclusive source of the substances we consider
culinary herbs. For example, woody- or semiwoody-
stemmed plants give rise to rosemary, sage, and thyme;
and a large, woody-trunk evergreen tree, the laurel, is 
the source of bay leaves. An additional point of interest is
that some herbaceous plants such as coriander and fennel
are sources of herbs (the leaves), spices (the seeds), and
vegetables (the bulb of fennel). Herbs are further distin-
guished from spices by their low content of essential oils,
and are used to produce delicate or subtle flavors in con-
trast to the aromatic flavors imparted by spices.

The American Spice Trade Association (ASTA) defines
spices in very broad terms dried plant products used pri-
marily to season food. This definition encompasses all
types of products found on the supermarket spice shelf,
such as the spices considered “true spices” (e.g., pepper,
cinnamon, nutmeg), as well as herbs (e.g., basil, marjoram),
aromatic seeds (e.g., sesame, poppy, cardamom), blends
(e.g., pumpkin pie spice), and dehydrated vegetable sea-
sonings (onions, garlic, celery, sweet pepper).

Similarly, the U.S. Food and Drug Administration
(FDA) has a broad definition for spices — with one
important exception: it excludes dehydrated vegetables
such as onions, garlic powder, and celery powder from the
spice list. According to their definition, a spice is “any
aromatic vegetable substance in the whole, broken, or
ground form that is used primarily to season food rather
than to contribute nutrients.” This definition also requires
spices to be true to the name and unmodified so that no
volatile oil or other flavoring principle has been removed.

FDA regulations state that spices may be labeled as
“spices;” however, color-contributing spices — paprika,
turmeric, and saffron — must be declared as “spice and
coloring” or by their common names. Essential oils,
oleoresins, and other natural plant extractives containing
flavor constituents may be declared as “natural flavor.”
Dehydrated vegetables must be declared by their usual or
common names.

The USDA defines the term spice as any aromatic
vegetable substance in the whole, broken, or ground form,
with the exception of onions, garlic, and celery, whose
primary function in food is seasoning rather than nutri-
tional and from which no portion of any volatile oil or
other flavoring principle has been removed.

Spices and herbs are the basis of several spice blends
such as chili powder, curry powder, poultry seasoning,
Chinese five spices, and pumpkin pie spice. These blends,
which are considered seasonings by consumers, are different
from the industrial product called seasonings. Industrial sea-
sonings contain one or more spices or spice extractives in
addition to a number of other dissimilar ingredients such
as acidulants, salts, sugars, monoglutamate, and ribonu-
clueotides. Prepared by a specialized process called com-
pounding, seasonings are used to enhance the flavor of
food and improve its acceptance to consumers. They are
added during the processing or manufacture of food and
so are distinguished from condiments (e.g., mustard,
catsup) which are also spice- or spice extractive-containing
compounds but are added to the food after it is served.
Industrial seasonings are widely used in meat products
(e.g., bologna, frankfurthers, sausage), soups (e.g., French
onion soup seasoning and mix), dry gravy mixes, instant
sauces, and salad dressings.

II. THE VARIOUS SPICES AND HERBS
AND THEIR BASIC INFORMATION

It is important to have some basic understanding about
spices, as different names may be used for one particular
spice in the same or different countries. It is not the inten-
tion of this chapter to list all the names for one spice.
Interested readers should consult the references listed in
the earlier section. (1 to 15).

Common and scientific names, plant family, botanical
classification, and parts used in selected spices are presented
in Table 89.1. Place of origin and current major sources of
some common spices are presented in Table 89.2. The
product forms and appearances of some common spices
are presented in Table 89.3.

III. USES OF COMMON SPICES AND HERBS

As mentioned earlier, spices and herbs are used for vari-
ous purposes. Table 89.4 summaries some of the basic
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TABLE 89.1
Scientific Name, Plant Family, Botanical Classification, and Parts Used in Some Common Spices

Growth 
Spice Scientific Name Plant Family Characteristics Plant Part

Allspice Pimenta doica Myrtle Evergreen Berries
Anise seed Pimpineela anisum Parsley Annual Seeds
Basil Ochimum basilicum Mint Annual Leaves
Bay leaf Laurus nobilis Laurel Evergreen Leaves
Cassia Cinnamonum cassia Laurel Evergreen Inner bark
Caraway seed Carum carvi Parsley Annual or biannual Seeds
Cardamon Elettraia cardamomum Ginger Perennial Seeds
Celery seed Apium graveolens Parsley Biannial or annual Fruits
Chervil Anthriscus cerefolium Parsley Annual Leaves
Chives Appium schoenoprasum Onion Perennial Leaves
Cinnamon Cinnamomum zelancium Laurel Evergreen Inner bark
Clove Syzgium aromaticum Myrtle Evergreen Unopened flower buds
Coriander Coriandrum sativum Parsley Annual Fruits
Cumin seed Cumium cyminum Parsley Annual Ripe fruits
Dill seed Anethum graveciens Parsley Annual Seeds
Dill weed Anethum graveciens Parsley Annual Leaves
Fennel seed Foeniculum vulgare Parsley Perennial Seeds
Fenugreek Trigonella foenum-gracecum Bean Annual Fruit
Garlic, dehydrated Allium sativum Onion Perennial Bulbs
Ginger, dehydrated Zingiber officinale, Roscoe Ginger Perennial Rhizomes
Lemongrass Cymbopogon citratus Grass Perennial Stem and leaves
Lovage Laristicum efficuale Parsley Annual Stem and leaves
Mace Myristica fragans Nutmeg Evergreen Aril of seed
Marjoram, sweet Origanum majorana Mint Perennial Leaves
Mint, Peppermint Mentha piperita variety Mint Perennial Leaves

(Black mint) vulgaris
Mint, Spearmint Mentha spicata Mint Perennial Leaves
Mustard seed, black Brassica hira or B. alba Cabbage Annual Seeds
Mustard seed, brown Brassica juncea Cabbage Annual Seeds
Mustard, white Brassica nigra Cabbage Annual Seeds
Nutmeg Myristica fragans Nutmeg Evergreen Seeds
Onion, dehydrated Allium cepa Onion Biannial Bulbs
Oregano Origanum spp. Mint Perennial Leaves
Paprika (pepper red) Capsicum annum Nightshade Annual or perennial Fruit pericarp
Parsley Petrosalinum crispum Parsley Biannial Leaves
Pepper, black Piper nigum Pepper Perennial Unripe berries or 

peppercorns
Pepper, chili Capsicum minimum Pepper Annual or Perennial Fruit
Pepper, red (Capsicum) Capsicum fructescens Nightshade Perennial Fruit pods
Pepper, white Piper nigum Pepper Perennial Skinless, ripe berries
Poppy seed Papaver somniferum Poppy Annual, biannial, Seeds

or perennial
Rosemary Rosemarinus officinalis Mint Perennial Leaves
Saffron Crocus sativus Iris Perennial Stigma
Sage Salvia officinalis Mint Perennial Leaves
Savory, (sweet summer) Satureja indicum Mint Annual Leaves
Sesame seed Sesamum indicum Unicorn Annual Seeds
Star anise, Chinese Illicum vercum Illiciaceae Perenial Fruit
Tarragon Artemisia dracunculus Sunflower Perennial Flowering tops and leaves
Thyme Thymus vulgaricus Mint Perennial Leaves and flowering tops
Turmeric Curcuma longa Ginger Perennial Rhizomes
Vanilla Vanilla fragrans, V. planilfolia, Orchid Perennial Fruits

or V. tahitensis

Source: References 1–14.
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TABLE 89.2
Places of Origin and Current Major Sources of Some Common Spices
Spice Places of Origin Current Major Sources

Allspice Western hemisphere Carribean and Central America
Anise seed Middle East Turkey, Egypt, Syria, Spain, China, Mexico
Basil Middle East Egypt, U.S., France, Hungary, Bulgaria,

India
Bay leaf Mediterrian countries Greece, Turkey
Caraway seed Europe and Western Asia Canada, The Netherlands, Egypt, Poland,

Denmark
Cardamom Southern India and Sri Lanka (Ceylon) Guatemala, India, Sri Lanka

Guatemala
Celery seed Eurasia India, China, France
Chervil South Europe or Caucasus region France, U.S.
Chives Unknown, maybe Central Asia Freshly grown
Cinnamon China China, Indonesia, Vietnam
Clove Madagascar, Zanzibar, Pemba Madagascar, Indonesia, Brazil, Zanzibar,

Sri Lanka
Coriander S. Europe, Asia Minor, S.W. Russia Canada, Mexico, Morroco, Roumania, Argentina
Cumin seed Egypt and Mediterrian region Middle Eastern countries, India, Pakistan,

Switzerland
Dill, seed Mediterrain region Canada, India, Indonesia
Dill weed Mediterrain region Canada, India, Indonesia
Fennel seed Europe Egypt, India, Turkey, Lebanon, China
Fenugreek (Foenugreek) Southern Europe and parts of Asia Southern Europe and parts of Asia
Garlic Central Asia U.S., China
Ginger dehydrated China India, Jamaica, Nigeria, China
Lemon grass India Tropical Asia
Lovage Central Asia South Europe
Mace Moluccas Islands and East Indian East Indies, Indonesia, West Indies

Archipelago
Marjoram, sweet Mediterrian region and Western Asia Egypt, France
Mint, Peppermint Central or Southern Europe Egypt, Bulgaria, Yugoslavia
Mint, Spearmint Central or Southern Europe Egypt, Bulgaria, Yugoslavia
Mustard seed Middle East Canada, U.S., UK, Denmark
Nutmeg Moluccas Islands and East Indian East Indies, Indonesia, West Indies

Archipelago
Onion West or Central Asia U.S.
Oregano Mediterrian region Turkey, Mexico, Greece
Paprika Western hemisphere U.S., Spain, Hungary, Morocco
Parsley Mediterrian region U.S., Israel, Hungary
Pepper, black Malabar Coast of Southern India Indonesia, India, Brazil, Malaysia
Pepper, red Western hemisphere Africa, China, India, Pakistan, Mexico
Pepper, white Malabar Coast of Southern India Indonesia, India, Brazil, Malaysia
Poppy seed West Asia Australia, Netherlands, Turkey, Rumania
Rosemary Mediterrian region Yugoslavia, Portugal, Spain, France
Saffron Mediterrian region Spain
Sage Mediterrian region Albania, Croatia, Germany, Italy,

Macedonia, Turkey
Star anise China China
Savory, sweet (summer) Southern Europe and Mediterrian Yugoslavia, France

region
Sesame seed Tropical Africa Mexica, Central America
Tarragon Southern Russia, Asia U.S., France, Yugoslavia
Thyme Mediterrian region Spain, France
Turmeric Southern and Southeastern Asia India, Jamaica, Haiti, Peru
Vanilla Mexico, certain tropical South Bourbon Islands, Indonesia, Mexico, Tonga,

American countries Tahiti, Moorea

Source: References 1–14.

DK9848_C089.qxd  15/Oct/05  10:17 AM  Page 4



Spices and Herbs 89-5

TABLE 89.3
Product Forms and Product Appearance of Some Common Spices
Spice Product Forms (Dried) Product Appearance (Dried)

Allspice Whole and ground Dark reddish-brown pea-sized fruit
Anise seed Whole and ground Greyish brown, oval-shaped and about 3/16 inches long
Basil Bits of leaves and ground Green leaves (bits)
Bay leaf Whole and ground Deep green leaves up to 3 inches long
Caraway seed Whole only Brown, hard seeds of 3/16 inches long
Cardamom Whole pods (bleached and green), Irregularly round pod with seeds about 3/32 inches long

decorticated (seed alone), and ground
Celery seed Light brown seeds up to 1/16 inches long Whole, ground, and ground mixed with table salt

(celery salt)
Celery flakes Flakes, granulated, powdered Light green dehydrated celery leaves
Chervil Whole and ground Small and smooth leaves
Chives Whole only Bright green, cross-cut section of leaves (Freeze-dried)
Cinnamon Whole and ground Brown bark
Clove Whole and ground Brown nail-shaped, 1/2 to 3/4 inches in length
Coriander Whole and ground Tan to light brown, globular with verticle ridges  

up to 3/16 inches in diameter
Cumin seed Whole and ground Yellow-brown seeds of 1/8 to 1/4 inches long
Dill, seed Whole and ground Light brown, oval shaped, up to 1/16 inches in length
Dill weed Whole (bits of leaves) Green leaves
Fennel seed Whole and ground Green, oblong-oval, straight or slightly curved, size varies 

up to 5/16 inches
Fenugreek seeds Whole Brownish yellow seeds
Garlic, dehydrated Large sliced, chopped, minced, ground, Off white

granulated, powder; also powder or 
granulated with table salt (garlic salt)

Ginger dehydrated Whole, cracked or ground Even light biff hands or fingers
Mace Whole or ground Yellow-orange aril or skin
Marjoram, sweet Whole (bits of leaves), and ground Grey-green leaves
Mint, Peppermint Flakes (broken dried leaves) Pale green
Mint, Spearmint Flakes (broken dried leaves) Pale green
Mustard seed, black Whole, mustard flour and ground Black seeds
Mustard seed, brown Whole, mustard flour and ground Brown seeds
Mustard, white Whole, mustard flour and ground White seeds
Nutmeg Whole, ground Greyish-brown, oval fruit size up to 1 1/4 inches in length
Onion, dehydrated Sliced, chopped, diced, minced, ground, Off white

granulated, powdered, toasted (all sizes),
powder or granulated onion with table
salt (onion salt)

Oregano Whole (bits of leaves) and ground Light green with size about 1/8 inches long
Paprika Powder Bright rich red stemless pods
Parsley Flakes of dried leaves Green leaves
Pepper, black Whole, ground, cracked, decorticated Black seeds
Pepper, red Whole and ground Various sized red-colored pods
Pepper, white Whole and ground White seeds
Poppy seed Whole Bluish grey to black, kidney-shaped seeds about

3/64 inches long
Rosemary Whole and ground Brownish-green needles less than 1 inch in length
Saffron Whole and ground Orange-yellow stigma
Sage Whole, cut, rubbed and ground Silver-grey leaves
Savory, sweet (summer) Whole (bits of leaves) and ground Brown-green leaves less than 3/8 inched in length
Sesame seed Whole (unhulled and hulled) White, oval-shaped, shiny seeds about 1/8 inch long
Tarragon Whole (bits of leaves) and ground Dark green, narrow with small round tips, about 5 cm long
Thyme Whole (bits of leaves) and ground Brownish-green leaves seldom exceed 1/4 inch long
Turmeric Ground Dark yellow
Vanilla Whole beans, powder, extract Dark brown

Source: References 1–14.
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uses of selected spices and herbs in food preparations.
Spices and herbs are used mainly for flavoring purposes,
and to a less extent in coloring foods and providing texture
to the final product. Occasionally, spices are used to mask
or deodorize food products as the odor of some spices are
fairly strong and definitely can serve these purposes.

Spices and herbs are used for special purposes, and
there is not one spice or herb that can be used in all food
preparations. Consumers learned long ago that certain spices
and herbs are more suitable for some food groups than
others. Table 89.5 presents the flavor characteristics of
some common spices and their applications. Table 89.6
gives some typical components in some common spice
mixtures or blends. It should be noted that the percentage
of each spice in a spice mixture or blend is proprietary to
the spice producer except in special cases such as the US
military standard that specifies some minimum content
for each spice. Readers interested in this information
should consult the US Military Specification EE-S-631J
and Reference 9 for general proportions of some spice
mixtures and blends.

Consumers in various cultures learned long time ago
that selected spice and/or herb combinations from spices
available in their regions provide special flavor character-
istics. This consumer preference has developed into typical
flavors of various cultures. Table 89.7 gives a comparison
of basic sensory characteristics of some common spices

89-6 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 89.4
Basic Uses of Selected Spices in Food Preparation
Basic Use Selected Spices

Flavoring
Sweet Cardamon, anise, star anise, fennel, allspice, cinnamon
Sour Tamarind
Bitter Fenugreek, mace, clove, thyme, bay leaf, oregano,

celery
Spicy Clove, cumin, coriander, ginger
Hot Chili pepper, mustard, black pepper, white pepper,

wasabi 
Pungent Pungent, wasabi, ginger, garlic, onion
Fruity Fennel, coriander, root, tamarind, star anise
Floral Lemongrass, sweet basil, turmeric, ginger, black

aromatic pepper
Woody Cassia, cardamom, clove
Piney Rosemary, thyme, bayleaf
Cooling Peppermint, basil, anise, fennel
Earthy Saffron, turmeric, black cumin
Herbaceous Parsley, rosemary, tarragon, sage, dillweed
Sulfury Onion, garlic, chives
Nutty Sesame, poppy seeds, mustard seeds
Texture Garlic, mustard, onion, sesame seed, shallot
Masking/ Garlic, clove, rosemary, onion, bayleaf, thyme, sage,

Deodoring coriander, caraway, oregano

Colorant
Water-soluble Saffron, annatto
Oil-soluble Paprika, turmeric, parsley, basil

Source: Refereences 1–14, 18.

TABLE 89.5
Flavor Characteristics and Commercial Applications of Some Common Spices
Spice Flavor Characteristics Commerical Applications

Allspice (Pimento) Warm, sweet and slightly peppery, reminiscent of clove In almost all meats, sausages, pickles and sauces
Anise seed Taste and aroma similar to licorice In fish, shellfish, baked goods
Basil Mild, sweet, and slightly pungent In potato dishes, soups, processed meats, tomato sauce
Bay leaf Warm, spicy, and somewhat bitter In pickles, soups, fish and vegetable dishes
Caraway seed Warm, slightly sweet with a slightly sharp after-tone In cheese products, confectionery, meat stews and pork dishes
Cardamom Bitter-sweet, aromatic with slight lemony back note Primarily in curries, pickles and sauces
Cassia Sweet spicy and distinctve In spiced confectionery, curries, tomato sauce and to a limitd

extent in meat dishes
Celery seed Powerfully warm with bitter after-flavor In clam, potato, or other creamy soups and some cheese dressings
Chervil Sweet and aromatic In soups, salad and fish dish
Chives Similar to onion, but less dominant but more subtle In soups, vegetable stews, egg- or yogurt- based sauces
Cinnamon Sweet spicy and distinctive In spiced confectionery, apple products, wines, pickles, and beef 

and game casseroles. Can mask other flavors if used in excess
Clove Very aromatic, warm and astringent In hams, tongue and pork products, pickled and preserved fruits

and vegetables, apple dishes, pudding mixes and cream soup
Coriander Mild and pleasantly aromatic In pickles, pea soup, cakes and biscuits, various meat

stuffings and apple products
Cumin seed Salty sweet, similar but coarser than  that of Basic ingredient of curries, cream cheese, processed meats,

caraway, bitter after taste pickled cabbage and certain fish products
Dill, fruit and seed Penetrating sharply aromatic flavor similar to that In pickles, sauces, confectonery, soups and chicken dishes

of carraway but with fresher lemony note
Dill weed Fresh sweet spicy having a slight anise-like back-note In pickles and sauces
Fennel seed Strong and penetrating but fragnant In sweet pickles, fish dishes, confectionery, and as a sauce to 

pork dishes

(Continued)
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TABLE 89.5
(Continued)
Spice Flavor Characteristics Commerical Applications

Fenugreek Intensely sweet, spicy and caramel-like In chutneys, pickles and sauces
Garlic, dehydrated Strong and characteristic With care in most types of product
Ginger dehydrated Aromatic, hot, and biting In biscuits, spice cakes, preserved fruits, chutneys, most meat 

and seafod products, pickles, and wines
Lemon grass Fresh and lemon like In meat dishes
Lovage Strong nad characteristic, reminiscent of celery In meat dishes, soups, and sauces
Mace Finer than but similar to that of nutmeg In pickles, fruit cakes, gingerbread, processed meat loaf,

sausages, and mincemeat
Marjoram, sweet Distinctive, delicately sweet and spicy with a In most meat dishes, soups, and stuffings

slightly bitter back note
Mint, Peppermint Quite characteristic, sweet with a cool aftertaste In canned and frozen peas, soups, lamb, mutton, and veal 

products, and mint sauce
Mint, Spearmint Quite characteristic, sweet with a cool aftertaste In canned and frozen peas, soups, lamb, mutton, and veal

products, and mint sauce
Mushroom, Boletus Characteristic and slightly meaty In soups and certain meat dishes
Mustard seed, black No fragrance, but exhibit a pungent taste after Pungency destroyed during cooking

chewing
Mustard seed, brown No fragrance, but exhibit a pungent taste after Pungency destroyed during cooking

chewing
Mustard, white No fragrance, but exhibit a pungent taste after Used as a paste for its pungency

chewing
Nutmeg Sweet and aromatic, adding a certain richness to In spiced confectionery, biscuits, and many meat products

spice mixes
Onion, dehydrated Characteristic and penetrating In many dishes requiring an onion flavor
Oregano Strong, distinctive with bitter after flavor In spaghetti products, canned pork dishes, cheese spreads,

soups, and sauces
Paprika (red pepper) Piquant and moderately pungent In all foods to give added zest
Paprika, Rosen Characteristic and stronger than normal In many specialty meat products

Paprika with a definite pungency
Parsley Mild and agreeable In soups, fish and poultry products, and many meat dishes
Pepper Penetrating, strong, and characteristic In almost all dishes a small quantity improves the overall

flavor
Pepper, Chile Intense pungent Used with discretion in any product requiring heat
Pepper, Red Hot and pungent Used with discretion in any product requiring heat
Poppy seed Nutty and pleasant In baked products and confectionery
Rosemary Distinctive, delicate and sweet, with a piney In lamb and certain other meat products, cheese sauces,

slightly bitter aftertaste stuffings, and soups
Saffron Distinctive flavor Used mainly to color food golden yellow
Sage, Dalmatian Strongly aromatic, warm with slightly bitter With care in all pork dishes, fish and poultry stuffings, cream

aftertaste soups, cheese, and sauces
Sage, English A milder and much pleasanter flavor than that of With care in all pork dishes, fish and poultry stuffings, cream

Dalmatian sage, lacks the objectionable “thujone” note soups, cheese, and sauces
Savory, sweet Strongly aromatic With vegetables, legumes, and in mixtures for sausages, pates,

(summer) or pickles
Sesame seed Unroasted seeds have mild flavor, but oil from Can be used in seasoning almost any kind of food 

roasted seeds gives strong distinctive flavor
Star anise Warm, sweet, aromatic In meat dishes, also as a component for Chinese five spices
Tarragon Distinctive sweetly aromatic with a bitter undertone In poultry and fish sauces, pickles, and spiced vinegar, and

in small quantities in certain meat products
Thyme Penetratingly warm and pungent, the In tomato products, stuffings, fish dishes, soups, and many

aroma is long lasting other meat dishes
Turmeric Warmly aromatic with musky In pickles, relishes, prepared dressings, and to color a wide

undertones range of products, in particular curries
Vanilla Rich, mellow perfumed, tobacco-like aroma Chocolate, coffee, pudding, ice cream, in dishes such as those

made with veal and lobster

Source: References 1–21.
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with cultural differences. It should be noted that the flavor
characteristics described in one culture may not be the same
in another culture. Table 89.8 shows some ethnic usage of
spices and herbs; and each culture has its own character-
istic spice(s). Usually, spices and herbs not available in a
region are not used commonly there.

In 1993, Nakamasa (22) in Japan proposed the “pattern-
ing theory” to describe the relationship of spices to cooking
ingredients and techniques. This “patterning theory” of spice
use considers the suitability of a spice and certain raw mate-
rials to be the result of a “synthesis” that occurs in the
mouth. A preference for a specific spice is determined by
individual judgement, and the suitability of any spice and
any other ingredients is based on individual preference.
Flavor preference is evaluated using the senses of taste and
smell. If a spice and an ingredient tasted together are well

received, it follows that these two can be combined in cook-
ing. This “patterning theory” can be considered as a scien-
tific description of the relationship of spice combinations
and consumer patterns in various cultures. Readers inter-
ested in this topic should consult References 18 and 23.

Consumers prefer certain spices because these spices
contain certain compounds typical of their flavor charac-
teristics, mainly in their essential oils. Principal con-
stituents in common spices are presented in Table 89.9. It
should be noted that spices from the same family usually
contain some similar flavor compounds.

In the past 20 years, researchers recognized that peo-
ple sensitive to sodium should reduce their intake of salt
(sodium chloride) in order to reduce the risk of hyperten-
sion. However, reduction in the use of common salt in
most cases makes food bland. It is suggested that these

89-8 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 89.6
Components in Some Common Spice Mixtures or Blends
Name of Mixture (Blend) Components

Apple pie spice Cinnamon, cloves, nutmeg or mace, all spice, ginger
Barbecue spice Chili, peppers, cumin, garlic, cloves, paprika, salt, sugar
BBQ seasoning in chips Main: Onion, garlic, chili pepper, paprika

Optional: Celery, cumin, cloves, all spice, cinnamon, black pepper, red pepper
Bologna or weiner seasoning Pimento, nutmeg, black pepper, clove leaf or stem, capsicum, paprika, coriander, cassia,

mustard, onion, garlic
Chicken-flavored gravy Turmeric, celery seed, black pepper, onion, garlic, other spices
Chili powder Chili pepper, cumin, seed, oregano, garlic, salt
Five spices, Chinese Black pepper, star anise or anise, fennel, clove, cinnamon
Cinnamon spice Cinnamon, sugar
Crab boil or shrimp spice Peppercorns, bay leaves, red peppers, mustard seed, ginger, and other spices
Curry powder (dry masalas) Mandatory: Coriander, cumin, fenugreek, turmeric (yellow coloring)

Optional: Cardamom, cinnamon, cloves, nutmeg, onion, garlic, poppy seeds, sesame seeds,
basil, bay leaves, dill seeds, hot chilies, saffron, black pepper, kiffer lime

Curry paste (wet masalas) Main ingredients: Same as curry powder
Additional: Coconut milk, yogurt, clarified butter (ghee), mang, cilantro, and tamarind accents

Ham Cassia, clove stem or leaf, pimento, capsicum, celery, bay leaf, garlic
Herb seasoning Milder-flavored herbs such as marjoram, oregano, basil, chevil, etc., salt
Hot and spicy seasoning Chili pepper, red pepper, black pepper, onion, garlic, paprika, capsicum
Italian sausage seasoning Anise, fennel, paprika, black pepper, red pepper
Italian seasoning Oregano, basil, red pepper, rosemary, garlic (optional)
Japanese seven spices Perilla, basil, sesame, poppy seed, hemp, red pepper, Japanese pepper
Marinara-type tomato sauce Garlic, onion, oregano, basil, parsley
Mixed pickling spice Mustard seeds, bay leaves, black and white peppercorns, dill seeds, red peppers, ginger,

cinnamon, mace, all spice, coriander seeds, etc.
Pork sausage seasoning Sage, black pepper, red pepper, nutmeg
Poultry seasoning Sage, thyme, marjoram, savory, rosemary (optional)
Pumpkin pie spice Cinnamon, nutmeg, cloves, ginger
Ranch tortilla chips Onion, garlic, parsley, paprika
Roast beef or corned beef rub Corriander, onion, garlic, celery, oregano, basil, black pepper, paprika
Seafood seasoning Similar to crab boil and shrimp seasoning, plus salt
Seasoned or flavored salts Salts with different dehydrated vegetables and spices, e.g., celery salt (celery and salt),

garlic salt (garlic and salt), onion salt (onion and salt)
Smoked sausage seasoning Garlic powder, black pepper, coriander, pimento

Source: References 2, 6–9, 11, 14–15, 18–21.
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consumers can consider the addition of spice(s) and/or
herb(s) in their foods to increase their acceptance. Some
spice companies provide free information to consumers
about low sodium spice combinations. For example,

McCormick/Schilling Company recommends the combi-
nation of several spices for a few food groups in their Low
Sodium Spice and Herb Chart. Table 89.10 shows exam-
ples of three low sodium herb blends.

Spices and Herbs 89-9

TABLE 89.7
Comparison of Basic Sensory Characteristics of Some Common Spices

Basic Sensory
Spice Characteristics Indian Chinese

Allspice Sweet Not commonly used Not commonly used
Anise seed Sweet cooling Anise Not commonly used
Basil Floral aromatic Not commonly used Pungent
Bay leaf Bitter Bitter Not commonly used
Cassia Woody, sweet Not commonly used Pungent, sweet
Caraway seed Warm and slightly sweet Not commonly used Slightly pungent
Cardamon Sweet Sweet Not commonly used
Celery seed Bitter Not commonly used Not commonly used
Chervil Floral aromatic Not commonly used Not commonly used
Chives Sulfury Not commonly used Not commonly used
Cinnamon Woody, sweet Bitter Pungent, sweet
Clove Bitter Bitter Pungent
Coriander Spicy Sweet Pungent
Cumin seed Spicy Sweet Pungent
Dill, seed Herbaceous Not commonly used Pungent
Fennel seed Sweet Sweet Pungent
Fenugreek Bitter Bitter/stringent Not commonly used
Garlic, dehydrated Pungent, spicy Spicy/pungent Pungent
Ginger, dehydrated Spicy Spicy/pungent Pungent
Lemongrass Floral aromatic Not commonly used Not commonly used
Licorice Sweet Astringent Sweet
Mace Bitter Not commonly used Not commonly used
Marjoram, sweet Sweet Not commonly used Pungent
Mint, Peppermint Cooling Not commonly used Pungent

(black mint)
Mint, Spearmint Mentha spicata Not commonly used Pungent, sweet
Mustard seed Hot, pungent, nutty Spicy/pungent Not commonly used
Mustard powder, white Pungent Not commonly used Warm
Nutmeg Bitter Not commonly used Pungent
Onion, dehydrated Pungent Spicy/pungent Not commonly used
Oregano (wild marjoram) Bitter Not commonly used Not commonly used
Paprika (Pepper red) Hot Not commonly used Not commonly used
Parsley Herbaceous Not commonly used Not commonly used
Pepper, black Hot Spicy/pungent Pungent
Pepper, Chili Hot Spicy/pungent Pungent
Pepper, red (Capsicum) Hot Not commonly used Not commonly used
Pepper, White Hot Not commonly used Not commonly used
Poppy seed Nutty Not commonly used Not commonly used
Rosemary Piney Not commonly used Pungent
Saffron Earthy Not commonly used Sweet
Sage Herbaceous Not commonly used Not commonly used
Savory, sweet (summer) Fruity Not commonly used Not commonly used
Sesame seed Nutty Not commonly used Not commonly used
Star anise, Chinese Fruity Not commonly used Pungent, sweet
Tamarind Sweet–Sour Sour Not commonly used
Tarragon Herbaceous Not commonly used Not commonly used
Thyme Bitter Not commonly used Not commonly used
Turmeric Earthy Bitter Not commonly used

Source: References 1–15, 18, 22.
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TABLE 89.8
Some Ethnic Usage of Spices and Herbs
Culture Commonly Used Spices and Herbs

Chinese Anise, cinnamon, clove, fennel seed, garlic, onion, red pepper, star anise
French Black pepper, fine herbs, marjoram, rosemary, shallot, tarragon, thyme
German Caraway seeds, dill seeds, ginger, nutmeg, onion, paprika, rosemary, white pepper
Greek Bay leaves, black peppper, cinnamon, fennel seed, garlic, onion, oregano, dill, basil, thyme, fennel seed
Hungarian Caraway seeds, cinnnamon, dill seeds, garlic, onion, paprika, poppy seeds, white pepper
Indian (Eastern) Black pepper, coriander, cumin seed, curry, ginger, red pepper, tumeric, cardamom, fenugreek, celery, cinnamon,

clove, nutmeg
Indonesian Caraway seeds, cinnamon, clove, curry, garlic, ginger, nutmeg, red pepper
Italian Basil, fennel seeds, garlic, marjoram, onion, oregano, red pepper, sage, thyme, anise, rosemary, black pepper
Jamaican All spice, garlic, red pepper, red pepper, thyme, onion, oregano
Mexican Chili pepper, cinnamon, coriander, garlic, onion, oregano, sesame seeds, cumin seeds, cilantro, red pepper, bay

leaves, all spices, cloves, anise
Morracan Anise, cinnamon, coriander, cumin seeds, mint, red pepper, saffron
Southwestern U.S. Garlic, onion, chili pepper, oregano, cilantro, cumin, cinnamon, clove
Spanish Bay leaves, cumin seeds, garlic, onion, paprika, parsley, saffron, sweet pepper, thyme, basil, hot pepper,

innamon, nutmeg
Spanish Carribean Garlic, cumin, oregano, bay leaves, onion, cloves, nutmeg, ginger, thyme,

(Puerto Rican, Cuban) cilantro, cayenne, cinnamon, black pepper, turmeric, paprika
Thai Curry paste (red and green), coriander, cilantro, coriander root, garlic, ginger, lemon grass, basil, mint, black,

white, and red peppers, cinnamon, cloves, cardamom, kiffer lime, garlanga
Vietnamese Chilies, garlic, lemon grass, cilantro, basil, ginger, turmeric, red, white, and black pepper, curry powder,

five spice powder, cloves, star anise, galangal

Source: References 6–9, 15, 18, 20–21.

TABLE 89.9
Principal Constituents in Some Common Spices

% Essential Significant Constituents 
Spice Oil (Range) Principal Constituents in Essential Oil in Oleoresin

Allspice 3.3 to 4.5 Eugenol (60–75%), eugenol methyl ether, cineole, None
phellandrene, caryophylene

Anise seed 1.5 to 3.5 Anethole (major), anisaldehyde, anisketone, None
methyl chavicol

Basil 0.1 to 1.0 Methyl chavicol (estragole), linalool, cineols None
Bay leaf 1.5 to 2.5 Cineole None
Caraway seed 1.5 to 3.5 Carvone (major), limonene, dihydrocarvone, None

dihydrocarvone, dihydrocarveol, acetaldehyde
methyl alcohol, furfural, and diacetyl

Cardamom 2 to 10 Cineole, alpha-terpinyl acetate, liminone, linalyl None
linalool, borneol, alpha-terpineol, alpha-pinene,
limonene, myracene

Celery seed 1.5 to 3 d-Limonene, beta-selinene None
Chervil 0.3 to 0.9 Methylcharviol (estragol), hendecane (undecane) None
Chives ?? Dipropyl disulfide, methyl pentyl disulfide, None

penthanethiol, pentyl-hydrodisulfide,
cis/trans-trans-3,5,-diethyl-1,2,4 trithiolane

Cinnamon 1.5 to 3.0 Eugenol (clovelike flavor), cinnamic aldehyde None
(cinnamonlike flavor)

Clove Up to 20% Eugenol, eugenol acetate, beta-caryophyllene None
Coriander 0.1 to 1.5 d-Linalool (coriandrol), Pinenes, terpinenes, geranol, None

vorneal, decylaldehyde
Cumin seed 2 to 5 Cumaldehyde (cumic aldehyde), dihydrocumaldehyde, None

ciminyl alcohol, dl-pinene, p-cumene, diterpene
Dill seed 2 to 5 Carvone, d-limonene, phellandrene, eugenol, vanillin None

(Continued)
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TABLE 89.9
(Continued)

% Essential Significant Constituents 
Spice Oil (Range) Principal Constituents in Essential Oil in Oleoresin

Dill weed 0.3 to 1.5 Carvone, methyl 2-methylbutanoate, None
alpha-phyllandrene, dill ether, myristicin

Fennel seed 1 to 3 Anethole, d-fenchone, d-alpha-pinene, None
d-alpha-phlladrene, dipentene, methyl chavicol,
feniculun, anisaldehyde, anisic acid

Fenugreek Trace None Trigonelline, choline
Ginger ?? Gingerols (pungency) Zingerone, shogoals
Ginger dehydrated 1.5 to 3.0 (�)-alpha — zingiberene, (�)-beta-bisabolene, None

(�)-ar-curcumene (ginger flavor), farnesene,
beta-sequiphellandrene (ginger flavor), alpha-terpineol
(lemony flavor), citral (lemony flavor)

Lemon grass 0.2 to 0.5 Citral, nerol, limonene, β-caryphyllene None
Mace 15 to 25 Alpha-pienene, Beta-pinene, sabinene, myristicin None

(main flavor)
Marjoram, sweet 0.7 to 3 Terpen-4-ol, alpha-terpineol None
Mint, Peppermint 2.5 Menthol, menthone and their methyl esters, pulegone, None

(dried leaves) piperitone, methofurane, jasmone
Mint, Spearmint 2.5 Carvone, liminene, dihydrocarvone, methone, pulegone, None

1,8-cineol, β-pinene
Mustard seed, black 0.6 (av.) Allyisothiocyanate None
Mustard seed, yellow None None Sinabin mustard oil 

(pungent)
Nutmeg 6 to 15 Alpha-pienene, Beta-pinene, sabinene, myristicin None

(main flavor)
Onion, dehydrated Trace Ethyl and propyl disulfides, vinyl sulfide None
Oregano (wild marjarom) ca. 2 Thymol, carvacol None
Paprika None None Capsanthin, carotene,

capsorubin (pigments)
Parsley 0.05 Myristian, limonene, 1,3,8-p-methatriene None
Pepper, black 0.6 to 2.6 alpha-pinene, beta-pinene, 1-alpha-pellandrene, None

beta-caryophyllene, limonene, sabine-delta-3-carene
pungency: piperine, piperettine, peperyline, piperolein
A and B, piperanine

Pepper, red Capsaicin, Dihydrocapsaicin None
Pepper, white 1.0 to 3.0 alpha-pinene, beta-pinene, 1-alpha-pellandrene, None

beta-caryophyllene, limonene, sabine-delta-3-carene
pungency: piperine, piperettine, peperyline, piperolein
A and B, piperanine

Poppy seed N/A 2-pentylfuran None
Rosemary 0.5 to 2.0 Alpha-pinene, d-pinene, camphene None
Saffron �1 None Crocin (coloring agent)

picrocrocin (bitter flavor)
Sage 1.5 to 2.5 Thujone, borneol, cineole None
Savory, sweet (summer) �1 Carvacrol, thymol, p-cymene None
Sesame seed N/A Pyrazines (in toasted seeds) Sesamin, sesamolin
Star anise 5 to 8 Anethol None
Tarragon 0.2 to 1.5 Methyl chavicol (estragole), anethole (anise or None

licorcelike tone), ocimene, phellandrene,
p-methoxy-cinnamaldhyde

Thyme 0.8 to 2.0 Thymol, p-cymene, d-linalool None
Turmeric 1.5 to 6 Turmerone, ar-turmerone (dehydroturmerone) Curcumin, desmethoxy-

curcumin, bis-desmethoxy-
curcumin (pigments)

Vanilla 2 to 2.5 Vanillin None

Source: References 4–9, 11, 14, 16, 20.
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IV. SPICE QUALITY STANDARDS AND
SPECIFICATIONS

It is generally accepted that spice quality differs year to
year, and from country to country. In addition, spices are
produced in various countries in the world and then
exported to spice-consuming countries. Also, the same
spice may be produced in different countries (24–26). It is
therefore deemed necessary to have unified spice standards
or specifications for exporting and importing countries in
order to make international trade easier. However, there are
no unified standards or specifications worldwide for spices.
Each country has its own importing or domestic spice stan-
dards or specifications to meet its own needs. The quality
standards most used are those of the ASTA and the U.S.
federal specifications: spices, ground and whole, and spice
blends. U.S.-FDA also has an import procedure for spices.
Readers interested in this topic should visit FDA’s website
(http://www.fda.gov/ora/import/oasis/home) for details.
ISO also has its own established standards. However,
exporting nations usually have their own exporting spice
standards or specifications to guarantee that their products
meet certain quality standards, which in turn usually fol-
low the quality standards or specifications of the import-
ing countries. Although differences from country to
country may exist, most spice standards or specifications
of importing nations emphasize the following:

• Cleanliness of the spice products (placing lim-
its on the extraneous matters, see section below
on US-FA Defective Action Limits)

• Microbial content
• Extraneous matters (such as rodent hair, insect

fragments, and mammalian excreta)

• Specific chemical components or sensory
potency for selected spices

• Chemical residues (such as pesticides, sterilant
gas residues, heavy metal residues, solvent
residues, and mycotoxins)

• Moisture content
• Volatile oil content

A. EXTRANEOUS MATTERS

Many spices are produced in Third World countries where
production and handling practices differ from those that are
used in developed or important countries. These differences
resulted in the presence of extraneous matters that are unde-
sirable but sometimes unavoidable. Even spices produced
in developed countries may have unavoidable problems.
The ASTA published its own “Cleanliness Specifications
for Spice, Seeds, and Herbs, Revised Edition, 1999” which
can be purchased for reference. U.S.-FDA has established
its own standards for cleanliness of spices (such as limits
on rodent hair, insect fragments, mammalian excreta, and
mold) that are included in its document on “Defective
Action Levels (DALs).” Table 89.11 is a summary of
DALs for spices.

Spice processors also remove extraneous matters such
as metallic pieces, stones, mud balls, other plant materials
and foreign matter through their processing lines which
may include magnets, sifters, air tables, destoners, sir sep-
arators, indent separators, and spiral separators. This
extraneous matter should be excluded in the final spice
products through processing.

Presence of undesirable bacteria and live insects in
spices has been a problem in the spice trade for many
decades. Various procedures such as gas fumigation, irra-
diation, steam treatment, and carbon dioxide/nitrogen treat-
ment are available to overcome the presence of undesirable
bacteria and insects. Table 89.12 presents a comparison of
various procedures available in reducing bacteria in spices,
and their advantages and disadvantages. It should be
noted that individual countries have their own regulations
on which procedure can be used. For example, irradiation
can be used in the U.S., but is not permitted in Japan and
many European countries. Live insects can easily be elim-
inated by carbon dioxide or fumigation treatment.
However, care and proper storage precautions must be
taken to avoid re-infestation of processed products and
growth and development of mold and yeast.

B. SPECIFIC TESTS FOR QUALITY COMPARISON OF

SELECTED SPICES

Spices are complex biological materials, and their compo-
sitions vary according to production environment.
Comparison of quality of spices still relies mainly on sen-
sory evaluation and their volatile content. Even though

89-12 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 89.10
Examples of Low Sodium Herb Blends
Blend Usage Spices Used Quantity Ratio

A For salads or salt Thyme leaves 2 teaspoons
shakers Basil leaves 2 teaspoons

Ground savory 2 teaspoons
Marjoram leaves 1 tablespoon
Rubbed sage 2 teaspoons

B For soups, stews, Thyme leaves 1 tablespoon
poultry, or pot roast Rubbed sage 1 teaspoon

Majoram leaves 2 tablespoons
Rosemary leaves 1 tablespoon

C For beef, cooked Celery seed 1 teaspoon
vegetables and added Majoram leaves 1 tablespoon
seasoning at table Thyme leaves 1 tablespoon

Basil leaves 1 tablespoon

Source: McCormick/Schilling Company’s Low Sodium Spice and Herbs
Chart.
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proximate compositions of common spices are available
(25), the other measurable chemical components are usu-
ally not used in the comparison of quality except for a few
spices that have been agreed upon (Table 89.13). It should be
noted that the heat level of red pepper (Scoville test) is basi-
cally a sensory test even though chemical procedures are
used in the preparation of the samples. Even though ASTA
has recommended the use of the HPLC (High Performance
Liquid Chromatography) method, there is doubt in the U. S.
spice industry on its application to replace the Scoville test.

C. CHEMICAL RESIDUES

A few chemicals may be used in the disinfestation of insects
and elimination of bacteria, yeast and/or fungi associated
with spices. It is unavoidable that these spices have to be
examined for these chemical residues. Application of
these chemical treatments in one nation may not be per-
mitted in another country. In addition, agricultural chem-
icals used in the production of spices have to be monitored
especially when these chemicals are acceptable in one
country but may not be acceptable in another country.
Chemical treatment of spices and the use agricultural
chemicals have caused complications in international spice

trade. The presence of heavy metals in spices is mostly
related to production environment, and heavy metals in
spices have to be monitored as importing countries usu-
ally have defined limits. Readers interested in this topic
should consult Reference 8 for further information.

D. MOISTURE CONTENT

Moisture content in spices not only affects the weights of
the spices, but also is related to the water activity. Water
activity is one of the primary controlling factors on the
growth and development of microorganisms. Microorgan-
isms can grow during the handling, transportation, and stor-
age if the moisture content is not properly controlled. Spice
processors usually control the moisture content of their
products carefully so that microorganisms and even insects
will not grow. Readers should consult references listed in
the earlier sections of this chapter for further information.

E. VOLATILE OIL

Volatile oils are essential in most of spices. Percentage of
volatile oil differs from spice to spice (Table 89.9), and is
used as one specification for spices. Volatile oils are also

TABLE 89.12
Methods to Reduce Bacteria in Spices
Method Procedure Advantages/Disadvantages

Ethylene oxide Product introduced to chamber Proven method for whole spices and seeds
Replacement of air by pulling vacuum Safety of using ethylene oxide is a concern
Heating of chamber contents to 110–120 F Long treatment time
Introduction of moisture Banned in some countries
Introduction of ethylene oxide
Holding of spice under ethylene oxide for specific period of time

relative to bulk density and bacterial reduction level desired (12–18 hr)
Expellation of ethylene oxide and flushing air prior to returning to

ambient pressure
Removal of product to quarantine area to  ensure residual ethyl

oxide gas level

Irradiation Product loaded to carrier and travels on conveyor through a series Cost effective
of doors and locked into cell area containing cobalt 60 Overall effectiveness

Product exposed to high and low levels of gamma radiation for Can process packed products
specific time (5 to 15 hr) in the cells to reduce bacterial load Consumer concerns on irradiated products
relative to initial bacterial load and bacterial reduction level desired Not universally accepted

Product returned to its place of origin through a series of doors and locks

Dry steam Product dropped into chamber containing shaking bed through airlock Highly effective
Product exposed to dry steam between 108 to 125°C briefly More expensive than irradiation
Products cooled immediately with continuous filtered airflow process, but less expensive than etheylene
Product is dropped through airlock into a second closed chamber to oxide and wet steam process

continue the cooling process with ambient air without development of Absence of residual fumigant
condensation, dust is filtered during the entire process

Wet steam Product dropped into chamber containing shaking bed through airlock Absence of residual fumigant
Exposure of saturated steam as required to inactivate microbes Loss of volatile oils
Termination of steam treatment followed by drying process to adjust Loss of color in some spices

the moisture content back to original Development of unaccepted flavor

Source: References 6–11, 14, 18.
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used as one of the basic components in the manufacture of
soluble spices (see below). The equivalencies of some
common spices are listed in Table 89.14.

V. PRINCIPLE FORMS OF PROCESSED
SPICES

Spices come in a variety of forms for adding the “bite,”
“pungency,” or “character” so desired in food. They are
available whole, ground, or as extractives — e.g., essential
oils and oleoresins, and their derivatives. Essential oils are
the aromatic, volatile compounds present in most spices,
and provide the characteristic flavor and aroma of the
spice. They are recovered from plant materials primarily
by steam distillation, although some are cold expressed,
dry distilled, or vacuum distilled. Oleoresins consists of
essential oils, organically soluble resins, and other non-
volatile principles — such as heat components, fixatives,
natural antioxidants, and pigments. Solvents typically used
for oleoresin extraction include ethyl acetate, ethanol, and
ethylene chloride. Supercritical extraction using carbon
dioxide also is used by some companies. Figure 89.1 shows
a schematic diagram on the preparation of spice essential
oils and oleoresins (16–17).

Spice extractives are further formulated to produce sec-
ondary products such as essences, emulsions, liquid-soluble
spices, dry-soluble spices, encapsulated spices, heat-resistant
spices, and fat-based spices.

• Essences are extractives prepared by macerating
the ground spice with 70% ethanol. “Top
notes” may be provided by the addition of
essential oils or oleoresins (Figure 89.2).

• A spice emulsion is liquid seasoning prepared
by emulsification of essential oils and/or oleo-
resin with gum arabic or other emulsifiers.

• A heat-resistant spice made from oleoresins
and/or essential oils is encapsulated with a water-
insoluble coating, which extends the product’s
shelf life and renders it suitable for baking
applications.

• A fat-based spice is made from essential oils
and/or oleoresins blended with a liquid edible oil
or hydrogenated fat, and sold either in bulk or as
a spray-cooled, fat-encapsulated spice. Examples
of applications include high fat products such as
mayonnaise and cream soups. Each spice form is
prepared by a different method, and has unique
properties that make it more suitable for one par-
ticular application over another.

• Water-soluble (dry-soluble) spice is made by
dispersion of a blend of volatile oil and oleo-
resin in sugar, salt, corn syrup solids, gums or
modified corn starch.

All these spice extractives have the advantages of constant
quality, stability them, and easy handling. They can also be
formulated to have certain equivalencies to make user-
friendly. Figure 89.2 shows a schematic diagram of the
preparation of some of these spice extractives (6–9, 16–17).
Tables 89.14 and 89.15 shows the product appearance and
spice equivalent (replacement strength) of some common
spice volatile oils and oleoresins, respectively. Products

TABLE 89.13
Specific Tests on Quality Comparison for Selected
Spices
Spice Test Conducted Methodology

Allspice Total acid Titration
Acid-soluble ash Ashing, extraction, and
Water-soluble ash gravimetry

Ashing, extraction, and
gravimetry

Capsicum Scoville heat units Sensory, High Performance
Liquid Chromatography

Capsium oleoresin Capsaicin High Performance Liquid
Chromatography

Nutmeg, mace Phenol High Performance Liquid
Chromatography

Paprika Carotenoids Spectrophotometry
Paprika, defatted Sample structure Microscopy, solvent

extraction
Parsley Green color Sensory

(Chlorophylls)
Pepper (black) Piperine Spectrophotometry
Saffron Crocin Hydrolysis and

spectrophotometry
Turmeric oleoresin Curcumin Spectrophotometry
Residual solvent Various solvents Gas chromatography

tolerance

Source: References 6–11, 14, 18.

TABLE 89.14
Some Common Essential Oils Available, and Their
Equivalencies (Per 100 lb of Spice/Herb)
Spice Oil Produced From Equivalency

Allspice Berries 2.5 lb
Basil Flowering tops 0.8 lb
Bay (Laurel) leaf Leaves 1 lb
Caraway seed Seeds 2.5 lb
Cardamom Seeds 3 lb
Clove Flowering buds 15 lb
Coriander Seeds 0.75 lb
Cumin seed Seeds 3 lb
Fennel seed Seeds 3 lb
Nutmeg Seeds 5 to 15 lb
Oregano Flowering plant 13 oz
Pimenta leaf Leaves 0.5 to 1 lb
Rosemary Flowering tops 11 oz
Sage or Salmatian Leaves 1.25 lb
Thyme Flowering plant 2 lb

Source: References 6–9, 11, 14, 16, 20.
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from various spice processors are not the same and have
their own spice equivalents due to methods used for oleo-
resin extraction, and source of raw materials. Table 89.16
compares the advantages and disadvantages of different
forms of spices and their derivatives.

VI. BIOACTIVITY IN SPICES AND HERBS

A. NATURAL OCCURRING TOXICANTS IN

SELECTED SPICES

It has been known for at least several decades that some
spices are toxic even when consumed in small quantities.
Some spices are now proven to be either estrogenic,
carcinogenic, hallucinogenic, goitrogenic, antithyroidic,

lacinmatic, and/or mutagenic to humans, test animals or on
Ames test (27–36). Table 89.17 presents examples of these
toxicities of some common spices. However, readers should
not be scared away from using small amount of spices in
their food preparations. No reported case of harmful or
unhealthy effects exists from consuming spices in quanti-
ties commonly applied in food preparation. Anything con-
sumed in excessive amounts is bound to have undesirable
effects.

B. ANTIOXIDATIVE EFFECTS OF SPICES

In recent years, interest in antioxidants has increased
because of their possible beneficial health effects. Many
common food items have been observed for their 

Whole spice

Inspection and confirmation of specification

Cleaning

Grinding Maceration with
70% ethanol

Steam distillation,  Selection of solvent
dry distillation,

vacuum distillation, or
cold pressing 

Crude essential oil Crude oleoresin

Redistillation Removal of solvent

Standardization  Crude oleoresin 

Spice essential oil  Standardization

Spice oleoresin

(Optional)
Essence

FIGURE 89.1 Schematic processing steps in the production of spice essential oils and oleoresin.
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Essential oil Oleoresin

Blend of essential oil and oleoresin

Confirmation to established specification

Sensory evaluation of blend to determine spice equivalency

Dispersion of blend in
sugar, salt, corn syrup
or gum solids, modified

corn starch

Dispersion of blend
in fats

Solubilization of blend
in ethanol, glycerol,

isopropyl alcohol, and/or
propylene alcohol

Emulsification of blend
with starches

Spray drying

Fat-based soluble
spice

Liquid (water-soluble)
spice

Encapsulated
spice

 Dry soluble
spice

FIGURE 89.2 Schematic diagram on production of various soluble spices.

TABLE 89.15
Product Appearance and Spice Equivalent (Replacement Strength) of 
Common Spice Oleoresins

Spice Equivalent or
Spice Product Appearance Replacement Strength

Allspice Reddish brown to green liquid 1 lb to 28–30 lb
Basil Dark green semi-solid 1 lb to 0.5–1 lb
Bay leaf Dark green semi-solid 1 to 5 lb
Caraway seed Greenish yellow to light green liquid 1 lb to 5 lb
Cardamom Green to dark green liquid 1 lb to 4 lb
Celery seed Green to light green liquid 1 lb to 3–7 lb
Cinnamon Reddish or dark brown liquid or 1 lb to 40 lb

Yellowish green liquid
Clove Reddish brown or yellowish green liquid 1 to 20 lb
Coriander Greenish brown or brownish yellow liquid 1 to 15 lb
Cumin seed Brownish to yellowish-green liquid 1 to 5 lb
Dill seed Green or light amber liquid 1 to 4–6 lb
Fennel seed Brownish green liquid 1 to 5–6 lb
Garlic, dehydrated Brownish-tan or brownish viscous liquid 1 to 2 lb (fresh)

1 to 8 lb (dehydrated)
Ginger, dehydrated Brown to dark brown liquid or semi-solid 1 to 28 lb
Mace Amber or brownish- or reddish-orange liquid 1 to 10–20 lb
Marjoram, sweet Dark green viscous liquid 1 to 7–9 lb
Nutmeg Yellow-orange or pale yellow viscous liquid 1 to 6–10 lb
Onion, dehydrated Brown to brownish-tan liquid 1 to 0.5 lb (fresh)

1 to 1 lb (dehydrated)

(Continued)
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TABLE 89.15
(Continued)

Spice Equivalent or
Spice Product Appearance Replacement Strength

Oreganum Dark-brown to brownish green viscous liquid 1 to 3–5 lb
Paprika Dark red liquid 1 to 15 lb
Parsley Deep green semi-viscous liquid 1 to 1/3 lb (fresh)

1 to 3 lb (dry)
Pepper, black Thick liquid 1 lb to 20–25 lb
Pepper, red Oily orange, reddish or brown liquid 1 lb to 5–7 lb
Rosemary Thick green to greenish brown semi-solid 1 to 4–7 lb
Sage Brownish green heavy liquid 1 to 6–9 lb
Thyme Dark green to brown viscous semi-solid 1 to 4 lb
Turmeric Reddish brown to dark brown liquid 1 to 15–20 lb
Vanilla Dark brown viscous semi-solid 1 to 10 lb

Source: References 6–9, 11, 14, 16–17.

TABLE 89.16
Comparison of Various Forms of Spices
Forms Advantages Disadvantages

Whole/ground spice Slow release of flavor at high temperature processing Inconsistent aroma, taste, and color
Easy to weigh and handle Greater volume and space during storage
No labeling problem Presence of foreign matter and undesirable organisms

Possibility of contamination during storage

Essential oil
Liquid Uniform and standardized flavor Incomplete flavoring agents

Undiluted essential oil highly concentrated Lack of natural antioxidants in spice
Sterile and free of extraneous matter Undiluted essential oils difficult to handle
Space saving
Stable under good storage condition
Emulsifiable with other liquid solutions

Encapsulated oil Uniform and standardized flavor Incomplete flavoring agents
Sterile and free of extraneous matter Loss of volatiles during encapsulation
Space saving Very expensive
Ease of handling and dispersing in food system Not suitable for liquid
Stable under good storage condition
Can be formulated to be water-soluble

Oleoresin
Undiluted Uniform and standardized flavor Very viscous and hard to handle

Highly concentrated Possible presence of undesirable flavor components
Hygienic and free of extraneous matter and organisms Possible presence of undesirable organic solvent
Presence of natural antioxidants
More complete flavor than essential oil
Long shelf life
Space saving

Encapsulated oleoresins Same as encapsulated oil Same as encapsulated oil

Essential oil � oleoresin Uniform and standardized flavor Very expensive
Benefits of combined flavor from essential oil and Loss of volatiles during encapsulation

oleoresin Not suitable for liquid
Hygienic and free of extraneous matter and organisms Possible presence of undesirable flavor components
Ease of handling and dispersing in food system Possible presence of undesirable organic solvent
Stable under good storage condition
Can be formulated to be water-soluble

(Continued)
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antioxidative effect(s), and spices are no exception. In
fact, spices have been looked at for their antioxidative
effect at least two decades ago for possible applications in
food processing. A notable example is rosemary. This dis-
covery was first patented and now is available as a food
antioxidant (9, 6, 14, 18, 34–37). Table 89.18 shows
examples of antioxidative activity of some common
spices in lipid and oil-in-water emulsions.

C. SOME COMMON FOODBORNE BACTERIAL

PATHOGENS INHIBITED BY SELECTED SPICES

Synthetic food preservatives have not enjoyed a good rep-
utation over the years. With the trend of using more natural

ingredients in formulations targeted for special groups of
consumers, spices have been looked at as possible alterna-
tives, and there are some successful reports. About 150 sci-
entific reports have been published in this area between
1970 to 2000, and it is not the intention of this chapter to
go into the details. Instead, a summary of inhibitory effect
of spices [either in the form of the spice itself, its extractive
or its effective compound(s)] on some common foodborne
pathogens is presented in Table 89.19. (38–94). Garlic and
cloves proved to be most effective in inhibiting these food-
borne pathogens. It is not surprising that garlic is one of the
most effective spices, as garlic has long been suspected of
providing beneficial health effects. Even the slaves build-
ing the great pyramids used garlic and reported health ben-
efits. With this better understanding of the inhibitory
effects of various spices, it is possible that combinations
may be developed to serve this purpose in certain food
preparations. In fact, attempts are being made to achieve
this goal (Daniel Y.C. Fung, personal communication,
2003). Research works on inhibitory effects on yeast and
fungi are also available (95–106).

TABLE 89.16
(Continued)
Forms Advantages Disadvantages

Space saving
Can be formulated to be water-soluble

Dry soluble spice Uniform and standardized flavor
Hygienic and free of extraneous matter and organisms Carrier such as salt and sugar must be considered in
Ease of handling and dispersing in food system formulation of food products
Stable under good storage condition Not as stable as encapsulated products
Can be formulated to be water-soluble Possible presence of undesirable flavor components
Space saving Possible presence of undesirable organic solvent
Price more stable than raw spice

Liquid spice Uniform and standardized flavor Expensive
Sterile and free of extraneous matter Possible presence of undesirable flavor components
Space saving Possible presence of undesirable organic solvent
Stable under good storage condition Nature of carrier must be considered
Emulsifiable with other liquid solutions

Source: References 6–9, 11, 14, 16–21.

TABLE 89.17
Natural Occurring Toxicants in Selected Spices
Spice Toxicant or Toxic Activity

Anise volatile oil Anethole (estrogenic activity)
Basil oil Estragole (carcinogenic activity)
Black pepper Safrole (carcinogenic activity)

Piperine (carcinogenic activity)
Black pepper � nitrate n-Nitrosopiperidine (carcinogenic activity)
Fennel volatile oil Anethole (estrogenic activity)
Mustard, brown Sinalbin then allylisothiocyante (lacinmater,

mutagenic in Ames test,carcinogenic 
in rats)

Mustard, white Glucosinolates (goitrogenic and antithyroid
activities)

Sinalbin then allylisothiocyante (lacinmater,
mutagenic in Ames test, carcinogenic 
in rats)

Parsley Evidence of estrogenic activity
Paprika � nitrate N-Nitrosopyrrolidine (carcinogenic activity)
Nutmeg Myristicin (hallucinogen)
Sage Evidence of estrogenic activity
Tarragon oil Estragole (carcinogenic activity)
Turmeric Evidence of carcinogenic activity

Source: References 6, 7, 9, 14, 27–33.

TABLE 89.18
Antioxidative Effect of Spices

Antioxidative
Medium Effectiveness Spice

Lard Remarkably Rosemary, sage
effective

Effective Oregano, thyme, nutmeg, mace,
turmeric

Oil-in-water Strongest Clove
emulsion Strong Turmeric, allspice, rosemary, ginger,

cassia, cinnamon, oregano, savory,
sage

Some Aniseed, basil, cardamom, marjoram,
black pepper, white pepper

Source: References 6, 9, 14, 23, 34–37.
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D. PROSPECTIVE BENEFICIAL MEDICAL EFFECTS OF

SOME COMMON SPICES

It was common practice in ancient cultures such as Greek,
Egyptian, Indian, and Chinese to use spices and herbs to

treat patients with various problems. It should be under-
stood that in these cultures, the lists of spices and herbs are
much more extensive than what is presented in this chap-
ter. However, this method of treating patients is still prac-
ticed to some extent in China and India. With the modern

TABLE 89.20
Prospective Beneficial Medical Effects of Some Common Spices
Spice Scientific Name Prospective Beneficial Medical Effects

Allspice Pimenta dioica High blood pressure, infection, rheumatism
Anise seed Pimpineela anisum Not known
Basil Ochimum basilicum Not known
Bay leaf Laurus nobilis Cancer, infection
Cassia Cinnamonum cassia Cancer, cold/flu, dyspepsia
Caraway seed Carum carvi Cancer, cold/flu, hepatosis
Cardamom Elettraia cardamomum Cold/flu, hepatosis
Celery seed Apium graveolens High blood pressure, rheumatism
Chervil Anthriscus cerefolium Not known
Chives Appium schoenoprasum Not known
Cinnamon Cinnamomum zelancium Dyspepsia, infection
Clove Syzgium aromaticum Bronchosis, toothache
Coriander Coriandrum sativum Not known
Cumin seed Cumium cyminum Not known
Dill seed Anethum graveciens Not known
Dill weed Anethum graveciens Not known
Fennel seed Foeniculum vulgare Not known
Fenugreek Trigonella foenumgraecum Dermatosis, diabetes, high cholesterol
Garlic, dehydrated Allium sativum Cardiopathy, infection
Ginger, dehydrated Zingiber officinale, Roscoe Cold/flu, dyspepsia
Lemongrass Cymbogon citratus Cold/flu, pain
Mace Myristica fragans Cancer, infection
Marjoram, sweet Origanum majorana Not known
Mint, Peppermint (black mint) Mentha piperita variety vulgaris Not known
Mint, Spearmint Mentha spicata Not known
Mustard seed, black Brassica hira or B. alba Not known
Mustard seed, brown Brassica juncea Not known
Mustard, white Brassica nigra Not known
Nutmeg Myristica fragans Cancer, infection
Onion, dehydrated Allium cepa Colds, diabetes
Oregano Origanum spp. Not known
Paprika Capsicum annum Cardiopathy, cold/flu, rheumatism 
Parsley Petrosalinum crispum Not known
Pepper, black Piper nigum Dermatosis, high cholesterol
Pepper, red (Capsicum) Capsicum fructescens Cardiopathy, cold/flu, rheumatism
Pepper, white Piper nigum Dermatosis, high cholesterol
Poppy seed Papaver somniferum Not known
Rosemary Rosemarinus officinalis Not known
Saffron Crocus sativus Cancer, infection
Sage Salvia officinalis Not known
Savory, sweet (summer) Satureja indicum Not known
Sesame seed Sesamum indicum Cancer, dermatosis
Star anise, Chinese Illicum verum Bronchitis, dyspepsia, fungus
Tarragon Artemisia dracunculus Not known
Thyme Thymus vulgaricus Not known
Turmeric Curcuma longa Cancer, dyspepsia, infection, antiinflamatory
Vanilla Vanilla fragrans, V. planilfolia, Cancer, cramp, infection

or V. tahitensis

Source: References 107–112.

DK9848_C089.qxd  15/Oct/05  10:17 AM  Page 24



Spices and Herbs 89-25

methodology in studying therapeutic effects of chemicals
or natural products, there are indications that some spices
do have certain therapeutic effects. Table 89.20 lists some
examples, and Table 89.21 lists some claims in Traditional
Chinese Medicine (TMC) on therapeutic effects of some
common spices and herbs. Readers interested in this area
should consult the references cited for these two tables
and also References 22, 107–112 listed at the end of this
chapter. With the increasing interest of Complimentary
and Alternative Medicine (CAM), it is expected that
research reports and books in this area will be more abun-
dant in the immediate future. However, consumers must
be very careful in the use of dietary supplements that
include spices and herbs in ground or concentrated forms
to treat ailments, as responses differ among people.
Consumers are advised to consult physicians or profes-
sionals who have had training in this area before taking
these products to treat ailments.
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I. INTRODUCTION

Eggs have long been recognized as an important source of
nutrients, providing all of the proteins, lipids, vitamins,
minerals, and growth factors for the developing embryo,
as well as defense factors against bacterial and viral 
invasion.

More recently, however, eggs have been recognized as
a source of biologically active substances, with significant
therapeutic potential. Some pharmacologically significant
egg components, for example, have been shown to possess
antibacterial, antiviral, and anticancer action, suggesting
potential medical, nutraceutical, and food-fortification
applications.

Some of these egg components have been the subject
of intense study and are currently produced and used on
an industrial scale, including egg white lysozyme and
avidin. As well, a thorough understanding of the egg and
its components has allowed for the manipulation of egg
contents, to further enhance their nutritional and thera-
peutic potential. Examples include the feeding of hens
special diets to produce eggs with increased levels of ω-3
polyunsaturated fatty acids, which have demonstrated
numerous health benefits, and the immunization of hens
to produce specific egg yolk immunoglobulins, capable of
preventing and treating bacterial and viral infections.

Here we describe in detail the biological activities of
egg components, and review their numerous applications
in the food and pharmaceutical industries.

II. STRUCTURE AND CHEMICAL 
COMPOSITION OF HEN EGGS

A. STRUCTURE OF HEN EGGS

The hen egg is composed of three main parts: the shell and
its membrane, the albumen (egg white), and the yolk (1, 2).

The egg shell is an inflexible, mineralized structure
which gives the egg its shape (1). It is covered with fine
pores, each approximately 10 to 30 µm in diameter, which
allow for the exchange of atmospheric gases and water
vapor (1, 2). These pores are in turn covered by a cuticle
layer, which permits the exchange of gases, and protects
the egg from moisture and invasion of microorganisms (2).
On the inside of the shell is an inner and outer membrane,
with a mesh-like structure for obstructing invading
microorganisms (2, 3).

The egg albumen consists of thin and thick albumen,
and a chalaziferous layer. The thick albumen is sandwiched
between an inner and outer layer of thin albumen (2). The
thick albumen, with increased viscosity due to a higher
concentration of ovomucin, covers the inner thin albumen
and chalaziferous layer, keeping the egg yolk in the cen-
ter of the egg (2). The chalaziferous layer is a fibrous layer
which covers the yolk, and is twisted at both ends of the

yolk membrane, stretching into the thick albumen and sus-
pending the yolk in the center of the egg (2).

The egg yolk, surrounded by the vitelline membrane,
is composed of yellow yolk, and at the center, white yolk,
which originates from the white follicle which matures 
in the ovary. The yellow yolk contains layers of alternate
light and deep yellow yolk, and it is here that the embryo
develops (1, 2).

B. BIOSYNTHESIS OF EGG COMPONENTS

The formation of an egg involves the conversion of nutri-
ents in the feed into egg constituents through several intri-
cate and highly coordinated steps (4).

The reproductive system of the hen consists of the
ovary and oviduct (4). The ovary is the site of assembly of
the yolk, each yolk beginning as a cell formed in the
embryo. As the hen matures, the yolk cells are transformed
into oocytes. A mature ovary contains many oocytes, and
at least 600–700 of them will become mature yolk. Each
oocyte becomes a follicle after being covered with a gran-
ular layer. The follicles in the ovary are surrounded by the
hen’s veins (4). Yolk constituents are synthesized in the
liver in response to hormonal stimulation, some as protein
precursors which are later enzymatically modified, and
are transported to the follicular walls in the blood. The
follicle undergoes several changes, including a separation
of the cells of the granular layer, in order to facilitate the
transfer of material to the yolk, which occurs via receptor-
mediated endocytosis, producing yolk granules (5). The
follicle undergoes a rapid development during which most
of the yolk is deposited 6–10 days prior to ovulation.

When sufficient yolk has accumulated, the follicle
then enters the oviduct. As it travels through the oviduct
the vitelline membrane of the yolk and chalazal layer of the
albumen are added, followed by the secretion of the albu-
men (2, 6). The proteins of the albumen are synthesized in
the oviduct, also in response to hormonal stimulation, with
ovalbumin and the other major proteins being synthesized
by the tubular gland cells, and avidin being synthesized in
the goblet cells (6). Following albumen deposition, the shell
membranes are immediately added.

The egg is then held in the uterus, where several
glands secrete fluid with a high concentration of calcium
ion, which is transported from the blood, onto the inner
surface of the uterus. The mechanism by which the calcium
reaches the shell is unclear, but the eggshell structure is
formed by assembling a crystalline-like calcium structure
on the newly formed shell membranes (2, 4).

C. CHEMICAL COMPOSITION OF EGGS

1. General Composition

In general, an egg is composed of 9–11% eggshell (shell
and shell membrane), 60–63% egg white, and 28–29% egg
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yolk. The main components are 12% lipids, 12% proteins,
and around 75% water, carbohydrates and minerals (1, 7).

Proteins are distributed throughout the egg, but most
of them are present in the egg yolk (44%) and egg white
(50%), the remaining 6% in the eggshell and eggshell
membrane (7). Very small amounts of free amino acids
have also been reported, presumably for immediate use by
the developing embryo (1).

Egg lipids are found almost exclusively in the egg
yolk, mainly in the form of lipoproteins, and include
phosphorus, nitrogen, and sugar-containing lipids. A very
small amount of lipid has also been reported in the egg
shell (1, 7).

Carbohydrates are a minor component of eggs, with
40% of the carbohydrate content being present in the egg
yolk, and they are present as free and conjugated forms
which are attached to proteins and lipids. Glucose is found
in the egg white, and mannose and galactose are present
as complex carbohydrates attached to proteins (7).

Numerous minerals have also been found in eggs,
most of them in the egg shell (7).

2. Egg Shell and Membrane

The egg shell is made up of a matrix consisting of inter-
woven protein fibers and spherical masses, and interstitial
calcite or calcium carbonate crystals (8). Approximately
95% of the egg shell is minerals, around 98% of this being
calcium, along with 0.9% magnesium, and 0.9% phos-
phorus (7, 8).

The egg shell is covered with a cuticle layer which is
composed of about 90% protein, with a high content of
glycine, glutamic acid, lysine, cystine, and tyrosine, a small
amount of carbohydrate, including galactosamine, glu-
cosamine, galactose, fucose, glucose, and sialic acids, as
well as a very small amount of lipid (7, 8).

The egg shell membranes are made up of protein fibers,
with a high content of arginine, glutamic acid, methionine,
histidine, cystine, and proline; they are considered keratins,
due to a lack of hydroxyproline and presence of high con-
centrations of sulfur-containing amino acids (8).

3. Egg White

The egg white, or albumen, makes up about 60% of the
total egg weight (7). Water and protein are the major con-
stituents of albumen, accounting for about 88% and 11%,
respectively (7, 8). The albumen proteins include ovalbu-
min, which is the major protein, followed by ovotransfer-
rin and ovomucoid. Other egg white proteins include
ovomucin, which is responsible for the viscosity of the
albumen, lysozyme, avidin, cystatin, and ovoinhibitor (7).

Carbohydrates, minerals, and lipids are minor albumen
components. The carbohydrates exist both in free form and
bound as glycoprotein. Most of the free form carbohydrate

is glucose; however, small amounts of fructose, mannose,
arabinose, xylose, and ribose have also been detected (7).
The major inorganic compounds found in the albumen are
sulfur, potassium, sodium, and chlorine, as well as phos-
phorus, calcium, magnesium, and traces of iron. Lipid is
found in only trace amounts (7).

4. Egg Yolk

Egg yolk is a homogeneously emulsified fluid. The major
constituents of the solid matter of yolk are proteins and
lipids, present mainly in the form of lipoproteins, which
can be separated by high speed centrifugation into a sedi-
mented fraction called the granules, and a clear fluid
supernatant called plasma (7).

The granules are composed of 70% α- and 
β-lipovitellins (the high density lipoprotein fraction), 16%
phosvitin, and 12% low-density lipoproteins (9). The plasma
is divided into the low-density lipoprotein fraction (87%)
and the water soluble fraction (WSF) (13%), which contains
the livetins, which are lipid-free globular proteins, includ-
ing γ-livetin, also referred to as immunoglobulin Y (8).

The egg yolk lipids include triglycerides, phospholipids,
cholesterol, cerebrosides or glycolipids, and some other
minor lipids (7).

Egg yolk also contains minerals, of which phospho-
rous is the most abundant. More than half of the phospho-
rus is contained in phospholipids. The content of
carbohydrates in the yolk is approximately 1%, most of it
as oligosaccharides bound to protein; that which is free is
in the form of glucose. Finally, egg yolk contains pig-
ments, primarily carotenes and riboflavin, which are the
source of the colour of the yolk (7).

III. BIOLOGICAL ACTIVITIES OF EGG
COMPONENTS

A. EGG SHELL

1. Egg Shell Calcium and Matrix Proteins

Chicken eggshell is a highly specialized mineralized struc-
ture which consists of approximately 95% calcium car-
bonate by weight, and of the remaining material, 3.5% is
an organic matrix consisting mainly of glycoprotein and
proteoglycans (10, 11). Currently, eggshells are disposed
of in many ways, and are generally considered a waste
product. Only recently has significant research been con-
ducted into the possibility of the value-added utilization
of eggshells as a food ingredient (12, 13). Eggshell calcium
has been proposed for pharmaceutical applications for cal-
cium deficiency therapies in humans, and in animals for
bone mineralization and growth (14). Eggshell powder
was shown to have antirachitic effects in rats (15). In vitro,
eggshell powder stimulated the growth of chick embryo
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cartilage cells (16), and in humans the use of the eggshell
powder resulted in decreased pain and increased bone
mineral density (17). In piglets, the apparent absorbability
of calcium from eggshell powder was found to be at least
as good as that from purified CaCO3 (17). However, the
factors resulting in increased bone mineral density have
not been discovered.

The eggshell consists of various organic matrix com-
ponents. Numerous proteins which are present in various
mineralized tissues and thought to be involved in the min-
eralization process possess calcium binding properties
(18). Some eggshell matrix proteins also possess calcium-
binding properties (19). Cortivo et al (20) separated a low
molecular weight acidic protein with calcium affinity; 
this property was associated with a high content of aspar-
tic and glutamic acid and a high content of sulphate
groups. Similarly, ovotransferrin (78 000 Da), ovalbumin
(45 000 Da) and others (36 000 Da) express calcium affin-
ity (19, 21). A recent study demonstrated that a 21 000 Da
protein present in soluble eggshell matrix proteins plays
an important role in increasing calcium transport across
intestinal epithelial cells in vitro, using Caco-2 cell mono-
layers (22). Eggshell calcium is proposed as an excellent
calcium supplement to increase bone mineral density in
individuals with osteoporosis (23).

2. Egg Shell Membrane

Eggshell membrane is composed of collagen-like proteins
(collagen type I and V) (24), in a ratio of 100 of type I to
1 of type V. Coarse fibers (2.5 µm in diameter) contain more
type I collagen, while type V collagen predominates in the
fine fibers (0.6 µm in diameter), which are largely located
in the inner membrane (25).

Eggshell membrane protein hydrolysate has been pre-
pared by alkaline treatment, and the peptides derived from
the membrane were shown to stimulate human skin fibro-
blasts in vitro (13). The membrane proteins (peptides) are
currently utilized as a cosmetic ingredient for their emol-
lient properties (26). Eggshell membranes also contain
antimicrobial substances. Lysozyme activity was reported
in the outer and inner membranes (27) and an anti-bacterial
enzyme, β-N-acetylglucosaminidase, was found in the outer
membrane (28).

B. EGG WHITE

Various biological activities are associated with the egg
white, and are summarized in Table 90.1.

1. Ovomucin

Hens’ egg white ovomucin is a macromolecular and heavily
glycosylated glycoprotein, consisting of a peptide-rich 
α-subunit and a carbohydrate-rich β-subunit (29). Ovomucin
serves physical functions such as maintaining the structure

and viscosity of the egg white albumen (30), thus serving
to prevent the spread of microorganisms (31), and possess-
ing good foaming and emulsifying properties (32). However
it has also demonstrated several biological applications.

Ovomucin has been shown to possess virus hemag-
glutination inhibition activity, attributed primarily to its
carbohydrate-rich β-subunit (33). Antiviral activity against
newcastle disease virus, bovine rotavirus, and human
influenza virus has been demonstrated in vitro (30, 33–36).
It has also been demonstrated that ovomucin fragments,
produced by treatment with pronase, showed increased sol-
ubility, as compared to its native form, while still retaining
virus-binding activity (30, 36).

Pronase-prepared glycopeptides of ovomucin have
also demonstrated anti-tumor effects in a double grafted
tumor system in mice (37), suggested to be related to the
anti-angiogenic activity of ovomucin, inhibiting tumor
growth (38).

Ovomucin peptides may also act as immunomodulators,
showing macrophage-stimulating activity in vitro (39).
Finally, ovomucin was found to inhibit cholesterol uptake
in vitro by Caco-2 cells, and reduce serum cholesterol in
rats, displaying hypocholesterolemic action (40).

2. Ovotransferrin

Belonging to the transferrin family, a group of iron-binding
proteins which are widely distributed in various biological
fluids, ovotransferrin is a monomeric glycoprotein con-
sisting of a single polypeptide chain of 686 amino acids,
which has the capacity to reversibly bind two iron ions per
molecule (41). Its suggested function is as an iron scav-
enger, preventing availability of iron to microorganisms,
and as an iron delivery agent (42).

Ovotransferrin has been suggested as a natural food
antimicrobial, and its antibacterial activity has been shown
against a wide spectrum of bacteria, including Pseudomonas
spp., Escherichia coli, Streptococcus mutans (43),
Staphylococcus aureus, Bacillus cereus (42) and Salmonella
enteritidis (44). Similar results have been obtained with
immobilized ovotransferrin (43, 45) and iron-saturated ovo-
transferrin (46), indicating that its antibacterial activity may
not be due to its iron binding alone, but also due to interac-
tion between the protein and the bacterial cells. A 92-amino
acid ovotransferrin antimicrobial peptide, OTAP-92, was
found to be capable of killing Gram-negative bacteria by
crossing the bacterial outer membrane by self-promoted
uptake, and damaging the cytoplasmic membrane (47).
The OTAP-92 peptide shares sequence similarity with a
group of peptides referred to as defensins, which kill bac-
teria by forming a pore or ion channel in the cytoplasmic
membrane (47). It has also been shown that ovotransferrin
possesses both antiviral activity, against Marek’s disease
virus in chicken embryo fibroblasts (48), as well as anti-
fungal activity, against species of Candida (46).
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Ovotransferrin has been described as an acute phase
protein in chickens, with serum levels increasing during
inflammation and infections. It has been suggested that
acute phase proteins may facilitate the biological activi-
ties of phagocytic cells and help produce factors that lead

to the restoration of homeostasis (49). Xie et al. (49)
demonstrated that ovotransferrin can act as an immunomod-
ulator by modulating macrophage and heterophil func-
tions in chickens. Further immunomodulating effects 
of ovotransferrin have also been shown, including the
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TABLE 90.1
Biological Properties of Egg white Proteins
Protein Properties Reference

Ovomucin Antiviral activity 30, 33–35
Antiviral activity of ovomucin-derived fragments 36
Anti-tumor activity 37, 38
Immunomodulating activity 39
Hypocholesterolemic activity 40

Ovotransferrin Antibacterial activity 41, 43–45
Antimicrobial activity of ovotransferrin-derived peptide, OTAP-92 47
Antiviral activity 48
Antifungal activity 46
Immunomodulating activity 49–51
Enhancement of activity of certain antibiotics 52

Ovalbumin Anti-mutagenic and anti-carcinogenic activity 55
Immunomodulating activity 56–58
Antioxidant activity 59, 60
Anti-hypertensive activity of ovalbumin-derived peptides ovokinin and ovokinin (2-7) 61-63
Angiotensin 1 converting enzyme (ACE) inhibitory activity of ovalbumin-derived peptides 64
Immunomodulating activity of ovalbumin-derived peptides 65–68

Ovomucoid Serine proteinase inhibitor 69, 71, 72, 76
Drug delivery to small intestine 73, 75
Biospecific ligand to lectins in gastrointestinal tract 74
Immunomodulating activity 77

Lysozyme Antibacterial activity 81, 83–85, 88, 89
Enhanced antimicrobial activity when coupled to hydrophobic carrier or phenolic aldehyde 90, 91
Antimicrobial action of lysozyme-derived peptides 92-95
Application as a food preservative 81, 83, 84, 96–99
Protection against periodontis-causing bacteria when added to oral health care products 100, 101
Antiviral activity 81, 100, 102
Anti-inflammatory activity 100
Immunomodulating and immune-stimulating activity 100, 102, 103
Anti-tumor activity 104–107

Avidin Antimicrobial activity 111, 112
Pre-targeting and drug delivery of anti-cancer drugs 114–118
Application in adoptive immunotherapy 119
Drug delivery to brain 120

Cystatin Cysteine proteinase inhibitor 8
Antibacterial activity 125, 129, 130
Inhibition of growth of P. gingivalis by cystatin-derived peptides 131
Immunomodulating activity 134–137
Inhibition of tumor invasion 140

Ovomacroglobulin Serine, cysteine, thiol, and metallo proteinase inhibitor 142, 143, 149–152
Antibacterial activity 143–146,
Enhancement of wound healing 147, 148

Ovoinhibitor Serine proteinase inhibitor 155–157
Antiviral activity 158
Potential anti-inflammatory and anti-mutagenic activity 159
Protein purification applications 161, 162
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inhibition of proliferation of mouse spleen lymphocytes
(50) and the enhanced phagocytic response of peripheral
blood mononuclear cells and polymorphonuclear cells in
dogs (51).

Finally, when administered with Syn 2190, an inhibitor
of AmpC lactamases, lactoferrin increased the activity 
of various antibiotics against beta-lactamase-producing
bacteria (52).

3. Ovalbumin

Ovalbumin constitutes over half of the total egg white pro-
teins (31). It is a monomeric phosphoglycoprotein, with a
molecular weight of 45 000 Da, and has been used exten-
sively as a model for studying the structure-function rela-
tionships of proteins (31, 53). Functionally, ovalbumin is
important for the gelling, foaming, and emulsifying prop-
erties of egg white (54); however, its biological role in the
egg remains unknown. It has been suggested that ovalbu-
min may serve as a source of amino acids for the develop-
ing embryo (31). Although ovalbumin shows no proteinase
inhibitory activity, it shows structural homology with a fam-
ily of serine proteinase inhibitors, called serpins (31).

The anti-mutagenicity of ovalbumin toward N-methyl-
N’-nitro-N-nitrosoguanidine (MNNG), a well known and
highly reactive model nitrosamine, has been examined (55).
Vis et al. (55) found that ovalbumin, especially when heat-
denatured, was strongly anti-mutagenic against MNNG,
suggesting a role for ovalbumin as an anti-mutagen and
anti-carcinogen.

Ovalbumin may also possess some immunomodula-
tory activity, as it was found to induce the release of tumor
necrosis factor (TNF) alpha in a dose-dependant manner
in vitro, when modified with dicarbonyl methylglyoxyl
(MGO) (56), and immunogenic ovalbumin peptides have
been used to enhance immune responses for cancer
immunotherapy (57, 58).

Ovalbumin was found to possess a strong antioxidant
activity against linolenic acid and docosahexaenoic acid
(DHA) (59). Three antioxidant peptides with sequence of
Ala-His-Lys, Val-His-His and Val-His-His-Ala-Asn-Glu-
Asn derived from ovalbumin hydrolysis were identified
and it has been suggested that metal chelation plays a major
role in the antioxidant activity (60).

A vasorelaxing peptide (ovokinin; OA 358–365) was
isolated from the peptic digestion of ovalbumin (61), and
was found to be a weak bradykinin B1 agonist peptide.
Ovokinin(2–7), a peptide produced by the chymotryptic
digestion of ovalbumin, corresponding to OA 359–364,
was also found to possess vasorelaxing effects (62).
Following oral administration of ovokinin(2–7) at a dose
of 10 mg/kg, the systolic blood pressure in a spontaneously
hypertensive rat was significantly lowered (62). The anti-
hypertensive activity of ovokinin(2–7) was enhanced by
replacement of the C-terminal Phe residue with Trp (63).

Two angiotensin I converting enzyme (ACE)-inhibitory
peptides were also identified in ovalbumin by peptic (OA
183–184) and tryptic (OA 200–218) digestions (64).
Furthermore, phagocytic activity of macrophages was
increased by the addition of OA 77–84 and OA 126–134
peptides, derived by peptic and chymotryptic digestions
of ovalbumin, respectively (65).

Immunoactive peptides produced by Saccharomyces
cerevisiae fermentation of egg white were prepared and the
administration of these peptides enhanced non-specific
resistance in mice (66) and calves (67) infected with
Escherichia coli. These peptides also exhibited high phago-
cytic activity in rainbow trout (68). However, their active
components have not yet been identified.

4. Ovomucoid

Ovomucoid is a glycoprotein, with a molecular weight of
28 000 Da, comprised of 186 amino acids arranged into
three domains, which are cross-linked by intradomain disul-
fide bonds (69). It is relatively resistant to treatment with
heat or digestive enzymes, and it is this stability that has
led to its being one of the dominant egg white allergens
(70). Ovomucoid is also one of several egg white proteinase
inhibitors, belonging to the group of serine proteinase
inhibitors, namely inhibiting trypsin (69, 71). The inhibitory
activity of ovomucoid toward trypsin and chymotrypsin
was recently shown to be enhanced by site-directed muta-
genesis, replacing amino acids around the reactive site of
ovomucoid domain 3 (72).

The incorporation of ovomucoid into polymeric
microparticles, to overcome the degradation of protein drugs
by proteolytic enzymes, has been examined. Agarwal 
et al. (73) found that when ovomucoid was included, the
stability of insulin in polymethacrylate based micropartic-
ulates was increased significantly. Inclusion of ovomu-
coid also resulted in targeting of drugs to the blood, by
acting as a biospecific ligand to lectins on the walls of the
gastrointestinal tract (74). The presence of ovomucoid
was found to enhance insulin flux across rat jejunum (75),
suggesting the use of ovomucoid to enhance the oral
delivery of insulin. Using a rat model of experimental
pancreatitis, intravenous ovomucoid was found to
decrease the trypsin-like activity to the level of intact rats,
and reduce the primary pancreas destruction (76).

Synthetic ovomucoid peptides have also demonstrated
immunomodulating activity, inducing T-cell secretion of
cytokines interleukin-(IL) 4, IL-10, IL-13, interferon-
(IFN) gamma, and IL-6 (77).

Because of its allergenic nature, ovomucoid has lim-
ited biological and medical applications. It has however
been used as a ligand in HPLC columns for the affinity
and chiral separation of compounds of pharmaceutical
importance such as trypsin, pentazocine and bupropion
hydrochloride enantiomers (78, 79).
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5. Lysozyme

Lysozyme is a ubiquitous enzyme, present in almost all
secreted body fluids and tissues of humans, as well as
plants, which plays an important role in the natural
defense mechanism (80). The most plentiful source, how-
ever, is hens’ egg white, containing around 0.3–0.4 g of
lysozyme per egg (81).

Lysozyme acts as a mucopeptide N-acetylmuramyl
hydrolase, exerting bacteriolytic activity by hydrolyzing
the β(1–4) linkage between N-acetylmuraminic acid and
N-acetylglucosamine of peptidoglycan, which is the struc-
tural component of bacterial cell walls (82). Gram-positive
bacteria are more susceptible to lysozyme, as the cell wall
contains around 90% peptidoglycan. Gram-negative bacte-
ria, on the other hand, contain only 5–10% peptidoglycan,
and this peptidoglycan lies beneath the outer membrane of
the cell envelope (81). The lipopolysaccharide layer of the
outer membrane acts as a barrier against macromolecules
and hydrophobic compounds, making it more resistant to
the action of lysozyme (81).

Lysozyme is ideal as a natural food preservative, as it
is endogenous to many foods, specific to bacterial cell
walls, and harmless to humans (81). It has been found to
be most effective against Bacillus stearothermophilus,
Clostridium tyrobutyricum, Clostridium thermosaccha-
rolyticum, Clostridium sporogenes and Bacillus spp. (81).
However, this spectrum can be broadened by the use of
lysozyme in conjunction with other compounds, such as
nisin and EDTA, to include Enterococcus faecalis,
Weissella viridescens (83), Brochothrix thermosphacta,
Lactobaccilus sakei, Leuconostoc mesenteroides, Listeria
monocytogenes (84), and Carnobacterium sp. (85).

The physical treatment of lysozyme, including heat
denaturation (86, 87) has been found to increase its
antimicrobial activities against Gram-negative bacteria, as
does high pressure treatment (88, 89). Other strategies
have also been adopted to increase its activity against
Gram-negative bacteria, including equipping the enzyme
with a hydrophobic carrier to enable it to penetrate and
disrupt the bacterial membrane (90, 91), and coupling it
with a safe phenolic aldehyde with lethal activity toward
the bacterial membrane (91). Enzymatic treatment, to
expose amino acids 98–112 of lysozyme, which have
been found to exert antimicrobial action (92, 93), as well
as synthetic peptides corresponding to the C-terminal of
lysozyme (94), have also been examined. Recently,
Pellegrini et al. (95) demonstrated that polypeptides derived
from lysozyme were capable not only of damaging the
outer membrane of Escherichia coli, but could also inhibit
DNA and RNA synthesis.

The use of lysozyme has been proposed for numerous
antimicrobial applications in food, including inhibiting 
C. tyrobutyricum and L. monocytogenes in cheese and
dairy products (81), controlling lactic acid bacteria in beer

and wine (96–98), preventing Edwardsiella tarda infec-
tion in fish (99), inhibiting spoilage bacteria in meats 
(83–85), and for the bacterial decontamination of vegeta-
bles (81). Lysozyme has also been added to oral health
care products, such as toothpaste, mouthwash and chew-
ing gum to protect against periodontis-causing bacteria
and to prevent infections in the oral mucosa (100, 101).

Lysozyme has been shown to exert antiviral activity,
reportedly associated with its charge, rather than its lytic
ability (81). Oral and topical applications of lysozyme were
found to be effective in preventing and controlling several
viral skin infections, including herpes simplex and chicken
pox (100), as well as acting as exerting anti-inflammatory
action (100). It has also been shown, when combined with
immunotherapy, to be effective in improving chronic
sinusitis (102), and to normalize humoral and cellular
responses in patients with chronic bronchitis (100).

Finally, lysozyme has also been shown to act as an
immune-modulating and immune-stimulating agent,
enhancing immunoglobulin production, and regulating
and restoring the immune responses in immune-depressed
patients undergoing anti-cancer treatments (100, 103), and
as an anticancer agent, the inhibitory action of lysozyme
being demonstrated in a number of experimental tumors
(104–107).

6. Avidin

Chicken avidin is a tetrameric glycoprotein, with an
extremely high affinity for the water soluble vitamin
biotin (108). The unique feature of this binding is the
strength and specificity of the formation of the avidin-
biotin complex, formed when avidin binds four molecules
of biotin, the resulting affinity constant being the highest
known for a protein and an organic ligand (109).

Due to the lack of interaction between the carboxy-
containing side chain of biotin with avidin, biotin lends
itself to chemical modification and conjugation to a wide
variety of biologically active molecules, without altering
its binding to avidin (109). This has led to numerous bio-
chemical and diagnostic applications, including affinity
chromatography, enzyme immunoassays, microscopy,
and biosensors (110).

It has been suggested that avidin possesses antimicro-
bial properties, and it has been found to inhibit the growth
of biotin-requiring bacteria and yeasts (108, 111). The anti-
bacterial activity of avidin has also been attributed to its
ability to bind to various Gram-negative and Gram-positive
bacteria, including Escherichia coli K-12, Klebsiella
pneumoniae, Serratia marcescens, Pseudomonas aerugi-
nosa, Staphylococcus aureus, and Staphylococcus epider-
mis, in a dose-dependent manner, and independent of the
saturation of the biotin-binding sites of the bacteria (112).

The strong binding between avidin and biotin was
recently used as a model system in mice to examine the
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use of proteins with high affinity binding sites to establish
an absorptive barrier in the gastrointestinal tract to prevent
the uptake of low molecular weight chemicals (113).

Avidin has also been found to be useful in medical
applications, to localize and image cancer cells and to pre-
target drugs to tumors. Because of its tight biotin binding
and signal amplification due to the tetrameric structure of
avidin, it leads to the accumulation of higher effective
doses and increased persistence of biotinylated anti-can-
cer drugs, as compared to other immunotherapeutic pro-
cedures (114). Tumor pre-targeting with avidin has also
been found to be effective in increasing the uptake of
tumor necrosis factor (TNF) alpha conjugated to biotin in
vitro, improving the anti-tumor activity of TNF
(115–117). Yao et al. (118) found that radiolabelled avidin
also bound to lectins expressed on the surface of tumor
cells, and localized highly and rapidly in various types of
tumors in mice, reducing radioactivity accumulation in
other organs. These results suggest that avidin may be a
promising vehicle for the delivery of radioisotopes, drugs,
toxins or therapeutic genes to tumors (118).

Avidin was also found to be essential for the activity
of adoptively transferred T-cells at tumor sites (119), and
the utilization of avidin in drug delivery through the blood-
brain barrier has also been demonstrated, allowing deliv-
ery of therapeutics to the brain (120).

Several chemically modified forms of avidin have also
been developed to improve their pharmacokinetics and
biodistribution, while reducing immunogenicity (121–123).

7. Cystatin

A member of a “superfamily” of cystatins, egg white cys-
tatin belongs to the Type 2 cystatins, which have about 115
amino acids and two disulphide bonds, but no carbohydrate
(124). Egg cystatin inhibits most cysteine proteinases,
including ficin, papain, and cathepsins B, C, H and L, and
is found in the egg white at levels of around 60–80 µg/mL
(8). Low contents of cystatins in natural resources may
limit their applications (125). However, genetic modifica-
tion and expression of cystatin has been carried out, not
only providing a source for increased quantities of cystatin,
but also resulting in the production of recombinant cys-
tatin with enhanced proteinase inhibitory activity (126),
and increased stability to heat (127) and freezing (128).

Egg white cystatin has been shown to possess anti-
bacterial activity, preventing the growth of group A strep-
tococcus (129), Salmonella typhimurium (125), and the
periodontis-causing Porphyromonas gingivalis (130).
Blankenvoorde et al. (131) found that cystatin-derived
peptides were also capable of inhibiting the growth of 
P. gingivalis.

It has been suggested that cystatins may not only have
a general function of protecting cells against uncontrolled
activities of their own proteinases, but may also protect

against viral proteinases responsible for viral infection (8).
Similar cysteine protease inhibitors have shown antiviral
activity against herpes simplex virus, poliovirus (129, 132),
and human rotavirus (133).

Cystatins may also have medical applications, resulting
in less intensive side effects than other synthetic protease
inhibitors currently used in medical treatments (125). 
A relationship between cystatins, cytokines, and the
immune response has been suggested. It has been observed
that cystatin induced the synthesis of various cytokines
(134), resulting in an up regulation of nitric oxide release
in vitro using mouse peritoneal macrophages (135, 136),
as well as in vivo, greatly reducing parasite numbers in a
mouse model of visceral leishmaniasis (137).

Increased levels of cysteine proteases, and the concomi-
tant decrease of cystatin, has been observed in various
cancers (138, 139), and cystatin has been shown to inhibit
tumor invasion in ras-transformed breast epithelial cells
(140), suggesting a role for chicken cytstatin in cancer
therapy.

The use of chicken cystatin has also been recently
suggested for food preservation applications, including its
use to inhibit autolysis or gel softening in seafood (141).

8. Ovomacroglobulin (Ovostatin)

Ovomacroglobulin, also referred to as ovostatin, is a gly-
coprotein composed of four subunits, each with a molecular
weight of 175 000 Da, joined in pairs by disulfide bonds
(142). It has demonstrated broad-spectrum inhibitory
activity against various types of proteases, including ser-
ine proteases, cysteine proteases, thiol proteases, and met-
alloproteases (142, 143).

The antimicrobial effects of ovomacroglobulin against
Serratia marcescens and Pseudomonas aeruginosa, due to
its proteinase inhibitory action, have been studied exten-
sively both in vitro (143–146). In vivo, it was found to reduce
corneal destruction in an experimental keratitis model in rab-
bits, as well as to accelerate wound healing (146, 147).
Ovomacroglobulin was also found to enhance periodontal
wound healing in rats, by accelerating fibroblast growth, col-
lagen deposition, and capillary formation in tissue (148).

The proteinase inhibitory effects of ovomacroglobulin
have also demonstrated a number of other biological effects,
including the suppression of septicemia by P. aeruginosa
and Vibrio vulnificus due to the inhibition of kinin generat-
ing proteases (149, 150), the in vitro inhibition of the inflam-
matory proteinase medullasin (151), and the suppression
of metalloproteinases and enhanced vascular permeability in
skin tissues, which play a role in tumor metastasis (152).

9. Ovoinhibitor

Another proteinase inhibitor in egg white, ovoinhibitor is
a glycoprotein composed of a single 447-amino acid
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polypeptide (153, 154) with a reported molecular weight
between 46 000 and 49 000 Da (153, 155, 156). Like 
ovomucoid, ovoinhibitor is a serine proteinase inhibitor,
inhibiting enzymes such as trypsin, chymotrypsin, and elas-
tase, as well as various bacterial and fungal proteinases
(155–157).

Ovoinhibitor has been found to prevent the develop-
ment of rotavirus induced gastroenteritis in a mouse model
of rotavirus infection (158), and to inhibit the formation of
active oxygen species by human polymorphonuclear leuko-
cytes, which are associated with inflammatory diseases,
mutagenicity and carcinogenicity (159). It has also been
used to study models of autoimmune arthritis in mice
(160) as well as for biochemical applications such as the
removal of contaminating proteinases from protein solu-
tions, and the purification of serine proteinases (161, 162).

Proteinases are involved in the regulation of a number
of biological processes, and have been implicated as con-
tributors in several diseases, including viral diseases such
as HIV (163), and Alzheimer’s disease (164). Proteinase
inhibitors, therefore, such as those from egg white, have
significant potential for the treatment and prevention of
proteinases-mediated diseases.

C. EGG YOLK

Several biological activities are associated with egg yolk
components, and are summarized in Table 90.2.

1. Immunoglobulin (Ig) Y

Immunoglobulin (Ig) Y is the functional equivalent of IgG,
the major serum antibody in mammals (165). It is trans-
ferred to the developing embryo, to give acquired immunity
to the chick (166, 167). The yolk then may contain from 
5 to 25 mg/mL of IgY (168, 168). Specific IgY can be pro-
duced by immunization of chickens with the desired pro-
tein, and then conveniently purified from the egg yolk
(165, 170). The use of egg yolk antibodies presents many
advantages over those produced in mammals, including
being less invasive and less stressful on the animal, being
more cost-efficient, and resulting in a higher yield of anti-
body per animal (165, 169). As well, yolk antibodies do
not activate the mammalian complement system or inter-
act with mammalian Fc receptors that could mediate
inflammatory response in the gastrointestinal tract (165).

While IgY has been applied for numerous immuno-
diagnostic and immunoaffinity purification purposes,
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TABLE 90.2
Biological Properties of Egg Yolk Components
Component Properties Reference

Immunoglobulin Y Antibacterial activity 177–191, 194, 195
Antiviral activity 172–176, 192, 193
Reduction of dental caries 196–199
Anti-venom applications 200, 201
Anti-inflammatory action 203
Cancer targeting and drug delivery of anti-tumor drugs 204

Phosvitin Enhancement of calcium binding by phosvitin-derived peptides 212, 213
Antioxidant activity 214

LDL Immunomodulating activity 217, 218
Cryoprotectant 219

Sialic acid Receptor functions 223
Anti-inflammatory activity 224–227

Sialyloligosaccharides Antiviral activity 232
Antibacterial activity 233

Yolk lipids Antioxidant activity 220, 234
Important for maintenance of cell membranes 234, 237
Drug carrier 220
Treatment of Smith-Lemli-Opitz syndrome 239

Phospholipids Drug delivery to tumors and brain (via liposomes) 242–245, 246
Reduction of necrotizing enterocolitis in infants 247
Reduction of serum cholesterol 248, 249
Increase in acetylcholine concentrations, and improvement in memory 250–252

retention and brain function
Antiviral activity 253
Source of DHA and AA, which possess anti-tumor, anti-thrombic, 255, 266–274

anti-inflammatory, anti-hypertensive, vasodilatory, and hypolipidemic effects
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considerable research has focused on the use of IgY for
immunotherapeutic applications, especially for the oral
passive immunization of immunocompromized individu-
als against various bacteria and viruses. IgY has been 
produced against several bacteria and viruses, and has
been shown to bind to and inhibit the infection and disease
symptoms, in vitro and in vivo, of gastrointestinal
pathogens such as human and bovine rotavirus (171–175),
bovine coronavirus (176), Escherichia coli (177–183),
Salmonella spp. (184–188), Yersinia ruckeri (189),
Edwardsiella tarda (190), Helicobacter pylori (191),
porcine epidemic diarrhea virus (192), infectious bursal
disease virus (193), Staphylococcus aureus (194, 195) and
Pseudomonas aeruginosa (194).

Egg antibodies against Streptococcus mutans have been
shown to prevent adhesion of the bacteria in vitro and in
vivo, and reduced dental caries development in an animal
model (196–199). Chicken anti-venom IgY has been pro-
duced, for treatment of snake and spider bites, and was
found to have a higher bioactivity than anti-venom raised
in horses (200, 201). IgY also has a lower likelihood of
producing significant clinical side effects, such as serum
sickness and anaphylactic shock, which can occur upon
administration of mammalian serum proteins (200, 202).

The use of IgY has also been examined to replace the
anti-inflammatory drugs used to treat Crohn’s disease and
ulcerative colitis. Worledge et al. (203) reported that anti-
TNF antibodies produced in chickens were capable of
effectively treating acute and chronic phases of colitis in
rats, and were also found to neutralize human TNF in vitro,
indicating its possible use for the treatment of inflamma-
tory bowel disease in humans.

Finally, IgY has been suggested for use in targeting
cancer cells, to act as a carrier for anti-tumor drugs (204).

2. Phosvitin

Phosvitin is a highly phosphorylated protein with a mole-
cular weight of 35 000 Da, containing 10% phosphorus and
6.5% carbohydrates (205). It contains 123 serine residues,
which account for 57.5% of the total amino acid residues
(206). Ninety-five percent of the iron in eggs is present in
the yolk and is bound to phosvitin (207); however, its
bioavailability is very low (208). This is due to the strong
binding of phosvitin, or its phosphopeptide derivatives,
with Fe3�, and the formation of phosvitin-iron complexes
which promote the precipitation of iron in the small intes-
tine. Thus, phosvitin is presumed to be responsible for the
poor bioavailability of egg yolk iron (209–211). However,
Jiang and Mine (212, 213) produced functional phospho-
peptides, with a molecular weight of 1000–3000 Da,
derived from tryptic hydrolysis following partial alkaline
dephosphorylation. These peptides exhibited enhanced
calcium-binding capacity and inhibited the formation of
insoluble calcium phosphates. These results suggest that

novel functional phosvitin phosphopeptides may have
potential applications as nutraceuticals.

Phosvitin also demonstrated a capacity to inhibit iron
catalysis of phospholipid oxidations (214). Thus, phosvitin
could be useful in foods as a natural antioxidant.

3. Lipoproteins (Low Density Lipoproteins, LDL)

The low density lipoproteins (LDL) fraction of yolk plasma
is composed of 89% lipid and 11% protein (215). The
lipid content of LDL is 70% triacylglycerol, 4% choles-
terol, and 26% phospholipids (216).

The proliferative activity of LDL has been demon-
strated using human histocytic lymphoma cells (U-937),
human monocytic leukemia cells (THP-1) and U-937-
derived macrophage-like cells (U-M) (217). LDL was also
shown to enhance the production of IgM in human-human
hybridomas (218).

LDL is widely used as a cryoprotectant for bull semen
and it has shown better efficiency than commercial exten-
ders (219).

4. Sialic Acid

Sialic acid is a general term for derivatives of neuraminic
acid which have an acyl group on the amino nitrogen. The
most widely distributed sialic acid in nature is N-acetyl-
neuraminic acid (Neu5Ac) (220). Egg yolk has been exam-
ined as a source of sialic acid, and was found to be an
excellent source for the large scale preparation of Neu5Ac
(221, 222).

Sialic acids possess many biological functions, includ-
ing acting as receptors for microorganisms, toxins, and
hormones, and masking receptors and immunological
recognition sites of molecules and cells (223).

Sialic acid may act as an anti-inflammatory agent.
Cells carrying a carbohydrate ligand called sialyl-Lewis 
X were found to bind to endothelial leukocyte adhesion
molecule-1 (ELAM-1), which mediates the adhesion of
circulating leukocytes to the vascular endothelium during
inflammation (224, 225). The anti-inflammatory effects of
sialyl-Lewis X were also shown in vivo, reducing lung
injury in rats (226) and reducing tissue injury in rabbit ears,
caused by a temporary increase in blood supply (227).

Finally, a sialic acid analogue, zanamivir, has demon-
strated potent antiviral effects, and was found to reduce
the symptoms of influenza infections in humans, by
inhibiting influenza A and B virus neuraminidases,
enzymes essential for the release of virus from infected
cells (228).

5. Sialyloligosaccharides

Several sialyloligosaccharides in chalaza, egg yolk 
membrane and delipidated egg yolk have been isolated by
acid hydrolysis or protease digestion (229, 230). These
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sialyloligosaccharides are likely to be naturally present as
glycoproteins or glycopeptides (230). A sialylglycopeptide,
Lys-Val-Ala-Asn-Lys-Thr, the Asn of which was modified
with the disialylglycan moiety, was isolated from egg yolk
(231). Sialylglycoconjugates, sialylgangliosides, sialy-
loligosaccharides and sialylglycoproteins have been
reported to play various important roles in animal and
human tissue cells.

The oligosaccharide-enriched fraction of sialyloligosac-
charide was found to significantly inhibit rotavirus infec-
tion both in vitro and in vivo, with the sialic acid moiety
of the oligosaccharide playing an important role in the
inhibition (232). Sialyloligosaccharides also inhibited
Salmonella infection not by activating macrophages, but
by inhibiting the entry of bacteria through the gut (233).

6. Yolk Lipids

Dry egg yolk contains approximately 60% lipids (234),
and of this around 65% is triglyceride, 28% is phospholipid,
and 5% is cholesterol (8). The fatty acid composition of
the lipid fraction of egg yolk varies, and is influenced by
the type of fat in the hen’s diet (8). Egg yolk lipids have
found numerous applications in the food, cosmetic, phar-
maceutical and nutraceutical industries.

Egg yolk lipids are natural surfactants, and have been
applied in the food industry as emulsifying, wetting, and
dispersing agents, releasing agents, sealants and lubri-
cants (234). Food products containing unsaturated fatty
acids are often susceptible to oxidation. To prevent this
antioxidants are commonly added; however the safety of
synthetic antioxidants is often questioned (220, 235). Yolk
lipids have been shown to possess antioxidant activity in
fish oil, vegetable oil, and animal oil, both alone and in
conjunction with primary antioxidants (234–236). Egg
yolk lipids have also been used in the cosmetic industry,
due to their non-toxic nature, as they replenish lipid defi-
ciency in the skin and closely resemble skin lipids (234).

Rabinowich et al. (237) noted that the administration
to elderly individuals of an egg yolk-derived lipid mix-
ture, formulated for in vivo rectification of rigidified cell
membranes in an attempt to restore proper physiological
function, resulted in an increase in lymphocyte responsive-
ness, and suggested that immune functions may be modu-
lated by the dietary manipulation of lipids.

A well established parenteral fat emulsion derived from
egg yolk lipids is often used as a carrier of fat soluble
drugs (220).

Cholesterol is an important component in cell mem-
branes and is needed for the growth of infants. As well, it
is a precursor of bile acids, sex hormones and cortex hor-
mones (234). The supplementation of infant formulas with
egg yolk lipids has been suggested to more closely resem-
ble the mother’s milk; it has been found that while pro-
viding essential nutrients, the yolk lipids did not result in

an increase in plasma cholesterol, indicating that it could
safely be included in the infant diet (238). Egg yolk cho-
lesterol has also been suggested for use in the treatment of
Smith-Lemli-Opitz syndrome, a condition in which the
activity of 7-dehydrocholesterol delta(7)-reductase, the final
enzyme in cholesterol biosynthesis, is reduced resulting in
reduced plasma and tissue concentrations and an accumu-
lation of cholesterol precursors. Patients receiving supple-
mental dietary cholesterol from egg yolk exhibited a
significant increase in plasma cholesterol levels, and a
decrease in plasma levels of cholesterol precursors which
may be toxic (239).

7. Phospholipids

Phospholipids (PLs) are lipids which contain phosphate
and have a glycerol-phosphate backbone (234). About
31% of the egg yolk lipids are PLs (234), of which phos-
phatidylcholine (PC) makes up around 73% of the total
PLs, followed by phosphatidylethanolamine (PE 15%),
lysophosphatidylcholine (LPC 5.8%), and sphingomyelin
(SM 2.5%). The remaining 3.7% is made up of lysophos-
phatidylethanolamine (LPE 2.1%), plasmalogen (0.9%)
and inositol phosholipid (IP) (240).

Phospholipids are amphiphilic molecules, having both
polar and non-polar groups, therefore most PLs will spon-
taneously form a bilayer when exposed to an aqueous envi-
ronment (234), making them ideal for studying membranes
and preparing liposomes (aqueous compartments enclosed
by a lipid bilayer), the latter of which the main constituent
is PC (220). Phospholipids from soy beans are typically
used to prepare liposomes, but egg yolk PLs present several
advantages, including high entrapment efficiency, stability,
and low cost (241). Egg PC-containing liposomes have
been shown to be effective for drug delivery to tumors
(242–254), and for drug delivery to the brain (246), reduc-
ing the toxicity and side effects, as well as prolonging the
concentration compared to the free drug by itself.

Feeding infants with formula containing egg PLs was
found to reduce the incidence of necrotizing enterocolitis,
suggesting that one or more of the compounds of egg PLs
may enhance the immature intestinal functions of infants
(247).

Egg yolk PLs were also shown to decrease serum cho-
lesterol levels in rats (248), with PC in particular reducing
the intestinal absorption of cholesterol (249). As well, PLs
have been found to improve memory retention and increase
concentrations of acetylcholine, a neurotransmitter which
decreases in concentration in cases of Alzheimer’s disease
(250, 251). A diet including egg PC was also found to
enhance “maze-learning” ability and brain functions in
old mice (252).

It has been suggested that egg PLs may exert a degree of
antiviral activity by interfering with the viral envelope 
formation, and by protecting or restoring transmembrane

Eggs as Nutritional and Functional Food Ingredients 90-11

DK9848_C090.qxd  13/Aug/05  02:21 PM  Page 11



signaling functions in host cells (253). Furthermore, bac-
terial or viral infections may also be reduced by an acti-
vation of immune cells by egg PLs, as immune cells
grown in vitro require exogenous fatty acids, which could
be provided by egg PLs (253).

The more recent focus has been on the specific PL
components namely arachidonic acid (AA), docosa-
hexaenoic acid (DHA), and choline, whose metabolic prod-
ucts may play a role in membrane integrity, modulation of
the membrane, and activation of immune cells (253). Egg
yolk PC is a significant source of choline, which is an
important nutrient in brain development, liver function,
and cancer prevention (254). DHA and AA are important
in the maintenance of normal neural functions, and have
been shown to promote effects that are hypolipidemic, anti-
thrombic, vasodilatory, and anti-inflammatory (255). DHA
and AA will be discussed in more detail later.

IV. MODIFICATION OF YOLK LIPIDS FOR
HEALTH BENEFITS

It has already been demonstrated that eggs possess a num-
ber of compounds beneficial for human health. However,
the laying hens’ diet can be manipulated to modify the
resulting egg yolk lipids, and further enhance the nutri-
tional benefits of the eggs.

Considerable focus has been placed on the enrichment
of eggs with long chain omega (ω-3 polyunsaturated fatty
acids (PUFAs), the � referring to the position of the first
double bond counted from the terminal methyl carbon of
the fatty acid (255). The health benefits of ω-3 fatty acids
are significant, suggested for the prevention and treatment
of hypertension, arthritis, autoimmune disorders, as well
as inhibiting certain cancers, and being essential for fetal
brain and visual development (255).

It is widely recognized that the Western diet is defi-
cient in �-3 PUFAs, which include linolenic acid (LNA),
eicosapentaenoic acid (EPA), docosapentaenoic acid
(DPA), and docosahexaenoic acid (DHA), and which can
generally be obtained through the consumption of fish
(256). Consequently, the ratio of ω-6 fatty acids, which
include linoleic acid (LA) and arachidonic acid (AA) and
come from sources such as vegetable oils, to ω-3 fatty
acids is approximately 20–30:1, rather than the desired
ratio of 1–2:1 (257).

Researchers have been actively pursuing the design of
a commercially viable ω-3 fatty acid-rich egg for several
years (258). A number of dietary supplements have been
shown to increase the ω-3 PUFA levels in hens’ eggs, each
producing a different ω-3 fatty acid distribution. These
include flax seed, canola seed, fish oils, marine algae, lin-
seed oil, vegetable oils and oil mixtures (256, 259, 260).
This research has resulted in the production of so called
“designer eggs,” capable of supplying around 600 mg of

total ω-3 fatty acids, which is approximately equivalent to
a 100 g serving of fish (261). The feeding of conjugated
linoleic acid (CLA) to hens’ has also been suggested as a
method to manipulate the fatty acid profile of egg yolk
(262, 263).

Because ω-3 PUFAs are highly susceptible to peroxi-
dation, the addition of vitamin E to hens’ diets, along with
the ω-3 PUFAs, has been examined, to control the pro-
duction of cytotoxic aldehydic lipid peroxidation products
during production and storage of the eggs (264). Cherian
et al. (265) also described the addition of palm oil to hens’
diet to increase the levels of antioxidants (tocopherol,
tocotrienol, carotene, and retinol) in the egg yolk.

Lewis et al. (260) found that feeding individuals four
ω-3 PUFA-enriched eggs a day for four weeks did not sig-
nificantly increase plasma cholesterol and low-density
lipoprotein (LDL) levels. Rather, plasma triglycerides and
blood platelet aggregation decreased, and it was suggested
that the inclusion of ω-3 PUFAs may influence LDL par-
ticle size, resulting in a less artherogenic particle.

The health benefits of ω-3 PUFAs have been well doc-
umented. Dietary ω-3 PUFAs have been shown to exert
antihypertensive effects and decrease blood pressure in
hypertensive rats, as well as altering the fatty acid compo-
sition of plasma triacylglycerols, cholesterol esters and red
blood cell total lipids (266–268). DHA has demonstrated
anti-tumor activity against various cancers, inhibiting the
growth of and inducing apoptosis in Caco-2 colon cancer
cells (269, 270), inhibiting carcinogenesis and reducing
tumor size and number in a multi-organ carcinogenesis
model in rats (271), as well as increasing the toxicity of
anti-tumor drugs in tumor cells. The results indicate that
DHA may have the potential to selectively target anti-
tumor drugs to the tumor cells while at the same time
reducing toxicity towards host cells (272). It has also been
suggested that ω-3 PUFAs possess immunomodulatory
activity, and their consumption may be useful for the man-
agement of inflammatory and autoimmune diseases (273,
274). Finally, ω-3 PUFAs, and DHA in particular, have
demonstrated a key role in infant health, increasing visual
acuity and cognitive development (275, 276), and improv-
ing PUFA profile in infants with cholestasis (277).

Therefore, ω-3 PUFA-enriched eggs may help to
increase the intake of ω-3 fatty acids in the general popu-
lation, leading to a restoration of the ω-6 to ω-3 fatty acid
ratio, and resulting in increased health benefits of egg
consumption.

V. SUMMARY

Egg is the largest biological cell known which originates
from one cell division and is composed of various important
chemical substances that form the basis of life. Therefore,
the avian egg is considered to be a storehouse of nutrients
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such as proteins, lipids, enzymes and various biologically
active substances including growth promoting factors as
well as defence factors against bacterial and viral inva-
sion. In the last decade, numerous extensive studies char-
acterizing biophysiological functions of egg components
and seeking novel biologically active substances in the
hen eggs have been conducted. By compiling a review of
these studies into a single focussed work, this review pro-
vides evidence that hen eggs contain various biologically
active substances with specific benefits for human health
and would be ideal sources for medical, cosmetic,
nutraceutical and food-fortification applications. Our base
of knowledge is dynamic and rapidly expanding with new
information continually appearing.
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I. INTRODUCTION

This chapter will attempt to cover the importance of
enzymes in the biotransformation of a number of food
products. The existence of enzymes has been known for
well over a century. In 1835 the Swedish chemist Jon
Jakob Berzelius found the catalytic action of enzyme. The
first enzyme obtained in pure form was in 1926, by James
B. Sumner of Cornell University. Sumner was able to iso-
late and crystallize the enzyme urease from the jack bean.
His work earned him the 1947 Nobel Prize (1).

Although a reaction may have a large negative Free
Energy (��G) value, it does not necessarily proceed at a
measurable velocity. For example the oxidation of glucose
to CO2 and H2O has a �G value of �163 kJ/mole. Yet, crys-
talline glucose or a sterile solution of glucose does not
spontaneously oxidize in the presence of air. The rate of a
reaction depends on the number of molecules that attain 
a certain minimum “activation energy.” The activation
energy is a barrier that must be overcome for the reaction
to take place spontaneously.

The activation energy for a chemical reaction could be
supplied by adding heat to the system to raise the temper-
ature. However, living biological systems can only exist
within narrow temperature limits and have no mechanism
to specifically add heat to certain reactions and not to oth-
ers. Enzymes are catalysts that increase the rate of specific
chemical reactions in biological systems by lowering the
activation energy required. All known enzymes are pro-
teins. They have molecular weights ranging from 10,000
to 2,000,000, but most fall in the range 15,000 to 60,000.
Many enzymes require the presence of other compounds
called cofactors before their catalytic activity can be
exerted. This entire active complex is referred to as the
holoenzyme; i.e., apoenzyme (protein portion) plus the
cofactor (coenzyme, prosthetic group or metal-ion-activa-
tor) is called the holoenzyme (1).

Apoenzyme � Cofactor � Holoenzyme

The cofactor could be:

1. A coenzyme — a non-protein organic sub-
stance which is dialyzable, thermostable and
loosely attached to the protein part.

2. A prosthetic group — an organic substance which
is dialyzable and thermostable which is firmly
attached to the protein or apoenzyme portion.

3. A metal-ion-activator — these include K�,
Fe��, Fe���, Cu��, Co��, Zn��, Mn��, Mg��,
Ca��, and Mo���.

Specificity of enzymes makes them important as diagnos-
tic and research tools. A few enzymes exhibit absolute
specificity. Other enzymes are specific for a particular
type of chemical bond or functional group. In general,
there are four distinct types of specificity:

● Absolute specificity — the enzyme will cat-
alyze only one reaction.

● Group specificity — the enzyme will act only on
molecules that have specific functional groups,
such as amino, phosphate and methyl groups.

● Linkage specificity — the enzyme will act on a
particular type of chemical bond regardless of
the rest of the molecular structure.

● Stereochemical specificity — the enzyme will
act on a particular steric or optical isomer.

Though enzymes exhibit great degrees of specificity,
cofactors serve many apoenzymes. For example,
nicotinamide adenine dinucleotide (NAD) is a coen-
zyme for a great number of dehydrogenase reactions in
which it acts as a hydrogen acceptor, e.g. alcohol dehy-
drogenase, malate dehydrogenase, and lactate dehydro-
genase reactions. Enzymes are used in the food industry
as processing aids or to improve or maintain the quality
of various food products. Use of enzymes further pro-
vide the possibilities for novel product and process
developments.

The world market for sale of industrial enzymes has
more than doubled in the last six years and is projected to
more than triple in 2005 what it was in 1992 (Table 91.1).

II. ENZYME CLASSIFICATION

There are six classes of enzymes and they are denoted by
an EC number according to the Enzyme Commission. The
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Table 91.1
Industrial Enzymes: Worldwide Market Forecast, 1997–2002 ($Million)
Market Sector 1997 1998 2002 % Average Annual Growth Rate

1997–2002

Food and animal feed 705.0 729.7 833.1 3.5
Detergents/cleaners 475.2 498.0 600.9 4.8
Textiles, leather, and fur 161.0 164.2 182.7 2.0
Pulp and paper 97.6 104.3 136.0 6.9
Chemicals manufacture 59.2 60.8 67.6 2.7
Total 1,498.0 1,557.0 1,820.3 4.0

Source: Business Communications Company, Inc. (May 11, 1998)
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first digit is the class (general reaction type — see below).
The second digit is the bond involved. The third digit
defines the bond more closely and a fourth, the number of
enzymes identified to date performing the function (over
90 in the case of alpha-amylases).

Six classes of enzymes published in Enzyme
Nomenclature 1992 (2) are shown below:

1. Oxidoreductases (EC 1…) — Catalyse 
oxidation–reduction reactions. Act on a number
of groups, each group has a number. For exam-
ple: CH-OH is 1.1; Aldehyde is 1.2; peroxide is
1.11; superoxide radical is 1.15, etc. Examples:
dehydrogenases, oxidases, hydroxylases.

2. Transferase (EC 2…) — Catalyse functional
group transfers. Transfer the following groups.
For e.g. one carbon is 2.1; aldehydes or ketones
2.2; acyl 2.3; glycosyl 2.4; etc. Examples:
kinases, aminotransferases.

3. Hydrolases (EC 3…) — Catalyse hydrolysis
reactions. Hydrolyse the following bonds. For
e.g. ester 3.1; glycosidic 3.2; ether 3.3; peptide
3.4 etc. Examples: trypsin, carboxypeptidase,
amylase, maltase.

4. Lyases (EC 4…) — Catalyse elimination or
addition of groups to form double bonds. Lyse
the following bonds. For example, C-C 4.1; 
C-O 4.2; C-N 4.3; C-S 4.4; C-halide 4.5; P-O
4.6; other 4.99. Examples: synthases, decar-
boxylases, fumarase, aldolase.

5. Isomerases (EC 5...) — Catalyse reactions that
alter the structure but not the composition
(optical, geometric or structural isomers).
Isomerise a given molecule. For example, race-
mases and epimerases EC 5.1; cis-transe isom-
ersase EC 5.2; intra oxidoreductase EC 5.3; etc.
Example: gluose-6-phosphate isomerase.

6. Ligases (EC 6…) — Catalyse coupling of two
compounds along with hydrolysis of a phos-
phoanhydried bond. Act on compounds form-
ing the following bonds. For eg. C-O 6.1; C-S
6.2; C-N 6.3; C-C 6.4; P-ester 6.5. Example:
synthetases, DNA Ligase.

III. PRODUCTION OF ENZYMES

Enzymes were originally extracted in very impure forms
from animal and plant sources. Today, however, industrial
production is usually via a bacterial, fungal, or yeast fer-
mentation. Such fermentations are usually carried out
using well tried and tested species — notably the fungi
Aspergillus niger, A. oryzae; bacteria Bacillus subtilis,
Streptomyces griseus; or yeasts Saccharomyces cere-
visiae, Kluyveromyces fragilis (3). These species have the
advantage that regulatory authorities worldwide recognize
them as safe.

A major problem with many enzymes is that the out-
put from fermentation is not a single pure enzyme of well
defined concentration. Much work has been concentrated
on achieving reproducible products. There are a number of
companies in the western world producing enzymes com-
mercially, of which 10–12 are major players.

A. APPLICATIONS

Classic enzyme modulated reactions in food processing
include:

● Starch hydrolysis using amylases (brewing,
ethanol and glucose production, baking)

● Other carbohydrases such as beta-glucanase and
pectinase in wine processing, beer, and juice
clarification

● Proteinases both have a role in viscosity reduc-
tion (endoproteases) and Maillard reaction
flavouring (exoproteases)

● Lipases and proteases are critical to the devel-
opment of cheese flavours — especially
enzyme modified cheese

B. LEGISLATION

Enzymes in the EU are almost always treated as process-
ing aids, rather than components of the food matrix. In
these circumstances, they do not currently need to be
declared on a label.

In recent years, the issue of genetically modified
(GM) foods has caused concern to food manufacturers.
Without considering the scientific logic of the issue, the
current legislative climate in the EU requires that labeling
identifies the possibility that GM ingredients are, or may
be, present. In this context, it is likely that the processing
aid exception may be reviewed and this could have a sig-
nificant effect in slowing the development of novel and
more efficient enzyme systems.

IV. USE OF ENZYMES IN FOODS

A. USE OF ENZYMES IN JUICE MANUFACTURE

Plant tissue contains vacuoles, which contain all the
water-soluble components and their precursors such as
sugars, acids, salts etc. The vacuole is enclosed in a semi-
permeable membrane system consisting of lipoproteins
that allows transport of only the water molecules.

This is how osmotic pressure is created — presses the
membranes against the cytoplasm and cell wall — gives
turgor pressure, which keeps the fruits and vegetables firm
and fresh.

The cell walls are also permeable. They are rigid
structures consisting of pectin, cellulose, and hemicellu-
lose. Pectin is the main constituent of middle lamella,
which glues the cells together (Figure 91.1).
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Enzymes are located in mitochondria found in the
cytoplasm. Juice is really the cell sap, which can only be
obtained by destroying the membrane. This can be done
by mechanical cell disruption, or exposing the vacuoles
when the restraining cell walls are enzymatically
removed, or by denaturing the membrane in diffusion
processes with hot water or alcohol.

1. Pressing

The traditional way of making fruit juice is by pressing.
It is essentially a process of cell disruption with mechan-
ical separation. Different techniques are used for clear
and cloudy juices. Cell disruption means the compart-
mentalization of the tissue is destroyed. As a conse-
quence many chemical, biochemical, and physical
changes may occur.

Pectin is important in juicing, because a fraction of
the pectin is found in the soluble form in the cell wall. It
becomes dissolved in the liquid phase during grinding and
pressing. The pectin in the juice can cause the following
changes:

1. Increase in viscosity
2. Stabilize the cloud particles
3. Cause gelling of concentrates
4. Cause formation of flocks during storage

Clarification treatments therefore include enzymatic
degradation of pectin using commercial fungal enzymes
with strong pectolytic activity. A schematic diagram of a
pectin molecule and the points of attack of the pectolytic

activities (4, 5) are illustrated in Figure 91.2. Pectin is a
chain of 1-4 linked galacturonic acids, part of which is
esterified with methanol.

Pectin Lyases depolymerise highly esterified pectin
by splitting glycosidic linkages next to methylesterified
carboxyl groups through a β-elimination process. Another
depolymerisation pathway is by the combination of pectin
esterase (PE), also known as Pectin methyl esterase
(PME) and polygalacturonase (PG).

PE splits off methanol from highly esterified pectin,
transforming it into low ester pectin, which is hydrolyzed
by PG attacking glycosidic linkages next to a free carboxyl
group. PE and PG are also found as endogenous enzymes.

Pectate Lyase (PAL) also attacks glycosidic links next
to a free carboxyl group. Thus PE also prepares the sub-
strate for this enzyme.

PAL is a bacterial enzyme and is not found in fruits
and vegetables or enzyme extracts from fungal prepara-
tions. It has a high pH optimum and is unsuitable for fruit
processing.

2. Clarification of Juice

For clarification of juice, only the pectolytic activities are
necessary. Raw pressed juice is a viscous liquid with a
persistent cloud of cell wall fragments and complexes of
such fragments with cytoplasmic protein.

Addition of pectinase lowers the viscosity and causes
the cloud particles to aggregate and sediment, and can be
easily centrifuged off (see Figure 91.3). This mechanism
was first proposed by Yamasaki in 1964 (6) and elucidated
in another paper by him and his colleagues in 1967 (7).
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Figure 91.1 Schematic diagram of a parenchymal cell.
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The cloud particles have a protein nucleus with a pos-
itive surface charge, coated by negatively charged pectin
molecules. Partial degradation of these pectin molecules
by PG enzymes results in the aggregation of oppositely
charged particles.

The reduction in viscosity of raw juice is also brought
about by the action of pectinase enzymes (PG and PE). This
same effect is also brought about by pectin lyase (PL),
which is found in small amounts in commercial enzyme
preparations. Pectin degradation is also important in the
manufacture of high Brix concentrates to avoid gelling
and the development of haze.

Clarification also includes starch degradation by amy-
lase in cases where starch is present and has had the
chance to gelatinize. Haze formation occurs in apple and

pear juices that have been sparkling clear, after concentra-
tion and storage. Analysis of the haze has shown that most
of it due to arabinans with α–(1-5) main chain and α–(1-3)
side chain. These can be hydrolyzed by a combination of
exo- and endo-arabinases (4).

3. Pulp Enzyming

Certain fruits do not press well after storage or if they are
over-ripe. e.g. apples, plums, nectarines, etc. develop a
mealy texture — does not give rise to good juice extrac-
tion. This is due to large fractions of pectin that have been
solubilised, so that the viscous juice adheres to the pulp.
Use of pressing aids such as cellulose fiber or rice hulls
can improve this situation.

Pectolytic enzymes can also be used to for juicing of
soft fruits. Breakdown of pectin releases thin free-flow
juice, so that at high pressures a thin juice can be extracted.
Prevention of the inactivation of added enzymes by
polyphenols is an important aspect of the process.

In the case of apples, endogenous Polyphenol oxidase
(PPO) is encouraged to oxidize the phenols by aeration
and polymerize. The polymerized phenols are unable to
combine with the added enzymes. An alternative is to add
PVPP to bind the phenols.

Enzyme preparations that work well with juice clari-
fication are also suitable for enzyme treatment of pulp. In 
the case of apples, any combination of enzymes that 
de-polymerize highly esterified pectin can be successfully
used (8).

A better release of anthocyanins of fruits into the juice is
also achieved by cell wall destruction by pectinase enzymes.
This is also a distinct advantage in red-wine making.
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4. Liquefaction

Commercial preparations of cellulase obtained from
Trichoderma species became available in the 1970s.
Degradation of crystalline cellulose requires a particular
set of enzymes. With respect to hydrolysis, cellulases
can be divided into endo- and exo-acting enzymes. The
presence of exo-β-glucanase (C1 cellulase or cellibiohy-
drolase) is typical of cellulase preparations which are
able to degrade highly ordered cellulose to form cel-
lobiose (4).

Degradation of crystalline cellulose is believed to
occur at the surface of the cellulose fibril by endo-
β-glucanase, followed by exo-β-glucanase. Cellibiose, a
competitive inhibitor of cellulases, is hydrolyzed by cel-
lobiase to glucose.

A combination of cellulase and pectinase act syner-
gistically, to decrease the viscosity dramatically (9). The
low viscosity values reached corresponds to complete liq-
uefaction shown by the disappearance of cell walls under
a microscope. Enzyme liquefied papaya and cucumber are
almost clear, apples and peaches are cloudy, carrots are
pulpy. This depends on the accessibility of the cell com-
pounds to the enzymes.

The exo cellulase (C1 cellulase) works in cooperation
with endo-β-glucanase (CX-cellulase) and a β-glucosidase
also known as cellobiase (Figure 91.4). Cellobiose, the dis-
accharide obtained by partial hydrolysis of cellulose, con-
sists of two D-glucopyranoses joined by a 1,4�,-beta-
glycoside bond (Figure 91.5). Both maltose and cellobiose
are reducing sugars because the anomeric carbons on the
right-hand sugar are part of a hemiacetal.

Liquefaction products can be clarified further by the
usual techniques. The action of enzymes in these products
can be followed by comparing the amount of galacturonic
acid and neutral sugars found in alcohol insoluble solids
(AIS) compared to those of the untreated (control) prod-
ucts. It has been found that the pectinase activity alone
releases about 75% of the pectic material. Cellulose alone
had very little activity on pectin and solubilized only 22%
cellulose. No glucose was released from cellulose.
Combined pectinase and cellulase released 80% of the
polysaccharides. This is the synergistic effect noticed in
pulp viscosity experiments. The breakdown products
increase the soluble solids content in the juices. Thus high
yields of juice and solids are obtained.

Liquefaction enzymes are important in the manufac-
ture of fruit and vegetable juices, which yield no juices on
pressing. For example mango, guava, banana, durian, etc.
No presses have been developed for extracting juices from
such products. Therefore there is good potential for using
enzyme liquefaction technique to manufacture juices from
such tropical fruits.
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One has to be carefully with the choice of selecting
commercial enzymes used for enzyme liquefaction. Most
commercial enzymes have a number of side activities
other than the major activities. Thus some of the fruity
esters may be hydrolyzed and the finished product may
give rise to bland/reduced flavor intensities (4, 9).

Enzyme liquefied juices may have an increase in
titratable acidity and may have an enhanced the acid taste.
Free methanol from Pectinesterase is also present from
about 60–450 mg/L of the juice. The presence of these
high levels of MeOH is of concern to consumers as
MeOH is regarded as a poison.

The lethal dose is highly variable, ranging from less
than 10 mL to more than 500 mL of MeOH, which is 
well within the amounts found in highly enzyme treated
products.

● Although methanol itself is relatively innocu-
ous, it is metabolized to the toxic byproducts
formaldehyde and formic acid, which are
responsible for its ocular and CNS toxicity.

● Because of the relatively slow conversion of
methanol to its toxic metabolites, there is fre-
quently a delay between the time of ingestion
and the development of toxic signs and symp-
toms. This delay typically ranges from 12–24
hours.

● Toxic signs and symptoms include:
– Ocular: blurred vision, scintillations, decrea-

sed visual acuity, scotomata, unreactive
pupils, papilledema, partial or complete
blindness. Blindness may be permanent in
survivors.

– CNS: drunkenness, stupor, coma, seizures,
meningeal signs, cerebral edema, basal gan-
glia infarction.

– GI: nausea, vomiting, epigastric pain, gastri-
tis, GI hemorrhage, pancreatitis.

– Respiratory: faint odor of methanol or
formaldehyde on breath, respiratory failure.

● Severe degrees of poisoning may be associated
with profound metabolic acidosis, circulatory
shock, and death.

In the modern fruit juice industry, volatiles are stripped off
from the juice and are traded separately. Therefore it is
possible to control the MeOH content in the finished
product. Enzyme treated juices can undergo more rapid
browning reactions compared to the traditional juices, due
to the presence of reducing sugars.

Enzymatically extracted apple juice is yellowish 
in color because of the yellow flavanol glucosides
(quercitin).

The comparison of volatiles of apple juice obtained
by pressing and by liquefaction. One notable fact is the

reduction in esters, reduction of aldehydes to alcohols
and disproportionately high increase of C6 aldehydes in
the enzyme treated juices. The high C6 aldehyde con-
tent is explained by the increase in endogenous lipoxy-
genase activity which results in increase in C6 aldehyde.
Hence precautions should be taken to minimize these
changes.

5. Cloudy Juices

Cloudy juices are becoming popular in the market place.
It is most important to pasteurize the freshly pressed juice
immediately to inactivate endogenous enzymes. The pas-
teurized juice should be passed through screens or cen-
trifuged to remove large particles, which would sediment
on standing. Short enzyming of pulp is also described as
a factor which would improve the cloudiness and cloud
stability (4, 8).

B. ENZYME APPLICATIONS IN OTHER PRODUCTS

OF PLANT ORIGIN

1. Vanillin from Vanilla Beans

When the Spanish conquistadores were in Mexico in
1520, one of their officers observed that the emperor
Montezuma was drinking a beverage consisting of pow-
dered cocoa bean and ground corn, flavored with ground
black vanilla pods and honey. This was the first introduc-
tion of vanilla and chocolate to the world.

Today vanilla is one of the most expensive natural fla-
vors in the food, pharmaceutical, and perfumery industry.
World production of vanilla beans is in excess of 1800
tons (worth nearly $1.5 billion).

Vanillin (4-hydroxy-3-methoxybenzaldehyde) is a
crystalline phenolic aldehyde and is the most abundant
aromatic compound in vanilla bean. However, in its natu-
ral state it is found as a glucoside, glucovanillin, which is
not aromatic. During the drying and curing process the
natural beta glucosidase found in the bean slowly converts
the glucovanillin to vanillin and the aroma is developed
(10, 11). The conversion of glucovanillin to vanillin by
Beta-glucosidase is shown in Figure 91.6.

2. Removal of Cyanogens from Cassava and 
Other Foods

A number of food products are known to contain
cyanogenic glucosides which may give rise to cyanide
toxicity after ingestion due to enzymatic reactions in the
stomach. Table 91.2 lists some of the most prominent
cyanogenic glucosides found in common foods. Cassava
is a well known example of a staple food containing
cyanogenic glucosides. Lactic fermentation is a common
processing technique used for cassava in Asia and Africa

Enzymes as Functional Ingredients 91-7
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to eliminate these toxic factors. Fermentation is carried
out on the grated roots by soaking the roots. Knowledge
of the mechanisms of cyanogen reduction during lactic
fermentation is important to optimize the reaction.

Microorganisms play little or no role in cyanogen
reduction during the fermentation of grated cassava.
Although a high proportion of the microorganisms present
have the ability to hydrolyze linamarin, 90% of the initial
linamarin content is hydrolyzed within 3 hours of grating
(12). This demonstrates that grating is the key step in
cyanogenic glucoside hydrolysis bringing endogenous
linamarase into contact with linamarin.

In soaked roots, microbial growth is essential for effi-
cient cyanogen reduction. Although there is some reduction
in cyanogens in the absence of microbial growth, efficient
cyanogen reduction only occurs when microbial growth
takes place and the roots soften. The mechanisms of
cyanogen reduction are more complex for fermented roots
than for grated roots, but leaching of cyanogens from the
softened roots plays a significant role. It has been demon-
strated that after root softening, approximately one third of
the initial linamarin of the roots was present in the soaking
water. The enzymatic reactions involved in the reduction
of cyanogens from linamarin is shown in Figure 91.7.

Because of the above reaction involving beta-glucosi-
dase and hydroxynitrile lyase at relatively low temperatures,
cyanide can be removed by simple grinding and drying
slowly at low temperature. Slow boiling in water in an
open pan is also useful in reducing the linamarin content.

3. Amygdalin

Amygdalin is a natural substance found in a variety of plants.
Common sources of amygdalin include seeds of apples,
pears, black cherry, almond, cherry, plum, peach, and apri-
cot. Amygdalin is a cause of concern, because once ingested

it is metabolized to the deadly poison hydrogen cyanide
(HCN). Cyanide causes toxic effects by binding to the ter-
minal enzyme in the electron transport chain of the mito-
chondria, essentially halting ATP generation and oxygen
utilization. In small doses, the body can detoxify cyanide.
However, if untreated, large doses of cyanide are fatal.

Despite amygdalin’s potentially deadly effects, in the
1970s and early 1980s, amygdalin was proposed as an
anticancer drug (Laetrile) capable of killing cancerous
cells. However, the dangers and ineffectiveness of laetrile
were soon uncovered (13). The American Cancer Society
has since dubbed Laetrile as a “toxic drug that is not effec-
tive as a cancer treatment.”

Amygdalin is converted to HCN and benzaldehyde by
the reaction shown in Figure 91.8. The above reaction
may be used to manufacture the important natural flavour
compound benzaldehyde (almond flavour).

4. Removal of Beany Flavour

During soya processing, volatile degradation compounds
such as hexanal, pentanal, etc. are produced, which give a
“beany” flavour to products, because of the action of
lipoxygenase on unsaturated fatty acids such as linoleic
and linolenic acids (14). These defects can be overcome
by the enzymatic oxidation of the aldehydes to the corre-
sponding carboxalic acids by the use of aldehyde dehy-
drogenase as follows.

Aldehyde dehydrogenase
n-hexanal � NAD� caproic acid � NADH

� H� (91.1)

5. Removal of Bitter Taste in Grapefruit and
Other Citrus Juices

Some citrus juices, especially grapefruit, contain naringin, a
dihydro-calcone with a bitter taste. The causes of the bitter
taste that leads many shoppers to reject grapefruit juice

91-8 Handbook of Food Science, Technology, and Engineering, Volume 2
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Figure 91.6 Conversion of gluco-vanillin to vanillin.

Table 91.2
Food Sources of Cyanogenic Glycosides and Amount
of hydrogen cyanide (HCN) Produced
Plant mg/100g HCN Glucoside

Bitter almond 250 Amygdalin
Cassava root 53 Linamarin
Whole sorghum 250 Dhurrin
Lima beans 10–312 Linamarin

O O C CH3

CH3

CH2OH

OH

OH

OH

CN

Linamarin

Linamarase

Glucose

C

CN

CH3

CH3

HO

Cyanohydrin

Hydroxynitril
lyase

HCN+C

CH3

CH3O

Cyanogenesis from linamarin

Figure 91.7 Removal of cyanogens from Linamarin in cassava.
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are two compounds, glycosidic flavanone naringin and
triterpenoid lactone limonin (15). Naringin is the bitter
component found in most fresh citrus fruit, and therefore,
in freshly processed citrus juices. Limonin forms when
the fresh fruit juice is pasteurized. Fruit acids give an
undesirable bitterness to the packaged juice. Naringin bit-
terness can be reduced by the application of naringinase
(16). Naringinin is non-bitter.

Naringin               naringinin � rhamnose
� glucose (91.2)

A thin cellulose–acetate film layer on the inside of the
packaging is used in place of the normal polymer lining.
This layer of film contains an enzyme naringinase (which
contains alpha-rhamnosidase and beta-glucosidase);
when the juice comes into contact with the food-safe
film, its bitter taste is reduced due to the activity of the
enzymes (17).

6. αα and ββ-Amylases

For starch hydrolysis, α and β-amylases are normally used.
Bacterial amylases have a high temperature tolerance and
hence they are of commercial value. α-amylase added 
to the wort in the beer manufacture accelerates starch 
degradation. These enzymes are also used in the baking
industry.

7. Starch Saccharification

Acid hydrolysis of starch has had widespread use in the
past. It is now largely replaced by enzymatic processes,

because the acid hydrolysis requires the use of corrosion
resistant materials, gives rise to high colour and ash con-
tent (after neutralisation), needs more energy for heating,
and is relatively difficult to control.

Of the two components of starch, amylopectin pres-
ents the great challenge to hydrolytic enzyme systems.
This is due to the residues involved in 1,6-glycosidic
branch points which constitute about 4–6% of the glucose
present. Most hydrolytic enzymes are specific for 1,4-glu-
cosidic links yet the 1,6-glucosidic links must also be
cleaved for complete hydrolysis of amylopectin to glu-
cose (18). Some of the most impressive recent exercises in
the development of new enzymes have concerned
debranching enzymes.

It is necessary to hydrolyse starch in a wide variety of
processes, which may be condensed into two basic
classes:

1. Processes in which the starch hydrolysate is to
be used by microbes or man.

2. Processes in which it is necessary to eliminate
starch.

In the former processes, such as glucose syrup production,
starch is usually the major component of reaction mix-
tures, whereas in the latter processes, such as the process-
ing of sugar cane juice, small amounts of starch, which
contaminate non-starchy materials, are removed. Enzymes
of various types are used in these processes. Although
starches from diverse plants may be utilised, corn is the
world’s most abundant source and provides most of the
substrate used in the preparation of starch hydrolysates.

There are three stages in the conversion of starch (see
Figure 91.9):

1. Gelatinisation, involving the dissolution of the
starch granules to form a viscous suspension

2. Liquefaction, involving the partial hydrolysis
of the starch, with concomitant loss in viscosity

3. Saccharification, involving the production of
glucose and maltose by further hydrolysis

Gelatinisation is achieved by heating starch with water,
and it occurs necessarily and naturally when starchy foods
are cooked. Gelatinised starch is readily liquefied by par-
tial hydrolysis with enzymes or acids and saccharified by
further acidic or enzymic hydrolysis.

The starch and glucose syrup industry uses the expres-
sion dextrose equivalent, or DE, similar in definition to the
DH units of proteolysis, to describe its products, where:

DE �100 �

� � (91.3)
Number of glycosidic bonds cleaved

�����
Initial number of glycosidic bonds present
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Figure 91.8 Conversion of amygdalin to benzaldehyde.
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In practice, this is usually determined analytically by use
of the closely related, but not identical, expression:

DE �100 �

� � (91.4)

Thus, DE represents the percentage hydrolysis of the gly-
cosidic linkages present. Pure glucose has a DE of 100,
pure maltose has a DE of about 50 and starch has a DE of
effectively zero. During starch hydrolysis, DE indicates the
extent to which the starch has been cleaved. Acid hydroly-
sis of starch has long been used to produce “glucose
syrups” and even crystalline glucose (dextrose monohy-
drate). Very considerable amounts of 42 DE syrups are pro-
duced using acid and are used in many applications in
confectionery. Further hydrolysis using acid is not satisfac-
tory because of undesirably coloured and flavoured break-
down products. Acid hydrolysis appears to be a totally
random process which is not influenced by the presence of
α-1,6-glucosidic linkages.

The nomenclature of the enzymes used commercially
for starch hydrolysis is somewhat confusing and the EC
numbers sometimes lump together enzymes with subtly

different activities. For example, α-amylase may be sub-
classified as liquefying or saccharifying amylases, but
even this classification is inadequate to encompass all the
enzymes that are used in commercial starch hydrolysis.
One reason for the confusion in the nomenclature is the
use of the anomeric form of the released reducing group
in the product rather than that of the bond being hydro-
lysed; the products of bacterial and fungal α-amylases are
in the α-configuration and the products of β-amylases are
in the β-configuration, although all these enzymes cleave
between α-1,4-linked glucose residues.

The α-amylases (1,4-α-D-glucan glucanohydrolases)
are endohydrolases, which cleave 1,4-α-D-glucosidic
bonds and can bypass but cannot hydrolyse 1,6-α-D-
glucosidic branch-points (19). Commercial enzymes used
for the industrial hydrolysis of starch are produced by
Bacillus amyloliquefaciens and by B. licheniformis (sup-
plied by Novo Enzymes as Termamyl). They differ princi-
pally in their tolerance of high temperatures, Termamyl
retaining more activity at up to 110°C, in the presence of
starch, than the B. amyloliquefaciens α-amylase (20). The
maximum DE obtainable using bacterial α -amylases 
is around 40 but prolonged treatment leads to the forma-
tion of maltulose (4-α-D-glucopyranosyl-D-fructose),
which is resistant to hydrolysis by glucoamylase and 

Reducing sugar, expressed as glucose
����

Total carbohydrate

91-10 Handbook of Food Science, Technology, and Engineering, Volume 2

Starch granules

Starch slurry

Gelatinised starch (<1 DE)

Liquefied starch (I 1 DE)

Gelatinisation

Liquefaction

Saccharification

Glucose syrup (99 DE) Maltose syrup (44 DE)

35% in cold water
pH 6.5
40 ppm Ca2+

bacterial �-amylase, 1500 U kg–1

105°C, 5 min

95°C, 2h

0.3% D-glucose

2.0% maltose

97.7% oligosaccharides

pH 4.5
glucoamylase, 150 U kg–1

pullulanase, 100 U kg–1

60°C, 72h

pH 5.5

fungal � -amylase, 2000 U kg–1

50 ppm Ca2+

55°C, 48h

 97% D-glucose
1.5% maltose
0.5% isomaltose
1.0% other oligosaccharides

  4% D-glucose
56% maltose
28% maltotriose
12% other oligosaccharides

Figure 91.9 Schematic diagram of the use of enzymes in starch saccharification.
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α-amylases. DE values of 8–12 are used in most com-
mercial processes where further saccharification is to
occur. The principal requirement for liquefaction to this
extent is to reduce the viscosity of the gelatinised starch to
ease subsequent processing.

Various manufacturers use different approaches to
starch liquefaction using α-amylases, but the principles
are the same. Granular starch is slurried at 30–40% (w/w)
with cold water, at pH 6.0–6.5, containing 20–80 ppm
Ca2� (which stabilises and activates the enzyme) and the
enzyme is added (via a metering pump). The α-amylase is
usually supplied at high activities so that the enzyme dose
is 0.5–0.6 kg tonne�1 (about 1500 U kg�1 dry matter) of
starch. When Termamyl is used, the slurry of starch plus
enzyme is pumped continuously through a jet cooker,
which is heated to 105°C using live steam. Gelatinisation
occurs very rapidly and the enzymic activity, combined
with the significant shear forces, begins the hydrolysis.
The residence time in the jet cooker is very brief. The
partly gelatinised starch is passed into a series of holding
tubes maintained at 100–105°C and held for 5 min to
complete the gelatinisation process. Hydrolysis to the
required DE is completed in holding tanks at 90–100°C
for 1 to 2 h. These tanks contain baffles to discourage
backmixing. Similar processes may be used with B. amy-
loliquefaciens α-amylase but the maximum temperature of
95°C must not be exceeded. This has the drawback that a
final “cooking” stage must be introduced when the
required DE has been attained in order to gelatinise the
recalcitrant starch grains present in some types of starch
which would otherwise cause cloudiness in solutions of
the final product.

The liquefied starch is usually saccharified but com-
paratively small amounts are spray-dried for sale as “mal-
todextrins” to the food industry mainly for use as bulking
agents and in baby food. In this case, residual enzymic
activity may be destroyed by lowering the pH towards the
end of the heating period.

Fungal α-amylase also finds use in the baking indus-
try. It often needs to be added to bread-making flours to
promote adequate gas production and starch modification
during fermentation. This has become necessary since the
introduction of combine harvesters. They reduce the time

between cutting and threshing of the wheat, which previ-
ously was sufficient to allow a limited sprouting so
increasing the amounts of endogenous enzymes. The fun-
gal enzymes are used rather than those from bacteria as
their action is easier to control due to their relative heat
lability, denaturing rapidly during baking.

Corn syrup, high-fructose corn syrup, and glucose can
be obtained from starch by enzymatic process as shown in
Figure 91.10.

8. Interesterification of Fats

There is no opportunity or established need to build up
polymers or oligomers using lipases or esterases, yet it is
possible and commercially advantageous to use these
enzymes as transferases in transesterifications (carboxyl
group exchange between esters) (21), acidolyses (carboxyl
group exchange between esters and carboxylic acids), and
alcoholyses (alcohol exchange between esters and alco-
hols). Certain triglycerides, cocoa butter being the out-
standing example, have high value because of their
physical properties and comparative rarity. There is a
commercial pull, therefore, to fund routes to the produc-
tion of high value triglycerides from more plentiful,
cheaper raw materials. This may be done using lipases
(e.g. from Rhizopus or Mucor Miehei) acting as trans-
acylases.

This acidolysis reaction may be used for increasing
the value of rapeseed oil by exchanging linoleic acid for
linolenic acid residues and increasing the value of palm
oil and sunflower oil by increasing their content of oleic
acid residues.

Cocoa butter fat is a high value product, because
TAGs are high in stearates, which give a melting point of
37°C. It is used in confectionery, because of its sharp
melting point between room temperature and body tem-
perature; chocolate literally melts in the mouth. This is due
to the fairly small variation in the structure of the constituent
triglycerides; 80% have palmitic acid or stearic acid in 
the 1 and 3 positions with oleic acid in the central 2 posi-
tion. For the production of cocoa butter substitute from 
palm oil, a process, which increases the value of the 
product three-fold, the acidolysis utilises stearic acid 
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Starch swelling and liquefaction with bacterial �-amylase  

Glucoamylase Glucoamylase and gluco-isomerase 
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Figure 91.10 Summary of starch conversion to glucose syrup, corn syrup, and high-fructose syrup.
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(i.e. R4 is C17H35) in hexane containing just sufficient
water (�10%) to activate the lipase (22).

Palm oil TAGs are high in palmitate and they give a
melting point of 23°C. Therefore, it is an oil at room tem-
perature and is a low value product. Conversion of palm
oil into cocoa-butter fat substitute can be achieved by
interesterification and is now a commercial process.

The products may be recovered by recrystallisation
from aqueous acetone. Such reactions may also be used
for the resolution of racemic mixtures of carboxylic acids
or alcohols, the lipase generally being specific for only
one out of a pair of optical isomers.

The secret of success has been the selection of lipases
with the correct specificity and the selection of reaction
conditions that favour transacylation rather than hydroly-
sis. Because the hydrolytic activity of industrial lipases is
10–15 times the transacylation activity, it is advantageous
to minimise the water content of the reaction system and
use the aqueous/organic biphasic systems described ear-
lier. An example of lipase being used in an alcoholysis
reaction is the biphasic production of isoamyl acetate, a
natural aroma (Figure 91.11).

C. USE OF PROTEASES AND OTHER ENZYMES

IN THE FOOD INDUSTRY

1. Milk

Certain proteases have been used in food processing for
centuries and any record of the discovery of their activity has
been lost in the mists of time. Rennet (mainly chymosin),
obtained from the fourth stomach (abomasum) of unweaned
calves has been used traditionally in the production of
cheese. Similarly, papain from the leaves and unripe fruit of

the pawpaw (Carica papaya) has been used to tenderise
meats. These ancient discoveries have led to the develop-
ment of various food applications for a wide range of avail-
able proteases from many sources, usually microbial.
Proteases may be used at various pH values, and they may
be highly specific in their choice of cleavable peptide links
or quite non-specific. Proteolysis generally increases the
solubility of proteins at their isoelectric points.

The action of rennet in cheese making is an example
of the hydrolysis of a specific peptide linkage, between
phenylalanine and methionine residues (-Phe105-Met106-)
in the κ-casein protein present in milk (23, 24). The κ-
casein acts by stabilising the colloidal nature of the milk,
its hydrophobic N-terminal region associating with the
lipophilic regions of the otherwise insoluble α- and 
β-casein molecules, whilst its negatively charged C-termi-
nal region associates with the water and prevents the
casein micelles from growing too large. Hydrolysis of the
labile peptide linkage between these two domains, result-
ing in the release of a hydrophilic glycosylated and phos-
phorylated oligopeptide (caseino macropeptide) and the
hydrophobic para-κ-casein, removes this protective effect,
allowing coagulation of the milk to form curds, which are
then compressed and turned into cheese (Figure 91.12).
The coagulation process depends upon the presence of
Ca2� and is very temperature dependent (Q10 � 11) and
so can be controlled easily. Calf rennet, consisting of
mainly chymosin with a small but variable proportion of
pepsin, is a relatively expensive enzyme and various
attempts have been made to find cheaper alternatives 
from microbial sources. These have ultimately proved to
be successful and microbial rennets are used for about
70% of US cheese and 33% of cheese production 
world-wide.

91-12 Handbook of Food Science, Technology, and Engineering, Volume 2
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The major problem that had to be overcome in the
development of the microbial rennets was temperature
lability (25, 26). Chymosin is a relatively unstable enzyme
and once it has done its major job, little activity remains.
However, the enzyme from Mucor miehei retains activity
during the maturation stages of cheese-making and pro-
duces bitter off-flavours (27). Treatment of the enzyme
with oxidising agents (e.g. H2O2, peracids), which convert
methionine residues to their sulfoxides, reduces its ther-
mostability by about 10°C and renders it more compara-
ble with calf rennet. This is a rare example of enzyme
technology being used to destabilise an enzyme. Attempts
have been made to clone chymosin into Escherichia coli
and Saccharomyces cerevisiae but, so far, the enzyme has
been secreted in an active form only from the latter.

The development of unwanted bitterness in ripening
cheese is an example of the role of proteases in flavour pro-
duction in foodstuffs. It has been found that peptides with
terminal acidic amino acid residues give “meaty,” appetising
flavours akin to that of monosodium glutamate. Non-termi-
nal hydrophobic amino acid residues in medium-sized
oligopeptides give bitter flavours, the bitterness being less
intense with smaller peptides and disappearing altogether
with larger peptides. Application of this knowledge allows
the tailoring of the flavour of protein hydrolysates. The 
presence of proteases during the ripening of cheeses is 
not totally undesirable and a protease from Bacillus 
amyloliquefaciens may be used to promote flavour produc-
tion in cheddar cheese. Lipases from Mucor miehei or
Aspergillus niger are sometimes used to give stronger
flavours in Italian cheeses by a modest lipolysis, increasing
the amount of free butyric acid. They are added to the milk
(30 U l�1) before the addition of the rennet.

2. Lactase in Dairy Industry

Lactose is present at concentrations of about 4.7% (w/v)
in milk and the whey (supernatant) left after the coagula-
tion stage of cheese-making. Its presence in milk makes it
unsuitable for the majority of the world’s adult popula-
tion, particularly in those areas which have traditionally
not had a dairy industry. Real lactose tolerance is confined
mainly to peoples whose origins lie in Northern Europe or
the Indian subcontinent and is due to “lactase persist-
ence;” the young of all mammals clearly are able to digest
milk but in most cases this ability reduces after weaning.
Of the Thai, Chinese, and Black American populations,
97%, 90%, and 73% respectively, are reported to be lac-
tose intolerant, whereas 84% and 96% of the U.S. White
and Swedish populations, respectively, are tolerant.
Additionally, and only very rarely, some individuals suf-
fer from inborn metabolic lactose intolerance or lactase
deficiency, both of which may be noticed at birth. The need
for low-lactose milk is particularly important in food-aid
programmes as severe tissue dehydration, diarrhoea, and

even death may result from feeding lactose-containing
milk to lactose-intolerant children and adults suffering
from protein-calorie malnutrition. In all these cases,
hydrolysis of the lactose to glucose and galactose would
prevent the severe digestive problems.

Another problem presented by lactose is its low solu-
bility resulting in crystal formation at concentrations
above 11% (w/v) (4°C). This prevents the use of concen-
trated whey syrups in many food processes as they have
an unpleasant sandy texture and are readily prone to
microbiological spoilage. Adding to this problem, the dis-
posal of such waste whey is expensive due to its high bio-
logical oxygen demand. These problems may be overcome
by hydrolysis of the lactose in whey; the product being
about four times as sweet, much more soluble and capa-
ble of forming concentrated, microbiologically secure,
syrups [70% (w/v)].

Lactose may be hydrolysed by lactase, a β-galactosi-
dase. Commercially, it may be prepared from the dairy
yeast Kluyveromyces fragilis (K. marxianus var. marxi-
anus), with a pH optimum (pH 6.5–7.0) suitable for the
treatment of milk (28), or from the fungi Aspergillus
oryzae or A. niger (29), with pH optima (pH 4.5–6.0 and
3.0–4.0, respectively) more suited to whey hydrolysis.
These enzymes are subject to varying degrees of product
inhibition by galactose (30). In addition, at high lactose
and galactose concentrations, lactase shows significant
transferase ability and produces β-1,6-linked galactosyl
oligosaccharides.

Lactases are now used in the production of ice cream
and sweetened flavoured and condensed milks. When
added to milk or liquid whey (2000 U kg�1) and left for
about a day at 5°C about 50% of the lactose is hydrolysed,
giving a sweeter product, which will not crystallise if con-
densed or frozen. This method enables otherwise-wasted
whey to replace some or all of the skim milk powder used
in traditional ice cream recipes. It also improves the
“scoopability” and creaminess of the product. Smaller
amounts of lactase may be added to long-life sterilised
milk to produce a relatively inexpensive lactose-reduced
product (e.g. 20 U kg�1, 20°C, 1 month of storage). Gener-
ally, however, lactase usage has not reached its full potential,
as present enzymes are relatively expensive and can only
be used at low temperatures.

3. Protease in Meat

The action of endogenous proteases in meat after slaugh-
ter is complex but “hanging” meat allows flavour to
develop, in addition to tenderising it (31). The evidence
indicates that the cysteine proteases, in particular the cal-
pains, are responsible for post-mortem proteolysis and
tenderization of meat (32).

Meat tenderisation by the endogenous proteases in the
muscle after slaughter is a complex process, which varies
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with the nutritional, physiological, and even psychologi-
cal (i.e. frightened or not) state of the animal at the time
of slaughter. Meat of older animals remains tough but can
be tenderised by injecting inactive papain into the jugular
vein of the live animals shortly before slaughter. Injection
of the active enzyme would rapidly kill the animal in an
unacceptably painful manner, so the inactive oxidised
disulfide form of the enzyme is used. On slaughter, the
resultant reducing conditions cause free thiols to accumu-
late in the muscle, activating the papain and so tenderising
the meat. This is a very effective process, as only 2–5 ppm
of the inactive enzyme needs to be injected. Recently,
however, it has found disfavour as it destroys the animal’s
heart, liver, and kidneys that otherwise could be sold and,
being reasonably heat stable, its action is difficult to con-
trol and persists into the cooking process.

Proteases are used to recover protein from parts of ani-
mals (and fish) would otherwise go to waste after butcher-
ing. About 5% of the meat can be removed mechanically
from bone. To recover this, bones are mashed incubated at
60°C with neutral or alkaline proteases for up to 4 h. The
meat slurry produced is used in canned meats and soups.

When proteases are used to depolymerise proteins,
usually non-specifically, the extent of hydrolysis (degree
of hydrolysis) is described in DH units where:

DH � 100 �

� � (91.5)

Commercially, using enzymes such as subtilisin, DH values
of up to 30 are produced using protein preparations of
8–12% (w/w). The enzymes are formulated so that the value
of the enzyme: substrate ratio used is 2–4% (w/w). At the
high pH needed for effective use of subtilisin, protons are
released during the proteolysis and must be neutralised:

subtilisin (pH 8.5)
H2N-aa-aa-aa-aa-aa-COO� H2N-aa-aa-aa-COO�

� H2N-aa-aa-COO�

� H� (91.6)

where, aa is an amino acid residue.

4. Proteases on Soy Proteins

Correctly applied proteolysis of inexpensive materials such
as soya protein can increase the range and value of their
usage, as indeed occurs naturally in the production of soy
sauce. Partial hydrolysis of soya protein, to around 3.5 DH
greatly increases its “whipping expansion,” further hydro-
lysis to around 6 DH improves its emulsifying capacity. If
their flavours are correct, soya protein hydrolysates may
be added to cured meats. Hydrolysed proteins may
develop properties that contribute to the elusive, but valu-
able, phenomenon of “mouth feel” in soft drinks.

5. Bakery Products

Proteases are also used in the baking industry. Where
appropriate, dough may be prepared more quickly if its
gluten is partially hydrolysed. A heat-labile fungal pro-
tease is used so that it is inactivated early in the subse-
quent baking. Weak-gluten flour is required for biscuits in
order that the dough can be spread thinly and retain deco-
rative impressions. In the past this has been obtained from
European domestic wheat but this is being replaced by
high-gluten varieties of wheat. The gluten in the flour
derived from these must be extensively degraded if such
flour is to be used efficiently for making biscuits or for
preventing shrinkage of commercial pie pastry away from
their aluminium dishes.

D. GLUCOSEOXIDASE IN FOOD INDUSTRY

Glucose oxidase is a highly specific enzyme for D-glucose,
obtained from the fungi Aspergillus niger and Penicillium,
which catalyses the oxidation of β-glucose to glucono-1,
5-lactone, and releasing hydrogen peroxide (Figure 91.13).

It finds uses in the removal of either glucose or oxygen
from foodstuffs in order to improve their storage capabil-
ity. Hydrogen peroxide is an effective bacteriocide and
may be removed, after use, by treatment with catalase
(derived from the same fungal fermentations as the glucose
oxidase) which converts it to water and molecular oxygen:

catalase
2H2O2 2H2O � O2 (91.7)

Number of peptide � bonds cleaved
�����
initial number of peptide bonds present
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For most large-scale applications the two enzymic activi-
ties are not separated. Glucose oxidase and catalase may
be used together when net hydrogen peroxide production
is to be avoided.

A major application of the glucose oxidase/catalase
system is in the removal of glucose from egg-white before
drying for use in the baking industry. A mixture of the
enzymes is used (165 U kg�1) together with additional
hydrogen peroxide (about 0.1% (w/w) to ensure that suf-
ficient molecular oxygen is available, by catalase action,
to oxidise the glucose. Other uses are in the removal of
oxygen from the head-space above bottled and canned
drinks and reducing non-enzymic browning in wines and
mayonnaises.

E. ENZYMES IN BREWERY INDUSTRY

In brewing, barley malt supplies the major proportion of
the enzyme needed for saccharification prior to fermenta-
tion. Often other starch containing material (adjuncts) are
used to increase the fermentable sugar and reduce the rel-
ative costs of the fermentation. Although malt enzyme may
also be used to hydrolyse these adjuncts, for maximum
economic return extra enzymes are added to achieve their
rapid saccharification. It is not necessary nor desirable to
saccharify the starch totally, as non-fermentable dextrins
are needed to give the drink “body” and stabilise its foam
“head.” For this reason the saccharification process is
stopped, by boiling the “wort,” after about 75% of the
starch has been converted into fermentable sugar (33).

The enzymes used in brewing are needed for sacchar-
ification of starch (bacterial and fungal α-amylases),
breakdown of barley β-1,4- and β-1,3- linked glucan 
(β-glucanase), and hydrolysis of protein (neutral protease)
to increase the fermentation rate later. Cellulases are also
occasionally used, particularly where wheat is used as
adjunct. Due to the extreme heat stability of the α-
amylase from B. amyloliquefaciens, where this is used,
the wort must be boiled for a much longer period (e.g. 
30 min) to inactivate it prior to fermentation. Papain is
used in the later post-fermentation stages of beer-making
to prevent the occurrence of protein-tannin “chill-haze”
otherwise formed on cooling the beer.

Recently, “light” beers, of lower calorific content, have
become more popular. These require a higher degree of
saccharification at lower starch concentrations to reduce
the alcohol and total solids contents of the beer. This may
be achieved by the use of glucoamylase and fungal 
α-amylase during the fermentation.

1. Malting

Malting serves the purpose of converting insoluble starch
to soluble starch, reducing complex proteins, generating
nutrients for yeast development, and development of

enzymes. The three main steps of the malting process are
steeping, germination, and kilning (33).

Generally, barley variety (six-row) that has a higher
enzyme content, more protein, less starch, and a thicker
husk than “two-row” barley is used for malting. Malting
barley has higher level of diastatic enzymes (α and β
amylases).

Steeping begins by mixing the barley kernels with
water to raise the moisture level and activate the metabolic
processes of the dormant kernel.

During malting, enzymes break down the cell structure
of the endosperm, release nutrients necessary for yeast
growth, and make the starch available for enzyme degra-
dation during mashing. Modification of the endosperm
correlates with growth of the acrospire. As the acrospire
grows, chemical changes are triggered that result in the pro-
duction of numerous enzymes. Their function is to break
down the complex starches and proteins of the grain (33).

2. Biochemical Changes at Mashing

The mashing process is done over a period of time at var-
ious temperatures to activate the enzymes responsible for
acidulation and reduction in proteins and carbohydrates.

Although there are numerous enzymes present in the
mash, only three groups and their respective processes are
paramount to biochemical transformations in beer manu-
facture (33). These enzymes are

1. Phytases (acidifying)
2. Proteolytic enzymes (protein-degrading)
3. Carbohydrase enzymes (starch-degrading)

The acid rest is responsible for reducing the initial mash
pH for traditional decoction mashing of lager beers. In
recent years, because of the use of well-modified malts,
the general trend has been to simplify and shorten the
lager mash by eliminating the acid rest in mashing.

The protein rest is responsible for reducing the over-
all length of high-molecular-weight proteins, which cause
foam instability and haze, to low-molecular-weight 
proteins in the mash. The enzymes proteinase and pepti-
dase are two main enzymes of this group.

By far the most important change brought about in
mashing is the conversion of starch molecules into fer-
mentable sugars and unfermentable dextrins. The principal
enzymes responsible for starch conversion are alpha and
beta-amylase. Alpha-amylase very rapidly reduces insolu-
ble and soluble starch by splitting starch molecules into
many shorter chains polysaccharide fractions — dextrins
and maltotriose that can be attacked by beta-amylase (33).

Given a long enough “rest,” the alpha-amylase 
can dismantle all the dextrins to maltose, glucose, and
small, branched “limit dextrins.” However, starch conver-
sion is more effective by the faster-acting beta-amylase.
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Beta-amylase is more selective than alpha-amylase since
it breaks off two sugars at a time from the starch chain.

A number of factors lead to diacetyl formation, but only
one reliable method can reduce diacetyl levels: enzymatic
reduction by yeast using butanediol dehydrogenase in the
presence of NADH (Figure 91.14). Acetoin, the interme-
diate product, has a rather unpleasant, musty taste, but
because it has a flavor threshold of 3.0 mg/L its effect is
not nearly as damaging to beer flavors as an equivalent
amount of diacetyl. The final product, butanediol, is neu-
tral as far as beer flavor is concerned.

F. SOY SAUCE FERMENTATION

Soy sauce is a very important condiment in most cooking in
the Orient as well as in the west. Its great antiquity is illus-
trated by the fact that it is mentioned in the book of Chau
Lai, one of the 13 classics of Confucius, written before
1000 B.C.

The basic process of soy sauce manufacture is a 
two-stage fermentation process. In the first stage of the
fermentation, the soybeans or a mixture of equal parts 
of beans and wheat are inoculated with Aspergillus 
oryzae (34). The mould grows rapidly on this substrate
and after three days the first stage of the fermentation is
complete. The mould covered material known as Koji is
then broken up and immersed in 18% brine solution. The
introduction of pure cultures in soybean fermentations has
not only improved process efficiency, but has also
improved product quality and consistency. New and 
better microbial strains introduced into the process
include the fungi A. oryzae (35) and A. sojae for koji 
production (36).

Because of the activities of the enzymes produced by
the moulds, considerable breakdown of proteins and poly-
saccharides present in the substrate takes place. Thus sub-
stantial amounts of fermentable sugars, peptides, and
amino acids are released into the brine.

The Koji preparation utilizes principally Aspergillus
oryzae. This mould releases a variety of enzymes to its
surrounding, such as acid, neutral and alkaline proteases,
peptidases, amylases, cellulases, lipases, and invertases.

G. TEA FERMENTATION

In the case of tea leaves, fermentation is the process dur-
ing which the polyphenols in the tea leaf are oxidized in
the presence of polyphenoloxidase enzymes and subse-
quently condensed to form colored compounds contribut-
ing to the quality attributes of black tea. Fermentation
starts immediately after cell rupture and proceeds through
the enzymatic reactions shown in Figure 91.15.

Formation of the black pigments, viz theaflavins,
thearubigins etc., during enzymatic fermentation of different
components of tea leaves followed their PPO activity (37).

H. ENZYMES IN HEALTH AND WELLBEING

Celiac Sprue (a.k.a. celiac disease, coeliac disease, or
gluten intolerance) is a hereditary disorder characterized
by a sensitivity to the toxic effects of gluten in the diet,
leading to abnormal small-intestinal structure, mal-
absorption, and intolerance to gluten, a component of
nutritionally important proteins found in common dietary
food grains such as wheat, rye, and barley (38).

The disease commonly presents in early childhood
with severe symptoms including chronic diarrhea, abdom-
inal distension, and failure to thrive. The general condi-
tion of these children is severely impaired. In many
patients, symptoms may not develop until later in life
when the disease presents with fatigue, diarrhea, and
weight loss due to malabsorption of nutrients and vita-
mins, anemia, and neurological symptoms (38).

This is a lifelong disease, and if untreated, patients
have a substantially enhanced risk for the development of
complications such as infertility, osteoporosis, intestinal
cancer, and lymphoma. There is no therapeutic option
available to Celiac Sprue patients, the only treatment
being a lifelong adherence to a strict gluten-free diet.
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Recently it was discovered that a relatively short fragment
of the gluten protein is exceptionally toxic to Celiac Sprue
patients. This gluten fragment is unusually resistant to
breakdown by digestive enzymes in the intestine, where it
remains intact to have a destructive effect on the intestinal
lining. Using this information, the researchers identified a
bacterial enzyme (a peptidase) that can rapidly degrade
this peptide and other related toxic fragments from gluten
(39). Thus it may be possible to cure certain diseases by
the use of enzymes in our diet.

V. CONCLUSION

The enzymes used as functional ingredients in food pro-
cessing and manufacture of food ingredients are numer-
ous. Because enzymes can lower the activation energy of
a particular reaction under different conditions of temper-
ature, pH, and prosthetic groups, they are ideal catalysts
for biological systems. In the preceding pages, it 
was demonstrated how various biotransformations could
be effected to produce desirable end-products with the
mediation of enzymes. Thus basic knowledge about the
structure and composition of various plant and animal 
tissues and enzyme reaction kinetics would lead to inter-
esting novel developments, such as the enzymatic peeling
of citrus products, yams, tubers, removal of skin from 
animal carcasses, and so on. Such applications would 
give rise to low wastage of raw materials and lead to pro-
duction efficiencies and environmentally friendly
processes. Fermentation, which utilizes microorganisms
and hence enzymes, is used extensively to produce a large
number of natural food ingredients and will continue to
play a strong part in the future, especially in the biotech-
nology area.
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I. INTRODUCTION

In the food industry the term “gum” refers to polysaccha-
rides, which are widely distributed in nature and possess a
broad range of functional properties. Particularly impor-
tant examples of their functionality are the capacity to
alter the flow characteristics of fluids and to interact in the
hydrated state with other dispersed or dissolved molecular
species, which they may bind, chelate, complex, emulsify,

encapsulate, flocculate, stabilize, or suspend (1). As a
result, they perform either by themselves or in association
with lipids, proteins, or other molecules vital physico-
chemical functions, by providing structural support and
energy reserve, and by mediating various biological
processes such as cellular recognition and growth. This
broad range of functional properties, frequently unique in
their nature, is increasingly exploited by the food industry
and since the 1970s has lead to a flurry of activity in the
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published literature (2,3). Normally, a review of the sub-
ject provides an outline of gums and discusses within each
chapter the properties and uses of individual cases (4).
The approach of the present compendium will emphasize
the understanding of why gums behave in different ways.
Groupings of primary structure and conformational char-
acteristics of the most popular gums should rationalize
their functional properties and indicate to the reader the
best material for a particular end-use application.

II. THE CHEMISTRY AND CONFORMATION
OF MONOSACCHARIDES

The functionality of gums is derived by the chemical char-
acteristics of the individual residues and the conformation
of the linkages between them (5). In almost all gums of
industrial importance, the repeat unit is based on a six-
membered (pyranose) ring structure. Figure 92.1 shows
the two stable chair conformations of the pyranose ring
(4C1 and 1C4) in which all bonds are fully staggered (6). In
the chair conformations, groups attached by bonds that
project vertically from the ring are sterically crowded
whereas substituents that point outwards have much more
space. The former type of bond is called axial whereas the
latter is called equatorial. According to the steric arrange-
ment at C(5), hexose sugars are classified into two cate-
gories: the D-series where the bulky hydroxymethyl group
is equatorial in the 4C1 ring form and the mirror image L-
series where the hydroxymethyl group is equatorial in 1C4.
In both series, monosaccharides are named according to
the position of hydroxyl-group bonds on carbons 2, 3 and
4 of the pyranose ring. For example, the stable ring form

of glucose has all the hydroxyl groups equatorial, whereas
in mannose and galactose O(2) and O(4) are respectively
axial. Axial linkage on carbon 1 of the monosaccharide
ring is denoted as α and equatorial as β.

III. ORDERED CONFORMATIONS OF
GUMS WITH LINEAR CHAINS

The linkage between adjacent monosaccharides in carbo-
hydrate chains is known as the glycosidic bond, and
involves the hemiacetal OH group at carbon 1 on one
residue and one of the alcohol groups of the next residue,
with formal elimination of water. There are three significant
classes of chain bonding pattern (7):

● Polysaccharides linked di-equatorially at posi-
tions 1 and 4 of the pyranose ring adopt flat
ribbon structures upon gel formation.

● Where linkage is again at carbons 1 and 4, but
through axial bonds at each position, the chains
adopt a highly buckled ribbon structure.

● Finally, where the bonds to and from the ring
are no longer parallel (e.g. 1,3 linkages or 1,4
axial-equatorial), this introduces a systematic
change in chain direction at each residue,
which gives rise to helical structures in the
ordered state.

Those ordered conformations are the origin of the
wide range of structural properties of industrial gums, as
it will be demonstrated below.
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A. HELICAL STRUCTURES

Three different modes of helix formation have been sug-
gested. They are based on the principle that an empty space
along the axis of a hollow helix would not be expected to
be stable in a natural situation. Depending on the state of
extension of helix the three models are (8,9):

i) A least extended helix that uses a molecule of
suitable diameter to fill the void along its axis
(inclusion complex).

ii) A more extended helix that forms a close-
packed structure, by turning round two or three
chains, in an embrace that can fill the void of
the each other.

iii) An even more extended helix where the chains
pack by nesting together without twisting round
each other.

Tertiary structures in the form of hollow helix confor-
mation have been characterized in the solid state for starch
and a number of marine red algal polysaccharides (10). It
is not within the scope of this treatise to discuss the prop-
erties and applications of starch and its derivatives but in
the context of the hollow helix, there is now evidence that
the linear component of starch, amylose forms a double
helix in the ordered state. This can be converted by crys-
tallisation to a less extended form (V-amylose) in which

the chains include suitable small molecules, such as in the
familiar complex with iodine.

Any hollow-helix gum can form these inclusion com-
plexes provided it is hydrophobic because the D-gluco-
pyranose units are adjusted in a way that arranges the axial
C-H bonds on carbons 3 and 5 as well as one of the H atoms
on each carbon 6 inwards, giving hydrophobic character
to the vacant space (11). Therefore the bonding which holds
the enclosed molecule serves as a source of helix stability.
Stability is enhanced further by hydrogen bonds between
oxygen 2 and 3 of successive residues and between oxygen
2 and 6 of glucose units which are separated by several
units in the chain and are therefore adjacent on the helix
surface.

1. Carrageenans

Among the carbohydrate sequences with more than one
type of sugar unit and/or more than one type of linkage,
the family of carrageenans is a prime example (12). Car-
rageenans are extracted from marine red algae (seaweed).
In the helix-forming members, the basic repeating unit con-
tains 1,3-linked β-D-galactose-4-sulphate and 1,4-linked
3,6-anhydro-α-D or L-galactose, with various degrees of
2-sulphation of the latter, but no 2-sulphation in kappa
carrageenan (Figure 92.2). The anhydride bridge has the
effect of holding the sugar ring in the normally unfavoured
chair conformation with C(6) axial, which facilitates the
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formation of a coaxial double helix. However, complete
ordering and precipitation is avoided because a proportion
of the 1,4-linked residues in natural carrageenans occur 
as unbridged D-galactose sulphate or disulphate. These
residues adopt the normal chair conformation and act 
as ‘kinks,’ which limit the extent of helix formation and
thus solubilise the network (13).

Sigmoidal changes in optical rotation verified the dis-
order-to-order transformation of kappa carrageenan
chains during cooling. X-ray diffraction studies and model
building taking into account the angles of glycosidic bonds,
the closeness of adjacent atoms and the space available to
the partner chain, argued for the formation of a double
helical structure with three disaccharides per turn of helix
(14). This is further stabilised with hydrogen bonding,
perpendicular to the helix axis, between the OH groups at
positions 6 and 2 of the galactose rings of the two strands.
Helices come together to form aggregates, which constitute
the structural unit of the kappa carrageenan network (15).
K� are the main stabilizing counterions of the aggregates
and according to the “domain model,” they form an array
between adjacent helices in the gel (Figure 92.3).

Iota carrageenan is the most highly sulphated member
of the helix-forming family. Its double helix structure is
three-fold, parallel and right-handed with the sulphate
groups protruding away from the helix area. As in kappa
carrageenan, the double helix is further stabilized by hydro-
gen bonds between O(2) and O(6) of D-galactose residues
on different strands. Because of the high negative charge
of iota carrageenan, helix-helix aggregation and thus gela-
tion occurs only in the presence of cations which can sup-
press electrostatic repulsion between the participating
chains. The dependence of the gel strength on cation type
follows the series (16):

Ca2� � Cs� � Rb� � K� �� Na� � Li�

Aggregation stabilizes the ordered conformation to tem-
peratures above those at which it would normally form,
giving thermal hysteresis between gel formation and melt-
ing. Lambda carrageenan has a high ester sulphate content
(three sulphate groups per disaccharide repeat unit) and it
does not gel (17).
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Carrageenans have a wide range of food applications
functioning as gelling agents, stabilizers or viscosity
enhancers (18). Chocolate or evaporated milk is stabilized
against sedimentation of cocoa particles or creaming of
the fat globules by addition of the gum between 0.02 and
0.05% in the formulation. In gelled water deserts and low
sugar preserves carrageenans (0.5 to 1%), often in mixture
with galactomannans, form thermally stable gels with 
gelatin-like textural properties. In meat, fish and bakery
products, the polysaccharide (0.2 to 2%) is used to maintain
the moisture content in cooked hams and rolls, increase
the binding properties of canned products and aspics, and
gel or glaze tart or pie fillings.

2. Agarose

Agarose is a structural gum occurring in different species
of red seaweed (Rhodophyceae). As illustrated in Figure
92.2, its primary structure comprises an alternating
repeating sequence of 1,3-linked β-D-galactopyranose and
1,4-linked (3→6)-anhydrogalactopyranose (A and B units,
respectively). The 3,6-anhydro units are in the L form which
is reflected in left-handed helix geometry. Furthermore,
the anhydride bridge may be absent in a proportion of the
4-linked residues, which changes the geometry of the
sugar ring to a form that is sterically incompatible with
incorporation in the ordered double helix (19). The pres-
ence of this “kinking” residue is essential for the develop-
ment of gel networks, as it terminates the ordered junction
zone association and allows each chain to participate in
more than one intermolecular junction zones.

At high temperature, agarose exists in solution as dis-
ordered, random coils, but upon cooling it undergoes a 
co-operative conformational transition to a rigid, ordered
form (20). It is generally accepted that agarose gels are
cross-linked by ordered aggregates of double helices. The
double helix appears to have an interior cavity with a diam-
eter of 0.45 nm (measured at the narrowest points between
atomic centers). Oxygen atoms, namely O(2) of galactose
and O(5) of 3,6-anhydrogalactose which are engaged in
hydrogen bonds can be found in the interior of the helix.
According to this, it was suggested that the agarose cavity is
occupied by water molecules, which participate in a hydro-
gen bond that contributes to the stability of the double helix
(21). This comes in agreement with the proposal that water
is the single solvent in which agarose forms gels and that
it is necessary part in the aggregation of the helices and
the formation of the junction zones (22). The agarose net-
work consists of long, flexible chains connecting junction
zones, which are somewhat crystalline, and the other regions
are amorphous.

Agarose is insoluble in cold water but soluble in hot.
Its solutions are heat-stable with essentially constant vis-
cosity in neutral pH and it gives gels even at concentrations
of 0.1% or lower. Agarose gels exhibit thermal hysteresis

and the melting temperature is dependent on the concen-
tration used (23). The gel finds a wide range of non-food
applications especially as a moulage material capable of
reproducing fine details with great accuracy thus being
used in dentistry, plastic surgery, criminology, etc. (24). In
U.S., it is mostly used in microbiology at liquid media
concentrations of 0.007 to 0.08%. Even at such low con-
centrations, agarose is able to prevent the entry of oxygen
into liquid media, making the cultivation of anaerobes
feasible in air-exposed broths. Agarose is also used in 
a wide range of food products to improve texture and 
stability (yoghurts, cream cheeses), as an antitackiness 
or antistaling ingredient (cookies, cakes, pie fillings,
meringues), and in vegetarian and health food products
(cereals, meat/fish substitutes).

B. FLAT RIBBONS

The monomer units of this group of polysaccharides are
diequatorially linked through positions 1 and 4, diagonally
opposite each other across the pyranose ring. Cellulose and
chitin provide a simple illustration of the way in which
intermolecular associations can arise.

1. Cellulose

Cellulose is a 1,4-linked β-D-glucan that occurs in almost
all higher plants as extended ribbons of 2-fold chain geom-
etry. The ribbon-like chains lie side by side in sheets,
which are laid on top of each other in a way that staggers
the ribbons. The chain packing is parallel, i.e. the chain
termini at each end of the bundle are all of one type. The
chain geometry is stabilized by hydrogen bonding of each
successive residue to its nearest neighbours through O(3)
and O(5). This compact and tightly bonded structure is
characterized by high strength, fibrous character, insolubil-
ity and inertness, providing strength and support in plant
tissues (25).

Food applications utilize cellulose derivatives like the
carboxymethylcellulose (CMC). Modification of the cel-
lulose is achieved by introducing a controlled amount of
sodium carboxymethyl groups onto the molecule. This
holds the chains apart thus imparting water solubility.
Therefore, CMC is able to increase viscosity, prevent
syneresis and stabilize suspensions (26). Other cellulose
derivatives include methylcellulose (MC) and hydroxy-
propylmethylcellulose (HPMC). Upon heating, these
form gels from a hydrophobically crosslinked network in
regions of dense substitution. Despite the presence of
hydrophobic character, unsubstituted or sparingly substi-
tuted regions of cellulosic structure impart enough
hydrophilicity for the molecule to be highly water-soluble
at ambient temperatures (27). Thus, MC and HPMC pos-
sess unique hydration-dehydration characteristics acting
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as emulsifiers and adhesion improvers of the batter or
coating in a food product. Finally, microcrystalline cellu-
lose (MCC) is used in dairy and nondairy frozen desserts
including ice cream, ice milk and soft-serve to control
growth of ice crystals under adverse heat shock conditions,
and in novelty products to improve extrusion characteristics
and foam control (28).

2. Chitin

Chitin is the structural polysaccharide of insects and crus-
taceans. The structure of chitin is identical to that of cel-
lulose except that the hydroxyl group on each C(2) is
replaced by an acetyl group (-NHCOCH3). Therefore the
ordered conformation is closely similar (extended ribbons
of two-fold symmetry) and the way in which the chains
pack side by side in a strongly hydrogen-bonded crystalline
manner is also very similar (29). However, both parallel
and anti-parallel sheets can occur in nature. Native chitin,
like cellulose, is totally insoluble in water and most other
solvents.

Commercial chitin is available at various degrees of
acetylation (DA). At high degrees of acetylation, the poly-
mer is only soluble in a few solvents, which limit its appli-
cations. Partial deacetylation, however, drops the DA
below 50% making the polymer soluble in aqueous acidic
conditions. This is known as chitosan, which can be 
considered as a copolymer containing (1→4) linked 
2-acetamido-2-deoxy-β-D-glucopyranose and 2-amino-
2-deoxy-β-D-glucopyranose residues (30). Chitosan in
aqueous solutions of dilute acids exhibits a polyelec-
trolyte character owing to the presence of protonated
amino groups, which have an intrinsic pK0 value of 6. Thus,
the physicochemical properties of solutions of chitosan
are expected to be governed by factors such as pH, ionic
strength, degree of acetylation and temperature. It is doc-
umented that the charge density along the chitosan macro-
molecule increases with decreasing degree of acetylation.
This means that chain flexibility can be manipulated in
response to DA (31).

In addition, the hydrophobicity of the chitosan chain
influences the steady shear viscosity and dynamic mechan-
ical properties of solutions and gels. The hydrophobic
character can be intensified by chemical modification on
the free amino groups or the hydroxyl groups present
along the main chain by grafting, for example, alkylated
side chains. Numerous food and non-food applications for
chitin are foreseen and some are actively being developed
(32). Currently, chitosan is used in animal feeds in amounts
up to 0.1%. Its chelating/binding properties are explored
in structuring of pelleted fish foods, the separation of
heavy metals, recovery of proteinaceous materials and in
pharmaceuticals. The polysaccharide forms good quality
films with potential use in dye, textile, photographic and
paper sheet applications.

C. BUCKLED RIBBONS

The 1,4-diaxial linkage arrangement, in which the effective
residue is changed from the almost linear form described
above to ‘Z’ shaped, gives rise to buckled ribbon structures.
Well-characterised examples of this type of structure
occurs in the alginates from brown seaweed and pectin.

1. Alginates

These are 1,4-linked linear polymers of β-D-mannuronate
and α-L-guluronate, containing homopolymeric sequences
of both types and heteropolymeric regions in which
residues occur in various arrangements (33). The latter
can range from almost statistically random to almost reg-
ularly alternating, depending on the botanical source and
state of maturation of the plant. Pure polymannuronic acid,
having 1,4-diequatorial linkage geometry, adopts a flat
ribbon-like two-fold conformation (as in cellulose and
chitin), which converts in the salt form to a similarly
extended three-fold ribbon (Figure 92.4). The correspon-
ding x-ray fibre diffraction structure for polyguluronate, by
contrast, is a highly buckled two-fold zig-zag, irrespective
of charge or counterion (34).

Investigation of molecular models of polyguluronate
in the invariant two-fold structure identified by x-ray
shows cavities of the size required to accommodate a cal-
cium ion, and with oxygen atoms well placed for cation
chelation. It has therefore been proposed that the inter-
chain junctions in alginate gels involve polyguluronate
sequences locked in a two-fold conformation, with arrays
of site-bound cations sandwiched between them like eggs
in an egg box (35). The “egg-box model” rationalizes 
a well-known property of alginates, which is of major
importance for both their biological function and indus-
trial applications. This is the formation of strong, rigid
gels with divalent cations, usually Ca2� (Figure 92.5). Gel
strength increases with increasing content of polyguluronate
and calcium ion activity is solutions of guluronate oligomers
shows a sharp decrease above a critical sequence length 
of about twenty residues. This indicates the onset of 
co-operative binding behaviour, where the binding of each
ion facilitates the binding of the next. Such effects are not
seen for the corresponding mannuronate sequences,
which remain soluble in the presence of Ca2�, and show
only simple polyelectrolyte binding behaviour, indicating
that they must act as solubilising interconnecting regions in
alginate gels (36).

Commercial applications for alginates in foods/non-
foods necessitate the formation of a continuous network
rather than a precipitate. Thus it is essential to control the
affinity of polyguluronates for Ca2� by ensuring that the
ions are introduced in a controlled way that allows inter-
molecular junctions to form slowly enough. Diffusion set-
ting, internal setting, and a third alternative method when
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setting occurs on cooling in the presence of sequestrants
are the recommended recipes to prepare alginate gels (37).
Through the years, alginate found its way to a widespread
range of products. Alginate setting is used in the production
of pimiento strips, onion rings, structured food and fruits,

and other thin gelled coating applications. Alginate forms
heterotypic interactions with low methoxy pectin due to
the mirror-image conformation of the chains of the two
gums, which allows applications in low pH jellies, jams and
fruit-filled gels (38). Thick pastes, instead of gels, can be
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achieved with the sodium or potassium salt and the propy-
lene glycol partial ester of the polysaccharide. These are
utilized in salad dressings and fruit drinks containing pulp.

2. Pectin

Pectin is a complex, structural polysaccharide present in
all plant tissues and its name comes from the Greek word
“�����s,” which means “to thicken.” Commercially
accepted pectins are produced from either apple pomace
or citrus peel formed as residues from fruit juice, citrus oil
and cider industries (39). Other sources of pectins are sugar
beet residues (after the extraction of sucrose) and sunflower
(from production of edible oil). Commercially, pectin is
extracted by treating the raw material with hot dilute min-
eral acid at � pH 2 and filtering. Apple pectin is treated

with carbon to remove colour. The clarified extract is con-
centrated under vacuum and then mixed with alcohol (iso-
propanol, methanol) to precipitate the gum in the form of
a stringy gelatinous mass. The pure powder is pressed,
washed, dried and ground. Since pectin is extracted from
a variety of raw materials, production of a consistent prod-
uct is normally achieved by blending of a number of pro-
duction batches and diluting them with sugar or dextrose
to a standard performance (40).

This process yields pectin with a degree of esterification
of approximately 70%, which is called “rapid set” pectin.
To produce other types, some of the ester groups must be
hydrolysed. This is mainly carried out by the action of
acid, either before or during a prolonged extraction, in the
concentrated liquid, or in the alcoholic slurry before separa-
tion and drying. The procedure results in a range of slower
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setting high methoxyl and calcium reactive low methoxyl
pectins. Alternatively, alkaline can be used, but since
pectin readily degrades at neutral or alkaline pH by a 
β-elimination reaction, this must be carried out at low
temperature. The use of ammonia for alkaline hydrolysis
leads to a conversion of some of the ester groups into
amide groups, producing amidated pectins, which are usu-
ally low methoxyl (41).

Compositional analysis produces the following primary
structure: (1) “Smooth” regions made up of a backbone of
linear (1→4)-linked α-D-galacturonic acid (pectic acid in
Figure 92.4) that may be partially methyl esterified and
(2) “hairy” regions in which the galacturonic acid residues
are interspersed with (1→2) linked α-L-rhamnopyranosyl
residues (42). Attached to the latter are oligosaccharide
side chains, containing mainly D-galactopyranose and 
L-arabinofuranose residues. Sidechains degrade during
extraction with acid and, for practical purposes, the pectin
molecule may be considered as an unbranched chain of
200 to 1000 galacturonic acid units. According to the degree
of esterification (DE), pectin is classified into high methoxy
pectin (HM) for DE �50%, low methoxy pectin (LM) with
DE �50%, amidated low methoxy pectin and pectic acid
for DE �10% (43).

The rate of gelation and the gelation temperature of
high methoxy pectin on cooling from the pre-gel solution
increase with increasing DE for a given level of sugar (usu-
ally above 60% in the formulation). The purpose of reduc-
ing pH in preparation of HM gels is to suppress electrostatic
repulsion further, by partial conversion of COO	 to COOH.
Thus gelation of high methoxy pectins requires a subtle bal-
ance of hydrophobic and hydrophilic interactions involv-
ing formation of aggregated helices supported by hydrogen
bonds and grouping of methyl ester groups within a cage
of water molecules (44). In contrast with HM, the gelation
in low methoxy pectin takes place by ionic linkages via
calcium bridges between two carboxyl groups belonging to
two different chains in close contact. This mechanism of
gelation (“egg-box”) is congruent with that of alginates
and it has been described in Figure 92.5 (45).

Apple pomace gives a heavier, more viscous gel,
commonly used in bakery filings, whereas citrus peel has
a lighter colour and consistency, which makes it suitable
for confectionery jellies. Thus high methoxy pectin is
used as a gelling agent in the formulation of high sugar
jams, marmalades, jellies and confectioneries (65 to 85%
solids). Low methoxy pectin is suitable for the production
of low-sugar jams at levels of solids between 30 and 55%
(46). Pectin has a good stability at acidic conditions rele-
vant to food produce even when they are prepared hot and
as a result it is popular in the making of fruit sauces or
fruit preparations in the form of sheared gel particles for
yoghurts (47). The usual concentrations for the above
products are between 0.3 and 0.8% pectin but higher amounts
of the polysaccharide are needed for bakery glazing and

jam fillings (0.7–1.3%), where the requirement is for gel
films that maintain their integrity at baking temperatures.

IV. EFFECT OF BRANCHING

There are two distinct groups of branched polysaccharides:
plant and bacteria. They differ in the distribution pattern
of the branches along the backbone, which is normally
irregular for the former group but often regular for the lat-
ter. Irregular branching, by interfering with ordered inter-
molecular association and packing, usually provides a
drive to enhance solubility in plant polysaccharides where
it occurs. Solubility is further increased if the branches (or
other irregularly-distributed substituents) are charged.
Regularly-spaced sidechains in bacterial polysaccharides
can have a similar solubilising effect. In some cases, how-
ever, they can have a quite different role, by modifying or
restricting the conformational options of the polymer
backbone and participating in the formation of ordered
structures with different backbone geometry from that
adopted when sidechains are absent (48). Illustrative exam-
ples of the effects of both types of branching are given in
the following section.

A. THE GALACTOMANNANS

Galactomannans are energy reserve carbohydrates found
in the endosperms of some legume seeds. They consist of
a linear backbone of 1,4-linked β-D-mannose units, some
of which carry a single α-D-galactopyranosyl sidechain at
C(6). Commercially available galactomannans include
locust bean (carob), tara and guar gum and their typical
mannose/galactose ratios are 3.5, 3.0 and 1.6, respectively
(49). Early investigations on the “fine structures” of these
galactomannans led to the conclusion that they have a
block-like distribution of sidechains. Later work was
interpreted as showing that guar gum has a uniform struc-
ture, with galactose residues attached to alternate mannose
residues, so that in the preferred two-fold conformation of
the polymer backbone all the sidechains would be located
on one side of the main chain. The same workers also sug-
gested a block structure for carob gum. However, more
recent results obtained by intelligent use of rigorously-
purified enzymes in combination with computer modeling
indicate a more irregular distribution pattern of galactose
residues along the mannose backbone (50).

The difference in pattern of substitution of galactoman-
nans reflects on their ease of solubilisation. The overall
composition is also an important determinant of hydration.
In general, their solubility increases with increasing galac-
tose content. Thus guar gum hydrates rapidly in either hot
or cold water, complete dissolution of carob gum required
heating to elevated temperatures, and their parent mannan
is totally insoluble in water (51). On dissolving, the galac-
tomannans adopt an extended, disordered conformation,
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giving solutions of high viscosity at low polymer concen-
tration. In the solid state the backbone adopts an ordered,
two-fold conformation with the individual chains packing
together into flat sheets.

Galactomannans serve the function of economical and
natural thickeners in the food industry (52). Their primary
function is to bind water and minimize the growth of ice
crystals in confectioneries, pie fillings and chocolate-
based frozen desserts. As mentioned earlier, they are com-
bined with gelling carrageenans and agarose to increase
the pliability and reduce the syneresis of gels used as gel-
atin mimetics and with carboxymethylcellulose to stabilise
ice creams. A wide range of dips, sauces, salad dressings,
mayonnaise, soups and toppings utilize galactomannans
to provide desirable viscosity and stability at high tem-
peratures and relatively acidic conditions (53). Locust
bean gum, in particular, is used as an efficient binding agent
thus contributing to a homogenous texture in sausages made
of comminuted meat and canned petfoods with gravy.

B. XANTHAN

The bacterial polysaccharide xanthan is an example of a
true periodic branched repeating sequence. It is produced
during fermentation by the organism Xanthomonas
campestris. Its primary structure consists of a cellulose
backbone, substituted on O(3) of alternate glucose residues
by charged trisaccharide sidechains of β-D-Manp-1,4-β-
D-GlcAp-1,2-α-D-Manp to give a branched pentasaccha-
ride repeating unit (54). Substantial sample-to-sample
variations are observed in the degree of acetylation at O(6)
of mannose residues adjacent to the polymer backbone,
and in the content of pyruvate ketal 4,6-linked to terminal
mannose units. X-ray diffraction studies on oriented xan-
than fibres can accommodate equally two trial models. One
is an extended five-fold single helix stabilized by hydrogen
bonding of sidechains along the polymer backbone and
the other is a coaxially packed double helix where the
individual chains have the same conformation as the sin-
gle helix model (55).

It is documented that the disorder-to-order transition
of xanthan obeys first order kinetics, with little change in
molecular weight until conformational ordering is virtu-
ally complete, arguing for an intramolecular single helix
rather than an intermolecular double helix. A subsequent
approximate doubling of molecular weight observed at
lower temperature may then be attributed to lateral asso-
ciation of ordered chain sequences. This proposal offers a
likely interpretation of the tenuous gel-like behaviour of
xanthan solutions, which is utilized technologically in emul-
sion stabilization and particle suspension (56). The asso-
ciations indicated by light scattering provide a mechanism
for the development of a network comprising intermolec-
ular associations. The network structure, however, breaks
down readily under stress, allowing the solution to flow

freely. This unusual combination of properties falls into
the category of “weak gels.”

The weak-gel properties of xanthan are used widely 
in the food industry. Salad dressings, mayonnaise and
ketchup may contain xanthan up to 0.3% in order to impart
a functional texture (57). Thus the foodstuffs are readily
pumped in the production line, flow easily from the bottle
during use and restructure well “at rest” on a salad, piece
of pizza, a toast or a burger. Xanthan’s ability to disperse
and then dissolve in cold water or to retain its stability and
viscosity in acidic formulations finds applications in bever-
ages, sauces and gravies. Its interaction with galactoman-
nans create paste-like heterotypic associations (58), which
are used in the stabilization and creaming of processed
soft cheeses, and to impart smooth texture and improved
organoleptic properties in frozen confectionery (ice
cream, milk shakes, etc.).

C. GELLAN, WELAN AND RHAMSAN

The structurally-related extracellular polysaccharides gel-
lan, welan and rhamsan share the same four-sugar backbone
repeating unit. Gellan is unbranched, whereas welan and
rhamsan display comb-like branching. Gellan is biosyn-
thesized by the organism Sphingomonas elodea with an
L-glyceryl substituent at O(2) of each 3-linked glucose unit
of the polymer backbone and an acetyl group at O(6) of the
same residue; although the latter substituent may be pres-
ent in substoichiometric proportion (59). Both groups are
often removed by alkaline hydrolysis in preparation of gel-
lan for commercial use. In the case of welan, each 4-linked
D-glucose residue carries a 1,3-linked single sugar sidechain
of either α-L-rhamnose or α-L-mannose, in the approxi-
mate ratio of 2:1. In rhamsan the sidechain is a disaccha-
ride (β-D-Glcp-1,6-α-D-Glcp-) attached at C(6) of the
1,3-linked glucose residue (the same point of attachment
as the acetyl substituents in gellan).

The effect of chain branching on backbone conforma-
tion and thus on the physical properties of the polymers,
is profound (60). The major industrial use of gellan gum
is as a gelling agent with physical properties ranging from
weak and elastic in the native polymer to stiff and brittle
in the fully deacylated form. The strength and thermal sta-
bility of the gels formed by the deacylated polymer is
strongly influenced by the type and concentration of cations
present (61). For monovalent cations, gel strength increases
in the order:

Me4N
� � Li� � Na� � K� � Cs� � H�

whereas for divalent cations, which can form gels at far
lower salt concentrations, the order is:

Mg2� � Ca2� � Sr2� � Ba2� � Zn2� � Cu2� � Pb2�
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The ordered structure of gellan involves two left-handed,
three fold helical chains organized in a parallel fashion in
an intertwined duplex. Gel formation is believed to occur
by cation-mediated helix-helix aggregation. The sensitiv-
ity of gellan to acyl content and salt composition of the
gelation media permits use as a thermosetting, cold-setting,
thermo-reversible or thermo-irreversible gelling agent.
Additionally, it is highly resistant to enzymic breakdown
and can withstand autoclaving, allowing it to be used as a
substitute for agarose in microbiology or for plant tissue
cultivation. Attempts have been made to find a use for gel-
lan in a wide range of food systems requiring good gelling
properties (62). The gum is popular in the making of “halal”
table jellies and high sugar confectioneries, which are gela-
tin and cholesterol free. It may also find use in pie fillings,
dairy products and petfoods.

Welan and rhamsan, by contrast, do not gel but give
viscous aqueous solutions, which are very stable to tem-
perature, pH and salt, and have characteristic “weak gel”
properties similar to those of xanthan (63). Like xanthan,
welan was developed initially for commercial application in
oil recovery (hence the name). Calorimetric and chiroptical
studies showed no evidence of a conformational transition
for welan or rhamsan at any accessible temperature. Thus
the molecules are either “random coils” which do not order
under hydrated conditions, or they are locked in a stable,
ordered structure which is very resistant to denaturation.
Recent evidence from NMR linewidth, optical rotation,
differential scanning calorimetry and response of intrinsic
viscosity to changes in ionic strength favours the latter
proposal (64). A likely interpretation is that in both of these
materials the sidechains pack along the polymer back-
bone, enhancing the stability of the ordered structure but
preventing the helix-helix aggregation required for gel
formation.

D. GUM ARABIC

Gum arabic is an exudate obtained from the bark of the
Acacia tree in the form of a very viscous liquid. It is trans-
ported all over the world from Sudan, Senegal and other
African countries where the main tree species is Acacia
senegal. Clarified grade is required for food and pharma-
ceutical applications, which is obtained by filtering, cen-
trifuging, freeze drying and grinding to fine powder (65).
Even in this form, the gum is a complex composite of
polysaccharide chains covalently linked with proteins.
The backbone and side chains of the polysaccharide consist
mainly of β-D-galactopyranosyl molecules, which have
attached α-L-arabinofuranosyl, α-L-rhamnopyranosyl,
β-D-glucuronopyranosyl and 4-O-methyl-β-D-glucurono-
pyranosyl units. The main appeal of gum arabic in the food
industry is its ability to stabilize oil-in-water emulsions,
for example, citrus oil emulsion concentrates. In addition,
foam and cloud producing ability is utilised extensively in

beers and non-alcoholic beverages (66). Another major
application of gum arabic is in confectionery products
where it prevents sugar crystallization, enhances product
homogeneity and provides adhesion for film coatings and
nuts (67).

V. PRINCIPLES OF GUM PROPERTIES IN
SOLUTIONS AND GELS

The advent of microcomputing in recent years has
allowed the rapid development of rheological techniques,
with computer driven rheometers becoming common-
place in the laboratory or the research and development
department of food companies. These are now established
as the most productive line of attack for the development
of function-structure-texture relationships in food products
(68). The aim of this section is to give a basic introduction
to rheological approaches sufficient for the practical exam-
ination of gum based sample systems, interpretation of
results and to provide enough background information for
the accounts of food application types described in this
chapter.

A. DILUTE SOLUTIONS

A particularly convenient and useful experimental param-
eter in studies of dilute solutions is the intrinsic viscosity
[η], a measure of the volume occupied by the individual
polymer molecules in isolation, which is directly related
to molecular weight (M) [69]. This is widely used in rou-
tine characterisation of polymer batches (Mark-Houwink
equation):

[η] 
 KMα [92.1]

where K and α are constants whose values depend on the
shape of the polysaccharide, the solvent used and the tem-
perature of measurement. Typical values of α for flexible
coils are 0.5–0.8, and for rigid rods 1.5–1.8 (70).

Intrinsic viscosity is defined by the standard equations:

ηrel 
 η/ηs [92.2]

ηsp 
 (η 	 ηs)/ηs 
 ηrel 	 1 [92.3]

[η] 
 lim (ηsp/c) [92.4]

c→0

where η and ηs denote the viscosities of the solution and
solvent, respectively, and ηrel and ηsp are, respectively the
dimensionless parameters of relative viscosity and spe-
cific viscosity. Experimental values of ηsp for extrapola-
tion to intrinsic viscosity at infinite dilution (Equation
[92.3]) should be in the range 0.2 to 1.0 (71).
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Treating now molecules as particles widely separated,
the Einstein relationship for laminar flow can be derived
(72):

η 
 ηs(1 � k1φ) [92.5]

where φ is the phase volume of the disperse phase and k1

takes the value of 2.5 for spheres. From Equations [92.3]
and [92.5], ηsp can be expressed as a function of phase
volume:

ηsp 
 k1φ [92.6]

Combination of Equations [92.4] and [92.6] for infinite
dilution gives the identity:

k1φ 
 ηsp 
 [η]c [92.7]

At higher concentrations, where the increase in viscosity
is not directly proportional to the mass of the disperse
phase, the Einstein relation is extended by including
higher order terms in Equation [92.6]:

ηsp 
 k1φ � k2φ2 � k3φ3 � k4φ4 � … [92.8]

Experimentally, a linear intrinsic viscosity-concentration
relationship is observed for specific viscosities up to
about 1 and its numerical form is obtained by keeping
terms up to quadratic in Equation [92.8] and substituting
φ from Equation [92.7]:

ηsp/c 
 [η] � k�[η]2c [92.9]

where k� 
 k2/k1
2. This is the Huggins equation and the

extrapolation to give intrinsic viscosity is obtained from a
plot of ηsp/c vs c. Alternative extrapolations are given by the
equation of Kraemer and the single point method (73). In
practice, these extrapolations may not be strictly linear, but
using all of them, intrinsic viscosities can be well bracketed.

B. EFFECT OF ENTANGLEMENT

Moving now from the case of very dilute solutions, where
the intention was to acquire information about the volume
occupied by individual molecules, up to the real range of
practical viscosity behaviour (ηsp � 1), the Huggins and the
other associated extrapolations become irrelevant because
higher order powers such as those in Equation [92.8] start
to be significant. With further increase in concentration,
viscosity begins to show appreciable dependence on shear
rate (74). At low shear rates, viscosity remains constant at a
fixed, maximum value (the “zero shear” viscosity, η0), but
at higher values “shear thinning” is observed (Figure 92.6).
Taking the maximum “zero shear” value, it has been
observed empirically that for a wide range of gums with
flexible coils the log of specific viscosity varies approxi-
mately linearly with the log of concentration over the vis-
cosity range 1 � ηsp � 10, with a slope of about 1.4 (75).

At higher values of ηsp, however, the concentration
dependence changes dramatically to a slope of about 3.3,

because a point is reached where the individual coils start to
entangle (c 
 c*). The relationship between absolute con-
centration and the onset of entanglement can be seen from
equation [92.7]. According to this equation, increasing con-
centration leads to a stage where the volume fraction occu-
pied by the coils becomes equal to the total volume (φ 
 1).
The degree of space-occupancy by the polymer coils is char-
acterized by the right-handside of Equation [92.7] (c[η]),
which is called the “coil overlap parameter” (76). This has
been found to have a value of about 4, at the onset of entan-
glement, regardless of polymer primary structure and molec-
ular weight (Figure 92.7). The zero shear specific viscosity at
this critical concentration (c*) is invariably close to 10 (77).

The spectacular change in concentration-dependence of
solution viscosity during the transition from a dilute solution
of independently moving coils to an entangled network
can be rationalised as follows. At concentrations below
the onset of coil overlap and entanglement (c � c*), the
main effect of the polysaccharide coils is to perturb the
flow of the solvent by tumbling around and setting up
“countercurrents,” with mutual interference of counter-
currents from adjacent chains giving a somewhat more
than proportional increase in viscosity with increasing
concentration (78). At concentrations above c*, however,
where flow requires chains to move through the entangled
network of neighbouring coils, the restriction of mobility
increases steeply with increasing network density, giving
rise to the higher concentration-dependence of viscosity.

Shear thinning behaviour in polysaccharide solutions can
be similarly rationalised in terms of polymer entanglement
At concentrations below c*, shear thinning is minimal
(typically less than 30% over several decades of shear
rate), and can be attributed to elongation of individual coils
in the direction of flow at high enough shear rate. The
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“Newtonian plateau” observed for entangled coils (c � c*)
at low shear rates corresponds to a dynamic equilibrium
between forced disentanglement (to allow the solution to
flow), and re-entanglement with new partners (79). At
higher values of shear rate, where the pace of disentangle-
ment exceeds the pace at which new entanglements can
form, the overall crosslink-density of the network is
reduced, with consequent reduction in viscosity (often by
several orders of magnitude).

C. VISCOELASTICITY

So far the discussion has been confined to the liquid-
like behaviour of gum systems, measured under “large
deformation” conditions, i.e. steady shear. Gum networks,
including entangled “flexible coils,” however, also show a
substantial element of solid-like response (80). The degree
of solid-like and liquid-like character can be quantified by

the technique of mechanical spectroscopy in which the
resistance of the sample to a very small oscillatory defor-
mation is resolved into the storage (G�) and loss (G�)
moduli (68). The oscillatory analogue of shear rate is the
frequency of oscillation (ω) and the ratio of the unre-
solved “complex modulus” (G* 
 (G�2 � G�2)1/2) to the
applied frequency gives the “dynamic viscosity,” η* (81).

Polysaccharide systems can give three characteristic
types of small deformation response (Figure 92.8). Polymer
solutions with concentrations lower than c* yield the first
general type of spectrum (82). There is little variation of
dynamic viscosity with frequency and G� dominates over
the G�, although with increasing frequency G� approaches
G� due to storage of energy by contortion of the chains into
strained conformations. Concentrated gum solutions pro-
vide the second type of mechanical behaviour (83). At lower
frequencies the principal response is rearrangement of the
network to accommodate the strain, and G� predominates
(as in the case of dilute solutions). At high frequencies,
where interchain entanglements do not have sufficient time
to come apart within the period of one oscillation, G� � G�
showing little change with frequency (solid-like response).
The dynamic viscosity is independent of frequency ini-
tially, but decreases steeply on reaching higher values of ω.

The last general category of spectrum is the permanent
network (e.g. true gum gels) that show properties approach-
ing those of elastic solids, hence G� predominates over G�
at all frequencies with neither showing any appreciable fre-
quency-dependence. Dynamic viscosity decreases steeply
with increasing frequency, and the slope of log η* vs log ω
approaches the value of 	1 expected when G� and G� are
constant (84). An unusual combination of liquid-like and
gel-like properties is the case of weak gels, with xanthan
the best documented example mentioned above. Xanthan
solutions show quite different shear-thinning behaviour from
the generalized shear rate dependence observed for flexible
polysaccharide coils and, when measured under small
deformation conditions, G� is greater than G� with little
frequency-dependence in either modulus, behaviour typi-
cal of a gel rather than a normal solution (85). Addi-
tionally, the small-deformation dynamic viscosity is
greater than the large-deformation steady shear viscosity,
in contrast to flexible coil polysaccharides where both
types of measurement give the same numerical values.
This implies a weak, gel-like structure, which can survive
a low amplitude oscillation, but is disrupted by continuous
shear (86).

VI. MIXED GELS

Two gelling gums in the same system can create three gen-
eral types of network structure, as shown in Figure 92.9 (87):

a) Interpenetrating networks
b) Coupled networks and
c) Phase-separated networks
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A. INTERPENETRATING NETWORKS

These represent the simplest situation, rarely encountered
in mixed gum gels, where the two components gel sepa-
rately forming two independent network structures. Both
networks span the entire system, interpenetrating one

another, but interaction is solely topological (88). One way
of ensuring bicontinuity is to introduce a second polymer
into the pores of a pre-existing network, and then to alter
conditions in such a way that this second species forms its
own network without disruption of the original gel. The
problem of slow diffusion of a polymer solution into a gel
can be tackled by using small globular proteins as the dif-
fusing species. An alternative would be to prepare a xero-
gel of a gum and then swell this gel in the protein solution.
A final requirement is the thermal irreversibility of the pre-
existing gum network in order to allow for the heat-set
process of the protein.

B. COUPLED NETWORKS

This kind of interaction involves a direct association between
two different polymers to form a single network. Three
different types of intermolecular binding may then arise:

i) Covalent linkages
ii) Ionic interactions

iii) Co-operative junctions
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separated networks (from reference 87, with permission).

DK9848_C092.qxd  20/Oct/05  03:10 PM  Page 14



Chemical cross-linking between different chains offers
a direct way of forming a gel network. The main charac-
teristic of a system held by covalent bonds is its ther-
mostability. One reasonably well-understood interaction of
this type involves the formation of amide bonds between
the propylene glycol esters of alginate and uncharged
amino groups of gelatin (89). Direct interactions can also
occur between biopolymers of opposite net charge, by for-
mation of an insoluble coacervate. Complex coacervation
between, for example, gum arabic and gelatin has exten-
sive practical use in microencapsulation. Ionic attraction
may also be involved in the highly specific interaction of
κ-carrageenan with κ-casein, to give a weak gel network of
practical importance in, for example, preventing sedimen-
tation of cocoa particles in chocolate milk desserts (90).

Finally, it has been suggested that in some systems the
interactions of unlike polysaccharides may involve forma-
tion of specific co-operative junction zones analogous to
those in single-component gel systems, such as car-
rageenans, but with the participating chains being het-
erotypic rather than homotypic. The mixed gels formed
between alginate and pectin under acid conditions are
believed to involve junctions of this type (91). As men-
tioned earlier, another example of co-operative synergism
is between certain galactomannans (notably carob and tara
gum) and certain helix-forming polysaccharides (agarose,
xanthan, κ-carrageenan). In general, the phenomenon is
believed to involve unsubstituted regions of the mannan
backbone associating with the ordered conformation of
the second polymer to create mixed-junction zones.

C. PHASE-SEPARATED NETWORKS

When favourable interactions (such as those in polyanion-
polycation systems) are absent, thermodynamic incom-
patibility between chains of dissimilar polysaccharides
tends to cause each to exclude the other from its polymer
domain, so that the effective concentration of both is raised.
This is true even when the energies of interaction between
the chains involved are small (disordered chain segments) in
comparison with the much stronger interactions of ordered
sequences in gum gels (92).

At low concentrations, thermodynamic incompatibility
can promote conformational ordering within a single phase,
which, for gelling systems can increase the rate of net-
work formation (93). At higher concentrations, the system
may separate into two discrete liquid phases. Generally,
phase separation in protein-polysaccharide-water systems
occurs only when the total concentration of the macromol-
ecular components exceeds 4%, although there are varia-
tions from system to system (94). In the case of
carboxyl-containing or sulphated polysaccharides, ionic
strength and pH play an important role. For example, pro-
teins and carboxyl-containing polysaccharides phase sep-
arate at pH values above the isoelectric point (at any ionic

strength) or when the pH is equal to or less than the pro-
tein isoelectric point but the ionic strength is greater than
� 0.25 (95). Phase separation phenomena are manipulated
in the food industry to develop novel textures, a notable
example of which is low fat spreads, processed soft cheeses,
low protein yoghurts and chocolate mousses. In these
products, starch and its hydrolysates, pectin, alginates,
gelatin and sodium caseinate play an important role (96).

VII. GUMS IN A HIGH SUGAR 
ENVIRONMENT

As described earlier, gums comprise an important class of
confectionery products. These are based on a mixture of
sucrose and glucose syrups and typically contain 10–25%
moisture in the final product. A hydrocolloid is incorporated
to control texture. Gummy sweets are made by preparing
first the ‘liquor,’ which is a mixture with all the ingredi-
ents at 30% moisture content (97). Liquors are deposited
hot (e.g. 70°C) into dry-powdered starch moulds and the
excess moisture is extracted by stoving the sweets in these
moulds for the required period of time at about 50°C.

Gelatin which for almost a century has been produced
on an industrial scale is the most frequently used structur-
ing agent in confectionery products, but is increasingly
falling ‘out of fashion’ with consumers and producers
alike (98). Reasons for the change in attitudes include the
need to circumvent diet and health problems or perceptions
such as the BSE scare, vegetarianism and religious dietary
laws (e.g. Muslim and Hindu). Furthermore, high sugar/
gelatin confectioneries tend to become sticky during han-
dling, or when stored in warehouses at high ambient tem-
peratures resulting in partial structural collapse, welding
and crystallization (caking) of the product. For these reasons,
there is an incentive to understand the behavior of poly-
saccharides in high sugar environments since this class of
biopolymers may provide an alternative to gelatin.

Recent studies have mapped out the structural proper-
ties of gums in the presence of increasing levels of sugar
(99). Small deformation dynamic oscillation described 
in the ‘Viscoelasticity Section’ of this chapter was used to
identify the structural characteristics of the gums from the
rubbery plateau (elastic consistency) through the transi-
tion region to the glassy state (brittle texture). In contrast to
the collapse of the firmness of polysaccharide gels (agarose,
gellan gum, κ-carrageenan) at intermediate levels of 
co-solute, gelatin forms reinforced networks between 40
and 70% sugar in the mixture (Figure 92.10). The drop in
polysaccharide network strength is accompanied by a
decline in the enthalpy of the coil-to-helix transition,
whereas the transition enthalpy is more pronounced in
gelatin gels in accordance with their strengthening (100).
Tangible evidence of the molecular transformations was
obtained using electron microscopy, with polysaccharides
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disaggregating and dissolving in the saturated sugar envi-
ronment. Gelatin, on the other hand, is visualized in an
aggregated form thus producing a phase-separated topo-
logy with sugar. It is speculated that this behaviour may
have implications and lie behind the difficulties encoun-
tered in the commercial replacement of gelatin with small
additions of gelling gums in high sugar confectionery
products (101).
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I. INTRODUCTION

Generally, heat induced denaturation of globular proteins
leads to aggregation of the proteins and above a character-
istic concentration (Cg) eventually a gel is formed [1–3].
The aggregation process, the structure and the visual aspect
of the gels depend on external conditions such as the pH,
the ionic strength (Cs), the protein concentration (C) and the
temperature (T). At a pH far from the isoelectric point (pI)
and at low ionic strength the gels are generally transparent
and electron microscopy shows that linear aggregates are
formed. At high ionic strength or close to pI the gels are tur-
bid and more densely branched aggregates are observed.

Among the most common globular proteins such as
serum albumin (BSA), ovalbumin (OA) and lysozyme,
β-lactoglobulin (β-lg) is the most intensively studied. 
β-lg is the major component of whey and has molar mass
18.4 Kg/mol and radius 2 nm [4–6]. At pH2 β-lg has a
purely positively charge of �21, while at pH7 it has a net

negative charge of �7, but contains both positively and neg-
atively charged groups. The isoelectric point pI equals 5.2.

Apart from being a good model, β-lg is widely used in
food industry and it is important to understand the heat
induced aggregation process either because one wants to
avoid it, e.g. in sterilization of milk, or because one wants to
exploit it for building new textures for specific applications.

The purpose of this chapter is to present some of the
major features of heat induced aggregation and gelation of
β-lg based mainly on the research carried out in our labo-
ratory over the last decade [7–22]. Experimental and tech-
nical details of the results shown in this chapter can be
found in the original papers where the reader can also find
references to the relevant literature. One aspect that has
received relatively little attention until recently, is the
influence of phase separation on the gel structure. We will
address that issue here through a study of mixed systems
of β-lg and κ-carragheenan (κ-car) [18–21]. The latter is
a polysaccharide issued from blue algae and is fully 
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compatible with native β-lg under the conditions of our
investigation. However, κ-car and β-lg aggregates are,
under some specific conditions, incompatible, which
leads to (micro) phase separation with important conse-
quences for the gel structure. We will argue that the effect
of micro phase separation may play an important role in
the elaboration of new textures with new properties.

II. NATIVE PROTEIN CONSUMPTION

β-lg aggregates are stable to cooling and dilution and can
be characterized in dilute solutions at room temperature 
[7, 14]. Figure 93.1 shows an example of the size distri-
bution of β-lg after different heating times obtained by
size exclusion chromatography (SEC). The chro-
matographs show a clear separation between a narrow
peak corresponding to residual native proteins and a broad
peak that corresponds to the aggregates. This observation
implies that the minimum size of the aggregates contains
already many monomers and that no or very few stable
oligomers are formed. This separation is also observed in-
situ in dynamic light scattering experiments both at pH7
and pH2 [7, 12].

With increasing heating time the aggregates grow in
size and the size distribution broadens, while the fraction
(F) of native proteins decreases. Unfortunately, the resolu-
tion of SEC is rather limited and already relatively small
aggregates are fully excluded and no longer resolved. The
evolution of F with heating time of β-lg at pH7 and 0.1 M
NaCl salt is shown in Figure 93.2 for three temperatures.
The rate with which the protein aggregates is strongly tem-
perature dependent, but the shape of the time dependence is

the same at each temperature. This is illustrated in Figure
93.3 where the data are plotted as a function of the heating
time normalized by the time needed to aggregate half of 
the protein (th). The aggregation rate has an Arrhenius 
temperature dependence with a large activation energy
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FIGURE 93.1 Chromatograms of β-lg solutions at pH7, 0.1 M
salt and C � 18.6 g/L after different heating times at 60°C.
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FIGURE 93.2 Heating time dependence of the unaggregated
β-lg fraction (F) at pH7, 0.1 M salt and C � 18.6 g/L at different
temperatures indicated in the Figure. The dashed lines indicate
the gel time defined as the time when we first observed a frac-
tion of non-soluble protein. The continuous lines represent a fit
with a reaction order 1.5.
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FIGURE 93.3 Same data as in Figure 2 plotted as a function
of the heating time normalized by the time needed to consume
half of the native proteins th. The continuous line represents a fit
with a reaction order 1.5.
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(250–400 KJ/mol) that depends weakly on the concentra-
tion and the ionic strength [13]. The temperature depend-
ence of the aggregation rate is most likely controlled by the
temperature dependence of the protein denaturation, which
has a large activation energy because it is a co-operative
process. For most of the situations that we have investigated
the temperature has only an effect on the rate of aggrega-
tion and there is no indication for a critical gelation tem-
perature other than the constraint that the gelation will take
too long at lower temperatures [13].

The influence of the protein concentration on the aggre-
gation process is more complicated. In general the rate of
native protein consumption decreases with decreasing con-
centration [13, 23]. It has been investigated in detail for 
β-lg at pH7 and at 0.1 M NaCl ionic strength, for which it
is shown that the aggregation rate can be characterized by
an apparent order of 1.5 [13]. But, unexpectedly, at low
protein concentrations not all proteins aggregate and the
fraction of unaggregated β-lg (F) decays to a plateau value,
Fp. Figure 93.4 shows examples of the dependence of F on
heating time at 80°C for two ionic strengths at pH7. We do
not claim that protein depletion stops entirely at Fp, but
clearly it decreases relatively rapidly to a given value after
which the decrease becomes logarithmically slow. For all
ionic strengths, Fp increases with decreasing protein con-
centration. A systematic study of the concentration depend-
ence of Fp over a range of ionic strengths shows that the
proteins only aggregate above a critical association con-
centration, CAC, which decreases with increasing ionic
strength, see Figure 93.5.

At pH2, as at pH7, the rate at which the protein is
involved in the formation of aggregates increases with the
temperature and the initial protein concentration. The ionic
strength has also a strong influence on the decrease of the
fraction of unaggregated β-lg (F) as shown in Figure 93.6.
After long heating time, the fraction of unaggregated 
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FIGURE 93.4 Time evolution of the fraction of unaggregated
β-lg (F) at pH7 during heating at 80°C at different ionic
strengths and concentrations indicated in the Figure. The insert
shows the same data with linear time scale.
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FIGURE 93.5 Ionic strength dependence of the critical asso-
ciation concentration (CAC) of β-lg solutions at pH7 heated 24 h
at 80°C.
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FIGURE 93.6 Time evolution of the fraction of unaggregated
β-lg (F) at pH2 during heating at 80°C, C � 5 g/L for different
ionic strengths indicated in the Figure. The continuous lines rep-
resent a fit with a fractional order 1.5.
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protein stabilizes at a value that increases with decreasing
ionic strength as was found at pH7.

III. AGGREGATE GROWTH AND 
GELATION KINETICS

Static light scattering (SLS) has proven to be a powerful
technique to characterize the growth of the aggregates [11].
Figure 93.7 shows the scattering wave vector (q) depend-
ence of the intensity scattered by the aggregates formed
after different heating times at pH7 and 0.1 M NaCl salt.
The solutions were highly diluted so that interaction may
be neglected. The scattering intensity (Ir) is normalized by
that of β-lg monomers at the same concentration, so that
the value of Ir extrapolated to q � 0 corresponds to the
weight average aggregation number (mw), according to
the relation Irel(q) � mw.S(q) where S(q) is the structure
factor of the aggregates [24, 25]. In Figure 93.7, clearly
mw increases with increasing heating time, while the 
q-dependence becomes more important because the average
size of the aggregates increases The z-average radius of
gyration of the aggregates (Rgz) can be obtained from the
initial q-dependence of S(q) through the relation S(q) �
(1 � q2Rgz

2/3)�1 for qRgz �� 1. At larger heating times
this initial q-dependence can no longer be reached in the 
q-range accessible in the experiment. Very large aggregates
show a power law q-dependence, Irel(q) ∝ q�df, which
means that the aggregates have a self similar structure
with fractal dimension df [11, 24]. After dividing Ir(q) by

mw and plotting the result, the so called structure factor
S(q) [24, 25], as a function of q � Rgz, we obtain a master
curve, see Figure 93.8, which confirms that aggregates are
self similar [11, 24]. We will discuss the structure of the
aggregates in more detail in the section IV.

In the following part, we will examine the influence
of the temperature, concentration and ionic strength on
the kinetics of aggregation and gelation.

A. TEMPERATURE DEPENDENCE

Figures 93.9 and 93.10 show, respectively, the effect of
heating temperature on the aggregate growth and on the
evolution of G� and G� at 0.1 Hz at pH7 and 0.1 M salt. It is
clear that the gelation rate increases strongly with increas-
ing temperature. However, there is not a significant effect
of the temperature on the shapes of mw(t), G�(t) and G�(t).
This is shown in Figures 93.11 and 93.12 where we have
superimposed the data by time shifts. Master curves of
two other protein concentrations are also shown in Figure
93.12.

In Figure 93.11 we have compared the evolution of
mw, with that of the loss (G�) and the storage (G�) shear
moduli. The shear modulus was measured at 0.1 Hz in the
linear regime (10% deformation) using a couette geome-
try [16]. We have defined here the gel time (tg) as the time
when we first observe an insoluble gel fraction after dilu-
tion indicated by the dashed line in Figure 93.11.
Alternatively, one can define tg as the time when mw

diverges or when G� and G� follow the same power law
frequency dependence in the law frequency domain [26].
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These definitions give similar values for tg, but they are
less convenient for systematic investigation. Taking the
observation of an insoluble gel fraction as tg leads to an
overestimation of tg by at most 20%.

The temperature dependence of the gel time (tg) is
characterized by the same activation energy as that of the
protein denaturation. This means that the temperature

dependence of the gelation rate is controlled by the
process of protein denaturation [13]. Above the gel time
G� increases rapidly at first and later continues to increase
slowly over the whole duration of the measurement.

B. CONCENTRATION DEPENDENCE

In order to form a gel the aggregates have to grow suffi-
ciently large to fill up the whole space. If aggregates have
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a fractal structure there is no lower concentration limit for
space filling and gelation to occur, as has been demon-
strated by computer simulations [27]. Of course, as the
concentration decreases the gel becomes less dense and
weaker so that in practice there is always a lower concen-
tration limit below which the gel modulus is no longer
measurable. For globular proteins, however, a lower con-
centration limit for gelation (Cg) is observed for a different
reason. This is illustrated in Figure 93.13, where we plot-
ted the growth of the aggregates with heating time at dif-
ferent concentrations for β-lg at pH7 and 0.1 M
CH3COONH4. Above a critical concentration Cg � 7 g/L
we observe a clear divergence of the weight average aggre-
gation number mw after which a gel is formed. Below this
concentration C � Cg, the growth of the aggregates stag-
nates when most native proteins have aggregated [13, 17].
The size of the aggregates, at which their growth stagnates,
increases with the protein concentration. Cg depends strongly
on the ionic strength, but also on the type of salt, see below.

In Figure 93.14 we show the evolution of G� at 80°C
for a range of concentrations at pH7 and 0.1 M NaCl. The
gel time increases with decreasing concentration and
diverges as C → Cg. As expected, at a given temperature
both the rate of gelation and the value of the modulus 
at the measured longest time increase with increasing 
concentration.

C. IONIC STRENGTH DEPENDENCE

Figure 93.15 shows how mw varies with the protein con-
centration at different ionic strengths between 3 � 10�3 M
and 0.4 M. The data were obtained for β-lg solutions at

pH7 that were heated for 24 h at 80°C. After this prolonged
heat treatment the growth of the aggregates has stagnated.
For ionic strength up to 2 � 10�2 M we observe a plateau
at low concentrations. At these concentrations, only small
so-called primary aggregates are formed. There appears to
be a small increase of the mass of the primary aggregates
with increasing ionic strength. The association of the pri-
mary aggregates into larger self-similar aggregates leads
to an increase of mw with increasing concentration and a
divergence at Cg. The increase occurs at higher concentra-
tions with decreasing ionic strength. For C 	 Cg we observe
the formation of a homogeneous gel if Cs � 0.2 M.
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However, at higher ionic strengths we observe a precipita-
tion of protein flocs between Cg and about 10 g/L. We
interpret this precipitation as the formation of a gel that is
not sufficiently strong to resist gravity. Figure 93.16 shows
the dependence of Cg on the ionic strength. Cg increases
strongly with decreasing ionic strength, but the relative
variation weakens below 0.02 M. We speculate that the
latter effect is caused by the contribution of counterions
that becomes important at very low ionic strength where
Cg is large. Cg also depends on the type of added salt since
at 0.1 M CH3COONH4 we observed Cg � 7 g/L while at
0.1 M NaCl we found Cg � 15 g/L. We note that in the
presence of even a small amount of CaCl2 (10�3 M) Cg is
less that 1 g/L. Cg increases as well if the pH is further
from the isoelectric point [28].

At pH2, as at pH7, the growth of mw is faster when the
temperature and the concentration are higher. A remarkable
feature is that although the rate of protein depletion is low
at low ionic strength, some long fibrilar aggregates are
observed even if a vast majority of the proteins is unaggre-
gated, see section IV.

IV. STRUCTURES OF ββ-lg AGGREGATES
AND MECHANISMS OF AGGREGATION

We will discuss now the structure of aggregates formed at
pH2 and pH7 and for each pH at low and high ionic
strength. These 4 different conditions lead to 4 different
situations that are in our opinion typical for a wide range
of situations encountered in heat induced aggregation of
globular proteins.

At pH7 and 0.1 M salt, as seen in Figure 93.8, the static
structure factor S(q) obtained from scattering techniques

presents for q � Rgz 		 1 a power law behavior S(q) ∝ q�df

which means that aggregates are self similar with a fractal
dimension df � 2. Independent information about the struc-
ture of the aggregates can be obtained from Figure 93.17
where mw is plotted versus Rgz. For fractal objects
mw � aRgz

df, where the prefactor a depends on the local
structure of the aggregates and their size distribution [11,
24]. The value of df is consistent with the measured static
structure factors and confirms independently df � 2. The
lower limits of Rgz and mw are given by that of the primary
aggregates.

At low ionic strength 3 
 10�3 M and low concentra-
tions (see Figure 93.15), the growth leads only to the for-
mation of primary aggregates which have a weight average
aggregation number of about 100 and a hydrodynamic
radius of about 15 nm. Figure 93.18 shows the structure
factors of the aggregates at pH7 at low and high ionic
strength by a combination of SLS and Small Angle Neutron
Scattering (SANS). SANS measurements were done in
D2O in which the primary aggregates are a bit smaller. The
large scale structure of the aggregates formed at 0.1 M is
again characterized by a fractal dimension df � 2. The
internal cut-off for the fractal regime corresponds to a
weight average aggregation number of about 100, which
confirms that the larger aggregates are formed by random
association of the primary aggregates. Figure 93.19 shows
the combination of Small Angle Light Scattering (SALS),
SLS and SANS data for dilute solutions of very large
aggregates at pH7 0.1 M. Ir(q) has a power law depend-
ence on q in the range 2 
 10�4 � q � 2 
 10�1 nm�1

which implies that the aggregates have a fractal structure
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over at least three orders of magnitude up to several micro-
meters. The weight average aggregation number is much
bigger than 107 protein monomers.

The structure of the aggregates may also be investigated
at larger scales using microscopy techniques. Figure 93.20

shows micrographs of β-lg aggregates obtained using
Cryo-Transmission Electron Microscopy (Cryo-TEM). At
pH 7 small elongated aggregates are formed at low ionic
strength (3 
 10�3 M), while at high ionic strength (0.1 M)
we observe larger aggregates that appear to be formed by
random association of the small aggregates. At low ionic
strength the primary aggregates are inhibited from further
association, probably due to electrostatic repulsion. How-
ever, at high protein concentrations we do observe further
association partially caused by the presence of protein
counterions that increases the ionic strength. The structure
of the aggregates does not depend on the heating temper-
ature nor on the protein concentration although higher
concentrations are needed to form large aggregates at
lower ionic strength, see Figure 93.16.

The large scale fractal structure is little influenced by
the ionic strength, but the local structure varies with the
ionic strength [17]. The aggregates become significantly
denser for ionic strengths higher than 0.05 M. The origin
of this local densification is probably the stronger branch-
ing of the aggregates at higher ionic strength. From Cryo-
TEM and X-ray scattering experiments it appears that at
low ionic strength the primary aggregates associate mainly
head to tail, while at high ionic strength side ways associ-
ation leading to branching becomes more common [29].

The aggregation at pH 2 is different. At pH2 thin linear
aggregates are formed which are very rigid at low ionic
strength (10�2 M) and flexible at high ionic strength (0.2 M),
see Figure 93.20. In Figure 93.21 we compare the struc-
ture factor of large aggregates formed at pH 2 at different
ionic strengths. The amount of residual non-aggregated
proteins is negligible for these samples. Over some q-range
Ir ∝ q�1, which is characteristic for a rigid rod-like structure.
The q-range over which Ir ∝ q�1 decreases with increasing
ionic strength and is no longer visible at 0.2 M. The fit of
the data with the structure factor of large worm-like
chains leads to estimate the persistence lengths as 38, 300
and 600 nm at ionic strengths 0.1 M, 0.03 M and 0.013 M,
respectively. The value at 0.013 M should be considered
as a minimum value, as the deviation from Ir ∝ q�1 is small.
Notice that at high ionic strength the values of df happen to
be the same for the aggregates formed at pH2 and pH7 even
though it is obvious from Figure 93.22 that their local
structure is very different. The elementary unit of the frac-
tal structure at pH7 is the primary aggregate while at pH2
it is the persistence length of the strands.

The hydrodynamic radius (Rh) and the degree of flex-
ibility of the aggregates can be probed by dynamic light
scattering (DLS). The q-dependence of the apparent dif-
fusion coefficient (D) was measured for highly diluted
aggregates formed at pH7 for different ionic strengths.
For rigid spherical particles D does not depend on q even
for qRh 	 1. For rigid fractal aggregates D increases some-
what with increasing q due to the influence of rotational
diffusion. Finally, for flexible particles one expects D ∝ q
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FIGURE 93.20 Cryo-TEM micrographs of β-lg aggregates formed upon heating 24 h at 80°C at pH2, 0.01 M (a); pH2, 0.2 M (b);
pH7, 0.003 M (c); pH7, 0.1 M (d).
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for qRh 		 1. If D0 denotes the extrapolated value of D at
q → 0, master curves can be obtained by plotting the val-
ues of D/D0 obtained at different protein concentrations as
a function of qRhz [7, 14]. Figure 93.23 shows master
curves obtained at different ionic strengths. In all cases D
increases with increasing q for qRhz 	 1, but the increase is
more important at lower ionic strength implying that the
aggregates formed at lower ionic strength are more flexi-
ble. The lower flexibility at higher ionic strength is prob-
ably caused by the increasing degree of branching of the
aggregates. The full flexibility which leads to D ∝ q is only
reached at large length scales, i.e. for qRhz 	 10 [14, 17].

Figure 93.24 shows the dynamic structure factor of
diluted aggregates formed after different heating times at
80°C at pH2 at 0.1 M and 0.2 M salt. For qRgz 		 1, the
linear q dependence of the apparent diffusion coefficient
shows that the aggregates formed at high ionic strength
are fully flexible. At lower ionic strength a weaker 
q-dependence of D was observed because the aggregates
are more rigid.

The aggregation of β-lg occurs in first instance by a
unidirectional growth. This first step of the aggregation
leads to particles of a small and rather well defined size at
pH7, but at pH2 it leads to large linear aggregates. One
may speculate that the aggregation is initially a process of
nucleation and growth. This is especially clear at pH2 and
low ionic strength, where immediately very large rod-like
aggregates are formed even if only a tiny fraction of the
native proteins has been consumed. But also at all other

conditions investigated we never observed the formation
of oligomers. At present we do not know why the initial
aggregation of β-lg stops at a relatively small size at pH7.
The formation of well defined primary aggregates was not
observed for ovalbumin at similar conditions [30].

The second step of the aggregation, which is clearly
distinguished at pH7, involves the entirely different process
of random association of the primary aggregates. It is dif-
ficult to judge from the micrographs shown in Figure 93.20
to what extent this further association also takes place at
pH2. Some further association at pH2 seems implied by
the fact that gels are also formed at pH2. With the increase
of the ionic strength, the aggregates are more flexible and
some branching appears. Figures 93.25 and 93.26 show
schematic drawings of the aggregation processes at pH7
and pH2 respectively.

V. STRUCTURE AND RHEOLOGICAL
PROPERTIES OF THE GELS

The structure of globular protein gels is traditionally
described in terms of finely stranded and particulate gels,
but mixed structure are also observed [31]. β-lg at pH2
leads to finely stranded gels, while β-lg at pH7 and high
ionic strength leads to particulate gels. Clearly, the fine
strands seen in the gels at pH2 are simply more or less asso-
ciated linear aggregates. On the other hand micrographs of
so-called particulate protein gels typically show dense
domains with a characteristic size that varies with the ionic
strength [32], the pH [23] and the heating conditions [33].
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The dense domains result from micro phase separation,
which is observed very clearly in mixed systems.

The structure factor of heat-set protein gels at small
length scales has been studied using neutron and X-ray
scattering [29, 34, 35]. They show for transparent gels a
maximum caused by electrostatic interactions. Transparent
gels are homogeneous at length scales larger than a few
tens of nanometers and thus show no q-dependence over
the q-range covered by light scattering. When the ionic
strength is increased the interaction peak disappears and
instead an increase of the scattering intensity is observed
at low scattering wave vectors (q), see Figure 93.27. So
far structure factors of turbid gels could not be studied at
the smaller q-values covered by light scattering because
multiple scattering influences the results. However, it has
recently been shown that the structure factor of turbid
globular protein gels can be determined using cross-
correlation dynamic light scattering [16, 36].

This new experimental technique has been used to
study the relationship between the rheological properties
of globular protein gels and their structure in the specific
case of β-lg at pH7 and 0.1 M salt.

A. GEL STRUCTURE

As we have already mentioned, the structure of heated
globular protein solutions and gels is determined by the

interplay between the growth of the aggregates and the
electrostatic interaction between the aggregates. This
interplay leads to a maximum turbidity and heterogeneity
at some protein concentration. Figure 93.28 shows the tur-
bidity of a series of β-lg solutions at pH7 and 0.1 M NaCl
that were heated at 80°C during 24 h. The turbidity increases
due to the increase of the concentration and the aggregate
size up to Cmax � 30 g/L, then decreases at higher concen-
trations because repulsive electrostatic interactions start to
dominate. The repulsive electrostatic interactions are
screened by added salt. Therefore they increase with
decreasing ionic strength. As a consequence the turbidity
at a given concentration decreases with decreasing ionic
strength, see Figure 93.28. There is no direct correlation
between Cmax and the critical gelation concentration Cg.
The weaker is the electrostatic interaction the smaller is
Cg compared to Cmax.

Figure 93.29 shows the q-dependence of Ir of a series
of β-lg solutions at pH7 0.1 M salt that were heated 
at 80°C during 24 h (the fraction of unaggregated protein
is about 5% over the whole range of concentrations 
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investigated). By analogy with the highly diluted system,
we define an apparent aggregation number (ma) which is
the value of Ir extrapolated to q � 0 and an apparent
radius Ra. After dividing Ir(q) by ma and plotting the result

as a function of q � Ra, we obtain the structure factor of
the samples, see Figure 93.30. The solid line through the
data represents the structure factor of the diluted aggre-
gates (replacing Rgz by Ra). These two structure factors
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are almost the same. This is consistent with the Figure
93.31 that compares the dependence of ma on Ra with the
dependence of mw on Rgz for the diluted aggregates. The
solid line in Figure 93.32 has slope 2 implying that df � 2.

The concentration dependence of Ra and Rgz is shown
in Figure 93.32. For very dilute solutions interactions
between the aggregates are small and Ra � Rgz. With
increasing concentration the aggregates become bigger
and Rgz diverges at Cg. However, Ra remains finite due to

excluded volume interaction that increases with increas-
ing concentration. Above C � 20 g/L interaction domi-
nates and Ra decreases approximately linearly with C:
Ra ∝ C�1.1 [16]. The system may be described as a collec-
tion of randomly close packed blobs with radius Ra and
apparent aggregation number ma if Ra ∝ C1/(df � 3) and
ma ∝ Ra

df. These relations are consistent with the experi-
mental results for C 	 20 g/L with df � 2.0 � 0.1.

B. SHEAR MODULUS

Figure 93.14 shows the evolution of the storage shear mod-
ulus (G�) at 0.1 Hz for different concentrations at pH7 and
0.1 M NaCl during heating at 80°C. Above the gel time G�
increases rapidly at first and later continues to increase
slowly over the whole duration of the measurement. The
gel time increases with decreasing concentration and
diverges as C → Cg. As G� is almost independent of the
frequency in the range 0.01–10 Hz and G� 		 G� we con-
sider G� at 0.1 Hz as the elastic modulus G0. The concen-
tration dependence of G� after 24 h heating is shown in
Figure 93.33. After 24 h heating at 80°C almost all the native
proteins have aggregated, so that the sol fraction is negli-
gible except close to Cg. For C 	 20 g/L the concentration
dependence can be approximated by a power law depend-
ence: G� ∝ C4.5. At lower concentrations, G� decreases
strongly and the sol-gel transition occurs approximately at
Cg � 15 g/L. Renard et al. [34] measured the concentra-
tion dependence of G� for β-lg after heating at 80°C for
1 h under the same conditions and observed a stronger
concentration dependence (G� ∝ C6.1) in their tested con-
centration range 25–60 g/L. Verheul and Roefs [37] found
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80°C (pH7, 0.1 M NaCl). The solid line has slope 4.5.
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G� ∝ C4.5 in the range 35–80 g/L for a whey protein iso-
late with 70% β-lg after heating at 68.5°C for 20 h.
Obviously, the concentration dependence of G� depends on
the heating time (and temperature), because G� evolves
differently at different concentrations especially close to
Cg. E.g. we also found a stronger concentration dependence
of G� after heating for 1 h at 80°C. Therefore one should be
cautious when comparing data obtained with different
heat treatments.

Light scattering shows that at Cg the aggregates are
already strongly interpenetrated. The sol-gel transition may
therefore be described as a bond percolation process of close
packed blobs. Whereas light scattering is sensitive to the
structure of the whole system, the elastic modulus is deter-
mined by the structure of the gel fraction. Percolation of
blobs would explain the initial rapid increase of the modu-
lus above tg for a given concentration (see Figure 93.10) and
above Cg after prolonged heating. For C 	 20 g/L, where C
has a power law dependence, all the blobs can be considered
as connected and the structural unit of the gel may be iden-
tified with Ra.

According to the model of fractal gels [38], G0 ∝ Cn

with n � (3 � db)/(3 � df) where db is the fractal dimension
of the elastic backbone that is necessarily between unity and
df. The experimental values n � 4.5 and df � 2 leads to
db � 1.5. After cooling to 20°C the gel modulus increases
by a factor 2–3, but the concentration dependence is the
same as already reported by Renard et al. [34]. After 20°C
the elastic modulus is larger. The temperature dependence of
the elastic modulus is probably caused by a temperature
dependence of the bending constant of the individual bonds.

The frequency dependence of the shear modulus was
determined by performing frequency sweeps of G� and G�
during the gelation process [22]. The values of G� and G�
at equal times were obtained by interpolation. The values
of G� at all heating times can be superimposed by vertical
and horizontal shifts which implies that the system is self-
similar at different stages of the gelation process. Master
curves obtained in this way are shown in Figure 93.34 for
4 concentrations. These master curves show that the fre-
quency dependence of the shear modulus of fractal glob-
ular protein gels is self-similar at different concentrations
and heating times. G� has a close to linear frequency
dependence at high frequencies which crosses over to a
very weak frequency dependence at low frequencies. The
high frequency dependence can be understood in terms of
internal relaxation of the fractal blobs that form the gel.
The low frequency decay indicates that the relaxation on
the larger length scales is not fully elastic.

We conclude that the particular heat-set protein gels
that we studied here (pH7, 0.1 M) can be successfully
described as ensembles of close packed fractal blobs with
an elastic energy dominated by their bending energy [16].
However, this description is only valid if the concentration
and heating times are sufficiently high so that the sol fraction

can be ignored and if the interaction between the protein
are short range and repulsive. Long range electrostatic
interaction decreases Ra as was observed at lower ionic
strengths and can even lead to a peak in the static structure
factor. In addition, if electrostatic interactions are impor-
tant generally linear aggregates are formed that are only
weakly branched. On the other hand close to the isoelec-
tric point or at very high ionic strength attractive inter-
actions may lead to the formation of heterogeneous gels
containing dense micro-domains. Therefore the fractal gel
model is valid for heat-set protein gels only over a limited
range of concentrations, pH and ionic strength.

VI. AGGREGATION INDUCED PHASE
SEPARATION

As we have already mentioned, aggregation can induce a
phase separation if the ionic strength is high enough.
Another way to induce phase separation is to add a poly-
saccharide. We have investigated the aggregation and
gelation of �-lg at pH7 in the presence of κ-car [18–21].
At the conditions used in our investigation the two
biopolymers are both negatively charged and are compat-
ible. Figure 93.35 compares micrographs of gels with and
without κ-car. Clearly the presence of κ-car leads to much
more heterogeneous gels containing domains rich in β-lg
with the polysaccharide situated between these domains.
Under certain conditions of high κ-car concentrations 
and slow aggregation, we observe a macroscopic phase 
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separation with a gel-like sediment containing most of the
protein and a clear supernatant, which contains most of
the polysaccharide.

Figure 93.36 shows the fraction of unaggregated pro-
teins as a function of heating time at 70°C for a solution
containing 20 g/L β-lg and varying amounts of κ-car
between 0 and 8 g/L. Within the experimental error there
is no influence of κ-car on the rate of protein consump-
tion, i.e. on the rate of the first aggregation step [21]. It
was also shown that the structure of the aggregates is not
modified by the presence of κ-car [21].

However, κ-car accelerates the second step of the
aggregation process, i.e. the growth of the aggregates, as
is shown in Figure 93.37. Comparing the growth at 
different κ-car concentrations, we find that initially the
growth is the same as in the absence of κ-car. But once the
β-lg aggregates have reached a certain size the growth rate
increases and a gel is formed rapidly. The influence of κ-car

becomes significant for C 	 0.2 g/L, which is somewhat
smaller than the overlap concentration of κ-car (0.5 g/L).
The size of the β-lg aggregates where κ-car influences the
growth rate decreases rapidly with increasing κ-car con-
centration between 0.25 and 1.0 g/L, although the correlation
length of κ-car varies little in this range (16–26 nm) [39].

If we use higher κ-car concentrations we observe very
rapid formation of large particles together with small aggre-
gates and the residual fraction of native proteins. These
systems either develop into a gel or segregate into a turbid
bottom phase and a transparent top phase. Whether these
systems gel or segregate, depends not only on the concen-
trations of β-lg and κ-car but also on the temperature [21].

We have investigated the structure of the gels on a
larger scale using confocal microscopy. Within the resolu-
tion of the confocal microscope, the β-lg gels formed in
the presence of no, or a small amount of κ-car, appear
homogeneous. However, in the presence of more κ-car
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FIGURE 93.35 TEM micrographs of β-lg gels formed after 2 hours at 78°C pH7, 0.1 M NaCl, with 60 g/L β-lg (a) and 60 g/L 
β-lg � 4 g/L κ-Car (b). Protein domains are white.
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FIGURE 93.36 Fraction of unaggregated β-lg as a function of
heating time at 70°C in a solution of 20 g/L β-lg, pH7, 0.1 M
NaCl, and various concentrations of κ-car indicated in the figure.
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one observes a micro phase separation leading to the for-
mation of β-lg rich domains that appear to cluster [21], see
Figure 93.38.

As shown in Figure 93.39, the presence of κ-car has a
profound influence on the mechanical properties of the
gels [18]. Though the gels form more quickly with increas-
ing κ-car concentration, the coarsening of the gel structure
caused by the microphase separation weakens the gel. The
gel modulus as a function of κ-car concentration goes
through a maximum, and, as mentioned above, in some
cases we do not even observe gel formation, but rather
macroscopic segregation.

In order to understand better the competition between
aggregation and phase separation, we have mixed β-lg
aggregates and κ-car at room temperature [20]. After mix-
ing, one observes by optical microscopy the formation of
spherical micro-domains rich in protein aggregates, see
Figure 93.40. The micro-domains slowly precipitate and
form a viscous sediment. The micro-domains contain the
larger aggregates while the residual native proteins and
smaller aggregates remain in solution together with the
polysaccharide. As can be seen in Figure 93.40 the 
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FIGURE 93.38 Micrographs obtained from confocal laser scanning microscopy of solutions of 20 g/l β-lg, pH7, 0.1 M NaCl, and
various concentrations of κ-car indicated in the figure after heating 25 h at 70°C. Protein domains are white.
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FIGURE 93.39 Dependence of the storage shear modulus G�
at 1 Hz on the κ-car concentrations after heating a solution of
50 g/L β-lg, pH7, 0.1 M for 2 h at 75°C.
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micro-domains have a tendency to stick together, but the
sediment can be easily redispersed in the form of small
clusters of micro-domains. If we increase the κ-car con-
centration, smaller and smaller aggregates will phase sep-
arate and become part of the micro-domains.

The formation of the micro-domains is due to decom-
position into two liquid phases. If the system is diluted
soon after the micro-domains are formed, we recover the
initial distribution of aggregates. However, the longer we
wait the slower becomes dissolution of the micro-domains
after dilution. If we wait for more than a few days the micro-
domains can no longer be dissolved by dilution. The rea-
son for the progressive stabilization of the micro-domains
is very slow association of the aggregates that are concen-
trated in the micro-domains. We have observed such slow
association at room temperature in more concentrated solu-
tions of β-lg aggregates even without phase separation.

The size of the micro-domains depends somewhat on
the concentration of κ-car and β-lg, but is close to that of
the dense domains seen in the gels of the heated mixed
systems, (compare Figures 93.35 and 93.40). We propose
that the dense protein domains in the mixed gel are due to
micro phase separation of the growing aggregates. The
micro-domains formed in the heated mixtures cannot pre-
cipitate because they are trapped in the gel. The structure
of the gels formed by the heated mixtures is controlled by
the balance between aggregation and phase separation. As
long as the aggregates are small enough to be compatible
with κ-car, the growth and the structure of the aggregates
are not influenced by the presence of the polysaccharide.
However, as soon as they become larger they will start to
phase separate. The extent of the phase separation and
thus the heterogeneity of the gels depend on the rate of
phase separation compared to the rate of aggregation. The
latter is strongly temperature dependent and can be slowed
down by using a lower heating temperature. If the aggre-
gation rate is sufficiently slow the micro-domains can pre-
cipitate and we observe a macroscopic phase separation.

The influence of micro-phase separation is particu-
larly clear for the mixed system discussed here. However,

as we have said, gel structures very similar to that of the
mixed system are observed in pure β-lg gels at high ionic
strength or at pH close to the isoelectric point. In these sit-
uations the gel structure is also influenced by micro-phase
separation.

VII. CONCLUSION

Heat-induced denaturation of β-lactoglobulin leads either
to the formation of large linear aggregates or to small pri-
mary aggregates. In a second step the primary aggregates
may associate further to form self-similar clusters. At low
concentrations the growth of the aggregates stagnates, while
above a given concentration Cg the aggregates fill up the
whole space and form a gel. Under conditions of high
ionic strength, pH close to the isoelectric point or added
polysaccharide very large aggregates will phase separate,
which leads to the presence of protein rich micro domains.
In such situations the morphology of the protein gels is
determined by the competition between phase separation
on the one hand and aggregation and gelation on the other.

The knowledge of these structures is essential for
understanding the rheological properties of protein gels as
we have seen in the specific case of the system at pH7 and
0.1 M salt where the elasticity of the gels can be explained
by the so-called fractal gel model. However, further work
is needed in order to elucidate the rheological properties
of globular protein gels over the whole range of pH and
ionic strength. This work is a necessary step for the devel-
opment of new routes for texturing globular proteins with
new properties.
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FIGURE 93.40 Micrographs of protein rich micro-domains obtained with optical microscopy for a mixture of 5.7 g/L β-lg aggre-
gates with Rgz � 20 nm and 9.2 g/L κ-car.

DK9848_C093.qxd  15/Oct/05  10:21 AM  Page 17



REFERENCES

1. A.H. Clark, in “Functional properties of food macromol-
ecules (2nd ed)” (S.E. Hill, D.A. Ledward,
J.R. Mitchell Eds.), p. 77, Aspen Publishers, Gaithersburg
USA (1998).

2. W.S. Gosal, S.B. Ross-Murphy, Current Opinion in Col-
loid and Interface Science 5 (2000) 188.

3. A.H. Clark, G.M. Kavanagh, S.B. Ross-Murphy, Food
Hydrocolloids 15 (2001) 383.

4. H.A. McKenzie, in “Milk proteins: chemistry and mole-
cular biology”, (H. A. McKenzie Ed.) Vol. II p. 257,
Academic Press, New York and London (1971).

5. M.Z. Papiz, L. Sawye, E.E. Eliopoulos, A.C.T. North,
J.B.C. Findlay, R. Sivaprasadarao, Jones, T.A. Newcomer,
M.E. Kraulis, P. J. Nature 324 (1986) 383.

6. H. Pessen, T.F. Kumosinski, H.M.J. Farrell, J. Ind. Micro-
biol. 3 (1988) 89.

7. J.C. Gimel, D. Durand, T. Nicolai, Macromolecules 27
(1994) 583.

8. P. Aymard, D. Durand, T. Nicolai, Int. J. Biol. Macro-
mol. 19 (1996) 213.

9. P. Aymard, D. Durand, T. Nicolai, Int. J. Polymer
Analysis & Characterization 2 (1996) 115.

10. P. Aymard, J.C. Gimel, T. Nicolai, D. Durand, J. Chim.
Phys. 93 (1996) 987.

11. P. Aymard, D. Durand, T. Nicolai, J.C. Gimel, Fractals 5
(1997) 23.

12. P. Aymard, T. Nicolai, D. Durand, A. Clark,
Macromolecules 32 (1999) 2542.

13. C. Le Bon, T. Nicolai, D. Durand, Macromolecules 32
(1999) 6120.

14. C. Le Bon, T. Nicolai, D. Durand, Int. J. Food Sci.
Technol. 34 (1999) 451.

15. C. Le Bon, D. Durand, T. Nicolai, Int. Dairy J. 12
(2002) 671.

16. M. Pouzot, T. Nicolai, D. Durand, L. Benyahia,
Macromolecules, 37 (2004) 614.

17. K. Baussay, C. Le Bon, T. Nicolai, D. Durand,
J.P. Busnel, Int. J. Biol. Macromol. 14 (2004) 21.

18. I. Capron, T. Nicolai, D. Durand, Food Hydrocolloids,
13 (1999) 1.

19. I. Capron, T. Nicolai, C. Smith, Carbohydrate Polymers
40 (1999) 233.

20. P. Croguennoc, D. Durand, T. Nicolai, A. Clark,
Langmuir 17 (2001) 4372.

21. P. Croguennoc, D. Durand, T. Nicolai, A. Clark,
Langmuir 17 (2001) 4380.

22. M. Pouzot, L. Benyahia, T. Nicolai, J. Rheo. 48 (2004)
1123.

23. M. Verheul, S.F.P.M. Roefs, J.Agric. Food Chem. 46
(1998) 4909.

24. W. Brown, in “Light Scattering. Principles and
Developments” (W. Brown Ed.) Clarendon Press,
Oxford (1996).

25. J.S. Higgins, H.C. Benoit, in “Polymers and Neutron
Scattering” (J.S. Higgins, H.C. Benoit Eds.) Clarendon
Press, Oxford (1994).

26. D. Durand, T. Nicolai, in “Encyclopedia of Materials:
Science and Technology” (K.H.J. Buschow, R.W. Cahn,
M.C. Flemings, B. Ilschner, E.J. Kramer, S. Mahajan
Eds.), Vol. VI, p 6116, Elsevier, Oxford (2001).

27. J.C. Gimel, D. Durand, T. Nicolai, Phys. Rev. B 51
(1995) 11348.

28. D. Renard, J. Lefebvre, Int. J. Biol. Macromol. 14
(1992) 287.

29. M. Pouzot, T. Nicolai, M. Weijers, R.W. Visscher, Food
Hydrocolloids 19 (2005) 231.

30. M. Weijers, R.W. Visscher, T. Nicolai, Macromolecules
35 (2002) 4753.

31. M. Langton, A.M. Hermansson Food Hydrocolloids 5
(1992) 523.

32. M. Verheul, S. P. F. M. Roefs, K. G. De Kruif, J. Agric.
Food Chem. 46 (1998) 896.

33. M. Stading, M. Langton, A.M. Hermansson, Food
Hydrocolloids 6 (1992) 455.

34. D. Renard, M. Axelos, J. Lefebvre, In “Food
Macromolecules and Colloids” (E. Dickinson, D.
Lorient Eds.), p 390, Royal Society of Chemistry,
Cambridge (1995).

35. A.H. Clark, C.D. Lee-Tuffnell, Int. J. Peptide Res. 16
(1980) 339.

36. T. Nicolai, C. Urban, P. Schurtenberger, J. Colloid Int.
Sci. 240 (2001) 419.

37. M. Verheul, S. P. F. M. Roefs, Food Hydrocolloids 12
(1998) 17.

38. W. Shih, W.Y. Shih, S.Kim, J.Liu, I.A. Aksay, Phys.
Rev. A 42 (1990) 4772.

39. P. Croguennoc, V. Meunier, D. Durand, T. Nicolai,
Macromolecules 33 (2000) 7471.

93-18 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C093.qxd  15/Oct/05  10:21 AM  Page 18



94-1

94 Emulsions and Emulsifiers

Jan Sajbidor
Faculty of Chemical and Food Technology, Slovak University of Technology

CONTENTS

I. Food Emulsifiers ................................................................................................................................................94-2
II. Monoacylglycerol Emulsifiers ..........................................................................................................................94-2

III. Derivatives of Monoacylglycerols ....................................................................................................................94-3
IV. Esters of Monoacylglycerols with Diacetyltartaric Acid (DATEM) ..................................................................94-3
V. Esters of Monoacylglycerols with Succinic Acid ..............................................................................................94-3

VI. Esters of Monoacylglycerols with Citric Acid ..................................................................................................94-4
VII. Esters of Monoacylglycerols with Lactic Acid ..................................................................................................94-4

VIII. Esters of Monoacylglycerols with Acetic Acid ..................................................................................................94-4
IX. Propylenglycol Esters ........................................................................................................................................94-4
X. Polyglycerol Esters ............................................................................................................................................94-5

XI. Sorbitan Esters ....................................................................................................................................................94-5
XII. Saccharose Esters ..............................................................................................................................................94-5

Literature ........................................................................................................................................................................94-6

An emulsion is a colloidal dispersion of liquid droplets in
another liquid phase. Often this colloidal dispersion is
complex because the dispersed phase is partially solidi-
fied or because the continuous phase contains crystalline
material. All emulsions have in common that they are
(thermodynamically) unstable.

Emulsifiers are substances that lower interfacial tension
between two non-miscible liquids with different polarity.
Emulsifier molecules consist of lipophilic and hydrophilic
parts [8]. When an emulsifier is added to a mixture of water
and oil, the emulsifier is arranged on the interface, anchor-
ing its hydrophilic part into water and its lipophilic part into
oil. On the interface surface of water and air and of oil and
air, the hydrophilic part and the lipophilic part are adsorbed
and arranged around the interface [11]. The hydrophilicity
and lipophilicity are different among emulsifiers, and the
balance between the two is called the hydrophilic-lipophilic
balance — HLB value [9]. The HLB number is a parame-
ter that has been assigned to each surfactant molecule, and
has a range of 0 to 20. A higher number represents a more
hydrophilic molecule. Emulsifiers can form two types of
emulsions. Emulsifiers with prevalent hydrophilic part
form emulsion type oil in water (O/W) and emulsifiers with
prevalent hydrophobic component form an emulsion
(W/O)[19]. Characteristic behaviours of emulsifiers
depending on HLB are summarized in Table 94.1.

Because the molecule of emulsifier has hydrophilic
and lipophilic part, its solution does not become a simple
aqueous solution but a colloidal one, of which properties
vary greatly depending on their concentration. In an
extremely-diluted solution, there is no special change, but
the emulsifier gathers on the interface and the surface ten-
sion is reduced as an increase of its concentration. As fur-
ther increase of the concentration, a uniform
monomolecular layer, is made on the surface and the sur-
face tension drops to the minimum. A further increase of
the concentration causes micelle formation. Micelles for-
mation occurs when the excess molecules, in which the
lipophilic groups are positioned face to face gather and
there is no change in the surface tension. The concentra-
tion to start micelle formation is called critical micelle
concentration (CMC) and the properties of the solution
change greatly with a change of this concentration [20].
Similar changes are developed on the interface of oil and
water, when the interfacial tension reaches the CMC
point. When the concentration exceeds CMC, spherical
micelles appear at first and disperse into water [6].

Emulsions are thermodynamic unstable systems, and
their tendency is to reach equilibrium state by linking the
dispersed share. This effect is called coalescence [17].
Substances that increase emulsion stability are stabilizers
or subsidiary emulsifier agents. Among the principle food
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stabilisers belong alginates, cellulose derivate, gelatine,
agar, pectin, starch and other jelly-forming substances.

It is obvious that temperature is an important factor in
relation to the emulsion-forming characteristics of a 
surface-active agent. An emulsifier that tends to be prefer-
entially soluble in water at relatively low temperatures
may become preferentially soluble in oil at higher tem-
peratures at which hydrophobic interactions become
stronger. Determination of the temperature at which this
inversion occurs provides a useful basis for emulsifier
selection. A strong positive correlation has been observed
between the phase-inversion temperature (PIT) of emulsi-
fiers and emulsion stability [5].

I. FOOD EMULSIFIERS

Food emulsifiers can be divided into two main groups that
include natural and synthetic ones. The first group repre-
sents a not very large number of substances present in nat-
ural plant or animal sources where it is possible to
separate them. Synthetic emulsifiers use natural sub-
stances (fats, sucrose) or their components (glycerol, fatty
acids) treated with chemicals. To set up synthetic emulsi-
fiers we can use the substances that are not present in nat-
ural sources (1,2-propylenglycol, polyglycerol, succinic
acid). At present, food industry makes intense use of
about one-tenth of available synthetic emulsifiers, with an

emphasis on emulsifiers based on monoacylglycerols and
their derivatives.

II. MONOACYLGLYCEROL EMULSIFIERS

Fats and oils are an excellent source for many amphiphilic
molecules since they are inexpensive, easy to extract and
handle [16]. Chemical reactions and/or enzymatic
processes are often carried out on certain fats and/or oils,
to obtain molecules with hydrophobic and hydrophylic
groups attached to each other. One of the most common
emulsifiers for water-in-oil emulsions is monoacylglyc-
erol of fatty acids. Hydrogenated oils or natural fats give
mixtures of mono and diesters of fatty acids when they are
transesterified with glycerol. Mechanism of transesterifi-
cation is illustrated in Fig. 94.1.

The reaction by itself can be realized most often at tem-
peratures 200–240°C in the presence of 0.1% alkaline 
catalyst (CaO, KOH and others) under intensive stirring.
Transesterification is finished at 230°C in one hour. The
reaction mixture contains mainly mono a diacylglycerols.
Acyl in monoacylglycerol can occupy border (alpha) or cen-
tral glycerol position (beta form). This conventional process,
even with widespread use, presents two main disadvantages.
One is the difficulty in obtaining pure compounds and sec-
ondly the use of high temperatures which leads to flavour
and colour impurities. When the molecule of interest is
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TABLE 94.1
Characteristic Behaviour of Emulsifiers Depending on HLB

Ratio

Characteristic Behaviours Hydrophilic Lipophilic
Related to Water HLB Part Part Functions

Not dispersing 0 0 100
Anti-foaming agent

Slightly dispersing 2 10 90
4 20 80 W/O emulsification
6 30 70

Wetting agent
Milky dispersion 8 40 60 O/W emulsification
Stable milky dispersion 10 50 50
Transparent dispersion 12 60 40

Cleaning agent
Colloidal solution 14 70 30

16 80 20 Solubilizing agent
18 90 10
20 100 0
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FIGURE 94.1 Transesterification scheme.
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monoavylglycerol and when high purity is needed, a very
interesting alternative route is the use of lipase-catalyzed
esterification, taking advantage of the high specificity of the
catalyst and of the mild conditions used [4].

From the mixture of acylglycerols a relatively pure
�92% alpha monoacylglycerol ester can be prepared.
Distillation takes place in a evaporator at 200–210°C and
pressure 0.8–4 Pa. Melting point of these distillates moves
about 65°C and therefore they are very hard. Because of
good handling and application, they are pulverized by
spraying molten material in a cold air stream into crystal-
lization vats.

The phase behaviour of monoacylglycerol-water 
systems is critical for optimum functionality of mono-
acylglycerols in aqueous systems. With pure monoacyl-
glycerols, the lamellar-type liquid crystal dominates for
esters of the 12:0 and 16:0 fatty acids, hexagonal II or cubic
type liquid crystals are usually produced from fatty acid
esters with longer chains. When the water content is low,
unsaturated monoacylglycerols yield lamellar-type liquid
crystals at room temperature. By increasing the water con-
tent to approximately 20%, a viscous isotropic phase forms
that transforms into a hexagonal II phase at temperatures
above 70°C. If the water content is increased above 40%
the viscous isotropic phase will separate as gelatinous
lumps, making uniform distribution very difficult [7].

Distilled monoacylglycerols are widely used, espe-
cially in the baking industry because they improve the
quality of pastries.

III. DERIVATIVES OF 
MONOACYLGLYCEROLS

The hydrophilic nature of a monoester can be increased
by increasing the number of free hydroxyl groups in the
alcoholic moeity of the molecule. Polyglycerol esters with
a wide range of HLB values are thus produced by esteri-
fication of fatty acids with polyglycerols. Polyglycerol
chains containing up to 30 glycerol units can be prepared
by polymerisation of glycerol. On the other hand the
hydrophobic character of monoacylglycerols can be
enhanced by the addition of various organic acid radicals
yielding esters of monoacylglycerols with hydroxycar-
boxylic acids.

IV. ESTERS OF MONOACYLGLYCEROLS
WITH DIACETYLTARTARIC ACID
(DATEM)

The diacetyltartaric and fatty acid esters of glycerol consist
of glycerol esters of mono- and diacetyltartaric acid and
fatty acids of food fats. It can be manufactured either by the
interaction of diacetyl-tartaric anhydride and monoacyl-
glycerols of fatty acids in the presence of acetic acid, or by
the interaction of acetic anhydride and monoacylglycerol of
fatty acids in the presence of tartaric acid [15] (Fig. 94.2).
Because of inter- and intramolecular exchange of acyl
groups, the two methods of production result in essentially
the same components. The distribution depends on the rel-
ative proportions of the basic raw materials, on temperature
and on reaction time. Diacetyltartaric and fatty acid esters
of glycerol may contain small amounts of free glycerol,
free fatty acids and free tartaric and acetic acids. They may
be further evaluated according to the acid value, total tar-
taric acid content, free acetic acid content, saponification
value, iodine value, free fatty acid content and the solidifi-
cation point of the free fatty acids.

Esters of monoacylglycerols and diacetyltartaric acid
form stable O/W emulsion. They interact with flour pro-
teins and raise its quality [14]. Biochemical studies suggest
that diacetyltartaric and fatty acid esters of glycerol are
hydrolysed in the gastrointestinal tract to yield monoglyc-
erols and acetylated tartaric acid. As monoglycerols are nat-
ural dietary constituents, they would be subjected to natural
digestion and absorption processes. Diacetyltartaric acid is
not a natural constituent of the diet, and there is evidence
that it may be further hydrolysed to yield acetic and tartaric
acids. The studies reviewed previously indicated little toxi-
city after administration of a single oral dose of diacetyltar-
taric and fatty acid esters of glycerol [21].

V. ESTERS OF MONOACYLGLYCEROLS
WITH SUCCINIC ACID

They are produced in reaction of distilled monoacyl-
glycerols with succinic acid anhydride in molar propor-
tion 1:1. The product is mixture of partial and total ester.

The diacetyl tartaric acid esters, as well as the suc-
cinic acid esters, form lamellar liquid crystals that have
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limited swelling capacity in water. However, as is true of
distilled monoacylglycerols, their capacity to imbibe
water can be increased drastically by the addition of
NaOH. Malic acid esters form cubic mesomorphic phases
with water contents of up to 20% and hexagonal II phases
at higher temperatures and water concentrations. Succinic
acid esters do not form mesomorphic phases with water,
but they do exhibit mesomorphism [18].

These esters are used in baking industry as an emulsi-
fier to improve rheological properties of dough, enlarging
its volume, giving light and uniform porosity and elongat-
ing its freshness.

VI. ESTERS OF MONOACYLGLYCEROLS
WITH CITRIC ACID

The esters may be produced by the esterification of glyc-
erol with citric acid and edible fatty acids or by reaction
of a mixture of monoglycerols of edible fatty acids with
citric acid.

Reaction is carried out at 105–150°C during 1.5 hour.
The product (Fig. 94.3) is a white to ivory-coloured, oily
to waxy material of a consistency determined by the fatty
acids. Esters are typically dispersible in hot water, insolu-
ble in cold water and soluble in edible oils and fats.

This product is widely used within the food industry,
e.g. as an emulsifier, stabiliser, anti-spattering agent, flour
improver, protein-binding agent and as a synergist for
antioxidants [2].

VII. ESTERS OF MONOACYLGLYCEROLS
WITH LACTIC ACID

These esters, also called lactoglycerols are prepared by
esterification of monoacylglycerols with lactic acid in

molar proportion about 1:1 at temperatures above 100°C
and by lowered press (Fig. 94.4). A less used way of pro-
duction consists in straight esterification of about equal
volumes of higher fatty acid, lactic acid and glycerol.

The product is a light yellow to amber-coloured, oily to
waxy material with a consistency determined by the fatty
acids and the proportion of lactic acid. Lactoglycerols are
dispersible in hot water, indispersible in cold water and sol-
uble in edible oils and fats. Lactoglycerols are good emul-
sifiers for emulsion W/O and they crystallize in alpha form
and moreover in this form they stabilize monoacyl-
glycerols. They are used alone or in combination with 
2-stearoyllactates for ice cream and cream-cakes preparation.
Lactic acid esters of monoglycerols are used to improve
aeration and foam stability as well as texture and volume.
Applications include topping powders, non-dairy creams,
fine bakery wares, shortening or chocolate compounds.

VIII. ESTERS OF MONOACYLGLYCEROLS
WITH ACETIC ACID

They are prepared by esterification of distilled monoacyl-
glycerols with acetic acid anhydride with cooling at 110
to 140°C for about 1 hour. After the reaction has finished,
the mixture is thoroughly rinsed with water to remove free
acetic acid. The product is a colourless to ivory, oily 
to waxy material with a consistency determined by the
fatty acids and the proportion of acetic acid. Esters of
monoacylglycerols with acetic acid are typically insoluble
in cold and hot water and dispersible to soluble in edible
oils and fats. These compounds have excellent aerating
and foam stabilising properties. They are also used as
lubricants and release agents.

Acetic esters prepared from total hydrogenated fat give
products transparency and are characterized by elasticity
and flexibility. These products can be used as an edible
coat for some food [1] or in topping powders, chewing
gum base or cakes. Emulsifier ability of acetoglycerols is
insignificant. Acetic acid esters of monoglycerols of fatty
acids have been evaluated by the Joint FAO/WHO Expert
Committee.

IX. PROPYLENGLYCOL ESTERS

The product is produced either by the direct esterification of
1,2 propylene glycol with fatty acids or by transesterification
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of 1,2 propylene glycol with fats and oils. The process
may be followed by molecular distillation or other separa-
tion techniques to separate the monoesters. Propylenglycol
ester is white to yellowish-white. The consistency is deter-
mined by the fatty acids. The product is dispersible in hot
water, indispersible in cold water and soluble in edible oils
and fats. Ester imparts excellent aerating and foam stabilis-
ing properties. Propane-1,2-diol esters of fatty acids are
permitted in fine bakery wares, fat emulsions for baking
purposes, milk and cream analogues, beverage whiteners,
edible ices, sugar confectionery, desserts, whipped dessert
toppings other than cream, dietetic foods intended for 
special medical purposes or dietetic formulae for weight
control [10].

X. POLYGLYCEROL ESTERS

This type of emulsifiers is produced by condensation of
glycerol and by partial esterification of polyglycerol with
higher fatty acids. Glycerol condensation gives rise to a
mixture of linear and cyclic polyglycerols with various
molecular weights and their composition depends on con-
densation temperature and duration. In the group of
polyglycerol emulsifiers belong partial glycerol esters
(n � 3�10). Higher polyglycerol monoesters are water-
soluble or dispersible substances [12] (Fig. 94.5).

Polyglycerol esters are widely used in foods as aerating
agents, crystal modifiers, starch-complexing agents, dough
conditioners, humectants, defoaming agents and anti-spat-
tering agents. These esters are permitted in fine bakery
wares, emulsified liqueurs, egg products, beverage whiten-
ers, chewing gum, milk and cream analogues or dietary
food supplements. Polyglycerol esters are often used in
mixture with sorbitan esters or their polyoxyethylen-
derivates to improve the quality of bakery products.

XI. SORBITAN ESTERS

Sorbitan fatty acids esters (Fig. 94.6) are usually mixed
esters of fatty acids with sorbitol anhydride or sorbitan.
Sorbitol is dehydrated first to form hexitans and hexides,
which are then esterified with fatty acids. The resulting
products are known commercially as “Spans.”

These agents tend to promote W/O emulsions. Com-
pounds that are more hydrophilic can be produced by react-
ing sorbitan esters with ethylene oxide. Polyoxyethylene

chains add to the hydroxyl groups through ether linkages.
The resulting polyoxyethylene sorbitan fatty acid esters are
commercially known as “Tweens.” In general, these com-
pounds form hexagonal I liquid crystals in water and they can
solubilise small quantities of triacylglycerols. With larger
amounts of triacylglycerols, transformation to a lamellar-
type liquid crystal takes place. The ability of an emulsifier to
solubilise nonpolar lipids is important to the formation of
phase equilibrium at the emulsion interface [13].

Within the EU sorbitan monopalmitate is permitted in
fine bakery wares, toppings and coatings for fine bakery
wares, milk and cream analogues, or liquid tea concen-
trates and liquid fruit and herbal infusion concentrates or
edible ices.

XII. SACCHAROSE ESTERS

The products may be prepared from sucrose and the methyl
and ethyl esters of food fatty acids or by extraction from
sucroglycerols [3]. Depending on the food legislation appli-
cable the following organic solvents are used in their pro-
duction: dimethylsulphoxide, dimethylformamide, ethyl
acetate, propane-2-ol, 2-methyl-1-propanol, propylene gly-
col, methyl ethyl ketone or isobutanol.

The structural formula of saccharose ester is shown in
Fig. 94.7.

Products based on saturated fatty acids are white to
slightly greyish powders. Derivatives based on unsatu-
rated fatty acids are yellowish, pasty to waxy substances.
The products are sparingly soluble in water and soluble in
ethanol. They are insoluble in vegetable oils. The more
fatty acids are linked to saccharose, the higher the fat sol-
ubility and the lower the swelling ability in water. Sucrose
esters of fatty acids are used, for instance, as aerating and
starch-complexing agents. They are also used to improve
fat dispersion and stability.

Emulsions and Emulsifiers 94-5

C
H2

C
H

C
H2

O

CO

R2

OCOR1 O CO R3
n

FIGURE 94.5 Polyglycerol ester.

O

HO OH

HO

OR

FIGURE 94.6 Sorbitan ester.

OO

OH

H2C O R

O

CH2HO

OH

OH

H2C OH

OH

OH

FIGURE 94.7 Saccharose ester.

DK9848_C094.qxd  15/Oct/05  04:50 PM  Page 94-5



LITERATURE

1. Anker, M., Berntsen, J., Hermansson, A-M., and
Stading, M. Innov. Food Science Emerg. Technol. 3,
(2002), p. 81.

2. Antipova, A.S., Semenova, M.G., Belyakova, L.E., and
Il’in, M.M. Coll. and Surf. B 21, (2001), p. 217.

3. Artamonov, A.F., Nigmatullina, F.S., Aldabergenova,
M.T., Dzhiembaev, B. Zh. Chem. Nat. Compd. (Engl.
Transl.) 36, (2000), p. 345.

4. Bellot, J.Ch., Choisnard, L., Edmundo Castillo, E., and
Marty, A. Enzyme and Microb. Technol., 28, (2001),
p. 362.

5. Binks, B.P. and Dong, J. Coll. and Surf. A 132, (1998),
p. 289.

6. Carswell, A.D.W., Lowe, A.M., Wei,X., and Grady, B.P.
Coll. and Surf. A 212, (2003), p. 147.

7. Clogston, J., Rathman, J., Tomasko, D., Walker, H.,
and Caffrey, M. Chem. Phys. Lipids 107, (2000), p. 191.

8. Damodaran, S. and Paraf, A. (Eds.) in: Food Proteins
and their Applications, Marcel Dekker, New York
(1997).

9. Davies, J.T. in: Proceedings Second Intern. Congress of
Surface Activity, P.1, Div I, Butterworths Scientific
Publications, London (1957), pp. CT 409–421.

10. European Parliament and Council Directive No.
95/2/EC of 20 February 1995 on food additives other
than colours and sweeteners.

11. Garti, N. Colloids and Surfaces A 152, (1999), p. 125.
12. Kanouni, M., Rosano, H. L., and Naouli, N. Advances

in Colloids and Interface Science., 99, (2002), p. 229.
13. Kawakatsu, T., Trägårdh, G., Trägårdh, Ch., Nakajima,

M., Oda, N. and Yonemoto, T. Colloids and Surfaces A
179, (2001), p. 29.

14. Köhler, P and Grosh, W. J. Agric. Food Chem. 47,
(1999), p. 1863.

15. Köhler, P. Lebensmittel-Wissenschaft und-Technol., 34,
(2001), p. 367.

16. Larsson, K., Friberg, E. (Eds.) in: Food Emulsions, 2nd
ed., Marcel Dekker, New York, (1990).

17. Lobo, L. and Svereika, A. Journal of Colloids and
Interface Science 261, (2003), p. 498.

18. Montoya-Goñi, A. and Sherrington, D. C. Polymer 40,
(1999), p. 1067.

19. Sowada, R. and McGowan, J.C. Tenside Surf. Det. 29,
(1992), p. 109.

20. Wang, Z., Li, G., Zhang, X., Wang, R. and Lou, A.
Colloids and Surfaces A 197, (2002), p. 37.

21. WHO Technical Report Series 909, Evaluation of cer-
tain food additives and contaminants, Geneva, (2001).

94-6 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C094.qxd  15/Oct/05  04:50 PM  Page 94-6



95-1

95 Phytates

Shridhar K. Sathe and Mahesh Venkatachalam
Department of Nutrition, Food and Exercise Sciences, Florida State University

CONTENTS

I. Introduction ..........................................................................................................................................................95-1
II. Chemical and Biological Properties ....................................................................................................................95-2

A. Chemical Properties ......................................................................................................................................95-2
B. Biological Properties ....................................................................................................................................95-3

III. Research Needs ....................................................................................................................................................95-5
References ....................................................................................................................................................................95-5

I. INTRODUCTION

Phytate discovery is believed to have its beginnings in
1855–1856 when Hartwig first isolated small particles,
nonstarch grains, from several plant seeds. He suggested
that these small particles to be a source of reserve nutri-
ents for seed germination and plant growth (1). Subsequent
studies [1872–1896] on the chemical composition of the
particles by Pfeffer, Palladin, Schulze, and Winterstein
established the “inosite-phosphoric acid” nature of the 
particles. Extensive studies that ensued over the next two
decades resulted in several suggestions for the structure of
the molecule. Anderson (2) finally determined the precise
structure of phytic acid [Figure 95.1]. The currently
accepted name of phytic acid is myo-inositol 1, 2, 3, 4, 5,
6 hexakis dihydrogen phosphate or myo-inositol hexak-
isphosphate. Salts of phytic acid are referred to as “phy-
tate(s).” In seeds, K�, Na�, Ca��, Zn��, Fe���, Cu� and
Mg� are the most frequently encountered cations in natu-
rally occurring seed phytates. In this chapter we will use
the term phytate to describe both acid and salt forms. A
detailed account of the historical background of phytic
acid and deduction of its chemical structure has been
described earlier (3–5). Although much of the early work
centered around naturally occurring seed and grain phytic
acid and phytates, presence of phytic acid in avian ery-
throcytes (6), several vertebrates (7), domestic fowl (8), as
well as soil (9, 10) has been reported. For a more detailed
account of occurrence of phytates, please refer to Reddy (5).

A continued and explosive growth in phytate literature
over the last twenty years alone is an excellent indication
of not only the complexity of reactivity of the molecule but
also the diversity of chemical/biochemical reactions it may

participate. During the period of 1920–1950 much of the
scientific efforts were directed in developing methods to
analyze the phytate content of various foods and food
products and understanding the chemical behavior of the
molecule under a variety of environmental conditions of
pH, buffers, temperatures, and presence of other chemical
compounds, notably proteins, tannins, and minerals. It is
through these early studies that it became apparent that
phytate has a strong affinity towards certain minerals (such
as Zn2�, Cu2�, Mg2�, and Fe2�) that leads to formation of
metals chelates (both soluble and insoluble). In certain
instances, formation of such mineral chelates may lead to
reduced bioavailability. It was therefore not surprising that
during this period early studies on the role of phytate in
human nutrition also began to appear (11–14). As method-
ologies in biochemistry, analytical chemistry, and nutrition
continued to make significant progress, sophisticated
research tools became available to a larger number of sci-
entists around the world and significant advances in

OPO3H2

OPO3H2

OPO3H2 OPO3H2

OPO3H2

H2PO3O

1 2

3

45

6

C6H18O24P6

FIGURE 95.1 Phytic acid structure as proposed by Anderson
[1914] (2).

DK9848_C095.qxd  13/Aug/05  02:24 PM  Page 1



molecular understanding of phytate followed over the next
several decades (1950–1980). In particular, the structural
complexity of the molecule as well as the chemical ramifi-
cations of the structural diversity became increasingly evi-
dent. During these years, significant progress was also
made in unraveling the biochemical synthesis of the mole-
cule in plant seeds (15). From a nutritional point of view,
elaborate and extensive studies on role of phytate on nutri-
ent bioavailability also began to appear at regular and
increasing frequency during the last few decades (notably
1970–1990). These studies have significantly improved our
understanding of phytate in human and animal nutrition,
especially with respect to influence of phytate on mineral
absorption and utilization. During these decades it also
became apparent that phytate interaction with food com-
ponents is much more complex than originally anticipated.

More recently, phytate is receiving increased attention
for its possible importance in human health. With the real-
ization that inositol 3 phosphate (IP3) acting as a second
messenger molecule in vivo (16) scientific interest in
understanding the role of phytate degradation products
(IP6-IP1) has increased considerably. In addition, several
initial in vitro studies also suggest that phytate (and phy-
tate related compounds) may have chemical and biologi-
cal properties that may be relevant to human health.

Since extensive and very large body of phytate litera-
ture is available to readers through various resources (par-
ticularly the electronic resources and electronic library
databases) as well as some of the recent books on the sub-
ject matter, the primary focus of this chapter will not be
on providing exhaustive data compilation. Instead, an
attempt will be made to summarize important new devel-
opments in selected areas and outline a few suggestions
for future research.

II. CHEMICAL AND BIOLOGICAL
PROPERTIES

A. CHEMICAL PROPERTIES

A topic of scientific contention over half a century, mod-
ern analytical chemistry techniques (x-ray crystallogra-
phy and 31P nuclear magnetic resonance in particular)
finally solved the problem of determining the chemical
structure of phytic acid (Figure 95.1) originally proposed
by Anderson in 1914 (2). The accepted name for the mol-
ecule is Myo-Inositol 1,2,3,4,5,6 hexakis dihydrogen
phosphate or Myo-Inositol hexakisphosphate. Phytic acid
salts are generally referred to as “phytate(s).” Details of 
recommended name and pertinent references for the
IUPAC/IUB nomenclature can be found at the IUPAC
website (17). Phytic acid is a small molecule (C6H18O24P6;
MW � 660.08) with six phosphate groups. With the
exception of the only one phosphate group on carbon 2
(which is axial to the plane of the inositol ring), the

remaining five phosphate groups are in equatorial position
with respect to the inositol ring. It is important to mention
here that presence of diphosphorylated inositol phos-
phates is well documented in the literature (18, 19) how-
ever presence of triphosphates at a single carbon (or
multiple carbons) is not yet demonstrated.

Phytate is synthesized from D-glucose 1-P. The first
committed step in this synthetic pathway is the conversion
of D-Glucose 1-P to 1L-myo-inositol 1-P [also known as
Ins(3)P1 or 1D-myo-inositol 3-P] by 1L-myo-inositol-
1-P-synthase. Ins(3)P1 synthase (E.C. 5.5.1.4) catalyses the
conversion of hexose 6-P to Ins(3)P1. A magnesium-
dependent monophosphatase (E.C. 3.1.3.25) effects the
removal of phosphate to release free myo-inositol. Free myo-
inositol (a ubiquitous sugar alcohol), is an important inter-
mediate in a host of biochemical pathways (and therefore its
regulation is of interest to many), also serves as the building
block for phytic acid synthesis. A detailed account of phy-
tate synthesis can be found in the chapter by Loewus (15).

The phytate molecule has 12 dissociable protons. Of
these twelve, six are strongly dissociated with a pK value
of about 1.8, two are weakly dissociated [pK of about 
6.3] and the remaining four are very feebly acidic [pK
value of about 9.7] (20). More recent studies on phytic
acid interactions with rare-earth ions [Ce3�, Pr3�, Sm3�,
Gd3�, Tb3�, Dy3�] further indicate that eight protons in
phytic acid are highly acidic, two weakly acidic, and two
very weakly acidic [titrable in the pH range of 1.2–4.9,
5.0–8.15, and 8.3–11.0, respectively] (21). Consequently,
the molecule is chemically very reactive. It can participate
in reactions that are electrostatic in nature. The degree of
reactivity and the affinity towards the molecule reacting
with phytate is dependent on several factors that include:

1. The pK of the reactive phytate proton(s).
2. The reaction environmental factors such as pH,

ionic strength, temperature, viscosity of the
medium, presence or absence of ionic poly-
mers, etc.

3. Stability and reactivity of molecules interacting
with phytate.

4. Duration of reaction.
5. Solubility of products resulting from interaction

of phytate(s) with component(s) of interest.
6. Whether or not phytate is being degraded dur-

ing the interaction(s). For example, if phytate is
being degraded to lower phosphates, each of
the lower phosphates in turn may influence the
reactivity of the intact phytate molecule by poten-
tially competing with phytate and also through
independent binding with the reactive molecule
(the one that is interacting with phytate).

In food, minerals (di- and tri-valent metal ions), pro-
teins, and certain carbohydrates are the likely components
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that may react with phytate. The strength of the interac-
tion will obviously depend on a host of parameters. When
phytate interacts with such food component(s) the result-
ing complex(s) may be soluble or insoluble. Depending
on the type of complex and its solubility properties,
bioavailability of the interacting component(s) may be
adversely influenced. If the interacting food component is
an essential nutrient, such as an essential mineral, influ-
ence of phytate on the bioavailability of that nutrient may
be of nutritional concern. Mineral phytate interactions are
also of interest for a variety of other reasons that include
potential use of phytate as:

1. An antioxidant in foods [such as meats] (22).
2. As an inhibitor of plaque formation in tooth

paste (23).
3. Intermediate in production of special unleaded

fuel (24).
4. Antirust agent on metal surfaces (25).

Because phytate can form complexes with several min-
erals, notably the divalent minerals such as Fe2�, Ca2�,
Cu2�, Mg2�, Mn2�, Sn2�, Co2�, Ni2�, and several others,
any chemical, biochemical, or organic reactions that depend
on such minerals can therefore be potentially influenced.
Depending on the stability and solubility of mineral phy-
tate complexes under a variety of pH, temperature, as well
as other environmental factors, several possibilities may
be explored. For example, divalent metal ions are involved
in catalysis of numerous oxidation and reduction reactions
[chemical and biochemical]. Polyphenol oxidases [PPOs]
are a group of oxidative enzymes that naturally occur in
many fruits and vegetables. PPOs cause enzymatic
browning that may be desirable [e.g. in black tea and
chocolate manufacture] or undesirable [as in case of cut
apples or bananas]. The PPOs partly depend on Cu2� for
catalysis. It may be useful to find out whether one can
apply acceptable levels of phytate to fruits/vegetables to
prevent such undesirable browning. Another example is
that of loss of chlorophyll Mg2� during fruits/vegetables
processing that results in development of undesirable off-
color [dull green pheophorbide formation]. Using phytate
to stabilize the chlorophyll Mg2� may be useful in stabiliz-
ing green color of several fruits/vegetables. Use of phytate
in controlling such reactions remains largely unexplored.
Similarly, several non-food uses of phytates also need to
be explored to utilize this naturally occurring, abundant
compound. It should be mentioned here that the number
of studies examining the phytate-mineral complexes are
rather limited. Most studies on phytate-mineral complex-
ation are typically restricted to specific experimental con-
ditions such as selected pH, temperature, reactant ratio(s),
buffer conditions, and type of resultant salts. Such studies
are often limited in scope partly due to number of miner-
als that can interact with phytate, nature of complexes

formed, analytical tools available, environmental influences
on the complexation can change significantly depending
on the mineral involved in complex formation, and
time/resource limitations. It is however important to rec-
ognize that targeted, detailed studies are needed to
improve our basic understanding of these complex inter-
actions. With the exception of very few studies (26), even
less is known about the mineral interactions with lower
inositol phosphates [such as inositol penta-, tetra-, tri-, di-,
and mono- phosphates]. With the increasing realization and
understanding of possible biological role(s) of lower inosi-
tol phosphates, notably the triphosphate, it is important to
investigate the mineral interactions with lower inositol
phosphates as improved understanding of such interactions
may help us define the biological role(s) of inositol phos-
phates more precisely.

B. BIOLOGICAL PROPERTIES

The recognition of ubiquitous presence of phytic acid in
animal kingdom launched a search for physiological func-
tion(s) of phytate in earnest. Of particular interest was the
possible involvement of phytate in various cellular regula-
tory processes with particular reference to health and dis-
ease. With the publication of possible role of IP3 in
cellular calcium signaling by Berridge and Irvine (16), it
became increasingly apparent that inositol phosphates,
other than inositol hexakis phosphate, may have important
cellular functions in vivo. A recent review (18) provides
an in-depth overview of role of inositol hexakisphosphate
[and some of the lower phosphates] in cellular regulation.
Reported functions of phytate [and lower phosphates] are
summarized in Table 95.1. Some of the difficulties in
interpreting published literature on biological role(s) of
phytate [and lower phosphates] include:

1. In vivo and in vitro studies do not always corre-
late. For this reason it is important to evaluate
the results of in vitro investigations with caution.

2. In vivo studies from one animal species cannot
be directly applied to another species or humans.

3. Purity and chemical structure(s) of inositol phos-
phate(s) and/or intermediates used in studies.

4. Rigor of controls and experimental variables in
a study. For example, were experiments done
under conditions relevant to physiological 
conditions? Was placebo effect accounted for
in in vivo experiments? Was the placebo rele-
vant and proper? Were the cell line(s) used rel-
evant? What criteria were used to select specific
cell line(s) for a particular experiment? Was
physiologically appropriate ionic strength
employed and was it relevant?

5. Were any attempts made to separate the effect(s)
of individual, specific phosphates or were the
results representing collective effect?

Phytates 95-3
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6. In metal binding experiments, were the concen-
trations of minerals [mineral salts] used in the
experiments physiologically relevant? Were there
any attempts to separate the mineral-mineral
interactions? How does the presence of specific,
relevant protein(s) influence such interactions?

Obviously, not all of the above listed concerns are
applicable to all the experiments. However, these and
other such concerns, when applicable, need to be
addressed in relevant experimental designs.

Despite the inherent difficulties and limitations to
accurately define the in vivo role of inositol phosphates in
cellular regulation, based on the available data, it is apparent
that inositol phosphates do have important roles in cellular
signaling processes, notably in calcium regulation. Since
calcium is a mediator of several important biological
processes, it is evident that increased number of investi-
gations designed to understand the role of inositol phos-
phates in cellular regulation will continue. Indeed the
explosive growth of number of papers published in just
last ten years supports this notion.
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TABLE 95.1
Reported Biological Functions of Phytate (and Lower Phosphates)
Reported Function Mechanism/Specific Role Phytates References

ANIMAL CELLS
Cellular
Calcium mobilization Second messenger in signalling IP3, IP(s) 27
Receptor regulation Agonist-induced receptor desensitization IP5, IP6 28
Vesicle trafficking Binding to vesicle adaptor proteins AP-2, IP4-IP6 29, 30, 31

AP-180, arrestins, synaptotagmin
Activation of protein kinase C (PKC) Calcium-dependent enzymes IP(s) 32
Inhibition of protein phosphatase activities Serine/threonine protein phosphatases IP6 33
Nuclear
DNA repair Activation of enzymes (DNA dependant protein kinase) IP3-IP6 34, 35
mRNA export Regulate conformation of nuclear pore complex, IP6 36, 37

faciliate removal of an export inhibitor
Neural
Related neuropathological disorders
Down’s syndrome, hypernatremia, stroke Volume regulation (physiologically important osmolyte) Inositol 38
Bipolar disorder, neural tube defects, —– Inositol 38

diabetic peripheral neuropathy, ataxia
talengiectasia, Alzheimer’s disease

Neurotransmitter release Blocks synaptic transmission by preventing vesicular fusion, IP4-IP6 39, 40
vesicle trafficking

Renal
Renal lithiasis, kidney stone prevention Prevent crystallization of cacium salts (oxalate and phosphate) IP6 41
Immune
Natural Killer cells Colon carcinogenesis IP6 42
Neutrophils Priming action on stimulated respiratory burst in human IP6 43, 44

neutrophils
Iron/Antioxidant Chelation of iron, iron transport, prevent formation of free IP3-IP6 45, 46, 47

radicals, protection from vitamin E and selenium deficiency,
cardiovascular effects, carcinogenesis

Antidiabetic
Hypoglycemic effects Inhibition of starch digestion/absorption, colon carcinogenesis IP6 48
Hypolipidemic effect Decrease sucrose induced increases in total hepatic lipids, IP6 49

serum triacylglycerols and phospholipids
Cardiovascular
Hypercholesterolemic Alteration of Zinc/Copper ratio IP6 50
Protection from ischemic and Iron chelation, reduce free radical formation and lipid IP6 51

reperfusion injury peroxidative damage
Prevent aortic calcification/hypertension Calcium chelation IP6 52
Anticancer Various mechanisms described in this table IP6, IP(s) 53

PLANT CELLS
Stomatal pore closing Mobilization of endomembrane calcium store IP6 54
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III. RESEARCH NEEDS

The ability of inositol hexakis phosphate [and lower 
salts] to interact with minerals, proteins, fiber, and other
positively charged entities are at the heart of their chemi-
cal and biological reactivity. The inherent negative charge
on the molecule at neutral pH is the driving force behind
such interactions. Although sporadic attempts have been
made to thermodynamically define and characterize 
phytate-mineral interactions, there is a clear inadequacy
of in-depth understanding of chemical reactivity of inosi-
tol phosphates and minerals and other positively charged
species. Sound understanding of chemical reactivity of 
the molecule before embarking on defining the biological
implications of reaction(s) is not only desirable but 
also imperative for several reasons. Perhaps the most
compelling reason to precisely define and understand the
thermodynamics of such reactions is that such informa-
tion should enable the researchers to eliminate numerous
reactions that may be feasible to occur in an in vitro exper-
iment but not feasible in an in vivo situation simply based
on unfavorable energy of reaction, thus narrowing down
the number of experiments to test a hypothesis. In order to
derive such data base, ground state(s) of phytate [and
lower phosphates] must be defined with respect to free
energy associated with such molecules under defined
environmental conditions such as the temperature, pH,
ionic strength, etc. Since many divalent minerals such 
as Ca2�, Mg2�, Fe2�, Cu2�, Mn2�, Sn2�, Co2�, Zn2�,
and others are important in in vivo catalytic interactions,
improved and thorough investigations of interactions
between these minerals and phytate would be of 
importance.

Phytate interactions with trivalent minerals such as
Al3�, Fe3�, Cr3�, and others are much less understood
when compared to the interactions of the divalent metal
ions. Since many of the trivalent [and higher valency]
minerals are important in metallurgical operations, mate-
rial developments, and material applications, improved
understanding of reactions between trivalent (and higher)
minerals and phytate is needed.

Any experiments designed to evaluate physiological
function(s) of phytate or its lower salts must be done
under conditions relevant to applicable physiology. Often
many studies report findings of experiments done under
conditions not physiologically relevant thus severely lim-
iting the utility of the resulting data.
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I. INTRODUCTION

Preservatives are chemical compounds that prevent or
inhibit the activity and growth of microorganisms after
adding to foods. The main aim is to prolong the shelf life of
foods, by protecting them against food deterioration caused
by microorganisms. Various kinds of microorganisms bring
about food spoilage and these microorganisms are able to
vegetate at different conditions of pH, temperature, water
activity, relative humidity, presence or absence of special
growth factors. One of the most effective chemical preserv-
atives is sorbic acid (SA) and its sodium, potassium, and cal-
cium salts which are collectively known as “sorbates.”

II. DEFINITION

SA is an organic, straight-chain, trans-trans unsaturated
monocarboxylic fatty acid that is metabolized in the same
way as other food fatty acids such as corn oil’s linoleic
and margarine’s oleic acid (1). The carboxyl group of SA
is highly reactive and can form various salts and esters.
The conjugated double bonds are also reactive and can be
influential in its antimicrobial activity and the quality and
safety of food products (2). Physicochemical properties as
well as other relevant data relating to sorbates are shown
in Table 96.1.
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TABLE 96.1
Physico-Chemical Properties of Sorbates
Properties Sorbic Acid Potassium Sorbate Sodium Sorbate Calcium Sorbate

Synonyms Acetic acid (2-butenylidene); BB powder; 2,4-Hexadienoic 2,4-Hexadienoic acid, 2,4-Hexadienoic acid calcium 
Acetic acid crotylidene; acid potassium salt; sodium salt; salt;
Hexadienic acid; Hexadienoic acid; 2,4-Hexadienoic acid, potassium 2,4-Hexadienoic acid, Calcium dihexa-2,4-dienoate;
E,E-2,4-Hexadienoic acid; salt (9CI); sodium salt, (E,E); (E,E)-Calcium 2,4-hexadienoate;
(E,E)-2,4-Hexadienoic acid; 2,4-Hexadienoic acid, Sodium (E,E)-hexa-2,4- Calcium sorbate;
Hexa-2,4-dienoic acid; (E,E)-, potassium salt; dienoate; 2,4-Hexadienoic acid, calcium 
2,4-Hexadienoic acid; 2,4-Hexadienoic acid, (E,E�)-, Sorbic acid, sodium salt salt, (E,E)- (9CI);
2,4-Hexadienoic acid, (E,E)-; potassium salt; 2,4-Hexadienoic Sorbic acid, calcium salt
2,4-(E,E)-Sorbic acid; trans-trans- acid, potassium salt;
2,4-Hexadienoic acid; Potassium 2,4-hexadienoate;
1,3-pentadiene-l-carboxylic acid; Potassium (E,E)-sorbate; Sorbic
2-Propenylacrylic acid; 2-Propenyl- acid potassium salt;

acrylic acid; alpha-trans-gamma- Sorbic acid, potassium salt;
trans-Sorbic acid; trans, trans-Sorbic Sorbistat; Sorbistat-K; Sorbistat-
acid; Sorbistat; Unistat; Tristat; potassium; Unistat K;

Summary C6H8O2 C6H7O2K C6H7O2Na C12H14O4Ca
formula

Molecular CH3-CH�CH-CH�CH-COOH CH3-CH�CH-CH� CH3-CH�CH-CH� (CH3-CH�CH-CH�CH-
formula CH-COOK CH-COONa COO)2Ca

State of solid solid solid solid
matter

Colour Colourless needles or white powder White crystals, white powder White fluffy powder White fine crystalline powder
Molecular 112.14 150.23 134.12

weight 
[g.mol�1]

Melting point 134.5 270 (decomposes, emits toxic (decomposes, emits decomposes, emits acrid smoke 
[°C] fumes of K2O) toxic fumes of Na2O) and irritating fumes at about 

400°C
Boiling point 228 (decomposes to acridic smoke,

[°C] irritating fumes)
pKa 4.75
Flash point 260

[°F]
Solubility at 1.6 (water) 582 (water) 320 (water)

25°C (g/L) 0.7 (10% saline) 65 (alcohol)
130 (ethanol)
5–10 (edible oil)

Density 1.363
LD50 in rate, 7 360 4 920 7 160

oral [mg.kg�1]
ADI [mg.kg�1] 0–2.5 0–2.5 0–2.5 0–2.5
INS 200 202 201 203
EEC 200 202 201 203
CAS 110-44-1 590-00-1 7757-81-5 7492-55-9 (other 90550-09-7)
EINECS 203-768-7 246-376-1
Regulatory FDA 21CFR §133,146.115, FDA 21CFR §133, 150.141. FDA 21CFR FDA 21CFR §182.3225, GRAS; 

146.152, 146.154,150.141, 150.161.166.110,182.90, §182.90.182.3795. USDA 9 CFR § 318.7 
150.161, 166.110, 181.22. 182.3640, GRAS; GRAS; USDA 9CFR (not allowed in cooked sausage)
181.23, 182.3089. GRAS; USDA USDA 9CFR §318.7; §318.7; Europe listed
9CFR §318.7; BATF 27CFR BATF 27CFR §240.1051; 
§240.1051; USA CIR approved. GRAS (FEMA), CIR approved; 
EPA reg.; JSCI approved 0.5% Japan approved with limitations; 
max.; Europe listed 0.6% max. JSCI approved 0.5% max.; 
Japan approved with limitations; Europe listed 0.8% max.
Europe listed; UK approved

From ref. 4, 190–192.
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III. HISTORY

SA as naturally occurring compound was isolated for the
first time by A. W. van Hoffman, a German chemist in
1859 in London, who analyzed oil to be obtained from
unripe rowanberries (1), where it occurs as the lactone,
parasorbic acid (190). The compound was named after the
Latin name of mountain ash (Sorbus aucupartia L.), which
is the parent tree of the rowanberries. The structure of SA
was elucidated during 1870–1890, and synthesized for the
first time by O. Doebner in 1900 (2,3). In 1945, a U.S.
patent was awarded to C. M. Gooding, who found out that
unsaturated fatty acids with a double bond in the α-position
(crotonic acid and its homologues) behaved as fungistatic
agents in foods, or on food wrappers, respectively (4). In
1953, sorbates were approved as food preservatives.

IV. SYNTHESIS AND MANUFACTURE

SA was synthesized in 1900 by Doebner by condensation
of crotonaldehyde and malonic acid 

CH3-CH�CH-CH�O �
HOOC-CH2-COOH

CH3-CH�CH-CH�CH-COOH � CO2 � H2O

Commercial synthesis of SA involves the reaction of
ketene CH2�CH�O with crotonaldehyde CH3-CH�
CH-CH�O. Ketene is produced from acetic acid or ace-
tone by thermal decomposition in a tubular furnace.
Crotonaldehyde is formed as a secondary product from
acetaldehyde condensation. Methods of industrial produc-
tion use a catalyst reaction to produce a polyester of
molecular weight 1,000–5,000 of the form by reacting the
ketene and crotonaldehyde in an excess of aliphatic, ali-
cyclic, aromatic hydrocarbons, or their derivatives as sol-
vents. The polyester is decomposed in either an acid media
or by thermal decomposition. The more stable trans, trans
structure can be obtained in preference to cis isomers by
solubility or with the use of catalysts. Further purification
using recrystallization and carbon treatment is carried out
to meet food-grade specifications. The SA is sold as dried
powder. The water-soluble potassium, sodium or calcium
salts are produced by neutralizing the SA with potassium,
sodium or calcium hydroxide, respectively, and by drying
the pelletized product or by directly spray granulating the
potassium/sodium/calcium sorbate solution. Various mod-
ifications and improvements to this process are being prac-
ticed at the industrial scale by Hoechst in Germany, Daicel,
Ueno, Chisso, and Nippon Gohsei in Japan, Cheminova in
Denmark, and Tennessee Eastman in the USA (1).

V. MODES OF ACTION

Sorbates can inhibit yeasts, molds, Gram-positive and Gram-
negative and catalase-negative, aerobic and anaerobic, and

mesophilic and psychrotropic microorganisms as well as
spoilage and pathogenic bacteria. However, come bacter-
ial strains are not inhibited, some may even metabolize
the sorbates. Usually, sorbates in foods under the level of
0.3% inhibit microbial activity, at higher level may cause
the death. Sorbate inhibits cell growth and multiplication
as well as germination and out growth of spore-forming
bacteria (2). Several studies have indicated that sorbates
inhibit bacterial spore germination (5–9). Inhibition has
involved various species of bacteria in laboratory culture
media and in foods and has been influenced by species,
strains, pH, and sorbate concentration (2). Sorbates can
act as a competitive and reversible inhibitor of amino
acid-induced germination (6). But, it was also reported
that sorbates inhibited spores triggered to germinate or
after germinant binding (9). As also postulated, sorbates
probably inhibit a postgerminant binding step in the
process of germination, and it was thus concluded that it
inhibits spore commitment to germination, not triggering.
Inhibition of the not well-defined connecting reactions of
spore germination may be taking place through inhibition
of sporeolytic enzymes involved in germination or
through the interaction of sorbates with spore membranes
and increase in their fluidity (8,9). Several mechanisms of
inhibition of metabolic function by sorbate have been pro-
posed, and it may be possible that several of them may be
functional under various conditions, including types and
species of microorganisms, type of substrate, environ-
mental conditions, and type of food processing. Under
certain conditions sorbates have changed the morphology
and appearance of microbial cells (10,11). Such changes
have been observed in yeast cells as dense phosphoprotein
granules, irregular nuclei, increased numbers and variable
sizes of mitochondria, and vacuoles. Cells of C. botulinum
were long, with bulbous formation and defective division
(7,12,13). C. sporogenes cells treated by sorbates were
usually filamentous and nonseptate, but with distorted
shapes characterized by numerous bends and bulges.
Septation, when present, resulted in minicells, and the inner
cell wall appeared to be thickened; the outer cell wall was
absent in many areas (11). Treatment of C. putrefaciens
with sorbate at pH 7.0 increased cell hydrophobicity and
cell wall lysis upon exposure to lysozyme, which could be
overcome to some extent by addition of magnesium ions.
There was also evidence of other membrane damage in
sorbates treated cells (10). Although the significance of
such alterations is unknown, they may be due to incorpo-
ration of sorbate into specific cell structures and alteration
of biosynthetic processes in the cell (14). Other proposed
mechanisms of inhibition of microbial growth by sorbates
include alterations in the morphology, integrity, and func-
tion of cell membranes and inhibition of transport func-
tions and metabolic activity (2). Death of microorganisms
exposed to high concentrations of preservatives, such as
sorbates, has been attributed to generation of holes in the
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cell membrane. Sorbates have decreased the assimilation of
carbon from several substrates, including glucose, acetate,
succinate, pyruvate, lactate, oxaloacetate, α-ketoglutarate,
ethanol, and acetaldehyde (2,15). Inhibition of cell meta-
bolism by sorbates in these studies may have been due to
inhibition of enzymes, nutrient uptake, or various trans-
port systems. Sorbates inhibit the activity of several
enzyme systems, which may lead to disruption of vital
processes involved in transport functions, cell metabo-
lism, growth, and replication. Enzymes inhibited by sor-
bates include alcohol dehydrogenase, fumarase, enolase,
aspartase, catalase, malate dehydrogenase, α-ketoglutarate
dehydrogenase, ficin and succinic dehydrogenase.
However, some reports have also indicated no inhibition of
enzymatic activity by sorbates (56), when aldolase, eno-
lase and pyruvate decarboxylase of S. cerevisiae were not
inhibited by SA. Therefore it was assumed that SA
affected the yeast cell mainly by influencing its cell mem-
brane and its permeability in its undissociated form after
the adsorption on surface cells. Inhibition of sulfhydryl
enzymes by sorbates has been attributed to binding with
sulfhydryl groups and decreasing the number of such
active sites on the enzyme. Inhibition of yeast alcohol
dehydrogenase has been attributed to formation of a cova-
lent bond with the sulfydryl or ZnOH group of the enzyme
and the α- and/or β-carbon of sorbates. It was also pro-
posed that sorbates inhibit the sulfhydryl enzymes through
the formation of a thiohexenoic acid derivative. Inhibition
of catalase by sorbates was attributed to the formation of
sorbyl peroxides through the autoxidation of SA. These
peroxides then would inactivate catalase (2). Another pos-
tulation has indicated that sorbate may act competitively
with acetate at the site of acetyl coenzyme A formation
(15). Binding and inhibition of coenzyme A should result
in inhibition of oxygen uptake and microbial growth.
Lipophilic acid food preservatives, such as sorbates, may
interfere with substrate and electron transport mecha-
nisms. Inhibition of substrate transport into the cell by
uncoupling it from the electron transport system results in
cell starvation (16,17). SA has inhibited the uptake of glu-
cose (18) and amino acids 19), as well as the electron
transport system (2). Inhibition of nutrient uptake may be
due to neutralization of the proton-motive force needed
for substrate uptake, inhibition of the electron transport
system, inhibition of synthesis or depletion of ATP, inhi-
bition of transport enzymes, and inhibition of metabolic
energy utilization by the amino acid transport systems (2).
Since inhibition of microbial growth by sorbates has been
associated with decreased levels of ATP (15), a proposed
mechanism of ATP depletion includes hydrolysis of ATP
by the primary sodium/hydrogen pump in an attempt to
maintain ion balance in the cell (20). A proposed mecha-
nism of inhibition of microbial growth by sorbates is
based on the theory that lipophilic, weak acid preserva-
tives starve the cells of compounds that are transported

actively only by the proton-motive force (PMF) that exists
across the cell membranes (21–24). According to this the-
ory, the weak acids, such as SA, reduce the intracellular pH
and neutralize the transport-driving PMF. In general, how-
ever, more than one mechanism may be involved in inhibi-
tion of various microorganisms under different conditions.

VI. EFFECT TO MICROORGANISMS

Microbial inhibition is variable and depends on species,
strains composition of substrate, pH, water activity, addi-
tives present, processing treatment, temperature of stor-
age, composition of atmosphere, type of packaging and
concentration of sorbates. Variations or resistance to inhi-
bition by sorbates may lead to failures in preservation and
defective food products (2). In general, various species and
strains of microorganisms exhibit different sensitivities to
inhibition by sorbates. Early studies indicated that sor-
bates could be used as a selective agent for catalase-
negative lactic acid-producing bacteria and clostridia
because exhibited highly inhibition against catalase-posi-
tive organisms. Overall, however, the inhibitory action
against lactic bacteria by sorbate is less than that against
yeasts. Bacterium that appears to be more resistant to inhi-
bition by sorbate than other spore formers is Sporolacto-
bacillus (25). Growth of Gluconobacter oxydans in the
presence of sublethal concentrations of SA before deter-
mination of the minimal inhibitory concentration (MIC)
resulted in a substantial increase in the MIC within 1 h
(26). Varying sensitivities of bacterial species and strains
to sorbates may lead to shifts in the microbial population
during storage of foods (9,27,28,29,30,31,32,33). Under
certain conditions some species and strains of yeasts and
molds are also resistant to inhibition by sorbates. Yeast
strains resistant to sorbates belong to the genera Zygosac-
charomyces, Saccharomyces, Torulopsis, Brettanomyces,
Candida, and Triganopsis (34–41). Resistance of yeasts 
to sorbates depends on species and strains, sorbate 
concentration/content, pH, inoculum level, storage tem-
perature, and previous exposure of the organism to low
levels of sorbate. When the yeast cells have been previously
adapted to sorbate in media containing glucose or sucrose,
subsequent exposure of the cells shows little effect of
solute type on sorbate resistance (42). Resistance of osmo-
tolerant yeasts to inhibition by sorbate was acquired by
reconditioning the yeast to sorbate (40). One proposed
mechanism of resistance of osmotolerant yeasts has
involved an inducible, energy-quiring system that trans-
ports the preservative out of the cell (34). Other proposed
mechanisms of yeast resistance to sorbates at reduced
water activities have been related to yeast cell shrinkage
and decreases in membrane are size, retarding the flow of
sorbates into the cell (38), or protection of enzyme sys-
tems from inhibition by sorbates through production of
compatible solutes, such as polyols (40).
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VII. METABOLIC DEGRADATION

At normal conditions of alimentation, sorbates are com-
pletely metabolized and fully oxidized to carbon dioxide
and water like other fatty acids. It means that sorbates
yields 6.6 kcal/g, of which 50% is biologically utilizable.
Mechanism of degradation in metabolic pathways of
organisms has been studied extensively. Sorbates can be
metabolized as fatty acids through β-oxidation by animals
and certain microorganisms. When sorbate levels are high,
there is also evidence of ω-oxidation (44). At special con-
ditions, some mold strains can grow and metabolize sor-
bates. The decomposition of sorbates by molds has been
detected in cheeses and fruit products. Mold strains of the
genus Penicillium isolated from cheeses treated with sor-
bates were able to grow and metabolize high (0.18–1.20%)
sorbate levels (44, 45). It should be noted that 0.1% sor-
bates are usually sufficient to inhibit sensitive molds (46).
It seems that selection may occur in sorbate-treated
cheeses for certain molds tolerant to the compound (47).
One of products of sorbate metabolism by molds include
1,3-pentadiene, which is volatile and has an odor like
kerosene, plastic paint, or hydrocarbon and is formed
through a decarboxylation reaction (48, 49). Other strains
of molds that may degrade sorbates belong to the genera
Aspergillus, Fusarium, Mucor, and Geotrichum (2). It
appears, however, that there is no apparent relationship
between sorbates resistance and the toxigenic properties of
molds (50). In general, although many molds are sensitive
to inhibition by sorbates, certain strains are resistant and
can utilize them, as a carbon source. Degradation of sor-
bates by molds depends on species and strains, prior expo-
sure to subinhibitory levels of sorbate, level of inoculum,
amount of sorbate present, and type of substrate. Some
bacterial strains may also degrade sorbates under appro-
priate conditions. This metabolism is mostly associated
with lactic acid-producing bacterial strains present as high
inocula in sublethal concentrations of sorbates (46, 51, 52).
Degradation of sorbates by lactic acid bacteria has been
associated with geranium-type off-odors in wines and fer-
mented vegetables, caused by ethyl sorbate, 4-hexenoic
acid, l-ethoxyhexa-2,4-diene, and 2-ethoxyhexa-3,5-diene
(53, 54). In general, a geranium-like odor is usually asso-
ciated with wines treated with sorbates and contaminated
with high microbial loads. Yeasts Zygosaccharomyces
rouxii and Debaryomyces hansenii are able to decarboxy-
late SA to produce 1,3-pentadiene as major compound of
petroleum off-odor (72).

VIII. PHYSICOCHEMICAL DEGRADATION

Autoxidation of aqueous SA solutions increased in the
presence of citric acid and further increased in the pres-
ence of Fe3� ions and lowered in the presence of Cu2�

salts unless ascorbic acid was also added. In the absence

of metal ions, ascorbic acid had no effect on autoxidation
of SA (57). Solutions of SA are also unstable in the pres-
ence of SO2 and light. At pH 2.1 in the presence of excess
SO2, SA was totally degraded in 8 days. SA is also unsta-
ble in solutions of dilute H2SO4. Two volatile products
from the degradation in SO2 solution and in dilute H2SO4

were identified as β-angelica lactone and 2-methyl-
5-acetylfuran (58). SA degraded in aqueous glycerol solu-
tions at pH 4.0 over the water activity range 0.71–1.00 and
the temperature range 40–60°C by first-order reaction
kinetics and to conformed to the Arrhenius equation.
Activation energy values obtained were 5.8 kcal mol�1

and 7.8 kcal mol�1 for systems at aw 0.80 with and without
added Co2� ions, respectively. The rate of SA degradation
increased with decreasing aw i.e. increasing glycerol con-
centration. The presence of added Co2� decreased the rate
of SA breakdown at any particular aw or temperature.
Browning of sorbate solutions during storage was
markedly inhibited by Co2� ions (59). Acetaldehyde and
β-carboxylacrolein were identified as the major degrada-
tion products of SA in the presence of glycine and CuSO4.
Crotonaldehyde and acetone were also detected, but in
very small amounts. Studies of the role of carbonyl com-
pounds in SA-mediated browning revealed that, in the
presence of amino acids, β-carboxylacrolein polymerizes
rapidly to brown pigments. In the presence of Cu2� brown
pigments were not formed (60). SA degraded in model
systems composed of sugar solutions at pH 3.5 and 4.5
and its destruction was described by first-order kinetics.
Nonenzymic browning reactions, which occurred in sys-
tems containing lysine, greatly influenced the kinetics of
SA destruction (61). Aspartame reduced sorbate destruc-
tion in aqueous system without sugars as well as in sys-
tems containing glucose, but in the presence of sucrose, it
enhanced degradation (96). Loss of SA in stored peaches
preserved by combined factors followed first order reac-
tion kinetics, when rate constants and activation energy
were almost identical to previously reported data (62).
NaCl showed a pronounced stabilizing effect on degrada-
tion of SA in aqueous solutions to which glycerol and cit-
ric acid had been added to adjust aw to 0.91 and pH
between 5 to 6 (63). SA in aqueous solutions underwent
to autoxidation, forming malonaldehyde and other car-
bonyls. Oxidative degradation followed first-order reac-
tion kinetics, and the rate of reaction decreased with a rise
in pH. Amino acids except histidine and arginine
increased while NaCl, KCl, sucrose, and metal ions
(Cu2�; Fe2�; Mn2�) decreased the rate of degradation. In
an other study, NaCl enhanced SA degradation when the
destruction seemed to be related to the NaCl and concen-
tration rate of SA degradation increased significantly with
increasing temperature (68). Acetic acid, glycerol, and the
majority of other salts enhanced the rate of degradation
(64). In liquid model systems containing water-glycerol-
glucose, water-glycerol-sucrose, sucrose and 30 sucrose
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glucose mixtures, SA degraded during storage forming
brown pigments. Addition of amino acids (glycine or
lysine) increased rate of browning development while
Cu2+ reduced SA degradation and browning development.
In all systems, addition of amino acids decreased SA
degradation but increased browning development. Rate of
SA-induced browning was considerably higher than that
caused by sugar-amino acid interactions (65). In an other
study it confirmed the accelerate role of SA in the glucose-
glycine browning reaction (66). The kinetics of brown
pigment formation in a water-glycerol-sorbate-glycine
model system at pH 4 was studied as a function of aw

(0.55–0.90) in the interval of 40–60°C. The rate of brown-
ing was found to follow zero-order kinetics and to
increased with decreasing aw. Activation energy values
ranged from 15.5 to 22.2 kcal/mol, and were higher at the
lower aw levels. Glycerol was found to participate actively
in the formation of brown pigments by reaction with 
sorbates or glycine; the rates also followed zero-order
kinetics obeying the Arrhenius equation (67). Important 
is effects of additives (propyl gallate, sodium nitrite,
sucrose, ascorbic acid, glycerol, glycine and polyphos-
phates) on stability of sorbates in aqueous model systems
of aw 0.91 and pH 5.0. Rate constants of SA destruction
could be described by 1st order kinetics and non-enzymatic
browning reactions exhibited zero order kinetics. Both
were greatly influenced by SA destruction, when the cor-
relation between the natural logarithm of sorbates reten-
tion and the increase in absorbance at 420 nm was found
in all systems. Addition of glycine increased sorbate
destruction and browning development. To the opposite,
SA catalysed Maillard reaction between glycine and glu-
cose heated to 100°C, while no loss of the SA was
observed during the experiment (83). Polyphosphates and
propyl gallate showed an important protective effect
against SA degradation and also against non-enzymatic
browning. Ascorbic acid showed a dual effect: in the
absence of sodium nitrite, it exhibited a pro-oxidant
effect; in the presence of nitrite, a protective effect was
apparent. Sucrose did not influence the rate of SA degra-
dation but enhanced non-enzymatic browning. The effect
of sodium nitrite on sorbate destruction was diverse: it
accelerated destruction in systems containing NaCl, glyc-
erol and glycine, diminished the destruction rate when
polyphosphates were also present, and had no effect in the
presence of sucrose and/or sucrose and polyphosphates.
Conversely, in the presence of ascorbic acid, sodium
nitrite exerted a protective effect (69). EDTA enhanced
sorbate degradation as a result of Fe scavenging from the
glass and polypropylene packaging materials through
EDTA complexation. It was proposed that SA autoxida-
tion is catalyzed by EDTA-Fe2� complexes, accompany-
ing with production of carbonyls followingly involved in
non-enzymatic browning (70). To lower sorbate destruction,
the use of glass instead of PET containers, and a mixture

of citric and acetic acids, ascorbic acid and EDTA was
proposed (97). SA was highly susceptible to radiolytic
degradation in aqueous systems exposed to gamma-irradi-
ation. Rate of degradation decreased with rise in pH.
Sugars, hydrocolloids except pectin, citric acid, lactic
acid, malic acid, arginine and threonine, catalyzed degra-
dation while oxalic acid, maleic acid, Cu2�, nitrite, nitrate
and phthalate had protective effects. SA was more stable
in alcohols and vegetable oils than in aqueous solutions.
In wheat flour radiolytic degradation of SA was less at
lower moisture. SA was more stable in chapattis than in
dough. Gelatinization and addition of oil into dough reduced
degradation of SA (71).

IX. INTERACTION AND FORMATION OF
ADDUCTS

SA and methyl ester of SA react with sodium nitrite to form
ethylnitrolic acid (ENA) after heating at 90°C for 1 h
(73,74). As found, ENA could also be formed at lower
temperature of 60°C and pH 3.5–4.2 after 30 min when the
formation of an other mutagenic compound 1,4-dinitro-
2-methylpyrrole (DNMP) was observed. Formation of both
mutagenic compounds was inhibited by ascorbic acid and
cysteine (75, 79), and the loss of mutagenicity could be
reached by reduction of the C-nitro group to the C-amino
group in DNMP (76) by conversion to 1-nitro-2-methyl-
4-aminopyrrole (77). Nitrite reacted optimally with SA at
pH 3.5, but the reaction did not take place at pH 6. Most
mutagenic products formed were C-nitro and C-nitroso
compounds, and the conjugated dienoic structure for muta-
gen formation was essential (78). Thiols (mercaptoethanol,
cysteine or an alkylthiol) reacted slowly with SA during
heating for several days at 80°C and pH 3.7–7.8 in a bimol-
ecular reaction via nucleophilic attack by thiolate anion at
position 5 of the SA molecule, in the case of amines,
cyclization to form substituted dihydropyridones may fol-
low (80, 85). The nucleophilic attack by alkylthiols led to
formation of diadducts, while reaction with mercapto-
ethanol, esters of 2-mercaptoacetic acid and cysteine ethyl
ester gave the 2,5-addition product. Products of mono-
addition of thiols to SA had a double bond in position 
3 (81). Cysteine added to the conjugated diene in position
5 formed the substituted 3-hexenoic acid (87). Reaction
between SA and thiols could be accelerated by some
cationic surfactants i.e. dodecyltrimethylammonium bro-
mide as well as nonionic surfactants also behaved as cata-
lysts (82). Even thought, bovine serum albumin could also
behave as catalyst (84). The formation of the reaction inter-
mediate in bovine serum albumin-SA-mercaptoethanol
mixtures involved the binding of equimolar amounts of the
reactants at up to some 90 sites on the BSA molecule. 
3-hexenoic acid reduced the rate-enhancing effect of BSA
due to competitive binding between 3-hexenoic acid and SA
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to the reaction intermediate (88). SA-thiol irreversible
adducts were formed in a dough made from cereal flours
(89). Reaction of SA with sulfite species (S4�) was affected
in a presence of O2, and involved a pH-dependent oxidative
mechanism leaded to loss of S4�. In the absence of O2, a
much slower nucleophilic addition of sulphite ions to
undissociated SA took place (86). SA and ethyl sorbate
reacted with various amines (methylamine, ethylamine,
butylamine and benzylamine) in model systems. At ambi-
ent temperature, the reaction of sorbates with amines
resulted in formation of linear mono adducts, while cyclic
adducts were formed from double addition in temperature
interval of 50–80°C mainly in the presence of O2 which
significantly accelerated adduct formation reaction (90,91).
Potasium sorbate reacted with methylamine and buty-
lamine and adducts were identified as cyclic dihydropyri-
done esters, formed by a double addition reaction (92).
Under conditions typical of food processing (50–80°C), the
cyclic derivatives resulting from a double addition reaction
between SA and various amines (including methylamine,
ethylamine, propylamine, butylamine and benzylamine)
were formed and analysed. Major formed compounds 
were N-methyl-6-methyl-3,6-dihydro-2-pyridone, N-ethyl-
6-methyl-3,6-dihydro-2-pyridone, N-propyl-6-methyl-3,
6-dihydro-2-pyridone, N-butyl-6-methyl-3,6-dihydro-2-
pyridone, N-benzyl-6-methyl-5,6-dihydro-2-pyridone and
minor compounds were N-methyl-6-methyl-5,6-dihydro-
2-pyridone, N-ethyl-6-methyl-5,6-dihydro-2-pyridone,
N-propyl-6-methyl-5,6-dihydro-2-pyridone, N-butyl-6-
methyl-5,6-dihydro-2-pyridone, N-benzyl-6-methyl-5,6-
dihydro-2-pyridone. Mutagenesis studies involving the
Ames test using S. typhimurium (strains TA98 and TA100),
and genotoxicity studies with HeLa cells and plasmid DNA,
showed that none of the compounds studied presented
either mutagenic or genotoxic activities (93,94). Mutagenic-
ity and DNA damage by products formed during oxidation
of sorbates by H2O2, produced by reaction of ascorbate
with Fe-EDTA, ferric citrate, ferrous gluconate, ferric
pyrophosphate or ferrous sulphate, were assessed in vitro
using the Ames test and a rec-assay, respectively. Products
from a reaction carried out in the absence of O2 did not
exhibit mutagenicity, which confirmed that the mutagenic
effects resulted from an oxidation reaction (95).

X. TOXICOLOGY

Sorbates are considered for the least harmful antimicro-
bial preservatives, even at levels exceeding those normally
used in foods. The LD50 for sorbates in rats ranges from
7.4 to 10.5 g/kg body weight. Rats fed SA at 10% in feed
for 40 days had no ill effects. When the feeding period
was increased to 120 days, the growth rate and liver
weight increased. SA at 5% in the diet of rats did not
affect health after 1 000 days (except for two tumors 
in 100 rats). When rats were given SA (10 mg/100 mL) 

or potassium sorbate (0.3%) in drinking water or 0.1%
levels in the diet, no tumors were observed after 100
weeks. The growth of tumors was not seen when mice
were fed 40 mg SA per kilogram body weight. Repeated
subcutaneous administration of SA in peanut oil or water
in rats produced sarcomas at the site of injection.
Sarcomas produced locally in this manner were not con-
sidered a valid index of carcinogenicity. Weak mutagenic
activity was detected in the ether extract of bacon-curing
brines containing potassium sorbate. Retesting the sample
indicated that the mutagenic activity was due to a com-
pound in the ether to be used as the extraction solvent.
(136). Also other studies did not reveal carcinogenic
effects of sorbates (99,100). When SA is used for cos-
metic and pharmaceutical products, it may irritate the
mucous membranes, and in highly sensitive individuals it
may cause skin irritation (98). An allergic-type response
has been reported for SA in a study, when panelists tasted
bacon treated with sorbate-nitrite mixture (101).

XI. REGULATORY STATUS

The application of sorbates is limited by national legisla-
tion of individual countries to prevent to the use them in
excessive amounts due to their possible toxicity. In most
countries of the world, food legislation has given proce-
dures for application of sorbates in various food products.
This legislation identifies approved sorbates, establishes
permitted concentrations, and includes labeling require-
ments. From an international point of view, the Joint
Expert Committee for Food Additives (JECFA) deals peri-
odically with evaluation of a real situation and adopts
maximum limits for food additives including sorbates (see
Table 96.2) on the basis of all available scientific data.
Such information provided by JEFCA is used by the Joint
FAO/WHO organ — Codex Alimentarius Commission in
implementing Joint FAO/WHO Standards Programme,
which has been established to elaborate international stan-
dards for foods to protect the health of consumers, ensure
fair practices in food trade, and facilitate international
trade. To identify individual food additives, so called
“General Standard for Food Additives” embraces the list
of preservatives permitted for application in food industry
together with their International Numbering System (INS)
numbers (102). Similarly, European Union has adopted
the same numbering system of permitted food additives,
the only difference is replacing “INS” by “E” letter on
labels (103). In the United States, sorbates are generally
recognized as safe (GRAS), and this status has been reaf-
firmed again April 1st 2001 by a select committee of the
U.S. Food and Drug Administration, which regulates all
antimicrobials used in or on processed food under
FFDCA §409, as food additives. According to the Code 
of Federal Regulations, when a food preservative is used
in a food product, its common name should be listed on
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TABLE 96.2
Maximum Limits of Sorbates for Food Products Adopted by Codex Alimentarius Commission

Max. Max. 
Food Level Food Level 
Cat. No. Food Category [mg/kg] Cat. No. Food Category [mg/kg]

01.1.1 Milk and buttermilk 1 000 01.1.2 Dairy-based drinks, flavored and/or fermented 300
(e.g., chocolate milk, cocoa, eggnog, drinking 
yoghurt, whey-based drinks)

01.2.1 Fermented milks (plain) 300 01.2.2 Renneted milk 1 000
01.3.2 Beverage whiteners 200 01.6 Cheese 3 000
01.7 Dairy-based desserts (e.g., ice cream, ice milk, 1 000 02.1.1 Butter oil, anhydrous milkfat, ghee 1 000

pudding, fruit or flavoured yoghurt)
02.2.1 Emulsions containing at least 80% fat 1 000 02.2.2 Emulsions containing less than 80% fat 2 000

(e.g., minarine)
02.3 Fat emulsions other than food category 02.2, 1 000 02.4 Fat-based desserts excluding dairy-based dessert 1 000

including mixed and/or flavoured products based products of food category 01.7
on fat emulsions

03.0 Edible ices, including sherbet and sorbet 1 000 04.1.1 Fresh fruit 1 000
04.1.2.1 Frozen fruit 1 000 04.1.2.2 Dried fruit 2 000
04.1.2.3 Fruit in vinegar, oil, or brine 2 000 04.1.2.4 Canned or bottled (pasteurized) fruit 1 000
04.1.2.5 Jams, jellies and marmelades 1 500 04.1.2.6 Fruit-based spreads (e.g., chutney) excluding 1 000

products of food category 04.1.2.5
04.1.2.7 Candied fruit 1 000 04.1.2.8 Fruit preparations, including pulp, purees, 1 500

fruit toppings and coconut milk
04.1.2.9 Fruit-based desserts, including fruit-flavoured 1 000 04.1.2.10 Fermented fruit products 1 000

water-based desserts
04.1.2.11 Fruit fillings for pastries 1 000 04.1.2.12 Cooked or fried fruit 1 200
04.2.2.3 Vegetables and seaweeds in vinegar, oil, brine, 2 000 04.2.2.4 Canned or bottled (pasteurized) or retort 1 000

or soy sauce pouch vegetables
04.2.2.5 Vegetable, and nut and seed purees and spreads 2 000 04.2.2.6 Vegetable, and nut and seed pulps and 2 000

(e.g., peanut butter) preparations (e.g., vegetable desserts and sauces,
candied vegetables, soybean curd) other than 
food category 04.2.2.5

04.2.2.7 Fermented vegetable products 1 000 04.2.2.8 Cooked or fried vegetables and seaweeds 2 000
05.1.1 Cocoa mixes (powders and syrups) 1 500 05.1.2 Cocoa-based spreads, including fillings 1 500
05.1.3 Cocoa and chocolate products (e.g., milk  1 000 05.1.4 Imitation chocolate, chocolate substitue products 1 500

chocolate bar, chocolate flakes, white chocolate)
other than food categories 05.1.1, 05.1.2 and 05.1.4

05.2 Confectionery including hard and soft candy, 2 000 05.3 Chewing gum 1 500
nougat, etc. other than food categories
05.1, 05.3 and 05.4

05.4 Decorations (e.g., for fine bakery wares), 1 500 06.2 Flours and starches 1 000
toppings (non-fruit) and sweet sauces

06.4.2 Pre-cooked or dried pastas and noodles 2 000 06.5 Cereal and starch based desserts (e.g., rice 1 000
and like products pudding, tapioca pudding)

06.6 Batters (e.g., for fish or poultry breading) 2 000 07.0 Bakery wares 2 000
08.2 Processed meat, poultry, and game products in 2 000 08.3 Processed comminuted meat, poultry, and 2 000

whole pieces or cuts game products
08.4 Edible casings (e.g., sausage casings) GMP* 09.2.1 Frozen fish, fish fillets, and fish products, 2 000

including mollusks, crustaceans, and echinoderms
09.2.2 Frozen battered fish, fish fillets, and fish 2 000 09.2.3 Frozen minced and creamed fish products, 2 000

products, including mollusks, crustaceans, including mollusks, crustaceans, and echinoderms
and echinoderms

09.2.4.1 Cooked fish and fish products 2 000 09.2.4.2 Cooked mollusks, crustaceans, and echinoderms 2 000
09.2.5 Smoked, dried, fermented, and/or salted fish 2 000 09.3 Semi-preserved fish and fish products, including 2 000

and fish products, including mollusks, mollusks, crustaceans, and echinoderms
crustaceans, and echinoderms

10.2.1 Liquid egg products 5 000 10.2.2 Frozen egg products 1 000

(Continued)
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the product label and its function should be indicated by
an explanatory description (e.g., “to maintain freshness,”
“to extend shelf life,” or “as a preservative”). The use of
sorbates may be requested for any food product that
allows preservatives (2).

XII. ANTIMICROBIAL ACTIVITY

Sorbates have broad spectrum activity against yeast 
and molds, but are less active against bacteria. Food-
related yeasts inhibited by sorbates include species of
Brettanomyces, Byssochlamys, Candida, Cryptococcus,
Debaryomyces, Endomycopsis, Hansenula, Oospora,
Pichia, Rhodotorula, Saccharomyces, Sporobolomyces,
Torulaspora, Candida, and Zygosaccharomyces. Food-
related mold species inhibited by sorbates belong to the

genera Alternaria, Ascochyto, Aspergillus, Botrytis,
Cephalosporium, Fusanum, Geotrichum, Gliocladium,
Helminthosporium, Humicola, Mucor, Penicillium, Phoma,
Pullularia (Auerobasidium), Sporotrichum, and Trichoierma
(2). Bacteria sensitive to sorbate embraces genera
Salmonella, Clostridium,Yersinia, Staphylococcus, Bacillus,
Lactobacillus, Escherichia, Proteus, Streptococcus (98).
Optimum effectiveness of sorbates extends from lower
values to pH � 6.5 (4), but and the antimicrobial activity
of SA is greatest when the compound is in the undissoci-
ated state. Because of pKa value, the antimicrobial activ-
ity is greatest as the pH is rather lower and below the
value 6.0 (98). The effect of pH on inhibition activity of
SA was determined for B. subtilis, B. cereus, E. coli,
P. aeruginosa, S. aureus and C. albicans. As observed, the
inhibitory action of undissociated acid was 10–600x
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TABLE 96.2
(Continued)

Max. Max. 
Food Level Food Level 
Cat. No. Food Category [mg/kg] Cat. No. Food Category [mg/kg]

10.2.3 Dried and/or heat coagulated egg products 1 000 10.4 Egg-based desserts (e.g., custard) 1 000

11.1 White and semi-white sugar (sucrose or 1 000 11.2 Other sugars and syrups (e.g., brown sugar, 1 000
saccharose), fructose, glucose (dextrose), xylose; maple syrup)
sugar solutions and syrups, also (partially) 
inverted sugars, incl. molasses, treacle, and 
sugar toppings

11.4 Table-top sweeteners, including those 1 000 12.2 Herbs, spices, seasonings (including salt 1 000
containing high-intensity sweeteners substitutes), and condiments (e.g., seasoning 

for instant noodles)
12.3 Vinegars 1 000 12.4 Mustards 1 500
12.5 Soups and broths 1 000 12.6 Sauces and like products 2 000
12.7 Salads (e.g., macaroni salad, potato salad) and 1 500 13.3 Dietetic foods intended for special medical 1 500

sandwich spreads excluding cocoa- and nut based- purposes, including those for infants and 
spreads of food categories 04.2.2.5 and 05.1.2 young children

13.4 Dietetic formulae for slimming purposes and 1 500 13.5 Dietetic foods (e.g., supplementary foods for 2 000
weight reduction dietary use) excluding products of food categories 

13.1–13.4
13.6 Food supplements 2 000 14.1.1.2 Table waters and soda waters 200
14.1.2.1 Canned or bottled (pasteurized) fruit juice 2 100 14.1.2.2 Canned or bottled (pasteurized) vegetable juice 1 000
14.1.2.3 Concentrate (liquid or solid) for fruit juice 1 000 14.1.2.4 Concentrate (liquid or solid) for vegetable juice 1 000
14.1.3.1 Canned or bottled (pasteurized) fruit nectar 2 000 14.1.3.2 Canned or bottled (pasteurized) vegetable nectar 1 000
14.1.3.3 Concentrate (liquid or solid) for fruit nectar 1 000 14.1.3.4 Concentrate (liquid or solid) for vegetable nectar 1 000
14.1.4.1 Carbonated drinks 1 000 14.1.4.2 Non-carbonated, including punches and ades 1 000
14.1.4.3 Concentrates (liquid or solid) for drinks 1 500 14.1.5 Coffee, coffee substitutes, tea, herbal infusions, 1 000

and other hot cereal and grain beverages,
excluding cocoa

14.2.1 Beer and malt beverages 500 14.2.2 Cider and perry 1 000
14.2.3 Wines 2 000 14.2.4 Fruit wine 1 000
14.2.5 Mead 1 000 14.2.6 Spirituous beverages 600
15.1 Snacks — potato, cereal, flour or starch based 1 000 15.2 Processed nuts, including covered nuts and nut 1 000

(from roots and tubers, pulses and legumes) mixtures (with e.g., dried fruit)
16.0 Composite foods (e.g., casseroles, meat pies, 1 000

mincemeat) — foods that could not be 
placed in categories 01–15

GMP* — good manufacturing practice.
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greater than that of dissociated acid (22). The inhibitory
effect of sorbates may be lethal as well as static. Conidia
of A. parasiticus lost viability in the presence of sorbate
(20). Differential effect on growth and patulin production
by strains of P. patulum and P. roqueforti isolated from
cheese was observed, when potassium sorbate delayed
initiation of growth, prevented spore germination, and
decreased the rate of growth of P. patulum in potato dex-
trose broth, while P. roqueforti was affected less (104).
Similar results were observed with A. parasiticus and 
A. flavus in yeast extract sucrose broth (105). Potassium
sorbate reduced or prevented the production of the patulin
by P. patulum and aflatoxin B1 by A. parasiticus and 
A. flavus (104,105). Potassium sorbate has been found to
inhibit markedly the growth and patulin production of 
P. expansum and B. nivea in grape and apple juice
(106,107,108,109). On the other hand, sorbate delayed
only mold growth, but did not inhibit biosynthesis of afla-
toxin by A. parasiticus. The ability to synthesize aflatoxin
was greater in the early stages of growth and then
decreased as mold growth progressed (110). Potassium
sorbate at the concentration of 0.2% (pH 5.5) or 0.05%
(pH 4.5) completely inhibited A. parasiticus growth and
toxin production for 3 days in a glucose-yeast extract salts
medium. However, growth and toxin production were
nearly normal by day 7 of incubation (111). A. flavus
grown on yeast extract-sucrose medium produced higher
amounts of aflatoxin B1 in the presence of 0.025% SA
than without it. Addition of 0.05–0.0125% SA stimulated
T-2 toxin production of F. acuminatum cultures grown on
maize meal and highest amounts of the mycotoxin were
detected in 14-day-old cultures containing 0.025% SA. It
was assumed that certain amounts of SA near the mini-
mum inhibitory concentration reduced the activity of the
tricarboxylic acid cycle. This may leaded to an accumula-
tion of acetyl coenzyme A, which is an essential interme-
diate in the biosynthesis of aflatoxin B1 and T-2 toxin
(152). Potassium sorbate was more effective against
injured spores of A. parasiticus and an intensity of inhi-
bition depended on the concentration of sorbate and pH
(112). Sorbate has been found to inhibit the growth 
of Salmonella, C. botulinum, and S. aureus in cooked,
uncured sausage (113), of S. aureus in bacon (114), of 
P. fluorescens and P. putrefaciens in trypticase soy broth
(115,116), of V. parahemolyticus in crab meat and floun-
der homogenates (117), of S. aureus (118), microbiologi-
cal growth in cooked turkey products (119), C. botulinum
toxin production in commercially prepared bacon (120).
Sorbates also inhibited S. typhimurium in skim and evap-
orated milk (121). Potassium sorbate at 0.5% inhibited
growth and histamine production by P. morgani and 
K. pneumoniae strains in a trypticase soy broth fortified
with histidine (122). Potassium sorbate inhibited anaero-
bic growth of S. aureus more than growth under aerobic

conditions in a model sausage system and inhibition was
strengthened after lactic acid addition (123). While com-
binations of sorbate and NaCl were more effective in inhi-
bition of S. typhimurium than sorbate alone at pH 6.3
(124), NaCl did not appear to enhance effectiveness of
sorbate on growth of S. aureus MF-31 in tryptic soy broth
at same pH (125). Microorganisms isolated from seafood
showed differential sensitivity to sorbate (126). Potassium
sorbate inhibition of B. cereus T spore germination
induced by L-alanine and L-α-NH2-n-butyric acid was
shown to be competitive in nature. It was also a competi-
tive inhibitor of L-alanine- and L-cysteine-induced germi-
nation of C. botulinum 62A spores (127). Reports in the
1950s concluded that sorbates had either stimulatory or no
effect on clostridia, but later studies concluded that sor-
bates have acted as an anticlostridial agent in cured meat
products (5,14,29). The contradictory results of the stud-
ies were most likely due to the fact that in the 1950s,
media with pH values approaching 7.0 were used. This
was optimal for growth of clostridia but not optimal for
the activity of sorbates, since only about 0.6% of SA is in
the undissociated form at pH 7.0 (98). Potassium sorbate,
sufficient to give an undissociated SA concentration of
250 mg/liter in culture medium at pH 5.5–7.0, retarded the
growth of proteolytic strains of C. botulinum from spores
and vegetative cells (29,30). Sorbate has been shown to
prevent spores of C. botulinum from germinating and
forming toxin in poultry frankfurters, ham, emulsions as
well as beef, pork, and soy protein frankfurter emulsions,
bacon, and canned comminuted pork (120,128,
129,130,131). C. botulinum toxin production was signifi-
cantly decreased in a model cured meat system adding 3.5%
NaCl, 0.26% potassium sorbate at pH less than 6.0, and
low storage temperatures (132). A systematic study to
determine the concentration of potassium sorbate necessary
to inhibit a single C. botulinum cell in culture medium
showed that 0.1% at pH 5.0 would reduce the probability
of growth of C. botulinum at 30°C in 14 days to 1 in 108.
It was also concluded that 0.2% SA alone in meat pro-
ducts at pH 6.5 would not significantly inhibit C. botulinum
vegetative cells (133). The effect of sorbate on thermal
inactivation and recovery of injured microorganisms is
variable among species and strains. Low concentrations of
sorbic and fumaric acids in the heating medium had little
effect on the heat resistance of E. herbariorum, an
aerophilic mold involved in the spoilage of grape pre-
serves (138). The antimicrobial activity of sorbate is usu-
ally enhanced under vacuum or modified gas atmosphere
storage conditions, including meat (32,139,140) and fish
products (141,142,143). Combinations of carbon dioxide
and sorbate have also been reported as effective inhibitors
of microbial growth of S. enteriditis (144), S. aureus on tryp-
tic soy agar (145) as well as on fresh poultry to be dipped
into sorbate pollution (146). Synergistic antimicrobial
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activity was optimal at pH 5.5 at 1.5% sorbate solution
and 100% CO2 treatment. Although food acids may
reduce the water solubility of sorbate, they can enhance its
antimicrobial activity by increasing the concentration of
undissociated SA. In addition, the specific anion itself
may contribute antimicrobial activity (129). Specific
effects, however, vary with substrates, microorganisms,
and types of acids. Combinations of sorbate with antioxi-
dants, such as butylated hydroxyanisole, butylated
hydroxytoluene, tertiary butyl hydroxyquinone, and
propyl gallate, had increased antimicrobial activity com-
pared to individual components (147,155). Variations
existed, however, with types of microorganisms, antioxi-
dants, and substrates. These combinations offer the advan-
tage of simultaneous inhibition of microbial growth and
development of rancidity. A few studies have also indi-
cated increased antimicrobial effects when sorbate was
combined with various phosphates (148). Combinations
of sorbate with benzoate or propionate may be used to
expand the range of microorganisms inhibited with
reduced concentrations of each preservative (149). In
addition, mixtures of sorbate with various antibiotics have
demonstrated increased antimicrobial activity (150,151).
Fungicidal activity of SA against S. cerevisiae was
enhanced 64-fold in combination with half-minimum fun-
gicidal concentration of polygodial, a bicyclic sesquiter-
pene dialdehyde isolated from the sprout of P. hydropiper.
This synergistic activity of presumably came from its abil-
ity to inhibit the plasma membrane H�-ATPase (154).
Different effect of SA was observed on P. membranifaciens.
At 25°C, SA completely inhibited yeast growth, but at
temperature greater than 43 degree C appeared to protect
the yeast from thermal death (156). The antilisterial
effects of a sorbate-nisin combination were assessed 
in vitro and on beef at refrigeration temperature.
Treatment with the sorbate-nisin combination did not 
significantly affect pathogenicity of the L. monocytogenes
cocktail recovered from vacuum- or CO2-packages after
storage, in contrast to the in vitro study, where pathogenic-
ity was clearly attenuated. The reason for this difference
was unknown (157).

XIII. RESISTANCE

Potassium sorbate (0.1%) added to scallops (pH 6.3–6.5)
resulted in more rapid C. botulinum toxin formation than
in controls. It was postulated that this might be due to inhi-
bition of microflora competitive to C. botulinum (134).
Resistance to sorbate was observed at P. roqueforti, which
was able to decarbolise SA and produce 1,3-pentadiene
(135). Lowering the aw enhanced the resistance of S. rouxii
to increasing concentrations of sorbate (38.) S. rouxii cells,
preconditioned in 0.1% sorbate showed an increased
resistance to sorbate when inoculated into the growth

medium and the chocolate syrup S. rouxii cells precondi-
tioned in 60% sucrose/0.1% sorbate were more sensitive to
sorbate than cells preconditioned in 0% sucrose/0.1% 
sorbate (40). Effect of sorbate on growth of Z. rouxii was
evaluated at reduced aw, using sucrose, glucose and poly-
ethylene glycol (PEG). Sorbate-adapted and unadapted
cells were grown aerobically at pH 5.0 in media adjusted
to aw 0.92 by addition of solutes. Sorbate resistance by
unadapted cells increased in the order of glucose less than
PEG less than sucrose. Solute type had little effect on sor-
bate resistance by sorbate-adapted cells in media contain-
ing glucose and sucrose (137). Certain strains of
microorganisms were not only resistant to inhibition by sor-
bate, but also increased levels of microbial contamination.
Thus, sorbates should be used to preserve foods processed
using good manufacturing practices, not as a substitute for
sanitation and hygienic practices (2).

XIV. APPLICATION

Sorbates are some of the most widely used food preserva-
tives in the world and they are being applied in human
foods of all types, animal feeds, pharmaceuticals, cos-
metic products, packaging materials, and technical pre-
parations that come in contact with foods or the human
body. As food preservatives, sorbates have found wide
application in various foods, especially as yeast and mold
inhibitors. Major groups of foods that may be preserved
with sorbates include dairy products, bakery items, fruit
and vegetable products, edible fat emulsion products, cer-
tain meat and fish products, and sugar and confectionery
items. Application methods for sorbates include direct
addition in the formulation, spraying or immersing the
food material in a solution, dusting with a powder, or
addition in a coating or packaging material. However,
release of sorbates from plastic films is limited, so, the
antimicrobial effectiveness is low (194). Selection of the
most appropriate method depends on processing proce-
dures, type of food, objectives to be accomplished, equip-
ment available, and convenience (2).

XV. ANALYSIS

Analytical determination and occurrence of sorbates 
in foods is permanently actual and frequently
published/reviewed (159,160,161). There are a lot of pro-
cedures and techniques for determination of sorbates in
foods. If necessary, sorbates are isolated from the matrix
prior to analysis. Two main procedures of isolation methods
are generally used as follows:

1. Steam distillation, followed by an extraction of
SA from the aqueous distillate with organic
solvents
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2. Direct extraction using diethyl ether and petro-
leum ether, chloroform, benzene, acidified
methanol or their mixtures as the most suitable
organic solvents

XVI. COLOR DETERMINATION

Determination is based on oxidation of SA by K2Cr2O7

in acidic medium to form a malonic dialdehyde, which
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TABLE 96.3
Sample Treatment and HPLC Conditions Used for Determination of Sorbates
Sample, Sample Preparation Stationary Phase Mobile Phase Detector Ref.

Extraction of margarine, washing with µ-Bonda Pak C18 Phosphate buffer-methanol (20:80) UV at 235 nm 166
diethyl ether, extraction with NaOH (v/v); phosphate buffer-methanol 
and H2SO4 (40:60) (v/v)

Filtration of orange juice Shodex RP pak DS-(150 � 6 mm) 0.05 M KH2PO4 (pH 2.65)-acetonitrile UV 230 nm 160 
Polystyrene-divinyl benzene resin (60:40) (v/v); flow rate 1.0 mL/min 161 
RP-18 guard column 167 
(40 � 3.4 mm)

Coffee drink steam- distilled, Nucleosil 5 C18 (150 � 3.4 mm), Acetonitrile-water-0.2 M phosphate UV at 235 nm 168
cleanup SPE technique Lichrosorb RP-18 (150 � 4.3 mm); buffer, pH 3.6 (7:12:1) � CTA

Developsil ODS 5 µm

Fatty samples cleaned on Extrelut LiChrosorb Si 60 (150 � 4.6 mm) Heptane-diisopropyl ethyl-glacial acetic UV at 230 nm 160
column, elution with dichloromethane- µ-BondaPak C18 acid (88:12:0.1), (90:10:0.05), 161 
diethyl ether (4:1) 10 µm (300 � 4.6 mm) 1.8 mL/min; water-acetonitrile-H3PO4 167

(90:10:0.5), flow rate 0.8 mL/min

Beverages, jams; filtration, Degassing PhaseSep C18, Spherisorb ODS 1 Methanol-phosphate buffer (8:92) UV at 227 nm 169

(250 � 4.6 mm) 5 �m (v/v) pH 6.7 using H3PO4 flow rate 
1.0 mL/min

Fruit juice; filtration µ-BondaPak CN 2% Acetic acid-methanol (95:5) (v/v) UV at 254 nm 170

Citrus juices filtration µ-Bondapak CN 2% Acetic acid-methanol (19:1) (v/v) UV at 240 nm 171

Citrus juices; filtration Partisil 10 SAX 0.225 M KH2PO4 1.0 mL/min UV 254 nm 172

Cheese; steam distillation LiChrosorb RP-18 (250 � 4 mm) Methanol-0.02 M phosphate buffer UV 235 nm 173
(30:70) (v/v) � tetrabutylammonia 
1.0 mL/min

Beverages, tomato sauce; extraction µ-BondaPak C18 Methanol-acetic acid-water (20:5:75) UV 254 nm 174
(v/v/v) (35:5:60) (v/v/v)

Sweet commercial wines; synthetic AMINEX HPX 0.01 N H2SO4:CH3CN (75:25) UV 258 nm 175
wines diluted with 0.01 N H2SO4, 87-H (300 � 7.9 mm); 65°C
filtered 0.45 µm 

Fruit juices, sodas, soy sauce, ketchup, reversed phase Acetonitrile/ammonium acetate 255 nm 176
peanut butter cream, cheese, other C18 column
foods liquid samples: dilution 
acetonitrile/ammonium acetate solid 
samples: blending with the same 
solution

Wines direct injection Hydrogen sulfonated divinyl Isocratic elution 0,01 N H2SO4:CH3CN UV 258 nm 177
benzene-styrene copolymer (75:25)

Quince jams extraction 0,1 M C18 column Acetate buffer (pH 4,4) — methanol DAD 178
orthophosphoric acid or steam (65:35)
distillation or via Amberlite XAD 2 
after mixturing of sample with 
0,05 M HCl

Fishery products ion-exchange Nucleosil 100-5 C18 Gradient elution: A: 0,02 M H3PO4/ DAD, 179
chromatography acetonitrile (93�7, v/v)

B: 0,02 M K2HPO4 with 5% H3PO4,
pH 6,7: acetonitrile (80:20, v/v)
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reacts with thiobarbituric acid to give a red coloration,
intensity of which is measured (162).

XVII. TRADITIONAL DETERMINATIONS

The principle of the titration method is based on the iodo-
metric determination by following reactions

2KBrO3 � 3CH3-CH�CH-CH�CH-COOH � 10KBr
� 6H2SO4 3CH3-(CHBr-CHBr)2-COOH

� 6K2SO4 � 6H2O

KBrO3 � 6KI � 3H2SO4 KBr � 3K2SO4

� 3I2 � 3H2O
I2 � 2Na2S2O3 2NaI � Na2S4O6

A direct spectrofotometric determination of SA in clari-
fied liquid media is based on a linear dependence of
absorbance on SA concentration in a liquid media at the
maximum absorption wavelength of 262 nm by Lambert-
Beer’s law (163).

XVIII. THIN-LAYER CHROMATOGRAPHY

SA may be determined directly in alkaline extracts 
(164). Separation on a silica gel layer is effective with
mobile–phase n-hexane–diethylether–formic acid mix-
ture. Samples are usually developed on by ascending or
descending techniques in n-butanol–ammonia–water–
ethanol, or n-butanol–ethanol–ammonia mixture, respec-
tively. For detection, K2Cr2O7/H2SO4 mixture is applied
first, then sprayed with saturated thiobarbituric acid 

solution. After further drying, a pink spot on a white back-
ground appears (165).

XIX. HIGH-PRESSURE LIQUID
CHROMATOGRAPHY

Sample treatment is usually limited only to filtration
(removal of solid particles) and sonication (removal of
gases, mainly CO2 from carbonated drinks). The detection
limit can be enhanced by measuring the absorption maxi-
mum of SA at 259 nm. When solid samples are analyzed,
SA is extracted from a matrix by the following procedures:

1. Direct extraction of an acidified sample by
organic solvent

2. Solid-phase extraction
3. Extraction as an ion pair
4. Steam distillation

Fatty samples such as margarine are dissolved in non-polar
solvent (diethyl ether, hexane, petroleum ether), and
extracted twice with NaOH in a separating funnel. The basic
aqueous extracts are acidified with H2SO4 and diluted to the
appropriate volume with methanol. Sample preparation as
well as HPLC conditions are summarized in Table 96.3.

XX. GAS CHROMATOGRAPHY

Also, gas chromatography is a simple and reliable method
for the determination of SA directly or after derivatisation
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TABLE 96.4
Sample Treatment and GC Conditions for Determination of Sorbates
Sample, Sample Preparation Stationary Phase Carrier Gas Detector Ref.

Marmalades, mustard, mayonnaise, Packed column, 3% SE-30 on Nitrogen, FID 180
Fish products, alcoholic beverages; Aeropak(3 m) 30 mL/min
extraction and derivatization

Cheese; distillation Packed column with Porapak QS Nitrogen, 40 mL/min FID 173
(1 m � 3 mm)

Rennet, extraction with diethyl ether Packed column Chromosorb W AW Nitrogen, 30 mL/min FID 181
DMSC,15% EGA (2 m � 2 mm)

Mustard, mayonnaise, fish products, juices Glass capilary column coated with Nitrogen FID 182
OV-73 (24 m � 0.22 mm)

Soft drinks, skim yogurts, jams, sauces Fused-silica columns (15 m � 0.53 mm Nitrogen FID 183
i.d.) packed with 5% diphenyl-95% 
dimethylsiloxane or 50% diphenyl-50% 
dimethylsiloxane

Margarine, oil, fresh cheese, mayonnaise Fused-silica column (30 m � 0.32 mm Helium FID 184
i.d.) coated with 5% diphenyl-95% 
dimethylpolysiloxane, HP-5)

Rye bread, extraction with diethyl Fused-silica column WCOT (25 m � Nitrogen FID 185
ether-phosphoric acid 0.53 mm i.d.), FFAP-CB coating,

1.0 µm thickness
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without any interference from coextracts using FID or MS
detectors. Sample preparation as well as GC conditions
are summarized in Table 96.4.

XXI. CAPILLARY ELECTROPHORESIS

CE is a highly effective analytical technique, applied for
sorbates determination over the recent decade. It possesses
the advantages of high separation efficiency, excellent res-
olution and short analysis time. Also, it consumes less 
solvent and sample than HPLC. Moreover, CE methods
employing cyclodextrins as modifiers can satisfactorily sep-
arate enantiomers and chiral drugs (193). Some data regard-
ing separation conditions are summarized in Table 96.5.

XXII. ENZYMATIC DETERMINATION

The method is based on spectroscopic measurement of
sorbyl coenzyme A (sorbyl CoA) at 300 nm. SA is 
converted to sorbyl CoA with acyl CoA synthetase in the
presence of coenzyme A and ATP. The reaction is made
quantitative by the irreversible hydrolysis of pyrophos-
phate, formed during the acylation reaction, to phosphate
in the presence of inorganic pyrophosphatase Absorbance
measured at 300 nm is specific for sorbyl CoA and is 
proportional to the SA concentration in the sample 
solution (189).
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Sample Treatment and Determination of Sorbates by Capillary Electrophoresis
Sample Separation Conditions Detection Wavelength Ref.

Fruit juices, cordials, soft drinks, wine, 50 mM SDS, 20 mM disodium hydrogen 230 nm 186
jams, dips, cheese slices phosphate (pH 9.2)

Soy sauce, dilution with ethanol-water Running buffer α/β-cyclodextrin in borax-NaOH diode array 187
Plum preserves, sonication and extraction buffer, fused capillary column 50 µm � 47 cm,

electric potential of separation 20 kV

Soft drinks, soy sauces, bean curd 25 mM sodium phosphate (pH 10.0) 248 nm 188
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I. INTRODUCTION

Although sweeteners can be grouped in a number of dif-
ferent ways, the grouping “nutritive” and “non-nutritive”
acknowledges a difference in the amount of energy pro-
vided by sweeteners. (1) Nutritive sweeteners provide a
sweet taste and a source of energy; non-nutritive sweeteners
are sweet without providing energy. Nutritive sweeteners
include sugar sweeteners (e.g., refined sugars, high fruc-
tose corn syrup, crystalline fructose, glucose, dextrose,
corn sweeteners, honey, lactose, maltose, various syrups,
invert sugars, concentrated fruit juice) and reduced-energy
polyols or sugar alcohols (e.g., sorbitol, mannitol, xylitol,
isomalt, and hydrogenated starch hydrolysates).

The claim that nutritive sweeteners have caused an
increase in chronic disease (e.g., obesity, cardiovascular dis-
ease, diabetes, dental caries, behavioral disorders) is not
substantiated but many consumers want the taste of sweet-
ness without added energy. (2) The food industry has
responded to this demand by producing a number of energy-
reduced or non-nutritive sweeteners. Although some of
the non-nutritive sweeteners are natural (e.g. Thaumatin)
consumers refer to them as artificial components resulting
from chemical or enzymatic production processes.

Non-nutritive sweeteners (e.g., saccharin, aspartame,
acesulfame-K, cyclamate, neohesperidin, etc.) offer no
energy, and, as they are to be used in small amounts, can
also be referred to as high-intensity sweeteners. Both
polyols and non-nutritive sweeteners can replace sugar
sweeteners and are therefore termed sugar substitutes,
sugar replacers or alternative sweeteners. Some of those
non-nutritive sweeteners are artificial (e.g., aspartame and
acesulfame) others are extracted from natural raw material
(e.g. Stevioside, Thaumatin, etc.). (3) With five sweeteners
already in use on the European continent, several new
sweeteners, including aspartame-acesulfame salt and
sucralose are pending approval, and the derivates of aspar-
tame, alitame, and neotame are being reviewed by the
U.S. Food and Drug Administration (FDA).

II. SWEETNESS PERCEPTION AND
MEASUREMENT

The theory for sweetness perception was developed by
Shallenberger and Acree, describing sweet taste as a result
of an interaction between a proton donor and a proton
acceptor on the sweet molecule, with a distance of approxi-
mately 0.3 nm, and a complimentary system located in the
membrane of taste receptor cells. (4) This initial step in
taste reception takes place at the apical end of the taste
receptor cells that are situated in taste buds in the papillae of
tongue, palate, and throat. Each bud is composed of
50–100 cells. Sweetness response depends on the accession
of the sweetener molecule to a receptor site of the plasma
membrane of a receptor cell in the mouth. Chemically a
complexation reaction resulting in conformational changes
stands at the base of a change in electrical potential of the
cell membrane. The sweet taste sensation is caused by the
potential change of the membrane, resulting in a release 
of neurotransmitters. Stereochemical fitting influences the
intensity of the sweet taste. (4,5,6)

Extensive studies on three well-known commercial
sweeteners (saccharin, acesulfame-K, and sodium cycla-
mate) resulted in a good understanding of the mechanism
responsible for the sweet taste. The sweetness of these
molecules has been rationalised on the basis of molecular
models of their multiple interactions with the protein recep-
tor in which the hydrophobic attractions are critical for both
sweetness and intensity.

Substitution of the crucial bounding positions of the
sweetener molecule resulted in a loss of sweet taste. (7,8)
Recent studies identified the T1R2–T1R3 receptor respon-
sible for sweet taste (9,10,11).

Artificial sweeteners have low molecular weight in
contrast to some sweet tasting proteins (thaumatin) which
are large molecules. Temussi (12) proposes that those pro-
teins also do attach to a binding site on the T1R2–T1R3
receptor and probably stabilize the active form of the recep-
tor, resulting in sweet taste. One can expect that future
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studies will result in a better understanding of molecular
mechanisms underlying taste transduction.

Sweetness is commonly measured by comparison to
reference solutions of sucrose. Sucrose is the standard to
which all sweeteners are compared. Humans can recog-
nize sweetness in about 1 or 2% sucrose solution. Coffee
is typically sweetened to about the level of 5% sucrose. A
level of 15% sucrose is very sweet and starts to feel syrupy.
In between these concentrations, taste panellists usually
are trained to quantify sweetness using 2–15% sucrose
solutions as references. (13) The evaluation of sweeteners
results in intensity factors relatively versus sucrose which
is given the intensity factor 1 (Table 97.1) These factors
can vary depending on the concentration of the sweetener
and the system they are used in. The presence of other
substances as salt, starch, and proteins will influence the
intensity. Some of the sweeteners have an extremely bitter
aftertaste which limits their use in food systems.

III. SUGAR ALCOHOLS: OVERVIEW

Two types of sweeteners, including sugar alcohols and no-
calorie or non-nutritive sweeteners, are used to replace
sugars in foods.

Sugar alcohols or polyols are bulk sweeteners, also
called extensive sweeteners, which provide sweet taste
without a bitter aftertaste. They introduce less calories in
comparison with sucrose and may be useful to people
with diabetes.

They are suitable for a variety of products reduced in
calories, sugar, or fat and some of them have been used for
almost half a century.

The energetic value of polyols is difficult to measure
and varies from product to product. The European Union
(EU) has provided a Nutritional Labeling Directive stat-
ing that all polyols have a caloric value of 2.4 kcal/g or
10 kJ/g, which is 50% compared to sucrose. The FDA
accepts this value and so, as in the U.S. a product quali-
fied as “reduced calorie” should have a reduction in calo-
ries of at least 25% and products referred to as “light”
must have a one-third reduction, polyols can be used in
formulation of “reduced calorie” products.

Another benefit of the use of polyols is that they are
non-cariogenic because they are resistant to metabolism
by oral bacteria which break down sugars to release organic
acids that may lead to cavities or erode tooth enamel. (1)

When sugar alcohols are used, they are slowly
absorbed so the increase in blood glucose level and insu-
line response associated with the ingestion of glucose is
significantly reduced.

A. SORBITOL

Sorbitol or glucitol has first been discovered in 1872. It
occurs naturally in a wide range of fruits and berries.
Today it is commercially produced by the catalytic hydro-
genation of glucose at high temperature and pressure, and
is available in both liquid and crystalline form.

Sorbitol is used as a humectant in many products for
protection against loss of moisture content. The moisture-
stabilizing and textural properties of sorbitol are used in the
production of confectionery, baked goods, and chocolate,
where products tend to become dry or harden. Its mois-
ture-stabilizing action protects these products from drying
and maintains their initial freshness during storage.

Sorbitol is very stable and chemically unreactive. It
can withstand high temperatures and does not participate
in Maillard reactions, which are responsible for the
browning of food products containing reducing sugars.

Sorbitol has been affirmed Generally Recognised As
Safe (GRAS) by the FDA and is approved for use by the
EU and numerous countries around the world, including
Australia, Canada, Japan.

The Joint Expert Committee on Food Additives
(JEFCA) has established an acceptable daily intake (ADI)
for sorbitol of “not specified.” In 1985 the Scientific
Committee for Food (SCF) of the EU concluded that sor-
bitol is acceptable for use without limit. When one may
expect that daily consumption of a food would result in
the ingestion of 50 grams of sorbitol, the label should
carry the warning: “Excess consumption may have a lax-
ative effect.”

B. XYLITOL

Xylitol is a polyol used in foods since the 1960s. It was
discovered in 1891. It is a white crystalline powder with a
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TABLE 97.1
Sweetness Intensity of Sweetners
Compared to Sucrose
Sweetener Intensity

Sucrose 1
Fructose 1.73
Invert sugar 1.30
Glucose 0.74
Maltose 0.32
Lactose 0.16
Saccharin 550
Aspartame 200
Acesulfame K 200
Cyclamate 35
Neohesperidin dihydrocalcone 330
Thaumatin 3500
Alitame 2500
Neotame 2000
Stevioside 160
Rebaudioside A 250
Sucralose 600
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sweet taste, and is odourless. It occurs naturally in many
fruits and vegetables and is even produced by the human
body. It is commercially produced from plants such as
birch and other hard wood trees and fibrous vegetation.
Xylitol can be synthesized by hydrogenation of Xylose.
Xylitol can also be produced by microbial transformation
reactions, such as from D-glucose by yeast or from D-glu-
cose by yeast and bacteria. For example Xylitol can be pro-
duced from D-xylose using the commercial immobilized
D-xylose isomerase of Bacillus coagulans or immobilized
cells of Mycobacterium smegmatis.

Xylitol has the same sweetness and bulk of sucrose
with one-third fewer calories.

One of the most important advantages of xylitol is his
effect in reducing tooth decay rates.

Xylitol is approved for use in foods (chewing gum,
hard candy), pharmaceuticals (cough syrup, chewable
multivitamins) and oral health products (toothpastes and
mouthwashes) in more than 35 countries.

C. LACTITOL

Lactitol, discovered in 1920, was first used in foods in the
1980s. Lactitol has a sweet taste that closely resembles the
taste profile of sucrose. It has only 40% of sucrose’s
sweetening power. This mild sweetness makes it an ideal
bulk sweetener to partner with low-calorie sweeteners such
as acesulfame K, aspartame, and saccharin.

Lactitol is produced by reduction of the glucose part of
the disaccharide lactose. Unlike the metabolism of lactose,
lactitol is not hydrolysed by lactase. It is neither hydro-
lysed nor absorbed in the small intestine. Lactitol is
metabolised by the bacteria in the large intestine, where it
is converted into biomass, organic acids, carbon dioxide,
and a small amount of hydrogen. The organic acids are
further metabolised, resulting in an energy contribution of
2 kcal or approximately 8.4 kJ per gram.

Internationally it is approved as safe for use in many
countries, including the EU, Canada, Japan, Israel, and
Switzerland. Due to its GRAS status production, distribu-
tion of foods containing lactitol is allowed in the US.

Due to its stability at high temperatures, its solubility
similar to glucose, and similar taste to sucrose, lactitol can
be used in a variety of low-calorie, low-fat, and/or sugar-
free foods such as ice cream, chocolate, candies, baked
goods, and chewing gums.

D. MALTITOL

Maltitol is made by the hydrogenation of maltose, which is
obtained from starch. Like other polyols it does not brown
or caramelise as sugars do. Maltitol has a sweet taste sim-
ilar to sucrose. It is about 90% as sweet as sucrose, with
the supplementary advantages of being non-cariogenic
and reduced in calories.

Although maltitol is often used to replace sugars in
the manufacture of sugar-free foods, it may also be used to
replace fat, as it gives creamy texture to food.

IV. NON-NUTRITIVE SWEETENERS

A. ASPARTAME

Aspartame, currently market leader among artificial
sweeteners, was discovered accidently in 1965 by James
Schlatter.

Aspartame was approved for use as a tabletop sweet-
ener and in powdered mixes in 1981 by the FDA. Since
then, a number of people have questioned the studies that
led to this decision. However, repeated studies done on
aspartame show that it is harmless to people in the amount
that it is normally ingested. In 1996, it was approved for
use in all foods and beverages, including products such as
syrups, salad dressings, and certain snack foods where
prior approval had not yet been obtained. Products that
may contain aspartame include low-calorie beverages,
sugar-free gelatins, puddings, frozen desserts, and cereals
as well as tabletop sweeteners (13).

1. Chemical and Physical Properties

Amino acids are relatively tasteless, nonetheless they con-
tribute to the flavour of foods where they show flavour
enhancing properties.

Glycine, for example, has a refreshing sweetish flavour
when used as an additive in vinegar, pickles, and mayon-
naise. Beyond its attenuation of the sweet taste, it lends
some sweetness to the aroma. For same reason, D- and L-
Alanine are used in the Far East. For the most part, dipep-
tides and oligopeptides have a bitter flavour. For this the
sweet taste of aspartame was very remarkable (14).

Aspartame (E 951) is a methylester of two amino acids,
aspartic acid and phenylalanine. N-L-alpha-Aspartyl-L-
phenylalanine 1-methyl ester (Figure 97.1), or aspartame,
is 150–200 times sweeter than sucrose. Its molecular
weight is 294.31 g/mol and its melting point is 249°C. It
is a white crystal solid which has a modest solubility in
aqueous solution, but because of its high sweetening
capability there is no need to dissolve large amounts (14).
It mixes well with other solids.

Aspartame has a sweet taste comparable to saccha-
rose. As aspartame is a dipeptide ester, it can be meta-
bolised and has a nutritive factor of 17 kJ/g. Because of his
high sweetening intensity it is only used in small amounts
in comparison to bulk sweeteners, so calorie intake is
reduced.

It is heat unstable so it can not be added previous to
cooking or baking process.

Encapsulation of aspartame is used in chewing gum.
Through encapsulation the product can be protected from
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moisture, heat, or other extreme conditions, thus enhanc-
ing stability and maintaining viability. It also can induce
the slow release of flavour (15).

The major degradation product at higher temperatures
is dioxopiperazine. The dioxopiperazine is also formed
during storage. These two compounds have been satisfac-
torily assessed in a large number of studies in humans,
and an ADI has been established for each of them:
40 mg/kg body weight for aspartame and 7.5 mg/kg body
weight for dioxopiperazine.

2. Metabolism

The metabolites of aspartame in humans are compounds
generally occurring in food. They are also produced by
the endogenous cellular metabolism.

Aspartame is a minor source of phenylalanine, aspar-
tic acid, and methanol compared with the standard dietary
intake of these substances. Therefore, one can suppose
they cannot be the source of the toxic neurological effects
attributed to aspartame. The only problem with aspartame
is in the case of phenylketonuric patients, due to inability to
metabolise phenylalanine.

3. Synthesis

The synthesis of aspartame can be carried out via enzy-
matic or chemical methods.

Phenylalanine and aspartic acid are both chiral, which
means that they have two isomers. If the incorrect enan-
tiomers are used, the aspartame molecule will not have
sweetening capacity due to the fact that it will not fit the
binding site of the “sweetness” receptors on the tongue.

In the synthesis of aspartame, the starting materials are
a racemic mixture of phenylalanine and aspartic acid. Only
the L enantiomer of phenylalanine is used, which is sepa-
rated from the racemate by reacting it with acetic anhydride
and sodium hydroxide. Treatment of L-phenylalanine with
methanol and hydrochloric acid esterifies the –CO2H
group, and this ester is then reacted with aspartic acid to
give the final product (16).

The chemical synthesis of aspartame requires protec-
tion of both the β-carboxyl and the α-amino groups of the
L-aspartic acid. Even then, it produces aspartame in low

yield and at high cost. If the β-carboxyl group is not pro-
tected, a cost saving is achieved but about 30% of the β-
isomer is formed and has, subsequently, to be removed.
When thermolysin is used to catalyse aspartame produc-
tion the regio-specificity of the enzyme eliminates the need
to protect this β-carboxyl group but the α-amino group
must still be protected to prevent the synthesis of poly-
L-aspartic acid. More economical racemic amino acids can
also be used, as only the desired isomer of aspartame will
be formed (17).

4. Applications

Aspartame’s most important use is as tabletop sweetener,
and it is commercialised under various brands (Canderel™,
Equal™, NutraSweet™). Because of its numerous advan-
tages such as low calorie, cost saving, no aftertaste, tooth-
friendly, etc., aspartame is used in the manufacture of
many sugar-free, energy-reduced, diet or light products,
such as beverages (carbonated and still soft drinks, diluta-
bles, fruit-juice drinks, and fruit syrups), dry mixes (hot
and cold chocolate and beverage mixes and instant
desserts), dairy products, confectionery, and pharmaceuti-
cals (tablets, sugar-free syrups, etc.).

5. Safety and Legislation

Prior to marketing, the safety of the high-intensity sweetener
aspartame for its intended uses as a sweetener and flavor
enhancer was demonstrated by the results of over 100 sci-
entific studies in animals and humans. In the postmarket-
ing period, the safety of aspartame was further evaluated.
The results of the extensive intake evaluation in the
United States, which was done over an 8-year period, and
the results of studies done in other countries demonstrated
intakes which were well below the acceptable daily
intakes set by the FDA and regulatory bodies in other
countries, as well as the Joint FAO/WHO Expert
Committee on Food Additives. Scientific evidence con-
firms that, even in amounts many times what people typi-
cally consume, aspartame is safe for its intended uses as a
sweetener and flavour enhancer (18).

B. SACCHARIN

The first artificial sweetener discovered was Saccharin. It
was accidentally found in 1879 by Fahlberg. The name
“saccharin” results from the Latin word saccharum, which
means sugar. Saccharin was used as a sweetener only spo-
radically until World War I. During and after the war the
consumption of saccharin increased, as did the number of
products that used saccharin. World War II led to another
significant increase in the saccharin use and a prolifera-
tion of products that used the sweetener.

When, in 1960, tests began to suggest that saccharin
caused bladder cancer in lab rats, the FDA moved to limit
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its use. Its use was banned in Canada in 1977. The FDA
considered banning it in 1977 based on this animal research.
Later, more research on saccharin’s safety was carried out.
The FDA withdrew the ban in 1991, safety studies carried
on. While numerous studies since 1977 have clearly
shown that saccharin does not cause cancer in humans in
the doses that people take it in, in the U.S. labels on prod-
ucts with saccharin must still carry a statement that says
saccharin has caused cancer in laboratory animals.
Currently saccharin is used in more than 90 countries,
including the EU.

Saccharin is about 300 times sweeter than table sugar.
It is used in several brands of tabletop sweeteners and in
canned foods and beverages and low-calories soft drinks.

1. Chemical and Physical Properties

Saccharin (E954), discovered in 1879, is the oldest non-
nutritive sugar which has been used in foodstuffs since
1884. Saccharin has many desirable properties that make it
a valuable food ingredient. It is extremely sweet and counts
no calories.

The ionised form of saccharin is about 300–500 times
as sweet as sucrose. Its sweetness depends upon concen-
tration and the type of food it is used in.

Saccharin is the chemical compound 1,2-benzisothiazol-
3-one-1,1-dioxide (Figure 97.2). Solid saccharin is a white
crystalline, odourless powder. It has poor water solubility
with a maximum of 40 g/L at 100°C. The most important
form is the sodium salt, which has excellent solubility
(19). It is heat stable but has an unpleasant metallic, bitter
after-taste. Therefore it is combined with cyclamate.

2. Metabolism

Saccharin is not metabolised in the human body.

3. Synthesis

Saccharin is mostly produced by the Remsen-Fahlberg
process, a reaction of toluene and chlorosulfonic acid to 
a mixture of toluene sulfochlorides. After reaction with
ammonia, followed by oxidation, saccharin is formed (14).

4. Safety and Legislation

Because of some concerns raised in the late 1970s, sac-
charin was at the end of 1972 no longer regarded as

GRAS. The use of saccharin was only permitted in certain
“special dietary foods” as mentioned, soft drinks, dietary
products, and candy. The declaration “this product con-
tains … mg saccharin per ounce.” Later, a cancer warning
label was required in food stores on shelves containing
these food products. In January 1997, on advice of the
Calorie Control Council, the FDA agreed to disclaim a
supplementary warning system for products containing
saccharin (20). In 2000, after more than 20 years of scien-
tific studies, saccharin was given green light for applica-
tion without a warning label.

In June 1995 the SCF of the European Commission
set the ADI for saccharin on 5 mg/kg body weight.

5. Benefits and Application

Saccharin provides no calories, can be used in foods for
diabetics and has low cost. It is highly stable and shows
very good shelf life. Of all sweeteners saccharin has the
widest range of applications. It shows some synergetic
effect when combined with other sweeteners, resulting in
a sweetness which exceeds the sum of both individual
additives (21).

It is used in soft drinks, tabletop sweeteners, baked
goods, jams, chewing gum, canned fruit, candy, etc. It is
also used in cosmetic products, vitamin supplements, and
pharmaceuticals.

C. CYCLAMATE

Cyclamate was developed in 1937 by Abbott Laboratories
in the U.S. It has been in broad use in many countries
since the 1950s.

Cyclamate is one of the most thoroughly tested food
additives. In 1969 cyclamate was banned in the U.K. and
U.S. for nearly 30 years. This ban was based on the results
of a single study, showing that very high doses of cycla-
mate caused bladder tumors in rats. These results have not
been reproduced in further studies and it was proven that
bladder tumors in rats are not relevant for human health.

The FDA concluded in 1984, after reviewing all the
scientific evidence available, that there is little data to impli-
cate cyclamate as a carcinogen at any organ or tissue. This
was also confirmed by the U.S. Academy of Sciences in
1985. Similar conclusions were reached by the JECFA, the
SCF, and the U.K. committee on Toxicity of Chemicals in
Foods. (22) As a result, cyclamate was included in the
European Directive 94/35/EC (23) on low-calorie sweeten-
ers for use in foodstuffs. In the U.K. it was not permitted 
until 1 January 1996. It is approved for use in over 55 coun-
tries worldwide and has undergone stringent testing 1995
with a review by the European SCF. In July 2002, the SCF
reevaluated the sweetener and although the epidemiologi-
cal data revealed no indications of harmful effects of
cyclamates on humans, the committee decided to lower
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the ADI for this substance from 11 to 7 mg/kg body-
weight. New scientific evidence has shown the conversion
rate of cyclamate in the body to be higher than was previ-
ously thought. So the committee proposed reducing the
use of cyclamate by banning its use in certain food cate-
gories like chewing gums and breath freshening micro-
sweets, and by reducing it in soft drinks (from 400 mg/l to
350 mg/l) to assure that the intake of cyclamates stays
below the revised ADI (23,24).

1. Chemical and Physical Properties

The most important cyclamate sweetener is sodium cycla-
mate. It has been in broad use in many countries since the
1950s.

Cyclamate (E 952) in fact is the name for cyclamic acid
or cyclohexylsulphamic acid (Figure 97.3) and its sodium
or calcium salts. Its sweetness is approximately 30–50 in
comparison with sucrose. Due to its very low sweetening
ability and because of the low allowable usage level, it is
not possible to use cyclamate on its own to produce an
acceptable sweet taste as wished, for example, in soft drinks.
So, cyclamate is always used in association with another
low calorie sweetener, usually saccharin in a 10:1 mix.

Cyclamate is a white crystalline powder with a melt-
ing point of 170°C. It is water soluble up to concentrations
of about 150–200 g per litter. It is relatively heat-stable.
Cyclamates can add heat stability to formulations with
aspartame. It has good shelf life. In high concentrations
cyclamate has an unpleasant aftertaste but at low concen-
trations it has some bitterness-masking ability.

When combined with acesulfame and aspartame it
appears to have some synergistic qualities, resulting in a
higher sweetness of the sweetener mix than the sum of the
individual non-nutritive sweeteners. Cyclamate can serve
as an excellent complement to other low-calorie sweeten-
ers which are available and, particularly because of its
unique synergistic sweetening properties, makes possible
a wider variety of good-tasting low-calorie products.

2. Synthesis

The production of Sodium and Calcium Cyclamate includes
the reaction of cyclohexylamine with sulfamic acid, salt
determination, isolation, filtration, re-crystallization, dry-
ing and selection of particle size desired by the customer.

The reaction is carried out under high pressure and elevated
temperature (25).

3. Metabolism

Cyclamate is not metabolized in the body, so it is consid-
ered as non-nutritive.

The metabolic conversion of cyclamate to cyclohexy-
lamin (CHA) has been extensively studied in over 1000
human subjects. Research showed an extreme individual
variability and urinary excretion of cyclohexylamin. The
urinary excretion of cyclohexylamin was found to be
extremely variable from individual to individual and fluc-
tuated greatly from day to day. Approximately 30% of the
test population convert cyclamate to cyclohexylamin, but
the majority of these convert less than 0.1% to approxi-
mate 8% of the ingested cyclamate. A minor part con-
verted up to 60% of the ingested cyclamate to CHA
(26,27,28).

Neither cyclamic acid nor its salts are metabolised in
the human body. In humans transcyclohexan-1,2-diol is
found as a metabolite of cyclohexylamine which could
probably be synthesized from cyclamate due to some
Enterococcus species in the intestine.

4. Benefits and Applications

Calcium cyclamate is less sweet than sodium cyclamate.
The primary use of cyclamate is as a non-caloric sweet-
ener in combination with other sweeteners. Cyclamates can
also be used as flavouring agents, such as to mask the taste
of unpalatable drugs. Cyclamates have use in a variety of
applications: as tabletop sweeteners, in tablet, powder, or
liquid form, in beverages, fruit juice drinks, processed
fruits, chewing gum and confectionery, salad dressings,
gelatin desserts, jellies, jams, and toppings

Due to their good heat stability, cyclamates can be
used in baked goods, jams, jellies and candies, and canned
fruit. The main application of cyclamates is in blends with
saccharin in a 10:1 ratio.

5. Safety and Legislation

Cyclamate is approved for use in over 55 countries world-
wide and has undergone stringent testing as recently as
1995 with a review by the European SCF. In the opinion
expressed in March 2000, the SCF established a new ADI
of 0–7 mg/kg bodyweight for cyclamic acid and its
sodium and calcium salts, expressed as cyclamic acid.
More recent intake data submitted in Denmark suggest
that the intake of cyclamates in children with a body
weight of 15 kg (3 years old) could easily exceed the ADI.
As a consequence the commission of the European Com-
munities presented in July 2002 a proposal for a directive
amending directive 94/35/EC on sweeteners for use in
foodstuffs (16). In this proposal the maximum usable dose
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of “400 mg/l” is replaced by “350 mg/l” for the category
“water-based flavoured drinks, energy reduced or with no
added sugar” furthermore, some food categories and max-
imum usable doses are deleted (confectionery, chewing
gum, breath freshening micro-sweets, edible ices). Some
commissions within the European Parliament suggest an
even lower maximum dose of 250 mg/l and propose that
the allowable dose for milk-based drinks should also be
reduced.

D. ACESULFAME-K

A third artificial sweetener, acesulfame potassium, was dis-
covered in 1967 by Hoechst AG. It was approved for use in
the U.S. by the FDA in 1992 for gums and dry foods, and
it was finally approved for liquid use in 1998. As soon as it
was approved, it was used in a new soft drink (Pepsi One).

1. Chemical and Physical Properties

Acesulfame-K is the potassium salt of 6-methyl-1,2,3-
oxathiazin-4-one-2,2-dioxide (Figure 97.4). Its properties
are very similar to those of saccharin but it has a better
flavour with a much reduced bitter aftertaste. It is about
200 times sweeter than sugar and is often used in soft
drinks combined with aspartame. It is soluble in water,
resulting in a neutral solution. At 225°C it starts decom-
posing. In a pH range of 3–7 it is virtually stable. It has a
very good stability to baking, UHT, and microwave heating.

Acesulfame-K is not metabolised in the body and is in
this way excreted by the kidneys.

2. Benefits and Application

It has a nice sweet taste with only slight aftertaste at high
concentrations above normal use levels. It has good shelf
life and is very stable to processing. It shows some syner-
gistic effects and has the capacity to enhance and intensify
flavours.

Acesulfame-K can be used in all areas where sweet-
eners can be used to enhance taste or to reduce calories by
replacing sugar: beverages, dairy products, jams, and baked
goods.

3. Safety and Legislation

Like all other low-calorie sweeteners, acesulfame-K has
been tested in numerous studies to determine its safety. It is
not metabolised by the body but is excreted unchanged and
does not affect the normal functions of the human body.

The World Health Organisation’s Joint FAO/WHO
Expert Committee on Food Additives have set an ADI for
acesulfame-K of 15 mg per kg of body weight per day. In
addition at European level, in March 2000, the European
Commission’s SCF confirmed its ADI of 9 mg/kg.

E. NEOHESPERIDIN DC

Neohesperidin dicalcone (Figure 97.5) has been known
for some time. It is sweet with a specific aftertaste and is
always used in combination with other (intensive) sweet-
eners. It is also used as flavour enhancer. Its produced by
hydrogenation of hesperidin (Figure 97.6), a flavonoid
occurring in bitter oranges. Neohesperidin is not absorbed
by the human body, but it can be metabolised by the intes-
tinal flora.

1. Chemical and Physical Properties

Neohesperidin DC is stable in aqueous solutions and
shows a good shelf life at normal storage temperatures
and pH 1–7. It is heat stable and can therefore be used in
processed food.

Neohesperidin DC is an intensive sweetener and has
the capability to intensify the sweetness of intensive and
bulk sweeteners when used in combination (31).

Table 97.2 shows the experimental values for maxi-
mum synergy of mixtures with Neohesperidin for aqueous
systems. This result implicates that the dose of any other
sweetener used in combination with Neohesperidin can be
lowered. Although Neohesperidin is more expensive, the
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use of combinations with other sweeteners saves ingredi-
ent cost. As an example, for use in chewing gum a con-
centration of 3000 ppm of aspartame may be replaced by
a mixture of 1500 ppm aspartame in combination with
190 ppm Neohesperidin, resulting in equal sweetness.

Not only is sweetness intensity changed, but there is
also an influence on the quality of the taste, resulting, for
example, in a less bitter aftertaste when combined with
saccharin or acesulfame-K, even at low concentrations.
Neohesperidin DC can still improve the overall flavour
profile of foods (32).

2. Benefits and Applications

In fruit drinks, carbonated drinks, still drinks, powdered
drink concentrates, syrups, sport drinks, dark sweet beer 
etc.  Neohesperidin DC can extend shelf life by masking the
off flavour resulting from the decomposition of unstable
flavour components. It is used as sweetener or as flavour
enhancer, the latter in a much lower concentration level 
(ex. 5 ppm versus 30 ppm in beverage). Neohesperidin DC
enhances creaminess and fruit flavours in yoghurts and other
dairy products. Furthermore, it can be used in chewing 
gum, confectionery, and pharmaceuticals. Neohesperidine
DC improves the organoleptic properties and palatability of
animal feed and pet foods.

F. SUCRALOSE

The discovery by Hough and Khan of the enhanced sweet-
ness of the chlorodeoxy-derivatives of sucrose raised the
problem of the explanation of the enhancement of sweetness
after chlorinating (33). Wiet and Miller suggested that
chlorine substitution is merely enhancing the intrinsic sen-
sory qualities of sucrose. Other chemical modifications of
sugars generally lead to bitter derivatives. Depending on
the position of the chloro-substituent and the resulting
hydrophilic/hydrophobic balance of the molecule, the
derivatives of sucrose may be found to be intensely sweet,
sweet, bitter-sweet, or even extremely, bitter (34).

1. Chemical and Physical Properties

Sucralose (trichlorogalactosucrose or 1,6-dichloro-1,6-
dideoxy-β-D-fructofuranosyl-4-chloro-4-deoxy-β-D-
galactopyranoside) (Figure 97.7) is the only non-nutritive
sweetener based on sucrose which was selectively chlori-
nated. It has been developed by Tate and Lyle and McNeil
Speciality Products in the United States.

Its sweetness is 400–800 times the sweetness of sucrose,
depending upon the concentration of sucrose which is
being matched. For water the more the concentration of
sucralose increases the lower the response.

Its flavour profile indicates that it is very similar to sugar,
with less aftertaste often associated with intense sweeteners.
This sweetener is relatively heat stable in cooking and bak-
ing. The instability of three intense sweeteners, aspartame,
acesulfame-K, and sucralose, has been evaluated. They were
added as a single product in lime-lemon flavoured carbon-
ated beverage which was stored for 60 days at 4°, 27°, and
37°C. At the end of 60 days storage the loss of aspartame
was maximum (29.5%), acesulfame-K decreased with 6.1%,
while the loss of sucralose was minimum (1.9%). Thus
sucralose was more stable than the other sweeteners (35).

At high temperature in aqueous solution it is hydrolysed
to a limited extent producing 4-chloro-4-deoxy-galactose
and 1,6-dichloro-1,6-dideoxy-fructose. It is stable during
long term storage. It blends with sugar, which enables the
production of products with reduced sugar level. It is very
soluble in water.

2. Metabolism

The glycosidic link between the two rings is resistant to
hydrolysis by acid or enzymes, so it is not metabolised.
Sucralose provides no energy and there are no known
derivates. It is not well absorbed and is excreted in the
urine essentially.

3. Safety and Legislation

Sucralose was approved in the U.S. in April 1998 as a
tabletop sweetener and for use in a number of desserts,
confections, and non-alcoholic beverages. FDA con-
cluded from a review of more than 110 studies in human
beings and animals that this sweetener did not pose 
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TABLE 97.2
Sweetening Synergy of Neohesperidin
DC in Combination with Intense
Sweeteners and Sugar Alcohols
Sweetener Sweetening Synergy (%)

Aspartame 64
Acesulfame-K 83
Saccharin 81
Cyclamate 42
Lactitol 60
Xylitol 86
Isomalt 60
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carcinogenic, reproductive, or neurologic risk to human
beings. Towards the end of 2000 Tate and Lyle applied for
approval of sucralose on an EU-wide basis. The SCF has
assessed the data on the safety of sucralose and issued its
opinion in September 2000. This concluded that “sucralose
is acceptable as a sweetener for general food use and a full
Acceptable Daily Intake (ADI) of max 15 mg/kg body
weight can be established” The SCF proposed an amend-
ment to the EC Sweeteners Directive, including the addi-
tion of sucralose to the list of approved sweeteners. The
ADI set for sucralose by the joint FAO/WHO Expert
Committee on Food Additives made the same statement in
1990. In the U.K. the Committee on Toxicity in Food,
Consumer Products, and the Environment (COT) which
advises the U.K. government on food safety issues relevant
to the use of additives has endorsed the SCF opinion on
sucralose and concluded no further separate safety assess-
ment was needed.

In July 2002 the commission of the European
Community proposed a Directive amending Directive
94/35/EC on sweeteners for use in foodstuffs with as major
amendment the authorisation of two new sweeteners;
sucralose and the salt of aspartame-acesulfame.

Table 97.3 gives some examples of foodstuffs with max-
imum usable dose as listed in the annex of the directive.

4. Benefits and Applications

Intense sweeteners have benefits for diabetics and for peo-
ple who wish to reduce their calorie intake by reducing
the sugar intake. If a new sweetener is introduced and asks
for approval some additional benefits should be available.
These benefits result from the taste profile and the stability
characteristics of sucralose. Its heat stability will enable
the food industry to produce a wider range of calorie
reduced products and a commercialised tabletop sweet-
ener can be used in home cooking and baking process.

G. ASPARTAME-ACESULFAME SALT

The salt of aspartame and acesulfame (6-methyl-1,2,3-
oxathiazine-4(3h)-one-2,2-dioxide salt of l-phenylalanyl-
2-methyl-l-alpha-aspartic acid) is, as the name already
indicates, a salt of two already authorized sweeteners 
(E 950 and E 951). It is manufactured from these two sub-
stances by replacing the potassium ion of acesulfame K
by aspartame. For the purposes of ingredient listing, the
product would be known as “aspartame – acesulfame 
salt.” As the salt is not yet approved for use in the EU it
does not have an “E” number. The SCF regarded, after
assessment of the safety data, the use of the salt of aspar-
tame and acesulfame acceptable as an additive consider-
ing that it is in fact an alternative for two already
authorized additives, the potential exposure equals that of
an equivalent blend of aspartame and acesulfame K, and
no additional safety considerations were made (24). The
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TABLE 97.3
Maximum Usable Dose Proposed for Sucralose in
Some Foodstuff Categories
EC No Name Foodstuff Maximum Usable Dose

955 Sucralose Non-alcoholic drinks 300 mg/l
Desserts and similar 400 mg/l

products
Confectionery with no 1000 mg/l

added sugar
Breath-freshening 2400 mg/l

micro-sweets, energy
reduced or with no
added sugar

Chewing gum with no 3000 mg/l
added sugar

Energy reduced jams, 400 mg/l
jellies, marmalades

Fine bakery products, 700 mg/l
energy reduced or with
no added sugar

TABLE 97.4
Maximum Usable Dose for Aspartame-Acesulfame Salt and its Constituents Equivalent in Some Foodstuff
Categories

Maximum Usable Dose

EC No Name Foodstuff Salt Aspartame Eq. Acesulfame K Eq.

E 962 Aspartame-Acesulfame Salt Non-alcoholic drinks 796 mg/kg 512 350
Desserts and similar products 796 mg/kg 512 350
Confectionery with no added sugar 1137 mg/kg 731 500
Breath-freshening micro-sweets, energy 5683 mg/kg 3656 2500

reduced or with no added sugar
Chewing gum with no added sugar 4546 mg/kg 2925 2000
Energy reduced jams, jellies, marmalades 1554 mg/kg 1000 350
Fine bakery products, energy reduced or 2273 mg/kg 1462 1000

with no added sugar
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use of the salt is therefore proposed for food categories
where both aspartame and acesulfame are used. Aspartame
and acesulfame moieties are covered by the ADIs estab-
lished previously for aspartame (0–40 mg/kg body weight)
and acesulfame potassium (0–15 mg/kg body weight).
The maximum usable doses for aspartame shall, however,
not be exceeded by the use in combination with the salt.

1. Physical Properties

The benefits mentioned by the manufacturer and listed in
annex of the Directive are the following.

The potassium in acesulfame K is eliminated when
the salt is made, as is the moisture contained in aspartame.
Therefore, the salt represents a more concentrated source
of sweetness without the functionless presence of potas-
sium and water.

It dissolves in water significantly more rapidly than an
equivalent blend of aspartame and acesulfame-K. Instant
powder products such as desserts, toppings, and powder
beverage mixes perform better during reconstitution by the
consumer. Similarly, tabletop sweeteners dissolve faster,
especially in cold beverages.

It is more stable in certain applications than aspartame
alone. Therefore, it can be used in applications where
aspartame has either required encapsulation for protection
or has been substituted by sweeteners of inferior taste
such as saccharin. The consumer benefits from products
of an improved taste and prolonged shelf life.

2. Benefits and Applications

It improves the sweetness of chewing gum and gives the
gum a very long-lasting quality without recourse to encap-
sulation of the sweetener, for example with polymer coat-
ings. The consumer experiences an improved product
quality at potentially lower costs.

It disperses easily in previously difficult applications,
such as sugar-free hard candy and sugar-free chocolate,
where a blend of sweeteners is difficult to employ.

In instant powder products, the salt provides a 
guaranteed balanced sweetness throughout the dissolu-
tion process where a blend of the two individual sweeten-
ers does not, since acesulfame K dissolves faster than
aspartame.

It is not hygroscopic and thus much easier to store and
requires less stringent packaging. This benefits products
that are stored in containers that are repeatedly opened
and closed allowing contact with atmospheric moisture.

It has superior powder-flow properties and thus avoids
inconsistencies in powdered products in which the con-
sumer may previously have experienced variations in taste
quality and/or sweetness level.

H. NEOTAME

Neotame is a derivative of the dipeptide composed of the
amino acids aspartic acid and phenylalanine. It is
7,000–13,000 times as sweet as sucrose and 30–60 times
as sweet as aspartame. It produces no aftertaste. It can
used alone or in blends with other high intensity sweeten-
ers or bulk sweeteners (36).

The stability of Neotame is dependent on pH, mois-
ture and temperature (37). It is stable under dry conditions
and has comparable stability to aspartame in aqueous food
systems and is more stable in neutral pH conditions. When
stored under conditions relevant to commercial use (25°C
and 60% RH) no loss of Neotame occurred.

The major metabolic pathway is hydrolysis of the
methyl ester resulting in de-esterified neotame and
methanol. The peptide is not further metabolised because
of blockage of the peptidase responsible for the break
down of the dipeptide. It is fully eliminated by the body
through urine and feces and does not accumulate.

Because it is not metabolised, no phenylalanine is
formed and no special labelling for individuals with phenyl-
ketonuria (see aspartame) is required.

Extended research has been conducted on Neotame 
to establish its safety as a general sweetener. Neotame 
has been approved for general use in Australia and New
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TABLE 97.5
Maximum Application Dose of Intense Sweetener in Foodstuffs (mg/kg)
Product Category Acesulfame Aspartame Cyclamate Saccharin Thaumatin NHDC

Soft drinks 350 600 350 80–100 30–50
Desserts 350 1000 250 100 50
Candy 500 1000 500 50 100
Chewing gum 2000 5500 1200 50 400
Cider, beer 350 600 80 10–20
Ice cream 800 800 100 50 50
Jam 1000 1000 1000 200 50
Sauces, mustard 350 350 160–320 50
Food supplements 350–500 600–2000 400–500 80–500 50–100
Sweet and sours 200 000 160 30
Breakfast cereals 1200 1000 100 50
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Zealand. In July 2002 the FDA approved the use of
Neotame as a general purpose sweetener. In Europe it is
used in Poland, Czech Republic and Roumania (www.
neotame.com).

It can be used in foods and beverages and as a table-
top sweetener. It can also be used in cooking and baking.

I. ALITAME

Alitame (l-a-aspartyl-N-(2,2,4,4-tetramethyl-3-thi-etanyl)-
d-alaninamide) is a dipeptide of the complex series l-a-
aspartyl-d-alaninamide. It was synthesized in 1979 by
Pfizer laboratory researchers and possesses an intense
sweet taste, resembling sugar, due to the terminal amide
(2,2,4,4-tetramethyl-thietanyl-amine or TTA) (38).

A request of authorization for use was presented to
the FDA (U.S.) in 1986 and other countries. It is classified
as a non-nutritive sweetener that is approximately 2000
times sweeter than sucrose (39).

The structure of the alitame molecule (Figure 97.8)
resembles the well-known artificial sweetener aspartame
(N-l-a-aspartyl-l-phenylalanine 1-methyl ester) in the
amino acid moiety of aspartic acid. The l-phenylalanine
was replaced by d-alanine and the methoxy group of the
ester part was replaced by the TTA group in alitame.
Alitame owes its increased stability to the terminal amide
TTA, forming a second peptide link in the molecule, in
comparison with aspartame’s methyl ester group (39).

Alitame starts decomposing at 136–137°C. Its solubility
is good. Its stability is superior to aspartame at all pH levels.

Alitame is not recognized in the U.S. or Europe. In
Australia, New Zealand, Mexico, and China it is used in
foods and beverages.

V. NATURAL SWEETENERS

A. THAUMATIN

Thaumatin was originally isolated drom fruits of Thauma-
tococcus danielli (Benth), an African plant named in 1839
after Dr. W.F. Daniell. The Talin Food Group markets it
under the trade name Talin. It has a sweetness of 1600–2700
times that of a 8–10% solution of surose. The discovery,
chemistry, chemical modifications, safety, and practical
applications of Thaumatins have been described in several
articles (12,40,41,42). Research has been done to reproduce

Thaumatin by DNA recombinant technology, but this
resulted in a protein with difference in structure and no
sweet taste (43).

1. Chemical and Physical Properties

Thaumatin is known as E 957, as a polypeptide with 207
amino acids and a molecular weight for Thaumatin I 
of 22209 and for Thaumatin II of 22293. The N content 
is 16%.

Its a creamy coloured powder without smell and with
an intense sweet taste. It has a good solubility in aqueous
solutions. Energetic value, as for any other protein, is
17 kJ/gram.

Either heat denaturation or cleavage of the disulfide
bridges of Thaumatin result in loss of sweetness, impli-
cating that the tertiary structure of the protein is important
to sweetness reception.

2. Applications

Applications are few because of a low stability. In the
European Community it is used in confectionery, chewing
gum, and cacao-based confectionery, ice cream, and tooth
paste with a maximum addition of 50 mg/kg. Another
important application is the use in animal feed to reduce
the bad taste of some raw material used in the formulation.

B. STEVIOSIDE AND REBAUDIOSIDE

Stevia rebaudiana (Bertoni) is one of the 154 members of
the genus Stevia. It is a member of the Compositae family
with small, white flowers. It is a plant native to the region
of Northeastern Paraguay. Stevioside, a diterpene glyco-
side isolated from the leaves of Stevia rebaudiana B., was
first described by Bridel and Laveille in 1993 (44).

The four major glycosides present in the plant tissue are
(w/w): stevioside 5–10%; rebaudioside A 2–4% and rebau-
dioside C 1–2%; and dulcoside A 0.5–1%. During plant
breeding studies Brandle noticed high concentrations of
rebaudioside C (14.4%) in an S. rebaudiana line and a
new sweet steviol glycoside F (2.7%) (45,46). They are
synthesized in the plant using initially the same pathways
as gibberellic acid, a plant hormone. The purpose of the
sweet compounds in the plant is not yet determined.
Hypothesis exists on their role are as repellent for insects
or as a pool for the synthesis of gibberellic acid.

Stevioside is a glycoside with a glycosil and a sophoro-
syl residue attached to the aglycone steviol. It is a white,
crystalline, odourless powder. It ranges in sweetness from
40 to 250 times sweeter than sucrose. Rebaudioside seems
to have the best sensory properties.

Good stability has been reported for storage in solution
with water at 30°C for 30 days and during long-term storage
in carbonated phosphoric acidified beverages (48). Some
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loss was found for storage at low pH and after heating.
Steviol glycosides are heat- and pH-stable, non-fermentable,
and do not result in brown colouring effect during the
baking process. Therefore they may have a wide range of
applications in food products.

Studies carried out mainly in Asian countries have
demonstrated no significant toxic activities of stevioside.
Stevia sweeteners are in use in Japan, Brazil, and China.
In some countries of the European continent (Czech
Republic) it is now being used as a food additive.
Stevioside is not approved for use in the EU.

VI. METHODS FOR ANALYSIS

The use of sweeteners is, in similarity with all other food
additives, regulated and specified by law in most countries.
Therefore analytical control of legal limits is essential.

For determination of food additives over the last decades,
chromatographic techniques have been applied with large
success. HPLC is well suited for the quantitative determi-
nation of a wide range of constituents and is well suited

for the quantitative determination of complete groups of
closely related compounds.

The noncaloric sweeteners do not form a uniform
chemical group. Nevertheless simultaneous determination
of some sweeteners is possible. In the case of soft drinks
the determination is simplified due to the absence of an
extraction procedure. For juices, desserts, and other appli-
cations an additional extraction step has to be performed.
An overview on analysis of noncaloric sweeteners by
HPLC is given by Flak and Pilsbacher (52).

Saccharin can be determined with reversed-phase HPLC
method and absorbance detection, simultaneous with other
sweeteners, namely acesulfame-K, aspartame, etc. (53).

Liquid chromatography with different detection tech-
niques has been evaluated for determination of cyclamate,
but the most common method is gas chromatography with
flame ionisation detection of the pre-column derivatisa-
tion product Cyclohexylamine (18).

An HPLC isocratic method with pre-column derivati-
zation, because of the absence of a chromophore for 
UV detection, and UV detection for the quantification of
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cyclamate and cyclohexylamine in urine samples is
described. The method requires very little sample prepa-
ration. Free cyclohexylamine is analysed in a first run and
subsequently cyclamate is analysed as cyclohexylamine,
after the simple process of oxidation of the sample by
means of hydrogen peroxide. Cycloheptylamine is used as
internal standard. Trinitrobenzenesulfonic acid (TNBS)
appears to be a good reagent for the pre-column derivati-
sation (30)

Acesulfame-K determination with reversed-phase liq-
uid chromatography is reported by Grosspietch and
Hachenberg in 1980 and by Veerabhadrarao et al. in 1987
with UV absorption detection respectively at 237 nm and
254 nm (52). Also ion chromatographic methods for the
simultaneous determination of saccharin, aspartame,
acesulfame-K, and even cyclamate in combination with
other food additives were reported (54,55). This method
has been successfully applied to the analysis of soft drinks
and various food products, and average recoveries varied
from 85% to 104%. In 1999 Qu et al. used ion chromatog-
raphy and amperometric detection to determine aspartame
in a mixture of acesulfame and saccharin, without inter-
ference of these sweeteners (56).

Vanek et al. described the determination of stevioside
in plant material based on water extraction and HPLC iso-
cratic elution (57). Farhadi et al. developed a capillary
column gas chromatographic method for the measurement
of urinary sucralose used as a probe in an in vivo study of
intestinal permeability. Concentration levels of 200 ppm
were successfully reported (58).

VII. SUGAR REPLACEABILITY

The food industry uses sugar not only for its sweetening
function. Sugar also serves some technological purposes
and therefore in some way does not seem to be completely
replaceable.

Sugar helps to preserve food by lowering the water
activity, a parameter which is correlated with the micro-
biological stability of the product (50).

Sugar increases boiling point and reduces freezing
point, acts as a bulking agent, and serves as a flavour-
enhancer, important properties in food production and
conservation.

Therefore sugar replacement is determined by the
technical suitability of a sweetener.

One of the largest applications of intense sweetener
addition is the production of soft drinks. In these products
sugar can be replaced for the full 100% of its amount.
Since sugar can represent up to half of the raw material
costs of a regular soft drink and the volume loss is simply
compensated by a larger amount of water, significant cost
savings can be made. The replacement of sugar by intense
sweeteners is estimated to result in a reduction of the
input cost up to 50%.

Another advantage is the synergetic effect of a com-
bination of sweeteners. This allows for lower dosage levels
and a decrease in the cost of soft drink manufacturing.
The first commercial sweetener blend was saccharin and
cyclamate. Today blends of aspartame/saccharin, saccha-
rin/sorbitol and others are frequently used in soft drinks,
candies, and chewing gum.

The technical substitutability of sugar in food and
drink products are estimated to be 100% for soft drinks,
ice cream, yoghurt, frozen confectionery, canned fruit,
and pickles; 10% for sugar confectionery, and 5% for bis-
cuits, chocolate, and jams.

The sweetening power of each intense low-calorie
sweetener varies depending upon the type of product for
which it is to be used and the level of its usage.

Therefore each soft drink company decides which
low-calorie sweetener to use only after it has considered
the type of product and the availability and cost of ingre-
dients in the marketplace at that time.

In addition, owing to technological developments,
manufacturers have found that blending different low-
calorie sweeteners, sometimes with sugar, can lead to a
better product taste profile. For this reason, many produc-
ers now use a blend of low-calorie sweeteners rather than
one single low-calorie sweetener in their drinks (51).

VIII. ECONOMICS

The European internal market is evolving into one single
market without trade barriers. The Sweeteners Directive
of the EU is in place and is implemented by the national
laws of member states. Low-calorie sweeteners are being
used in more products than ever before. The use of intense
sweeteners is no longer restricted to the use as a sugar
replacer in conventional food products, there are a lot of
new products based on the use of sweeteners, such as
extra strong breath fresheners. These are products for
which there is no high-calorie “normal” version. Cosmetic
chewing gum, and newer better tasting food products
aimed at the fitness, wellness, and sports markets are
showing strong growth. As the sales of diet and light prod-
ucts are growing more slowly than in the past, the use of
low-calorie sweeteners in combinations with each other,
with nutritive sweeteners, and even as flavour enhancers,
is increasing.

The soft drinks sector is the largest consumer of artifi-
cial sweeteners and will maintain its position. Because of
the cost benefits to food and drink manufacturers, the usage
of high intensity sweeteners is continuing to rise (52).

A sugar replacement of about 25% of the total sugar
consumption is technically feasible. The International
Sugar Organization reported that, with an annual growth
high intensity sweeteners could grab 10% of the global
sweetener market by 2005 (53). Each year an average
amount of 15,000 tonnes of intensive sweeteners are used
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worldwide. They replace about 13 million tonnes of white
sugar and have contributed to the buildup of annual stocks
of around 60 million tonnes of refined sugar (Financial
Post, 11/08/2000). In 2001 tabletop sweeteners grew by
more than 10%, while diet soft drinks outpaced regular
soft drinks with a growth of 0.7% in comparison with
0.5%. Most diet soft drinks are sweetened with aspartame,
or a blend of aspartame and saccharin. The global market of
artificial sweeteners was estimated in 2000 as €2.5 billion.

Aspartame has the largest share of the market, cur-
rently around 90%, and is likely to dominate the market
during this decade, with its share expected to fall to only
around 70% by 2009. Acesulfame-K and sucralose are
expected to share a similar slice of most of the remaining
30% in the years to come.

IX. LEGISLATION REGULATION AND
FOOD LABELLING

In the European community all sweeteners, natural or arti-
ficial, reduced or low-calorie, have to be approved for use.
The European Directive on sweeteners in food 94/35/EC,
as amended by directive 96/35/EC, regulates the use of
acesulfame K, aspartame, cyclamate, neohesperidine,
saccharin, and thaumatin. The amending directive was
adopted in 1996 and implemented by 15 member states by
June 1998.

In June 2002 an amendment proposes the use of
sucralose and aspartame-acesulfame-K salt.

Denmark suggested that cyclamate intake for children
can be higher than the ADI. As stated in the directive on
food additives 89/107/EC, all additives should be contin-
uously supervised to guarantee their safety and to amend
the directive, if necessary, the Comission proposes to reduce
the ADI for cyclamate, to reduce the maximum level of
use in some food products, and to prohibit the use in some
products as chewing gum, ice cream, etc.

The use of sweeteners is prohibited in any foods for
infants and young children, and this prohibition now
includes foods for infants not in good health. Foods for
infants include foods specially prepared for infants (under
the age of 12 months) generally known as “baby foods” and
young children (under the age of 3 years), healthy or not.

On the label one should find correct information on
additives used.

The Directive on Sweeteners defines:

● “With no added sugar”: without any added
mono- or disaccharides or any other foodstuff
used for its sweetening properties

● “Energy reduced”: with an energy value
reduced by at least 30% compared with the
original foodstuff or a similar hypothetical one
with same characteristics but with use of nutri-
tive sweeteners (glucose, fructose, sucrose)

Furthermore, Article 5 of the directive mentions the sales
description of tabletop sweeteners must include the term
“…-based tabletop sweetener” using the name of the
sweetener(s) used in its composition.

When polyols or sugar alcohols are used the label
should bear the warning “excessive consumption may
induce laxative effects.” For the purposes of these regula-
tions, polyols are considered to be sorbitol syrup [E420 (i)
and (ii)], mannitol (E421), isomalt (E953), maltitol and
maltitol syrup [E956 (i) and (ii)], lactitol (E966) and xyl-
itol (E967).

In the case of aspartame, the phrase “contains a source
of phenylalanine” is to be used.

The directive includes a list with all sweeteners
allowed in foodstuffs. Acceptable ADIs are also set 
for each low-calorie sweetener. These indicate levels for
safe consumption of low-calorie sweeteners every day
over a lifetime, and have a built-in safety factor of 100
times.
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I. INTRODUCTION

China, the most populous country in the world, has a ter-
ritorial area of 9,600,000 km2. Situated in the Eastern
Hemisphere and also including tropical, subtropical,

temperate, and frigid zones, it has complex topography,
landscape, and climates. As a result of these, China forms
a great biodiversity. For higher seed plants, there are 
a total of 30,586 species recorded on Earth, which are
divided into 343 families and 3155 genera. Of these, about

DK9848_C098.qxd  10/Sep/05  11:58 AM  Page 1



243 genera containing 527 species are found only in
China (1).

Many higher plants in China have found various
usages such as staple foods (e.g., rice, wheat, maize, etc.),
vegetables (e.g., carrot, cucumber, cabbage, etc.), medi-
cines (e.g., ginseng, liquorice, angelica, etc.), forage (e.g.,
clover, fescue, timothy, etc.), flavors (e.g., perilla,
Japanese mint, basil, etc.), pigments (e.g., gardenia, fish
storkbill, garden balsam, etc.) and sweeteners (e.g., sugar
cane, sugar beet, etc.). These plants have been domesti-
cated and cultivated by Chinese for thousands of years. In
addition, there are many wild plants that have been uti-
lized by Chinese as staple foods, food additives, vegeta-
bles, and medicines, which were the main source of foods
of ancient people (2). In China, there are more than 1,800
edible seed plant species that are rich in proteins, vita-
mins, dietary fibre and minerals, and are also tasty (2). 
At the same time, these plants are more disease- and 
pest-resistant than cultivated crops. Therefore, wild edible

plants are considered important gene pools for crop
improvement.

In this chapter, some seed plants utilized by Chinese
as staple foods, food additives, vegetables, and medicines
are introduced. Edible wild plant species and their types,
efficacy, and safety will also be discussed in detail. The
map of China is shown in Figure 98.1.

II. TYPES OF EDIBLE PLANTS

According to plant parts (or organs) and components, edi-
ble plants can be divided into several groups such as edible
flowers, edible fruits, edible young stems and leaves, edible
roots and tubes, edible pigments, and edible flavors.

A. EDIBLE FLOWERS

In Europe and North America, the main edible flower plants
are Brassica oleracea var. botrytis and Brassica oleracea

98-2 Handbook of Food Science, Technology, and Engineering, Volume 2
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var. italica. In the Middle East, flowers of pumpkin and
orange are used for making jams and syrups. In Asian
countries, many plant flowers are eaten directly, because
these countries have had a flower-eating culture for 
centuries. Flowers of plants such as Dendranthema gran-
diflorum in Japan, Rhododendron spp. and Caragana
arborescens in Korea, Musa errans var. botoan, Sesbania
grandiflora, Moringa oleifera, Nymphaea pubescens,
Bombax ceiba, Amomum maximum, Telosma cordata,
Curcuma sessilis, Syzygium malaccense, Syzygium sama-
rangense and Psophocarpus tetragonolobus in Southeast
Asia are widely consumed as foods by local people.

Eating flowers also has a long history in China (3, 4).
In ancient books called “Shi-Jin,” “Shan-Hai-Jin” and
“Shen-Nong-Ben-Cao-Jin,” the flowers of Chrysanthemum
morifolium, Hibiscus syriacus, Hemerocallis fulva, Lonicera
japonica, Sophora japonica, Prunus mume, Carthamus
tinctorius were recorded to be edible (4). These flowers,
however, are eaten mainly among national minorities of
China. Some of the edible flowers in China are listed in
Table 98.1 (2–5).

B. EDIBLE FRUITS

China possesses a rich resource of wild edible fruits that
are the origins of many cultivated fruit varieties. There are
more than 30 fruit species such as apple, pear and orange
that are widely cultivated in China. The number of wild
edible fruit species in China is more than 300 (4–8). More
wild edible fruit species are distributed in Tianshan
Mountains of Xinjiang (7) and Xishuangbannan of
Yunnan (4) than those in any other regions of the country.
There are 84 forma specialis of wild apple (Malus sieversii),
44 forma specialis of wild apricot (Armeniaca valgaris),
21 forma specialis of wild plum (Prunus divaricata), and
14 forma specialis of wild Persia walnut (Juglans regia)
distributed in the region of Tianshan Mountains of
Xinjiang at the northwestern part of China (7). These wild
fruit species form natural forests in Xinjiang. They pos-
sess strong resistance to diseases and cold and salt
stresses, and thus are considered the gene bank for breed-
ing fruit resistance, and are also good stock materials in
horticulture.
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TABLE 98.1
Plants in China with Edible Flowers
Scientific Name Family Name Distribution Area Collection Time

Alpinia kwangsiensis Zingiberaceae Southern China Mar. to Apr.
Bauhinia variegata var. candida Leguminosae Yunan, Guangxi, Fujian, Taiwan Feb. to Apr.
Bombax ceiba Bombacaceae Yunan, Guizhou, Guangxi Jan. to Mar.
Cassia fistula Leguminosae Yunnan Mar. to Jul.
Cassia siamea Leguminosae Guangdong, Yunnan, Hainan, Taiwan, Sichuan Jul. to Sep.
Clerodendrum japonicum Verbenaceae Southern China Apr. to Aug.
Curcuma longa Zingiberaceae Southern China Jul. to Aug.
Dendranthema indicum Compositae Whole country Autumn
Etingera elatior Zingiberaceae Tropical and subtropical area Whole year
Globba racemosa Zingiberaceae Southern China Jun. to Sep.
Hemerocallis nana Liliaceae Whole country Spring, autumn
Hibiscus mutabilis Malvaceae Southern China Aug. to Oct.
Hibiscus sabdariffa Malvaceae Fujian, Guangdong May to Oct.
Hibiscus syriacus Malvaceae Yunnan, Guizhou, Guangxi Jan. to May
Hemerocallis fulva Liliaceae Whole country Aug. to Oct.
Jasminum sambac Oleaceae Whole country Apr. to Dec.
Mayodendron igneum Bignoniaceae Yunnan Feb. to Apr.
Musa acuminata Musaceae Southern China Whole year
Musella lasiocarpa Musaceae Southwestern China Whole year
Nymphaea lotus var. prbescens Nymphaeaceae Tropical and subtropical area Whole year
Perotis indica Gramineae Whole country May to Jun.
Plumeria rubra Apocynaceae Southeast Asia May to Jun.
Pseuderanthemum polyanthum Acanthaceae Yunnan Jan. to Apr.
Punica granatum Punicaceae Tropical and subtropical area May to Aug.
Saraca indica Leguminosae Yunnan Feb. to May
Sesbania grandiflora Leguminosae Southeast Asia Whole year
Sophora japonica Leguminosae Whole country Apr. to May
Thunbergia grandiflora Acanthaceae Guangdong, Yunnan, Guangxi Dec. to May
Woodfordia fruticosa Lythraceae Yuannan, Guangxi Jan. to Apr.

Source: Data from Ref. 2–5.
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TABLE 98.2
Some Wild Edible Sarcocarp Fruit Species in China
Scientific Name Family Name Distribution Area Products

Actinidia callosa var. henryi Actinidiaceae Whole country Jam, syrup, canned food, eaten directly
Actinidia chinensis Actinidiaceae Whole country Jam, syrup, canned food, edible directly
Actinidia kolomikta Actinidiaceae Whole country Jam, syrup, canned food, eaten directly
Akebia quinata Lardizabalaceae Southern China Ratafee
Akebia trifoliate Lardizabalaceae Southern China Ratafee
Amalocalyx yunnanensis Apocynaceae Yunnan Vegetable
Amomum maximum Zingiberaceae Guangdong, Guangxi, Yunnan, Tibet Vegetable
Armeniaca valgaris Rosaceae Xinjiang Syrup, canned food, jam
Broussonetia papyrifera Moraceae Southern China Ratafee
Canarium album Bursteraceae Guangdong, Gangxi, Fujian, Taiwan, Jam

Hainan, Yunnan
Cajanus cajan Leguminosae Yunnan Vegetable
Carica papaya Caricaceae Tropical area Vegetable, preserved fruit
Celtis sinensis Ulmaceae Southern China Jam
Choerospondias axillaris Anacardiaceae Southern China Syrup, ratafee, jam
Crataegus cuneata Rosaceae Henan, Guangdong, Guangxi, Fujian Canned food, jam, syrup, preserved fruit
Crataegus hupehensis Rosaceae Henan, Jiangxi, Jiangsu Canned food, jam, syrup, preserved fruit
Cyphomandra betacea Solanaceae Tropical area Vegetable
Dendrobenthamia angustata Cornaceae Southern China Jam, ratafee
Dendrobenthamia capitata Cornaceae Southern China Jam, ratafee
Dendrobenthamia japonica Cornaceae Southern China Jam, ratafee
Diospyros kaki Ebenaceae Whole country Eaten directly, preserved fruit
Diospyros lotus Ebenaceae Whole country Eaten directly, preserved fruit
Diospyros rhombifolia Ebenaceae Fujian, Jiangsu, Hunan Eaten directly, preserved fruit
Dolichandrone stipulata Bignoniaceae Southern China Vegetable
Eriobotrya cavaleriei Rosaceae Southern China Canned food, syrup
Eriobotya japonica Rosaceae Gansu, Shaanxi, Henan Canned food, syrup
Euryale ferox Nymphaeaceae Whole country Jul. to Oct.
Ficus carica Moraceae Whole country Canned food, preserved fruit, drink
Ficus henryi Moraceae Southern China Canned food, preserved fruit, drink
Ficus pumila Moraceae Southern China Canned food, preserved fruit, drink
Ficus samentosa Moraceae Southern China Canned food, preserved fruit, drink
Ficus tikoua Moraceae Southern China Canned food, preserved fruit, drink
Fragaria gracilis Rosaceae Tibet, Shaanxi, Gansu Eaten directly, jam, canned food, syrup, ratafee
Fragaria orientalis Rosaceae Northern China Eaten directly, jam, canned food, syrup, ratafee
Hippophae rhamnoides Elaeagnaceae Western China Syrup, jam
Holboellia coriacea Lardizabalaceae Western China Ratafee
Holboellia grandiflora Lardizabalaceae Southern China Ratafee
Hovenia acerba Rhamnaceae Southern China Ratafee, sugar
Hovenia dulcis Rhamnaceae Southern China Ratafee, sugar
Hovenia trichocarpa Rhamnaceae Southern China Ratafee, sugar
Kadsura heteroclita Schisandraceae Southern China Preserved fruit, jam, canned food, syrup
Kadsura longipedunculata Schisandraceae Southern China Preserved fruit, jam, canned food, syrup
Livistona saribus Palmae Guangdong, Hainan, Yunnan Vegetable
Lycium chinense Solanaceae Whole country Jam, syrup
Maclura cochinchinensis Moraceae Southern China Ratafee
Malus asiatica Rosaceae Whole country Jam, canned food, syrup, preserved fruit
Malus hupehensis Rosaceae Southern China Ratafee
Malus sieversii Rosaceae Xinjiang Ratafee, jam, canned food
Morus alba Moraceae Whole country Jam, syrup, ratafee
Morus australis Moraceae Whole country Jam, syrup, ratafee
Myrica rubra Myricaceae Southern China Syrup, canned food, ratafee
Oroxylum indicum Bignoniaceae Southwestern China Vegetable
Physalis alkekengi var. franchetii Solanaceae Southwestern China Jam, syrup
Podophyllum emodi var. chinense Berberidaceae Tibet, Yunan, Sichuan Jam, syrup

(Continued)
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Apart from their edibility, these wild fruits can be
processed into all kinds of food products such as jam,
syrup, and ratafee. These wild fruits can be divided into
sarcocarp fruits and dry fruits, which are tabulated in
Tables 98.2 and 98.3 (4–9), respectively.

C. EDIBLE YOUNG STEMS AND LEAVES

The number of plants with edible young stems and leaves
may account for up to 60–70% of the total edible plants in

China (4, 5, 9). They are usually collected in their growth
stages especially in springtime. These edible young stems
and leaves can be divided into two groups, herbaceous and
woody, which are shown respectively in Tables 98.4 and
98.5 (4, 5, 9).

D. EDIBLE ROOTS AND TUBERS

Many plant roots and tubers can be eaten because they
contain mainly starches together with other nutrient 
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TABLE 98.2
(Continued)
Scientific Name Family Name Distribution Area Products

Prunus davidiana Rosaceae Western China Canned food, jam, syrup, ratafee, preserved fruit
Prunus divaricata Rosaceae Xinjiang Jam, syrup, ratafee
Prunus domestica Rosaceae Xinjiang Jam, syrup, ratafee
Prunus gandulosa Rosaceae Southern China Canned food, preserved fruit
Prunus japonica Rosaceae Whole country Canned food, preserved fruit
Prunus tomentosa Rosaceae Whole country Syrup, preserved fruit
Pyracantha angustifolia Rosaceae Tibet, Yunnan, Sichuan Jam, ratafee
Pyracantha atalantioides Rosaceae Southern China Jam, ratafee
Pyrus betulaefolia Rosaceae Whole China Canned food, ratafee, syrup
Pyrus calleryana Rosaceae Whole China Canned food, ratafee, syrup
Pyrus pyrifolia Rosaceae Southern China Canned food, ratafee, syrup
Pyrus serrulata Rosaceae Southern China Canned food, ratafee, syrup
Ribes alpestre Saxifragaceae Western China Jam, syrup
Ribes meyeri Saxifragaceae Xinjiang Jam, syrup
Ribes nigrum Saxifragaceae Xinjiang Jam, syrup
Rosa cymosa Rosaceae Southern China Ratafee, syrup
Rosa omeiensis Rosaceae Southern China Ratafee, syrup
Rosa laevigata Rosaceae Southern China Drink, ratafee
Rosa roxburghii Rosaceae Yunnan, Guizhou, Sichuan, Guangzhou Ratafee, confiture, syrup, canned food
Rubus amabilia Rosaceae Shaanxi, Gansu, Sichuan, Jiangxi Canned food, Jam, ratafee
Rubus amphidasya Rosaceae Anhui, Zhejiang, Sichuan, Hunan, Fujian Canned food, Jam, ratafee
Rubus biflorus Rosaceae Shaaxin, Gansu, Sichuan, Yunnan, Canned food, Jam, Ratafee

Tibet, Hubei
Schisandra glaucescens Schisandraceae Sichuan, Hunan Preserved fruit, canned food, syrup, jam
Schisandra incarnata Schisandraceae Hubei Preserved fruit, canned food, syrup, jam
Schisandra propinqua Schisandraceae Southern China Preserved fruit, jam, canned food, syrup
Sinofranchetia chinensis Lardizabalaceae Shaaxi, Guansu, Southern China Syrup, ratafee
Solanum coagulans Solanaceae Tropical and subtropical area Vegetable
Solanam indicum Solanaceae Sichuan, Guizhou, Yunnan, Guangdong Vegetable
Solanum nigrum Solanaceae Whole country Jam
Solanum torvum Solanaceae Yunnan, Guangdong, Guangxi, Taiwan Vegetable
Sorbus alnifolia Rosaceae Whole China Ratafee
Sorbus caloneura Rosaceae Southern China Ratafee
Sorbus keissleri Rosaceae Southern China Ratafee
Spondias pinnata Anacardiaceae Guangdong, Yunnan Jam
Stauntonia duclouxii Lardizabalaceae Southern China Jam, ratafee
Trichosanthes villosa Cucurbitaceae Southeast Asia Vegetable
Vaccinium bracteratum Ericaceae Southern China Jam, ratafee
Vaccinium iteophyllum Ericaceae Southern China Ratafee
Vitis adstricta Vitaceae Southern China Wine, currant, syrup
Vitis davidii Vitaceae Southern China Wine, currant, syrup
Vitis ficifolia Vitaceae Southern China Wine, currant, syrup
Vitis flexuosa Vitaceae Southern China Wine, currant, syrup
Ziziphus jujuba var. spinosa Rhamnaceae Northern China Syrup, ratafee, jam

Source: Data from Ref. 4–9.
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components. The roots of sweet potato (Ipomoea batatas),
wayaka yambean (Pachyrhizus erosus), yam (Dioscorea
spp.), and kudzuvine (Pueraria spp.) are the most common
edible plant roots. The tubers of potato (Solanum tubero-
sum) and giantarum (Amorphophallus spp.) are usually
consumed as either staple food or vegetables. Some of
these plants have been domesticated and cultivated, whereas
many of the plants with edible roots and tubers are still
grown in the wild (2). Some examples of the wild edible
roots and tubers are shown in Table 98.6 (2, 4, 5, 9).

E. EDIBLE PLANT PIGMENTS

There are two groups of edible pigments: chemically syn-
thesized colorings and natural colorings derived from liv-
ing organisms. Natural plant colorings are believed to be
safer than the synthetic ones. Some synthetic pigments are

suspected of causing hyperactivity and learning difficulties
in children, and causing other diseases such as cancers.
Pigments of plant origins are not only safer, but also more
environmentally friendly. Hence, with increasing suspicion
that certain synthetic food pigments may be harmful, nat-
ural food colorings are increasing in popularity (10).

The plant kingdom possesses an abundant supply of
plant pigments of which four main groups are suitable for
coloring foods: 1) anthocyanines are intensely colored,
water-soluble, orange, red, violet, or blue flavonoid pig-
ments commonly found in flowers, fruits, and vegetables.
For stability, they are usually kept in a rather acid medium;
2) betalains are a small group of red or yellow pigments
sensitive to pH, heat, and light; the most common one is
betanin from Beta vulgaris (beetroot); 3) carotenoids are
red, orange, or yellow in color, and are sensitive to oxidation,
hence their usefulness in the food industry necessitates

98-6 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 98.3
Some Wild Edible Dry Fruit Species in China
Scientific Name Family Name Distribution Area Products

Carya cathayensis Juglandaceae Southern China Canned food, drink
Castanea henryi Fagaceae Southern China Starch, canned food, jam
Castanea seguinii Fagaceae Shanxi, Shaanxi, Southern China Starch, canned food, jam
Castanopsis eyrei Fagaceae Southern China Starch, canned food, jam
Castanopsis fargesii Fagaceae Southern China Starch, canned food, jam
Castanopsis jucunda Fagaceae Southern China Starch, canned food, jam
Castanopsis sclerphylla Fagaceae Southern China Starch, canned food, jam
Castanopsis tibetana Fagaceae Southern China Starch, canned food, jam
Coix lacryma Gramineae Whole country Drink
Corylus chinensis Corylaceae Yunnan, Sichuan Starch
Corylus fargesii Corylaceae Guizhou, Sichuan, Yunnan, Shaaxi Starch
Cyclobalanopsis glauca Fagaceae Southern China Starch, canned food, jam
Euryale ferox Nymphaeaceae Whole country Canned food
Fagus longipetiolata Fagaceae Southern China Starch, canned food, jam
Ginkgo biloba Ginkgoaceae Southern China, Western China Canned food, drink
Hodgsonia macrocarpa var. capniocarpa Cucurbitaceae Yunnan, Tibet, Guangxi Edible seeds
Juglans cathayensis Juglandaceae Southern China Canned food, drink
Juglans regia Juglandaceae Western China Canned food, drink
Litocarpus cleistocarpus Fagaceae Southern China Starch, canned food, jam
Litocarpus glaber Fagaceae Southern China Starch, canned food, jam
Nelumbo nucifera Nymphaeaceae Whole country Canned food
Pinus armandii Pinaceae Southern China Drink, vegetable
Pinus bungeana Pinaceae Southern China Drink, vegetable
Pinus dabeshanensis Pinaceae Southern China Drink, vegetable
Quercus acutissima Fagaceae Liaoning, Hebei Starch, canned food, jam
Quercus baronii Fagaceae Western China Starch, canned food, jam
Quercus phillyraeoides Fagaceae Southern China Starch, canned food, jam
Quercus spinosa Fagaceae Shaanxi, Gansu, Sichuan, Yunnan Starch, canned food, jam
Trapa bispinosa Trapaceae Whole country Canned food, jam, ratafee
Trapa incisa Trapaceae Whole country Canned food, jam, ratafee
Trapa litwinowii Trapaceae Southern China Canned food, jam, ratafee
Trapa maximowiczii Trapaceae Southern China Canned food, jam, ratafee
Trapa potaninii Trapaceae Whole country Canned food, jam, ratafee
Trapa pseudoincisa Trapaceae Southern China Canned food, jam, ratafee
Zizania caduciflora Gramineae Whole country Vegetable

Source: Data from Ref. 4–9.

DK9848_C098.qxd  10/Sep/05  11:58 AM  Page 6



Chinese Edible Botanicals: Types, Efficacy and Safety 98-7

TABLE 98.4
Wild Edible Herbaceous Plants in China with Young Stems and Leaves
Scientific Name Family Name Distribution Area Collection Time

Achyranthes bidentata Amaranthaceae Northern China Summer
Adenophora stricta Campanulaceae Whole country Summer
Agastache rugosa Labiatae Whole country Summer, autumn
Agrimonia pilosa Rosaceae Whole country Spring
Allium hookeri Liliaceae Southern China Spring, summer
Allium macrostemon Liliaceae Whole country Spring, summer
Aloe vera var. chinensis Liliaceae Whole country Whole year
Alpinia nigra Zingiberaceae Yunnan Whole year
Alternanthera sessilis Amaranthaceae Southern China Whole year
Amaranthus lividus Amaranthaceae Whole country Summer, autumn
Amaranthus spinosus Amaranthaceae Southern China Whole year
Amaranthus viridis Amaranthaceae Whole country Whole year
Basella rubra Basellaceae Whole country Spring, summer
Begonia crassirostris Begoniaceae Tropical and subtropical area Whole year
Bidens pilosa Compositae Tropical and subtropical area Whole year
Brasenia schreberi Nymphaeaceae Southern China Spring, autumn
Calystegia hederacea Convolvulaceae Northern, western China Summer
Capsella bursa-pastoris Cruciferae Whole country May to Oct.
Carduus crispus Compositae Whole country Summer, autumn
Celosia argentea Amaranthaceae Whole country Whole year
Cephalonoplos segetum Compositae Whole country Summer, autumn
Centella asiatica Umbelliferae Southern China Whole year
Chenopodium album Chenopodiaceae Whole country Whole year
Cissus luzoniensis Vitaceae Hainan, Yunnan Whole year
Colocasia fallax Araceae Yunnan Whole year
Coccinia grandis Cucurbitaceae Tropical and subtropical area Whole year
Colocasia tonoimo Araceae Southern China Summer, autumn
Commelina communis Commelinaceae Gansu, Yunnan Whole year
Costus speciosus Zingiberaceae Southern China Summer, autumn
Crassocephalum crepidioides Compositae Tropical and subtropical area Whole year
Cryptotaenia japonica Umbelliferae Southern China Spring
Cymbopogon citratus Gramineae Tropical area Whole year
Dendranthema indicum Compositae Whole country Summer, autumn
Dichondra repens Convolvulaceae Tropical and subtropical area Whole year
Eichhornia crassipes Pontederiaceae Whole country Summer, autumn
Eleusine indica Gramineae Temperate area Summer, autumn
Elsholtzia kachinensis Labiatae Southern China Whole year
Enydra fluctuans Compositae Southern China Whole year
Eryngium foetidum Umbelliferae Southern China Whole year
Fagopyrum dibotrys Polygonaceae Whole country Whole year
Gnaphalium affine Compositae Whole country Mar. to Aug.
Gymnopetalum chinense Cucurbitaceae Guangdong, Guangxi, Guizhou, Yunnan Mar. to Oct.
Gymnostemma pentaphyllum Cucurbitaceae Shaanxi, Southern China Whole year
Gynura crepidioides Compositae Southern China Jan. to Sep.
Hemerocallis minor Liliaceae Northern China Summer
Hemerocallis nana Liliaceae Whole country Spring
Houttuynia cordata Sauruaceae Southern China Whole year
Hydrocotyle sibthorpioides Umbelliferae Southern China Whole year
Impatiens balansae Balsaminaceae Yunnan Whole year
Kalimeris indica Compositae Whole country Mar. to Apr.
Kochia scoparia Chenopodiaceae Southern China Summer
Kummerowia striata Leguminosae Southern China May to Jun.
Lactuca indica Compositae Northwestern China, southern China Summer, autumn
Lasia spinosa Araceae Tropical area Whole year
Leonurus heterophyllus Compositae Whole country Summer, autumn

(Continued)
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TABLE 98.4
(Continued)
Scientific Name Family Name Distribution Area Collection Time

Limnophila rugosa Scrophulariaceae Southern China Mar. to Oct.
Lycium chinense Solanaceae Whole country Mar. to Oct.
Lycopus lucidus Labiatae Whole country Summer
Malva verticillata Malvaceae Whole country Summer
Marsilea quadrifolia Marsileaceae Southern China Whole year
Medicago hispida Leguminosae Southern China Spring
Medicago sativa Leguminosae Northern China Spring, autumn
Mentha haplocalyx Labiatae Whole country Whole year
Momordica cochinchinensis Cucurbitaceae Southern China Whole year
Monochoria hastata Pontederiaceae Southern China Whole year
Monochoria vaginalis Pontederiaceae Whole country Summer, autumn
Nasturtium officinale Cruciferae Southern China Summer, autumn
Nymphoides peltatum Menyanthaceae Northern China Spring
Ocimum basilicum var. pilosum Labiatae Southern China Summer, autumn
Oenanthe javanica Umbelliferae Whole China Whole year
Opuntia ficus-indica Cactaceae Southern China Whole year
Oxalis corniculata Oxalidaceae Southern China Whole year
Passiflora edulis Passifloraceae Tropical and subtropical area Whole year
Parabaena sagittata Menispermaceae Southwestern China Feb. to Nov.
Patrinia scabiosaefolia Valerianaceae Whole country Summer, autumn
Patrinia villosa Valerianaceae Northern China Summer, autumn
Perilla frutescens Labiatae Whole country Apr. to Oct.
Phyllanthus urinaria Euphorbiaceae Southern China Summer
Piper flaviflorum Piperaceae Yunnan Whole year
Piper sarmentosum Piperaceae Southern China Whole year
Plantago asiatica Plantaginaceae Whole country Summer, autumn
Polygonatum odoratum Liliaceae Northern China Mar. to May
Polygonum aviculare Polygonaceae Whole country Summer
Polygonum hydropiper Polygonaceae Whole country Summer
Polygonum lapathifolium Polygonaceae Whole country Summer, autumn
Polygonum multiflorum Polygonaceae Southern China Summer
Portulaca oleracea Portulacaceae Whole country Apr. to May
Potentilla chinensis Rosaceae Whole country Summer
Pratia nummularia Lobeliaceae Tropical and subtropical area Whole year
Prunella vulgaris Labiatae Whole China Spring
Rehmannia glutinosa Scrophulariaceae Whole country Spring, summer
Rorippa dubia Cruciferae Shaanxi, Gansu Whole year
Rorippa indica Cruciferae Southern China Summer, autumn
Rumex trisetifer Polygonaceae Southern China Feb. to May
Salsola collina Chenopodiaceae Whole country Summer
Sanicula chinensis Umberlliferae Northern China Summer
Scoparia dulcis Scrophulariaceae Southern China Whole year
Smilax china Smilacaceae Whole China Summer, autumn
Solanum nigrum var. photeinocarpum Solanaceae Southern China Whole year
Solanum spirale Solanaceae Southern China Whole year
Sonchus oleraceus Compositae Whole country Whole year
Sphenoclea zeylanica Sphenocleaceae Southern China May to Aug.
Tacca chantrieri Taccaceae Southern China Whole year
Thladiantha calcarata Cucurbitaceae Southern China May to Sep.
Tussilago farfara Compositae Whole country Summer
Vicia pseudo-orobus Leguminosae Northern China Summer
Vicia sativa Leguminosae Yunnan Spring
Vicia unijuga Leguminosae Whole country Summer
Zingiber fragile Zingiberaceae Yunnan Apr. to May
Zingiber orbiculatum Zingiberaceae Yunnan Mar. to Jun.
Zingiber zerumbet Zingiberaceae Southern China Apr. to Jun.

Source: Data from Ref. 4, 5, and 9.
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limiting their exposure to air; and 4) chlorophyll pigments
are green, and are sensitive to acidity and light.

Some Chinese plants containing edible pigments are
shown in Table 98.7 (4, 5, 10). Even for pigments with the
same color, their chemical structures may be quite dif-
ferent. For example, most red pigments from plants belong
to anthocyanin, but the red pigment shikonin from
Lithospermum erythrorhizone is naphthoquinone. Up to

now, the chemical compositions of most plant pigments
are still not known.

F. EDIBLE PLANT SPICES

Some Chinese botanicals have been used as spices. Plant
spices are the main source of food additives (5). Some
cultivated and wild edible spices-producing plants in

TABLE 98.5
Wild Edible Woody Plants in China with Young Stems and Leaves
Scientific Name Family Name Distribution Area Collection Time

Acacia concinna Leguminosae Tropical and subtropical areas Whole year
Acacia pennata Leguminosae Southern China Mar. to Oct.
Acanthopanax trifoliatus Araliaceae Southern China Whole year
Aralia armata Araliaceae Southern China Whole year
Ardisia solanacea Myrsinaceae Yunnan, Guangxi Mar. to May
Arenga pinnata Palmae Yunnan, Guangxi Whole year
Arytera litoralis Sapindaceae Guangdong, Guangxi Mar. to May
Bischofolia javanica Euphorbiaceae Shaanxi, Southern China Summer, autumn
Camellia sinensis var. assamica Theaceae Southern China Summer
Caryota ochlandra Palmae Tropical and subtropical areas Whole year
Caryota urens Palmae Yunnan Whole year
Celastrus paniculatus Celastraceae Southern China Mar. to Jun.
Cinnamomum tenuipilum Lauraceae Yunnan Whole year
Citrus maxima Rutaceae Southern China Whole year
Clerodendrum colebrookianum Verbenaceae Southern China Whole year
Crateva unilocularis Capparidaceae Guangdong, Guangxi Apr. to Nov.
Cycas pectinata Cycadaceae Yunnan Summer
Dendrocalamus giganteus Gramineae Yunnan Jul. to Sep.
Dendrocalamus hamiltonii Gramineae Yunnan Jul. to Aug.
Dendrocalamus latiflorus Gramineae Southern China Summer
Doellingeria scaber Compositae Northern China Summer
Dregea volubilis Asclepiadaceae Southern China Mar. to Jun.
Ecdysanthera rosea Apocynaceae Southern China Whole year
Elaeis guineensis Palmae Yunnan, Guangdong Whole year
Embelia ribes Myrsinaceae Southern China Whole year
Erythropalum scandens Erythropalaceae Southern China Mar. to Oct.
Euphorbia antiquorum Euphorbiaceae Southern China Whole year
Ficus auriculata Moraceae Southern China Whole year
Ficus callosa Moraceae Southern China Mar. to May
Ficus oligodon Moraceae Southern China Whole year
Ficus racemosa Moraceae Yunnan, Guizhou, Guangxi Mar. to May
Ficus vasculosa Moraceae Southern China Mar. to May
Hyptianthera bracteata Rubiaceae Yunnan Summer, autumn
Lysimachia clethroides Primulaceae Northern China Summer, autumn
Picrasma chinensis Simaroubaceae Guangxi, Yunnan, Tibet Jan. to Feb.
Pleioblastus amarus Gramineae Yunnan Feb. to Apr.
Rhus chinensis Anacardiaceae Whole country Sep. to Nov.
Rosa multiflora Rosaceae Southern China Summer
Sauropus androgynus Euphorbiaceae Tropical and subtropical areas Whole year
Scorzonera albicaulis Compositae Northern Chian Summer, autumn
Stellaria saxatilis Caryophyllaceae Hennan, Hubei Summer
Tamarindus indica Caesalpiniaceae Tropical and subtropical areas Mar. to May
Toona sinensis Meliaceae Whole country Summer, autumn
Trevesia palmata Araliaceae Guizhou, Guangxi, Yunnan Whole year
Ulmus pumila Ulmaceae Northern China Apr. to Jun.
Zanthoxylum planispinum Rutaceae Southern China Whole year

Source: Data from Ref. 4, 5, and 9.
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TABLE 98.6
Plants in China with Edible Roots and Tubers
Scientific Name Family Name Distribution Area Roots or Tubers

Allium macrostemon Liliaceae Whole country Bulbs (stem)
Amorphophallus yunnanensis Araceae Yunnan, Guizhou Corm (stem)
Arctium lappa Compositae Whole country Roots
Asparagus cochinchinensis Liliaceae Southern China Roots
Daucus carota Umbelliferae Southern China Roots
Dioscorea alata Dioscoreaceae Tropical area Rhizomes (stem)
Lilium brownii Liliaceae Southern China Bulbs (stem)
Lilium concolor Liliaceae Northern China Bulbs (stem)
Lilium duchartrei Liliaceae Western China Bulbs (stem)
Lilium fargesii Liliaceae Yunnan, Sichuan Bulbs (stem)
Lilium henryi Liliaceae Guizhou, Hunan Bulbs (stem)
Lycopus lucidus Labiatae Whole country Rhizomes (stem)
Manihot esculenta Euphorbiaceae Tropical area Roots
Nelumbo nucifera Nymphaeaceae Whole country Rhizomes (stem)
Ophiopogon japonicus Liliaceae Southern China Roots
Phragmites communis Gramineae Whole country Rhizomes (stem)
Platycodon grandiflorus Campanulaceae Whole country Roots
Polygonatum cirrhifolium Liliaceae Western China Rhizomes (stem)
Polygonatum cyrtonema Liliaceae Southern China Rhizomes (stem)
Polygonatum odoratum Liliaceae Whole Country Rhizomes (stem)
Polygonatum sibiricum Liliaceae Whole country Rhizomes (stem)
Potentilla anserina Rosaceae Northern China Roots
Potentilla discolor Rosaceae Whole country Roots
Pueraria lobata Papilionaceae Whole country Roots
Sagittaria sagittifolia Alismataceae Whole country Corm (stem)
Smilax glabra Liliaceae Whole country Rhizomes (stem)
Stachys sieboldii Labiatae Southern China Tubes (stem)
Stachys adulterine Labiatae Southern China Tubes (stem)
Swertia pseudochinensis Gentianaceae Northern China Roots

Source: Data from Ref. 2, 4, 5, and 9.

TABLE 98.7
Plants in China with Edible Pigments
Scientific Name Family Name Distribution Area Pigment Color

Acanthopanax senticosus Araliaceae Northern China Red
Beta valgaris var. rubra Chenopodiaceae Northern China Red
Capsicum frutescens Solanaceae Whole country Red
Carthamus tinctorius Compositae Whole country Yellow, red
Caragana intermedia Leguminosae Northern China Red
Celosia cristata Amaranthaceae Whole country Red
Centaurea cyanus Compositae Whole country Red
Cerasus humilis Rosaceae Northern China Red
Citrullus lanatus Cucurbitaceae Whole country Yellow
Coreopsis lanceolata Compositae Southern China Yellow
Consolida ajacis Ranunculaceae Southern China Red
Crataegus cuneata Rosaceae Northern China Red
Cudrania tricuspidata Moraceae Whole country Yellow
Curcuma longa Zingiberaceae Whole country Yellow
Fragaria orientalis Rosaceae Northern China Red
Gardenia jasminoides Rubiaceae Whole country Yellow, blue
Glycine soja Leguminosae Northern China Black, red
Lilium pumilum Liliaceae Northern China Red
Lithospermum erythrorhizon Boraginaceae Northern China Red
Lonicera caerulea var. edulis Caprifoliaceae Northern China Red

(Continued)
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TABLE 98.7
(Continued)
Scientific Name Family Name Distribution Area Pigment Color

Lycopersicon esculentum Solanaceae Whole country Red
Malus asiatica Rosaceae Northern China Red
Malva sinensis Malvaceae Whole country Red
Paeonia lactiflora Ranunculaceae Whole country Red
Pelargonium hortorum Geraniaceae Whole country Red
Rosa rugosa Rosaceae Whole country Red, yellow
Rubus crataegifolius Rosaceae Northern China Red
Rubus idaeus Rosaceae Northern China Red
Salix subfragilis Salicaceae Northern China Yellow
Solanum nigrum Solanaceae Whole country Red
Spinacia oleracea Chenopidiaceae Whole country Green
Vaccinium vitis-idaea Ericaceae Northern China Red
Vitis amurensis Vitaceae Northern China Red

Source: Data from 4, 5, and 10.

TABLE 98.8
Edible Spice-Producing Plants in China
Scientific Name Family Name Parts Used Cultivation Area

Agastache rugosa Labiatae Leaves Northern China
Allium fistulosum Liliaceae Leaves Northern China

var. viviparum
Allium porrum Liliaceae Leaves Whole country
Allium schoenopasum Liliaceae Leaves Southern China
Anethum graveolens Umbelliferae Aerial parts Southern China
Apium graveolens Umbelliferae Roots Northern China

var. rapaceum
Aralia cordata Araliaceae Whole plant Whole country
Armoracia rusticana Cruciferae Roots Eastern China
Borago officinalis Boraginaceae Whole plant Whole country
Brassica alba Cruciferae Seeds Whole country
Caryopteris mongholica Verbenaceae Leaves, flowers Northern China
Chamaemelum nobile Compositae Flowers Southern China
Chrysanthemum morifolium Compositae Flowers, leaves Whole country
Cnaphalium affine Compositae Whole plant Whole country
Coriandrum sativum Umbelliferae Aerial parts Whole country
Cuminum cyminum Umbelliferae Fruits Xinjiang Province
Dasiphora fruticosa Rosaceae Flowers, leaves Whole country
Daucus carota Umbelliferae Fruits Whole country
Diospyros kaki Ebenaceae Leaves Northern China
Elaeagnus angustifolia Elaeagnaceae Flowers Northern China
Eulrema wasabi Cruciferae Rhizomes Whole country
Foeniculum vulgare Umbelliferae Aerial parts Whole country
Foeniculum vulgare Umbelliferae Aerial parts Whole country

var. dulce
Houttuynia cordata Saururaceae Whole plant Southern China
Lepidium sativum Cruciferae Aerial parts Imported from Iran
Lindera rubronervia Lauraceae Leaves, pericarp Whole country
Lycopus lucidus Labiatae Roots Western China
Melilotus officinalis Leguminosae Whole plant Northern China
Melissa officinalis Labiatae Aerial parts Whole country
Mentha haplocalyx Labiatae Leaves Whole country
Mentha spicata Labiatae Leaves Whole country
Michelia bodinieri Magnoliaceae Leaves, flowers Northern China

(Continued)
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China are listed in Table 98.8 (4, 5). Among them, some
originated from Europe, South America, or Southeast Asia.
Spices are widely used in the food industry, e.g., meat
products, biscuit, beverages, and salad dressing. Plant spices
were the most important component in ancient culture
communion between Eastern and Western countries. Some
plant spices originated from China and other Asian coun-
tries, such as cinnamon (Cinnamomum zeylanicum), cassia
(Cassia cinnamon), cardamon (Elettaria cardamomum),
ginger (Zingiber officinale), and turmeric (Curcuma longa),
were exported and were widely used in European and
Arabian countries centuries ago.

III. EFFICACY OF EDIBLE PLANTS

Edible plants with rich nutrient contents and medicinal
efficacy have been recognized and utilized by the Chinese
for thousands of years. These plants are considered either
functional foods or medicines. In addition, some edible
plants also have other functions such as serving as industrial
materials and forages, and are being used for ecological

protection. The nutritional and medicinal functions of
some edible plants are described below.

A. NUTRITIONAL FUNCTIONS

1. Definition of Nutrients

Nutrient components of a food may embrace protein, car-
bohydrate, fat, dietary fiber, cholesterol, carotene, retinal,
thiamin, riboflavin, niacin, vitamin C, vitamin E, and a
variety of mineral elements such as calcium (Ca), phos-
phorus (P), potassium (K), sodium (Na), magnesium (Mg),
iron (Fe), zinc (Zn), copper (Cu), manganese (Mn), sele-
nium (Se), and other trace elements which are essential to
human and animals to grow and develop (11). For example,
the element magnesium participates in energy transforma-
tion in human cells, promotes myocardium activity, pro-
motes the dissolution of fiber protein, inhibits fibrin ferment
formation, and prevents arteriosclerosis, high blood pres-
sure, or heart diseases. Calcium is an important cation for
maintaining blood moisture balance, acid-alkali balance,
and osmotic pressure. Iron produces protoferriheme to

TABLE 98.8
(Continued)
Scientific Name Family Name Parts Used Cultivation Area

Nasturtium officinale Cruciferae Aerial parts Whole country
Ocimum basilicum Labiatae Leaves and stems Southern China
Oenanthe decumbens Umbelliferae Aerial parts Northern China
Origanum marjorana Labiatae Aerial parts Southern China
Paeonia suffruticosa Ranunculaceae Roots, flowers Northern China
Perilla frutescens Labiatae Leaves Whole country
Petasites japonica Compositae Aerial parts Northern China
Petroselinum crispum Umbelliferae Whole plant Southern China
Philadelphus pekinensis Saxifragaceae Flowers Shanxi, Hebei, Liaonin
Portulaca oleracea Portulacaceae Whole plant Northern China
Prunus padus Rosaceae Flowers Northern China
Rosa banksiae Rosaceae Flowers Northern China
Rosa chinensis Rosaceae Flowers, leaves Whole country
Rosa omeiensis Rosaceae Flowers Shaanxi, Gansu
Rosa rugosa Rosaceae Flowers Whole country
Rosa sertata Rosaceae Flowers Gansu, Shaanxi
Rosmarinus officinalis Labiatae Aerial parts Whole country
Rumex acetosa Polygonaceae Whole plant Northern China
Ruta graveolens Rutaceae Aerial parts Southern China
Salvia officinalis Labiatae Aerial parts Whole country
Syringa oblata Oleaceae Flowers Northern China
Thymus citriodorus Labiatae Flowers Northwestern China
Thymus vulgaris Labiatae Flowers Northwestern China
Tropaeolum majus Tropaeolaceae Whole plant Southern China
Vaccaria pyramidata Caryophyllaceae Seeds Northern China
Zanthoxylum piasezkii Rutaceae Fruits Northwestern China
Zanthoxylum schinifolium Rutaceae Fruits Northern China
Zanthoxylun simulans Rutaceae Fruits, leaves Hebei, Henan
Ziziphus jujuba var. inermis Rhamnaceae Fruits Northern China

Source: Data from Ref. 4 and 5.
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prevent iron-sufficient anemia. The relationship of zinc
with impediment to taste sensation has also attracted great
attention. In addition, selenium shows functions to retard
oxidation and in the regulation of immunity. Selenium
combines with other metals in the body and forms certain
kinds of unsteady metal–selenium–protein complexes
which are helpful in eliminating toxicants from the body.

2. Main Nutrients in Edible Wild Plants

Wild edible plants often have superior nutritional quali-
ties, whether eaten raw or cooked. They contain rich dietary
fiber, vitamins, minerals, and other nutritious components
(11) which are beneficial to humans and animals. Many
edible wild plants are considered functional foods. The
contents of organic compounds in some wild edible plants

are shown in Table 98.9 (11), while the contents of min-
eral components are shown in Table 98.10 (11).

B. MEDICINAL FUNCTIONS

In China, many edible plants are also used as herbal med-
icines, which are a part of traditional Chinese medicines
(TCM). Chinese medicines have a long history in Eastern
cultures, especially in China, where foods and medicines
are considered to be equally important in preventing and
curing diseases.

Since foods and Chinese medicines are believed to
share a common origin in the Chinese tradition, it is not
easy to distinguish the two. Difficulty arises in classifying
a product as a functional food or as a medicine. To solve this
problem, based on the safety profile of Chinese medicines,

TABLE 98.9
Contents of Organic Compounds in Wild Edible Plants (Per 100 g Fresh Weight)
Species (Family) Protein (g) Fat (g) CHO (g) Dietary Fiber (g) Carotene (�g) Thiamin (�g) Riboflavin (�g)

Allium macrostemon (Liliaceae) 1.0 0.4 7.7 2.2 680 0.03 0.12
Artemisia selengensis 3.7 0.7 9.0 0 0 ND ND

(Compositae)
Cephalanoplos segetum 4.5 0.4 5.9 1.8 5990 0.04 0.33

(Compositae)
Corchorus capsularis 4.7 0.3 5.8 1.2 ND 0.13 0.55

(Tiliaceae)
Ecballium elaterium ND ND 0.3 0.3 180 ND ND

(Cucurbitaceae)
Houttuynia cordata ND ND 0.3 0.3 3450 ND ND

(Saururaceae)
Kalimeris indica (Compositae) 2.4 0.4 4.6 1.6 2040 0.06 0.13
Kalopanax septemlobus ND ND 8.1 8.1 0 ND ND

(Araliaceae)
Kochia scoparia 5.2 0.8 10.4 2.2 5720 0.15 0.31

(Chenopodiaceae)
Lepidium apetalum ND ND 1.6 1.6 3930 ND ND

(Cruciferae)
Lycopus lucidus (Labiatae) 4.3 0.7 13.7 4.7 6330 0.04 0.25
Medicago falcate 3.9 1.0 10.9 2.1 2640 0.10 0.73

(Leguminosae)
Ocimum basilicum var. pilosum 3.8 ND 4.6 3.9 2460 ND ND

(Labiatae)
Origanum vulgare (Labiatae) ND ND 0.4 0.4 4110 ND ND
Platycodon grandiflorus ND ND 2.9 2.9 0 ND ND

(Campanulaceae)
Premna microphylla ND ND 7.8 7.8 0 ND ND

(Verbenaceae)
Rabdosia forrestii (Labiatae) ND ND 6.9 6.9 4270 ND ND
Rumex acetosa ND ND 1.0 1.0 20 ND ND

(Polygonaceae)
Taraxacum mongolicum 4.8 1.1 7.0 2.1 7350 0.03 0.39

(Compositae)
Thymus mongolicus (Labiatae) ND ND 0.2 0.2 3510 ND ND
Toona sinensis (Meliaceae) 1.7 0.4 10.9 1.8 700 0.07 0.12
Ulmus pumila (Ulmaceae) 4.8 0.4 7.6 4.3 730 0.04 0.12

Source: Adapted from Ref. 11.
ND: not determined; Tr: trace amount.
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the Ministry of Public Health of the People’s Republic of
China has formally recognized 97 plant species as both
functional foods and Chinese medicines which are shown
in Table 98.11 (12–14). The plants listed in Table 98.11
can be consumed either as food or as medicine, and they are
almost non-toxic. The plants shown in Table 98.12 (12–14)
can be used as functional ingredients to be incorporated
into health food. They are also considered safe, provided
the amount consumed is not higher than the dosage set in
Chinese pharmacopoeia (14).

In the past decades, the consumption of botanicals and
nutritional supplements has increased dramatically. The
most popular Chinese botanicals in western countries are
astragalus (Astragalus membranaceus), angelica (Angelica
sinensis), ginger (Zingiber officinale), foti (Polygonum mul-
tiflorum), jujube (Ziziphus jujuba), licorice (Glycyrrhiza
uralensis), and Asian ginseng (Panax ginseng). In recent
years, more and more Chinese medicinal herbs and edible
plants have been exported to other countries, especially in
Europe and North America. Many wild edible plants that
have evident pharmacological activities according to mod-
ern pharmacology are summarized in Table 98.13 (15–21).

C. SOME MEDICINAL PLANTS IN CHINA

1. Tartary Buckwheat

Buckwheat, which belongs to the family Polygonaceae, has
two species, common buckwheat (Fagopyrum esculentum)

and tartary buckwheat (F. tataricum). Common buck-
wheat is widely cultivated in many countries over the
world, while tartary buckwheat has only been cropped and
used in the Loess Plateau of northern China and Yungui
Plateau of southwestern China.

a. Nutrient contents
Comparison of nutrients between tartary buckwheat and
other cereals is shown in Table 98.14 (22). It is clear that
tartary buckwheat flour has higher protein and fat contents
than those of wheat or rice. It should be noted that tartary
buckwheat has rutin (vitamin P) which is absent in crops
from the grass family. Besides, the levels of minerals in
tartary buckwheat are higher than those in other crops. The
contents of protein, fat, vitamin B2, and vitamin P in tartary
buckwheat are higher than those in common buckwheat.

b. Medicinal functions
Tartary buckwheat has significant healing effects on hyper-
lipidemia, hypoglycemia and diabetes mellitus, as well as
gastric disease. In China, tartary buckwheat has been devel-
oped into various health foods, drinks, and other products
such as powder, health-care paste, custard, dried noodle,
jelly, biscuit, cake, vinegar, wine, tea, and soft drinks.

2. Walnut

Although walnut (Juglans spp.) of the family Juglandaceae
is distributed in many countries of the world, the major

TABLE 98.10
Mineral Contents of Wild Edible Plants (mg Per 100 g Fresh Weight)
Species (Family) Ca P K Na Mg Fe Zn Cu Mn

Artemisia selengensis (Compositae) 17 8 40 1.0 2 0.5 0.20 0.05 0.02
Allium macrostemon (Liliaceae) 89 38 231 17.2 13 1.2 0.50 0.03 0.26
Cephalanoplos segetum (Compositae) 252 40 253 0.2 36 2.3 0.24 0.36 0.20
Corchorus capsularis (Tiliaceae) 208 83 559 8.0 64 4.8 ND ND ND
Ecballium elaterium (Cucurbitaceae) 74 35 203 2.9 22 2.3 0.28 0.33 0.12
Houttuynia cordata (Saururaceae) 123 38 718 2.6 71 9.8 0.99 0.55 1.71
Kalimeris indica (Compositae) 67 38 285 15.2 14 2.4 0.87 0.13 0.44
Kalopanax septemlobus (Araliaceae) 495 125 1641 0 109 6.5 1.36 0.65 6.13
Kochia scoparia (Chenopodiaceae) 281 66 702 62.4 118 6.5 0.52 0.25 0.42
Lepidium apetalum (Cruciferae) 188 124 335 120.8 42 4.7 0.90 0.06 0.36
Lycopus lucidus (Labiatae) 297 62 416 ND 25 4.4 0.93 0.43 0.26
Medicago falcate (Leguminosae) 713 78 497 5.8 61 9.7 2.01 ND 0.79
Ocimum basilicum var. pilosum (Labiatae) 285 65 576 5.7 106 4.4 0.52 0.91 0.68
Origanum vulgare (Labiatae) 218 51 442 16.2 66 10.7 0.89 0.90 0.60
Platycodon grandiflorus (Campanulaceae) 46 53 24 16.7 27 3.6 0.40 0.10 0.21
Premna microphylla (Verbenaceae) 126 97 444 0 38 6.2 1.36 0.22 12.68
Rabdosia forrestii (Labiatae) 356 106 670 8.4 229 10.9 1.27 1.39 0.85
Rumex acetosa (Polygonaceae) 28 21 228 0 26 0.6 0.15 0.04 0.12
Taraxacum mongolicum (Compositae) 216 93 327 76.0 54 4.0 0.35 0.44 0.58
Thymus mongolicus (Labiatae) 218 42 470 36.4 104 27.9 0.72 1.08 0.94
Toona sinensis (Meliaceae) 96 147 172 4.6 36 3.9 2.25 0.09 0.35
Ulmus pumila (Ulmaceae) 62 104 134 0.7 47 7.9 3.27 0.24 0.78

Source: Adapted from Ref. 11.
ND: not determined.
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TABLE 98.11
Plants as Both Functional Foods and Medicines Approved by the Ministry of Public Health of China in 2002
Scientific Name Chinese Name (In Pin Yin) Family Name Parts Used

Agastache rugosa Huoxiang Labiatae Dried herb
Allium chinensis Xiebai Liliaceae Dried bulb
Allium macrostemon Xiebai Liliaceae Dried bulb
Alpinia officinarum Gaoliangjiang Zingiberaceae Dried rhizome
Amomum villosum Sharen Zingiberaceae Dried ripe fruit
Amomum longiligulare Sharen Zingiberaceae Dried ripe fruit
Angelica dahurica Baizhi Umbelliferae Dried root
Brassica juncea Jiezi Cruciferae Ripe seed
Canarium album Qingguo Bruseraceae Dried ripe fruit
Canavalia gladiata Daodou Leguminosae Dried ripe seed
Cannabis sativa Huomaren Moraceae Dried ripe fruit
Cassia obtusifolia Juemingzi Leguminosae Dried ripe seed
Cassia tora Juemingzi Leguminosae Dried ripe seed
Chaenomeles speciosa Mugua Rosaceae Dried nearly ripe fruit
Chrysanthemum morifolium Juhua Compositae Dried capitulum
Cichorium glandulosum Juju Compositae Aerial part
Cichorium intybus Juju Compositae Aerial part
Cinnamomum cassia Rougui Lauraceae Dried stem bark
Cirsium setosum Jiercai Compositae Dried aerial part
Citrus aurantium Suancheng Rutaceae Dried fruit
Citrus medica Xiangyuan Rutaceae Dried ripe fruit
Citrus reticulata Chenpi Rutaceae Dried pericarp of the ripe fruit
Citrus wilsonii Xiangyuan Rutaceae Dried ripe fruit
Coix lacrymajobi var. mayuen Yiyiren Gramineae Dried ripe kernel
Crataegus pinnatifida Shanzha Rosaceae Dried ripe fruit
Dimocarpus longan Longyan Sapindaceae Aril
Dioscorea opposita Shanyao Dioscoreaceae Dried rhizome
Eugenia caryophyllata Dingxiang Myrtaceae Dried flower bud
Euryale ferox Qianshi Nymphaeaceae Dried kernel of ripe seed
Foeniculum vulgare Xiaohuixiang Umbelliferae Dried ripe fruit
Fritillaria cirrhosa Beimu Liliaceae Dried bulb
Fritillaria delavayi Beimu Liliaceae Dried bulb
Fritillaria thunbergii Beimu Liliaceae Dried bulb
Fritillaria unibracteata Beimu Liliaceae Dried bulb
Fritillaria ussuriensis Beimu Liliaceae Dried bulb
Gardenia jasminoides Zhizi Rubiaceae Dried ripe fruit
Gastrodia elata Tianma Orchidaceae Dried tuber
Ginkgo biloba Yinxing Ginkgoaceae Dried ripe seed
Glycyrrhiza glabra Gancao Leguminosae Dried root and rhizome
Glycyrrhiza inflata Gancao Leguminosae Dried root and rhizome
Glycyrrhiza uralensis Gancao Leguminosae Dried root and rhizome
Hippophae rhamnoides Shaji Elaeagnaceae Dried ripe fruit
Houttuynia cordata Yuxingcao Saururaceae Dried aerial part
Hovenia dulcis Guaizao Rhamnaceae Dried fruit
Illcium verum Bajiaohuixiang Magnoliaceae Dried ripe fruit
Imperata cylindrica var. major Baimao Gramineae Fresh rhizome
Lilium brownii var. viridulum Baihe Liliaceae Dried fleshy scale leaf
Lilium lancifolium Baihe Liliaceae Dried fleshy scale leaf
Lilium pumilum Baihe Liliaceae Dried fleshy scale leaf
Lonicera confusa Jinyinhua Caprifoliaceae Dried flower bud or opening flower
Lonicera dasystyla Jinyinhua Caprifoliaceae Dried flower bud or opening flower
Lonicera hypoglauca Jinyinhua Caprifoliaceae Dried flower bud or opening flower
Lonicera japonica Jinyinhua Caprifoliaceae Dried flower bud or opening flower
Lophatherum gracile Danzhuye Gramineae Dried stem and leaf
Lycium barbarum Gouqizi Solanaceae Dried ripe fruit

(Continued)
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production of walnut is in China. It is distributed all over
China except the cold zone in northern China, and the
middle and downstream areas of the Yangtze River. The
kernel of walnut has higher nutritional and medicinal val-
ues. It has been served as food and raw materials in the
food industry for a long time (23).

a. Nutrient contents
The protein content of walnut is about 15% of the whole
kernel on a dry weight basis. Walnut contains more than
18 amino acids, with phenylalanine, valine, tryptophan,
methionine, threonine, lysine, leucine, and isoleucine as
the main ones. The fat from walnut kernel has four main
types of fatty acids which form tripalmitin with sugar
alcohol and glycerin. The walnut lipid is considered
a nutrient product. Besides, there are some soluble com-
pounds such as vitamin C, B1, B2, E, and P, and many

different minerals including Ca, Mg, Fe, Mn, and Zn in
the walnut kernel.

b. Medicinal functions
Walnut has various health functions for people of all ages
and for special groups of people. It is believed that the
fetus will develop well if pregnant women consume wal-
nut often during their gestational periods. Children eating
walnut often may help their growth and the development
of intelligence. In addition, eating walnut may lead to
longevity suggesting that walnut is also beneficial for the
elderly. Walnut has been shown to possess beneficial
effects in preventing and curing cardiovascular diseases.
One of the reasons is that walnut contains a large quantity
of linoleic acid in its kernel which may help soften blood
vessels, prevent cholesterol synthesis, and excrete choles-
terols out of the body.

TABLE 98.11
(Continued)
Scientific Name Chinese Name (In Pin Yin) Family Name Parts Used

Mentha haplocalyx Bohe Labiatae Dried aerial part
Momordica grosvenori Luohanguo Cucurbitaceae Dried fruit
Morus alba Sang Moraceae Dried leaf and fruit-spike
Mosla chinensis Xiangru Labiatae Dried aerial part
Myristica fragrans Roudoukou Myristicaceae Dried kernel
Nelumbo nucifera Lianzi Nymphaeaceae Dried leaf and ripe seed
Perilla frutescens Zisu Labiatae Dried leaf and ripe fruit
Phaseolus angularis Chixiaodou Leguminosae Dried ripe seed
Phaseolus calcaratus Chixiaodou Leguminosae Dried ripe seed
Phragmites communis Lugen Gramineae Fresh rhizome
Phyllanthus emblica Yuganzi Euphorbiaceae Dried ripe fruit
Piper nigrum Heihujiao Piperaceae Dried and nearly ripe or ripe fruit
Platycodon grandiflorum Jiegeng Campanulaceae Dried root
Pogostemon cablin Huoxiang Labiatae Dried herb
Polygonatum cyrtonema Huangjing Liliaceace Dried rhizome
Polygonatum kingianum Huangjing Liliaceace Dried rhizome
Polygonatum odoratum Huangjing Liliaceae Dried rhizome
Polygonatum sibiricum Huangjing Liliaceace Dried rhizome
Portulaca oleracea Machixian Portulacaceae Dried aerial part
Prunus armeniaca var. ansu Xingren Rosaceae Dried ripe seed
Prunus humilis Yuliren Rosaceae Dried ripe seed
Prunus mandshurica Xingren Rosaceae Dried ripe seed
Prunus pedunculata Yuliren Rosaceae Dried ripe seed
Prunus sibirica Xingren Rosaceae Dried ripe seed
Pueraria lobata Gegen Leguminosae Dried root
Pueraria thomsonii Gegen Leguminosae Dried root
Raphanus sativus Laifuzi Cruciferae Dried ripe seed
Rubus chingii Fupenzi Rosaceae Dried fruit
Sesamum indicum Heizhima Pedaliaceae Dried ripe seed
Sinapis alba Jiezi Cruciferae Ripe seed
Sophora japonica Huai Leguminosae Dried flower bud and dry flower
Sterculia lychnophora Pandahai Sterculiacaeae Dried ripe seed
Taraxacum mongolicum Pugongying Compositae Dried herb
Taraxacum sinicum Pugongying Compositae Dried herb
Ziziphus jujuba Zao Rhamnaceae Dried ripe fruit and seed

Source: Data from Ref. 12–14.
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TABLE 98.12
Plants as Ingredients of Functional Food Approved by the Ministry of Public Health of China in 2002

Chinese Name 
Scientific Name (In Pin Yin) Family Name Parts Used

Acanthopanax gracilistylus Wujiapi Araliaceae Dried root bark
Acanthopanax senticosus Ciwujia Araliaceae Dried root and rhizome or stem
Achyrantes bidentata Niuxi Amaranthaceae Dried root
Alisma orientalis Zexie Alismataceae Dried tuber
Allium tuberosum Jiucai Liliaceae Dried ripe seed
Aloe barbadensis Luhui Liliaceae Dried leaf juice
Aloe ferox Luhui Liliaceae Dried leaf juice
Amomun compactum Baidoukou Zingiberaceae Dried fruit
Amomun kravanh Baidoukou Zingiberaceae Dried fruit
Anemarrhena asphodeloides Zhimu Liliaceae Dried rhizome
Angelica sinensis Danggui Umbelliferae Dried root
Apocynum venetum Luobuma Apocynaceae Dried leaf
Arctium lappa Niubanggen Compositae Dried ripe fruit and root
Asparagus cochinchinensis Tianmendong Liliaceae Dried root tuber
Astragalus complanatus Shayuanzi Leguminosae Dried ripe seed
Astragalus membranaceus Huangqi Leguminosae Dried root
Atractylodes macrocephala Baishu Compositae Rhizome
Atractylodes chinensis Cangshu Compositae Dried rhizome
Atractylodes lancea Cangshu Compositae Dried rhizome
Aucklandia lappa Muxiang Compositae Dried root
Bambusa tuldoides Zhuru Gramineae Dried middle shavings of stem
Bletilla striata Baiji Orchidaceae Dried tuber
Cassia acutifolia Jueming Leguminosae Dried leaflet
Cassia angustifolia Fanxie Leguminosae Dried leaflet
Carthamus tinctorius Honghua Compostiae Dried flower
Centella asiatica Jixuecao Umbelliferae Dried herb
Cimicifuga dahurica Shengma Ranunculaceae Dried rhizome
Cimicifuga foetida Shengma Ranunculaceae Dried rhizome
Cimicifuga heracleifolia Shengma Ranunculaceae Dried rhizome
Cirsium japonicum Daji Compositae Dried aerial part or root
Citrus aurantium Zhi Rutaceae Dried fruit
Citrus reticulata Qingpi Rutaceae Dried pericarp of the young or immature fruits
Citrus sinensis Cheng Rutaceae Dried young fruit
Codonopsis pilosula Dangshen Campanulaceae Dried root
Codonopsis tangshen Dangshen Campanulaceae Dried root
Cornus officinalis Shanzhuyu Cornaceae Dried ripe sarcocarp
Cuscuta chinensis Tusizi Convolvulaceae Dried ripe seed
Cyathula officinalis Chuanniuxi Amaranthaceae Dried root
Cyperus rotundus Xiangfu Cyperaceae Dried rhizome
Dendrobium candidum Shihu Orchidaceae Fresh or dried stem
Epimedium brevicornum Yinyanghuo Berberidaceae Dried aerial part
Epimedium koreanum Yinyanghuo Berberidaceae Dried aerial part
Epimedium pubescens Yinyanghuo Berberidaceae Dried aerial part
Epimedium sagittatum Yinyanghuo Berberidaceae Dried aerial part
Epimedium wushanense Yinyanghuo Berberidaceae Dried aerial part
Equisetum hiemale Muzei Equisetaceae Dried aerial part
Eucommia ulmoides Duzhong Eucommiaceae Dried stem bark, leaf
Eupatorium fortunei Peilan Compositae Dried aerial part
Evodia rutaecarpa Wuzhuyu Rutaceae Dried and nearly ripe fruit
Fagopyrum dibotrys Jinqiaomai Polygonaceae Dried rhizome
Fritillaria hupehensis Hubeibeimu Liliaceae Dried bulb
Ginkgo biloba Yinxing Ginkgoaceae Dried Leaf
Glehnia littoralis Beishashen Umbelliferae Dried root
Gynostemma pentaphyllum Jiaogulan Cucurbitaceae Dried herb

(Continued)
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TABLE 98.12
(Continued)

Chinese Name 
Scientific Name (In Pin Yin) Family Name Parts Used

Ilex cornuta Kudingcha Aquifoliaceae Dried leaf
Ilex latifolia Kudingcha Aquifoliaceae Dried leaf
Leonurus japonicus Yimucao Labiatae Dried aerial part
Ligusticum chuanxiong Chuanxiong Umbelliferae Dried rhizome
Lycium barbarum Digupi Solanaceae Dried root bark
Lycium chinense Digupi Solanaceae Dried root bark
Lycopus lucidus var. hirtus Zelan Labiatae Dried aerial part
Magnolia officinalis Houpo Magnoliaceae Dried stem bark, root bark, branch bark,

dried flower bud
Morinda officinalis Bajitian Rubiaceae Dried root
Morus alba Sang Moraceae Dried root bark, young branch
Ophiopogon japonicus Maimendong Liliaceae Dried root tuber
Paeonia lactiflora Shaoyao Ranunculaceae Dried root
Paeonia suffruticosa Shaoyao Ranunculaceae Dried root bark
Paeonia veitchii Shaoyao Ranunculaceae Dried root
Panax ginseng Renshen Araliaceae Dried leaf, root and fruit
Panax notoginseng Sanqi Araliaceae Dried root
Panax quinquefolium Xiyangshen Araliaceae Dried root
Piper longum Bibo Piperaceae Dried and nearly ripe or ripe fruitNDspike
Plantago asiatica Cheqian Plantaginaceae Dried herb, ripe seed
Plantago depressa Cheqian Plantaginaceae Dried herb, ripe seed
Platycladus orientalis Baiziren Cupressaceae Dried ripe kernel, twig and leaf
Polygala sibirica Yuanzhi Polygalaceae Dried root
Polygala tenuifolia Yuanzhi Polygalaceae Dried root
Polygonum multiflorum Heshouwu Polygonaceae Dried root tuber, lianoid stem
Pseudostellaria heterophylla Taizishen Caryophyllaceae Dried root tuber
Psoralea corylifolia Buguzhi Leguminosae Dried ripe fruit
Rehmannia glutinosa Dihuang Scrophulariaceae Fresh or dried root tuber
Rheum officinale Dahuang Polygonaceae Prapared dried root and rhizome
Rheum palmatum Dahuang Polygonaceae Prapared dried root and rhizome
Rheum tanguticum Dahuang Polygonaceae Prapared dried root and rhizome
Rhodiola crenulata Hongjingtian Crassulaceae Dried herb
Rhodiola fassigisa Hongjingtian Crassulaceae Dried herb
Rhodiola sachalinensis Hongjingtian Crassulaceae Dried herb
Rosa davurica Cimeiguo Rosaceae Fruit
Rosa laevigata Jinyingzi Rosaceae Dried ripe fruit
Rosa rugosa Meigui Rosaceae Dried flower bud, and fruit
Rubia cordifolia Qiancao Rubiaceae Dried root and rhizome
Salvia miltiorrhiza Danshen Labiatae Dried root and rhizome
Schisandra chinensis Wuweizi Magnoliaceae Dried ripe fruit
Scrophularia ningpoensis Xuanshen Scrophulariaceae Dried root
Similax glabra Tufuling Liliaceae Dried rhizome
Sinocalamus beecheyanus Zhuru Gramineae Dried middle shavings of stem

var. pubescens
Sophora japonica Huaishi Leguminosae Dried fruit
Tamarindus indica Suanjiao Leguminosae Dried fruit
Terminalia chebula Hezi Combretaceae Dried ripe fruit
Trigonella foenumNDgraecum Hulouba Leguminosae Seed
Trubulus terrestris Jili Zygophyllaceae Dried ripe fruit
Typha angustifolia Puhuang Typhaceae Dried pollen
Typha orientalis Puhuang Typhaceae Dried pollen
Vaccinium vitisNDidaea Yueju Ericaceae Dried fruit

Source: Data from Ref. 12–14.
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TABLE 98.13
Pharmacological Activities of some Wild Plants in China
Pharmacological Activities Plant Species Family Name

Cardiovascular System
1. Herbs with multiple actions Acanthopanax gracilistylus Araliaceae

Acanthopanax senticosus Araliaceae
Codonopsis pilosula Campanulaceae
Gynostemma pentaphyllum Cucurbitaceae
Panax ginseng Araliaceae
Panax quinquefolium Araliaceae

2. Cardiac herbs Alpinia oxyphylla Zingiberaceae
Apocynum venetum Apocynaceae
Lycopus lucidus var. hirtus Labiatae
Polygonatum kingianum Liliaceae
Polygonatum odoratum Liliaceae

3. Antihypertensive herbs Chrysanthemum indicum Compositae
Equisetum hiemale Equisetaceae
Eucommia ulmoides Eucommiaceae
Morus alba Moraceae
Raphanus sativus Cruciferae
Trubulus terrestis Zygophyllaceae

4. Antianginal herbs Cassia angustifolia Leguminosae
Chrysanthemum morifolium Compositae
Ginkgo biloba Ginkgoaceae
Ophiopogon japonicus Liliaceae
Panax notoginseng Araliaceae
Pueraria lobata Leguminosae
Rehmannia glutinosa Scrophulariaceae
Salvia miltiorrhiza Labiatae
Ziziphus jujuba Rhamnaceae

5. Antihypercholesterolemic herbs Alisma orientalis Alismataceae
Allium chinensis Liliaceae
Allium macrostemon Liliaceae
Cassia obtusifolia Leguminosae
Crataegus pinnatifida Rosaceae
Curcuma longa Zingiberaceae
Hippophae rhamnoides Elaeagnaceae
Polygonum multiflorum Polygonaceae
Trigonella foenumNDgraecum Leguminosae

6. Antishock herbs Citrus aurantium Rutaceae
Citrus sinensis Rutaceae

Nervous System
1. Anesthetics and muscle-relaxing herbs Rosa davurica Rosaceae

Rubia cordifolia Rubiaceae
2. Sedatives and hypnotic herbs Astragalus complanatus Leguminosae

Canavalia gladiata Leguminosae
Platycladus orientalis Cupressaceae
Ziziphus jujuba var. spinosa Rhamnaceae

3. Anticonvulsive herbs Gastrodia elata Ochidaceae
Piper nigrum Piperaceae

4. Antipyretic herbs Angelica dahurica Umbelliferae
Arctium lappa Compositae
Canarium album Bruseraceae
Centella asiatica Umbelliferae
Cimicifuga heracleifolia Ranunculaceae
Dendrobium chrysanthum Ochidaceae
Dendrobium loddigesii Ochidaceae
Lophatherum gracile Gramineae

(Continued)
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TABLE 98.13
(Continued )
Pharmacological Activities Plant Species Family Name

Nelumbo nucifera Nymphaeaceae
Perilla frutescens Labiatae
Phragmites communis Gramineae
Phyllanthus emblica Euphorbiaceae
Sterculia lychnophora Sterculiaceae
Zingiber officinale Zingiberaceae

5. Antirheumatic herbs Cichorium glandulosum Compositae
Cichorium intybus Compositae
Eupatorium fortunei Compositae

Alimentary System
1. Stomachic and “wind”-dispelling herbs Alpinia officinarum Zingiberaceae

Amomum vellosum Zingiberaceae
Aucklandia lappa Compositae
Citrus reticulata Rutaceae
Foeniculum vulgare Umbelliferae
Glycine max Leguminosae
Illcium verum Illiciaceae
Magnolia officinalis Magnoliaceae
Mentha haplocalyx Labiatae

2. Herbs promoting digestion Amomun compactum Zingiberaceae
Amomun kravanh Zingiberaceae
Citrus aurantium Rutaceae
Citrus reticulata Rutaceae
Eugenia caryophyllata Myrtaceae
Hordeum vulgare Gramneae
Piper longum Piperaceae
Pseudostellaria heterophylla Caryophyllaceae
Tamarindus indica Caesalpiniaceae

3. Laxative herbs Cannabis sativa Cannabidaceae
Cassia acutifolia Leguminosae
Cassia angustifolia Leguminosae
Cirsium japonicum Compositae
Prunus humilis Rosaceae
Prunus japonica Rosaceae
Prunus pedunculata Rosaceae
Prunus persica Rosaceae
Rheum palmatum Polygonaceae
Rheum tanguticum Polygonaceae

4. Antidiarrheal herbs Agastache rugosa Labiatae
Atractylodes macrocephala Compositae
Cinnamomum cassia Lauraceae
Euryale ferox Nymphaeaceae
Myristica fragrans Myristicaceae
Pogostemon cablin Labiatae
Terminalia chebula Compositae

5. Emetic and antiemetic herbs Cirsium setosum Compositae
Cyathula officinalis Amaranthaceae

6. Choleretic and antihepatitis herbs Gardenia jasminoides Rubiaceae
Schisandra chinensis Schisandraceae

7. Tonics and supporting herbs Cuscuta chinensis Convolvulaceae
Drynaria fortunei Compositae
Lilium lancifolium Liliaceae
Lycium barbarum Solanaceae
Morinda officinalis Rubiaceae
Paeonia lactiflora Ranunculaceae

(Continued)
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TABLE 98.13
(Continued )
Pharmacological Activities Plant Species Family Name

Psoralea corylifolia Leguminosae
Rosa laevigata Rosaceae
Rubus chingii Rosaceae
Sesamum indicum Pedaliaceae

Respiratory System
1. Antitussives Allium tuberosum Liliaceae

Fritillaria cirrhosa Liliaceae
Fritillaria hupehensis Liliaceae
Fritillaria thunbergii Liliaceae
Fritillaria ussuriensis Liliaceae
Fritillaria unibracteata Liliaceae
Laminaria japonica Laminariaceae
Phyllanths emblica Euphorbiaceae
Prunus armeniaca var. ansu Rosaceae
Prunus mandshurica Rosaceae
Prunus sibirica Rosaceae

2. Expectorants Brassica juncea Cruciferae
Citrus medica Rutaceae
Citrus wilsonii Rutaceae
Momordica grosvenori Cucurbitaceae
Platycodon grandiflorum Campanulaceae
Polygala sibirica Polygalaceae
Polygala tenuifolia Polygalaceae
Sinapis alba Cruciferae

Genitourinary System
1. Diuretic herbs Cornus officinalis Cornaceae

Imperata cylindrica var. major Gramineae
Morus alba Moraceae
Plantago asiatica Plantaginaceae
Plantago depressa Plantaginaceae
Vaccinium vitisNDidaea Vacciniaceae

2. Herbs affecting the uterus Achyrantes bidentata Amaranthaceae
Angelica sinensis Umbelliferae
Cyathula officinalis Amaranthaceae
Cyperus rotundus Cyperaceae
Leonurus japonicus Labiatae
Rosa rugosa Rosaceae

Hematopoietic System
1. Herbs promoting blood formation Morus alba Moraceae

Ligustrum lucidum Oleaceae
2. Immunoenhancing and Dioscorea opposita Dioscoreaceae

immunosuppressing herbs Dimocarpus longan Sapindaceae
Glehnia littoralis Umbelliferae

3. Hemostasic and antistasic herbs Bletilla striata Crchidaceae
Eclipata prostrata Compositae
Imperata cylindrica var. major Gramineae
Platycladus orientalis Cupressaceae
Rhodiola sachalinensis Crassulaceae
Sophora japonica Leguminosae

Endocrine System
1. Herbs affecting the thyroid gland Arctium lappa Compositae
2. Herbs affecting the adrenal cortex Glycyrrhiza uralensis Leguminosae

Glycyrrhiaza inflata Leguminosae
Panax ginseng Araliaceae

(Continued)
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TABLE 98.13
(Continued )
Pharmacological Activities Plant Species Family Name

3. Antidiabetic herbs Alisma orientalis Alismataceae
Anemarrhena asphodeloides Liliaceae
Atractylodes lancea Compositae
Lycium chinense Solanaceae
Morus alba Moraceae
Panax ginseng Araliaceae
Rehmannia glutinosa Scrophulariaceae
Scrophularia ningpoensis Scrophulariaceae

Chemotherapy
1. Antibacterial, antiviral, and antifungal herbs Aloe barbadensis Liliaceae

Aloe ferox Liliaceae
Astragalus membranaceus Leguminosae
Bambusa tuldoides Gramineae
Chaenomeles speciosa Rosaceae
Dolichos lablab Leguminosae
Fagopyrum dibotrys Polygonaceae
Houttuynia cordata Saururaceae
Ilex latifolia Aquifoliaceae
Ligustrum lucidum Oleaceae
Lonicera japonica Caprifoliaceae
Morus alba Moraceae
Paeonia fuffruticosa Ranunculaceae
Perilla frutescens Labiatae
Phaseolus calcaratus Leguminosae
Phaseolus angularis Leguminosae
Portulaca oleracea Portulacaceae
Similax glabra Liliaceae
Taraxacum mongolicum Compositae

2. Anthelmintics herbs Torreya grandis Taxaceae
Zanthoxylum bungeanum Rutaceae
Zanthoxylum schinifolium Rutaceae

3. Anticancer herbs Coix lacrymajobi var. maNDyuen Dioscoreaceae
Asparagus cochinchinensis Lilaceae

Source: Data from Ref. 15–21.

Walnut as a traditional medicine has been used for
more than one thousand years in China. Its medicinal func-
tions were reported in many medicinal literatures in ancient
China, such as in the Tang Dynasty, Song Dynasty, and
Ming Dynasty. The following are some folk remedies using
walnut kernel: 1) 15 g of walnut kernels is chewed carefully
and swallowed slowly, three times each day to cure hyper-
chlorhydria, gastritis, and duodenal ulcer; 2) 10–15 g of 
walnut kernels is roasted with proper brown sugar to be char-
coal, decocted in water, and drunk to cure diarrhea; 3)
walnuts are pounded with 100 g black sesame and 100 g
mulberry leaves to make pills, 7.5 g per pill, two pills each
day, one pill each time to cure vertigo, sleeplessness, and
poor memory.

3. Yam

Yam (Dioscorea spp.) is one of the earliest sources of
foods integrated into traditional folklore and ceremonial

occasions. It has served as a main sustenance of people liv-
ing in the tropical and subtropical countries (24). In China,
eating the tubers and roots of yam has a long history (25).

a. Nutrient contents
The major components of yam tubers and roots are water
and carbohydrates. Starch, the main carbohydrate, con-
sists of amylose and amylopectin in the starch granules.
Sugars, proteins, vitamins, minerals, and some polyphe-
nolic compounds as well as certain steroids are also pres-
ent in the tuber of yam. The major mineral elements in the
tuber include calcium, iron, phosphorus, potassium, man-
ganese, zinc, and magnesium (26).

b. Medicinal functions
Yam is a good source of calories for diabetic patients. The
main bioactive compounds in the tubers and roots of some
yam species such as Dioscorea zingiberensis are steroids.
One of the bioactive compounds, diosgenin, is widely
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TABLE 98.14
Nutritional Compositions of Tartary Buckwheat Flour and Other Cereal Flours
Nutrients Tartary Buckwheat Common Buckwheat Wheat Rice

Ash (%) 15 13 12 13
Crude protein (%) 10.5 6.5 9.9 7.8
Crude fat (%) 2.15 1.37 1.8 1.3
Starch (%) 73.11 76.59 71.6 76.6
Dietary fiber (%) 6.2 1.01 0.6 0.4
Vitamin B1 (mg/100 g) 0.18 0.08 0.46 0.11
Vitamin B2 (mg/100 g) 5.0 0.12 0.06 0.02
Vitamin PP (mg/100 g) 2.55 2.7 2.5 1.4
Vitamin P (mg/100 g) 3.05 0.21 0 0
K (mg/g) 4.2 2.9 1.95 1.72
Na (mg/g) ND ND 0.018 0.017
Ca (mg/g) 0.16 0.3 0.38 0.017
Mg (mg/g) 2.2 1.4 0.51 0.63
Fe (mg/g) 0.086 0.14 0.042 0.024
Cu (µg/g) 4.59 4.0 4.0 2.2
Mn (µg/g) 11.70 10.3 25.0 23.4
Zn (µg/g) 18.50 17.0 22.8 17.2
Se (µg/g) 0.43 ND ND ND

Source: Adapted from Ref. 22.

used to produce corticosteroids (e.g., cortisone), sex hor-
mones, fertility control compounds, anabolic agents, and
cardicatonic glycosides.

4. Angelica

Angelica (Angelica sinensis), called danggui in Chinese,
belongs to the family Umbelliferae. It is one of the most
popular traditional medicinal herbs in China. This herb is
mainly distributed in Gansu and Shaanxi, the northwest-
ern part of China. The roots are dried and sliced, and used
unprepared or stir-baked with wine (27).

a. Nutrient contents
There are many kinds of nutrients in the roots of angelica.
One gram of dry root contains approximately 4,025 µg
potassium, 520 µg calcium, 96 µg sodium, 698 µg magne-
sium, 11 µg manganese, 35 µg copper, 68 µg zinc, 90 µg
iron and 1 µg cadmium (28). Other nutrient components in
angelica include polysaccharides, terpenoids, amino acids,
vitamin B12 and vitamin A (29).

b. Medicinal functions
The main pharmacological functions of angelica are pro-
motion of blood circulation, proliferation of the blood
cells, relieving pain, and moistening the bowels (30, 31).
Angelica has been used by patients with the following
symptoms: 1) blood deficiency syndrome characterized by
sallow complexion, pale lips and tongue, dizziness, palpi-
tation, or pale nails; 2) irregular menstruation, amenor-
rhea, and menorrhalgia in case of blood deficiency; 3)
various kinds of pains due to blood stasis and rheumatic

arthralgia; 4) score, carbuncle, or pyogenic skin infections;
and 5) constipation due to blood deficiency and dryness of
the intestines.

Better pharmacological results may be achieved by
the combination of angelica with other medicinal herbs
such as Astragalus spp., Rehmannia spp., and peony
(Paeonia lactiflora) (31).

5. Sanchi-Ginseng

Sanchi-ginseng (Panax notoginseng) is a well-known
Chinese medicine belonging to the family Araliaceae. It is
mainly distributed in the Yunnan province in the south-
western part of China. Sanchi-ginseng is similar to Asian
ginseng (Panax ginseng) in many medicinal effects. Its
wild resource has become scarcer because of the increas-
ing demand on the market. It has been cultivated by eth-
nic groups in Wenshan area of Yunnan and served as a
useful plant a long time ago. Dai people in Yunnan tradi-
tionally cook it with chicken or pork. A wealth of experi-
ence of sanchi-ginseng cultivation has been accumulated
over the year by the ethnic groups, and no one knows
exactly when and how they began its domestication (32).

a. Nutrient contents
There are many compunds in sanchi-ginseng such as
saponins (ginsenosides), amino acids, polysaccharides,
essential oils, phytosterol, inorganic ions, etc. (33). One of
the main compounds of nutritional and pharmaceutical
importance is saponin. Therefore, research has been focused
on the separation and structural determination of saponin
and its derivatives. A number of dammarane types of
triterpenoid saponins are contained as the main constituents
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in the plant. Sapogenin panaxadiol and panaxatriol have
been obtained by hydrolysis of saponins. Some character-
istic saponins such as notoginsenosides R1 and R2 appear
only in sanchi-ginseng (34).

There are more than 16 amino acids existing in the
roots of sanchi-ginseng. A special amino acid, β-N-oxalo-
L-α,β-diaminopropionic acid, which was named as
dencichine, has shown clear hemostatic activity. The aver-
age content of dencichine reaches 0.87% in the roots.
Hence, sanchi-ginseng has been used as a hemostatic
product in clinical practice. In addition, more than 79
essential oils have been identified in sanchi-ginseng.
There are also some bioactive polysaccharides or san-
chinins, which can stimulate immunological functions.
Besides, some phytosterols such as carotin, stigmasterol,
sitosterol, and some trace elements such as calcium, phos-
phorus, and iron are found in sanchi-ginseng (33, 35).

b. Medicinal functions
Dai and Zhuang people in Yunnan have used sanchi-ginseng
as a hemostat for external application for many years. There
are many pharmacological actions of sanchi-ginseng. It has
clear hemostatic activity and has been shown to increase
the number of red blood cells. It also has antiarrhythmic
effects, and may lower the blood pressure transiently. The
extracts of sanchi-ginseng, saponins, have many beneficial
effects on the metabolism of proteins, sugars, RNA, cho-
lesterols, and lipids in experiments using animal models
(36). The non-toxicity of sanchi-ginseng to animals makes
it possible for wide applications in clinical practices.

Sanchi-ginseng has been used to treat gastric, intes-
tinal, and cranial cavity gynaecological haemorrhages. It
is also the most important component of the famous Chinese
medicine “Yunnan-Baiyao” which has shown strong hemo-
static, hemotonic, and roborant activities. Recently, the roots
of sanchi-ginseng have been used to treat coronary heart
diseases, hepatitis, high cholesterol, and high blood lipid.
Sanchi-ginseng is being developed into a modern medicine
based on its traditional use (37).

IV. SAFETY OF EDIBLE PLANTS

Plant foods may contain, in addition to the many well-
known major and minor nutrients, many kinds of natu-
rally occurring toxic compounds which are commonly
termed “nature’s pesticides” because they are often toxic
to predators, such as insects and animals including human.
Fortunately, plant foods also contain natural chemicals
that may counteract the adverse effects of many natural and
synthetic toxins. While much work on these “antitoxins”
or “chemopreventives” is still needed, the data available thus
far are very encouraging, and some plant foods can actually
reduce the incidence of certain types of cancer.

The terms “poisonous” and “non-poisonous” are two
relative concepts. It is important for us to recognize plants,

collect plant parts in a certain period, process materials
with appropriate methods, and cook them correctly. Since
it is practically impossible to avoid all plant-derived toxins
in a normal diet, the best way to minimize potential hazards
would be to eat a wide variety of plant foods, but not too
much of any one item.

As poisonous plants grow in wild areas with edible-
plants, some reference books are helpful to provide basic
knowledge in distinguishing edible plants from the poi-
sonous counterparts (38–41). The compositions of poi-
sonous components in certain plants have been recently
summarized (42). In addition, pesticide residues in edible
plants are also of great concern to consumers (43).

A. IDENTIFICATION OF EDIBLE PLANTS

There are several groups of plants that are either entirely
nontoxic or mostly nontoxic with certain qualifications
(39, 40). It is certainly the best way to precede learning
each plant that is to be consumed with a study of edible
wild plants. Nevertheless, studying the edible plant families
should not be considered a shortcut approach, since it still
necessitates careful observation of all the floral character-
istics. For example, there are small differences between the
plants poisonous celery (Cicuta virosa) and edible water
celery (Oenanthe javanica) in terms of their morphological
characteristics. It is thus necessary to make sure that a given
plant has been clearly identified as a member of certain
families before sampling any part of it. Some examples of
relatively easily recognized plant families that are non-
toxic and primarily edible are shown in Table 98.15 (38–41).

B. NATURAL TOXINS AND CHEMOPREVENTIVES IN

PLANTS

1. Natural Toxins in Plant Foods

a. Canavanine
Canavanine is produced in some legumes such as edible
alfalfa (Medicago sativa). It is an analog of arginine, and
can substitute for this amino acid in cellular proteins,
thereby compromising their functions. Canavanine can
inhibit the enzyme nitric oxide synthetase (44) and induce
heat-shock proteins in human cells in vitro (45).

b. Cyanogenic glycosides
Cyanogenic glycosides are cyanide-containing compounds
naturally present in seed of apples, apricots, cherries,
peaches, and pears, and also in almonds, sorghum, lima
beans, cassava, corn, yams, chickpeas, and kirsch (46). It
is well known that cyanide is one of the most acutely toxic
chemicals. It binds to and inactivates heme enzymes, in
particularly mitochondrial cytochrome oxidase, resulting
in an acute, life-threatening anoxia. Cases of acute human
poisoning from cyanide released from certain varieties of
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TABLE 98.15
Plant Families with Nontoxic and Primarily Edible Species
Family Name Edible Species Edibility

Amaranthaceae Achyranthus spp. The young leaves can be eaten raw or cooked. The older leaves should be cooked
since they become bitter with age.

Chenopodiaceae Beta vulgaris Chenopodium album The leaves can be eaten raw in salads. Older greens may need cooking to render
them less bitter and more palatable. Seeds of most members can be harvested,
winnowed, and used as a flour or flour extender.

Compositae Bedens pilosa When young, many of these herbs can be included in salads, or used as the main
Lactuca spp. salad ingredient. They quickly become bitter as they get older and are then 
Sonchus spp. best as cooked greens.
Taraxacum officinale

Cruciferae Brassica spp. Mustard leaves add a spicy flavor to salads and make a good steamed vegetable or 
Lepidium spp. spinach-type dish. The flowers, unopened flower buds, and many of the tender

fruits can also be added to salads or cooked foods.
Fagaceae Castanea henryi The nuts are eaten. For some nuts such as acorns, leaching out the bitter tannic acid 

Castanopsis spp. before use is essential. In some cases, the bark and leaves may be used for
Fagus spp. medicinal purposes.
Quercus spp.

Juglandaceae Juglans regia The nuts of all can be eaten, though in many cases, a rock or hammer is required to
break the thick, hard shell.

Labiatae Mentha spp. Some of these plants are more aromatic than others. Many of the leaves are used for 
Salvia spp. making beverages or medicinal teas. The seeds of many can be harvested and used

in bread products, ground into flour, or used in tea.
Malvaceae Malva spp. The leaves of all these plants can be eaten raw in salads or cooked like spinach. The roots

Hibiscus spp. of some are tender enough to be used. The flowers and fruits are edible raw or cooked.
Portulacaceae Portulaca oleracea The entire ground plant can usually be eaten raw. It may need to be steamed

sometimes for improved palatability. The seeds can also be harvested and eaten.
Rosaceae Fragaria spp. Many leaves of this group can be eaten, some raw, some when cooked. The petals

Prunus spp. can be eaten as well as the fruits, if fleshy and palatable. The leaves and seeds of
Rosa spp. this group may contain cyanide. There is rarely a problem consuming them in small 

to moderate amounts, but poisonings have occurred when eaten in large amounts.

Source: Adapted from Ref. 38–41.

lima beans, cassava, and bitter almonds are a regular
occurrence (47).

c. Allyl isothiocyanates
Allyl isothiocyanates are a group of major naturally
occurring compounds that confer a pungent flavor to foods,
such as mustard and horseradish, where it is present at
about 50 to 100 µg/g. It is also present at much lower levels
in cruciferous vegetables such as broccoli and cabbage, and
in cassava and other tropical staple foods. Isothiocyanates
occur in cruciferous vegetables as glucosinolate conju-
gates that are hydrolyzed when the plant releases enzymes
during chewing (48, 49). Isothiocyanates are toxic goito-
gens that inhibit the binding of iodine in the thyroid hor-
mones thyroxine (T4) and triiodothyronine (T3). Normal
dietary exposures to isothiocyanate-containing foods
release milligram amounts of isothiocyanates (43).

d. Pyrrolizidine alkaloids
Pyrrolizidine alkaloids (PAs) are common plant toxins
produced by over 200 species of flowering plants. PA-
containing plants pose significant health hazards to people

who consume some kinds of herbal teas and traditional
folk remedies and those who eat grain-based foods con-
taminated with PA-containing plant parts (50).

e. Acetylcholinesterase inhibitors in potatoes
Members of the family Solanaceae contain a variety of
toxic glycoalkaloids. Potatoes (Solanum tuberosum) are
an important food staple in many parts of the world and,
under certain conditions, produce a variety of glycoalka-
loids. Potatoes that have been damaged, exposed to light
(green), or sprouted contain the glycoalkaloids α-solanine
and α-chaconine. Like physostigmine, solanine and cha-
conine are highly potent inhibitors of the enzyme acetyl-
cholinesterase. Larger amounts of solanine and chaconine
are contained in the green parts of potatoes (51).

f. Tannins
Tannins occur in nearly every plant-derived food. They
have the ability to bind to and/or precipitate proteins. The
ability of tannins to bind to proteins is of great toxicolog-
ical and nutritional concern. Tannins also bind strongly to
metals, such as iron, copper, and zinc, and consequently
reduce the gastrointestinal absorption of these metals (52).
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g. Caffeic acid and chlorogenic acid
Caffeic acid and its quinic acid conjugate chlorogenic acid
occur in an extremely wide range of fruits and vegetables.
Caffeic acid inhibits 5-lipoxygenase, a key enzyme in the
biosynthesis of various eicosanoids, such as leukotrienes
and thromboxanes. These eicosanoids are mediators of a
wide variety of physiological and disease status, and are
involved in immunoregulation, asthma, inflammation, and
platelet aggregation (53, 54).

2. Natural Chemopreventives in Plant Foods

a. Isothiocyanates
Isothiocyanates are a large group of natural plant com-
pounds that exhibit promising anticancer properties.
Sulforaphane is a recently discovered powerful chemo-
protective often found in broccoli and other cruciferous
vegetables (55).

b. Indole 3-carbinol
Indole 3-carbinol (I-3-C), also present in cruciferous veg-
etables, is another promising chemopreventive (43). I-3-C
may inhibit carcinogenesis caused by a number of chem-
icals in rodents and rainbow trout, most likely by multiple
mechanisms. It is thought that I-3-C and its derivatives,
produced under acid conditions in the stomach, are most
likely to be the bioactive compounds.

c. Polyphenols
Many foods are a rich source of chemopreventive polyphe-
nolics, which are a type of plant tannin. Strawberries, black-
berries, cranberries, walnuts, and pecans are particularly
good sources of the polyphenol compound ellagic acid
that is the hydrolysis product of ellagitannins. Ellagic acid
has been shown in numerous studies to be a versatile
inhibitor of tumors at a number of sites induced by several
compounds (56).

V. CONCLUSIONS AND FUTURE 
PROSPECTS

Many wild edible plants have been eaten as vegetables for
a long time in China. More information on these plants
should be collected and carefully studied. While recording
information on each food plant, it is necessary to know
how it is prepared, cooked or eaten raw, consumed as sta-
ple or vegetable, what spices and other ingredients may be
added in the preparation, eaten regularly, in scarcity or at
particular occasions, etc. Ethnobotanical knowledge could
be helpful to understanding what Chinese botanicals are
edible and beneficial to health (3, 8, 57).

It is also known that many kinds of edible ferns and
fungi are nutritious and widely distributed in China, which
are not covered in the present chapter. Further readings on
these edible ferns and fungi are thus recommended (58–61).

Wild edible plants are receiving more and more atten-
tion due to their multiple beneficial functions. As a result,
wild edible plants have been in great demand in recent
years. Some Chinese edible plants have been exported to
other countries (e.g., Japan, South Korea, Europe, and
North America). Domestication and cultivation of these
wild edible plants have become a new trend. Some species
have also been imported from other countries such as
Opuntia ficus-indica from Mexico (62), Eutrema wasabi
from Japan (63, 64) and are now cultivated in China. It is
very important for the sustainable development of wild
edible plant resources so as to maintain their economic
and health contributions to mankind.
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I. INTRODUCTION

There is an increasing number of epidemiological studies
that support the health benefits of increasing vegetable con-
sumption (1–3). These benefits are generally associated
with the typical intake of fresh and cooked vegetables. In
addition, there is much interest in potential health benefits

from other vegetable components such as fresh and dried
culinary herbs, as well as medicinal herbs in the form of
dietary supplements (4,5).

This chapter describes many of the known and potential
healthful characteristics of typical vegetables consumed as
foods or as non-food vegetable components. Also, potential
contraindications are identified for the use of various
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medicinal plants. In addition, regulations related to the use
of vegetable components as dietary supplements are dis-
cussed along with the labeling and advertising of these
products.

II. BENEFITS AND POTENTIAL RISKS 
OF VEGETABLES AS DIETARY 
SUPPLEMENTS

A. BENEFITS AND RISKS

With the numerous health-promoting aspects of vegeta-
bles and their components, the growing interest in incor-
porating these into dietary supplements is not surprising.
Many of the purported health benefits of commonly con-
sumed vegetables are presumed to be beneficial in dietary
supplements that use vegetable products and their compo-
nents as ingredients (see Chapter 2)(6).

Medicinal herbs of botanical origin extend the use of
vegetables into the medical realm. Many plant products
have been used in the development of purified drugs with
many of the known health benefits claimed by various cul-
tures from traditional use (7,8).

Along with the many benefits, associated health risks
related to herbs are quite complicated. Because of the
genetic complexities of humans, the variety of potential
health/disease conditions, and the addition of an almost
limitless number of potential herb and pharmaceutical
drug combinations, it is nearly impossible to predict the
complete safety of any dietary supplements. And although
there is a long history of traditional use for many botani-
cal components of dietary supplements, this is not always
the case with new or processed herb products.

1. Culinary Vegetables in Supplement Form

Many popular claims of efficacy and safety are based on
beliefs derived from reports of traditional use and ethno-
botanical literature. However, when a botanical product is
processed into the form of a dietary supplement and used
by thousands of people from multiple racial groups for a
great variety of health problems, complications are very
possible. Manufacturers of herbal dietary supplements can
reduce their risk by consulting reliable resources related
to the ingredients to be used in a product.

Frequently, assumptions are made that the health
benefits of vegetables (as indicated by epidemiological
studies) are due to specific compounds in vegetables
such as carotenoids, isoflavones, etc. As a major
carotenoid in many vegetables, β-carotene has often been
considered to be a major beneficial compound. This
prompted studies of β-carotene supplements that resulted
in the unexpected result of increased incidence of lung
cancer in smokers who received the β-carotene supple-
ments (9).

Similarly, traditional use of herbal plant materials does
not always translate to similar efficacy and safety when the
herb is processed into the form of powders and pills for use
as dietary supplements. A highly controversial situation
recently developed when the German Federal Institute for
Drugs and Medical Devices (BfArM) canceled all regis-
trations for medicinal products containing kava (Piper
methysticum) due to reports of liver damage. In light of
centuries of traditional use of kava or kava-kava in South
Pacific cultures, this was unexpected by the supplement
industry (10).

2. Functions, Contraindications, Side Effects,
and Dangerous Interactions

Major references on botanicals can be contradictory on
some issues. It is the authors � opinion that the most reli-
able science-based references available are The Complete
German Commission E Monographs (Commission E) pub-
lished in 1998 and Herbal Medicine: Expanded Commission
E Monographs (Expanded Commission E) published in
2000 (11, 12). In order for a botanical to be marketed in
Germany as an over-the-counter product, approval by the
German Commission is required. In addition, these evalua-
tions frequently agree with approvals by both the World
Health Organization (WHO) (13) and the European
Scientific Cooperative on Phytotherapy (ESCOP)(14).

Commission E includes 380 monographs on various
herbs and herbal preparations (11). Expanded Commission
E focuses on about 100 of the herbs commonly sold in the
United States (12). Each monograph is expanded from the
original Commission E monograph to include updated
information on botany, history, composition, safety, efficacy,
and therapeutic use. Also, extensive references are included
that are not included in Commission E. Although many
would imply that these references are too limited or out-
dated, the authors believe that it is important to use a con-
servative approach both in evaluating function claims
based on science and dietary supplement safety.

Table 99.1 provides a list of factors that can affect 
both the functionality of the botanical and the toxicity of
the botanical. The uncontrollable nature of these factors
makes standardization of active compounds somewhat of
a challenge.

Table 99.2 provides a list of common English names for
vegetables and herbs with their botanical (Latin) and phar-
macopeial names. Since different species of herbs can some-
times have identical English names, verification of the
botanical name for an herb is essential. In addition, vari-
ous parts of a given plant may be used for very different
effects and consequently are not interchangeable. To avoid
confusion, the pharmacopeial names identify the plant name
and part or type of preparation. For example, the pharma-
copeial names basilici herba, basilici folium, and basilici
aetheroleum refer to the whole above ground herb, the

99-2 Handbook of Food Science, Technology, and Engineering, Volume 2

DK9848_C099.qxd  15/Oct/05  05:07 PM  Page 2



leaf, and the oil of the herb respectively. See Commission
E for a more complete discussion of this nomenclature.

Table 99.2 also identifies the Commission E approval
status and provides quick reference to various positive and
negative properties that each plant part may have. The table
information is derived from three key sources (11, 12, 15)
with supplemental information from other respected sources
(13, 16). Table 99.2 often reflects that a botanical can have
both a positive and a negative effect on the same physio-
logical system depending on dosage, duration of use, or
other factors listed in Table 99.1. Contradictory informa-
tion can be readily identified by comparing stated uses for
an entry and the contraindications and side effects given.

Contraindications are conditions with which an herb
or other botanical should not be used. Examples of the types
of contraindications identified in Commission E for various
herbs include allergies, children and infants, diabetes,
gallstones, HIV, renal inflammation or disease, etc.

Side effects are potential adverse reactions that have
been reported for an herb. Similar to purified drugs, the
occurrence of an adverse reaction to a particular herb (side
effect) may be rare and should not be considered to be an
inevitable result of using an herb or herbal product.

Reproduction, lactation, and the effect of botanicals on
children are listed in the table only when there has been a
known effect. However, it should be cautioned that these
populations are at greater risk from potential toxicity side
effects of botanicals.

3. Adverse Events Monitoring

The U.S. Food and Drug Administration, Center for Food
Safety and Applied Nutrition, Office of Special Nutritionals

has established a Special Nutritionals Adverse Event
Monitoring System (SN/AEMS). This system obtains and
records information from a wide variety of sources with
the purpose of identifying emerging public health prob-
lems related to marketed products. Since an adverse event
associated with a product may or may not have been caused
by the product, the system is designed to identify patterns
of adverse and unanticipated or unintended safety problems
that may call for public health action (17).

B. ADDITIONAL SOURCES OF RELIABLE

INFORMATION

Although there seem to be more sources available that
rely on information about traditional use of herbs than on
science-based data, there are additional science-based
sources available for the public (18–21).

It has become obvious that herbal dietary supplement
information on Internet web sites must be used with cau-
tion. In July 2002, the Federal Trade Commission (FTC)
sent a press release warning consumers about greater than
280 web sites making questionable health claims. This eval-
uation was made by a 19 member international Internet
health network of consumer protection law enforcement
agencies led by the Australian Competition and Consumer
Commission and can be found at http://www.ftc.gov/opa/
2002/07/biopulse2.htm.

Because the area of dietary supplements is changing
so rapidly, valid websites may be the best way to stay cur-
rent. Table 99.3 provides websites of particular interest for
dietary supplements.

III. DIETARY SUPPLEMENT HEALTH AND
EDUCATION ACT OF 1994

In October 1994, the Dietary Supplement Health and
Education Act (DSHEA) was enacted [Public Law
103–417]. This legislation was developed with the inten-
tion to provide consumers with the option to include
dietary supplements in their overall health choices to
decrease both disease and health-care expenses (22).

Rather than view dietary supplements as drugs, DSHEA
regulates dietary supplements more like foods. Dietary sup-
plement labels are required on every supplement with a
number of similarities to the nutrition facts panel found on
foods. In both cases, the manufacturers must ensure that
the label information is truthful and not misleading (23).

There are four key features of DSHEA, besides label-
ing, which include:

1. Legally defines the term dietary supplement.
2. Places the premarket burden of safety on the

manufacturers of dietary supplements.
3. Identifies constraints for written information

relating to dietary supplement sales requiring that
it be scientifically valid and not misleading.

Vegetable and Plant Parts as Legal Dietary Supplements 99-3

TABLE 99.1
Factors that Can Affect the Functionality and Toxicity
of Botanical Dietary Supplements
Conditions Affecting Active Compound Concentrations
1. Growing Conditions (soil type and nutrition, climate, weather, and

geographical conditions)
2. Processing Effects on Botanical Compounds (powders, extracts, tinc-

tures, dried plant part)
3. Pharmaceutical Quality of Supplement
4. Standardization of Active Ingredients Concentration

Conditions Affecting Botanical Safety for Humans
1. Dosage (per body size, age, gender, health)
2. Mode of Administration (pill, powder, gel, liquid)
3. Health Status of Individual (immune system status, as well as free of

illness or injury or already in a disease state)
4. Reproductive State of Individual (pregnancy, lactation)
5. Children and Elderly
6. Intake of Potentially Conflicting Substances (pharmacological drugs,

over-the-counter drugs, nutrient dietary supplements, and other
botanical dietary products)

7. Duration of Dosage
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TABLE 99.3
Internet Resources for Information on Medicinal and Culinary Herbs
AGRICOLA (Agricultural online Access) National Agricultural Library
Provides access to a large bibliographic database of information on herbs.
http://www.nal.usda.gov/

AMERICAN BOTANICAL COUNCIL
A comprehensive and current source of information on herbs; membership required for full access.
http://www.herbalgram.org/

AMERICAN HERBAL PHARMACOPOEIA AND THERAPEUTIC COMPENDIUM
Good source of authoritative monographs on botanical; new monographs are published on a regular basis.
http://herbal-ahp.org/

AMERICAN HERBAL PRODUCTS ASSOCIATION
A national trade association that promotes responsible commerce of products that contain herbs.
http://www.ahpa.org/

AMERICAN HERBALISTS GUILD
A professional organization promoting standards of competency in herbal medicine.
http://www.americanherbalistsguild.com/

AMERICAN SOCIETY OF PHARMACOGNOSY
A professional scientific organization promoting the science of pharmacognosy.
http://www.phcog.org/

BOTANICAL MEDICINE INFORMATION RESOURCES
Website of the Rosenthal Center for Complementary and Alternative Medicine; provides many links to journals, mailing lists, and regulatory 

information.
http://www.rosenthal.hs.columbia.edu/Botanicals.html

BRITISH HERBAL MEDICINE ASSOCIATION
Professional society founded to advance the science and practice of herbal medicine in the United Kingdom.
http://info.ex.ac.uk/phytonet/bhma.html

CONSUMER LAB.COM
Independent organization that tests herbs and health & nutrition products for purity and accuracy in labeling.
http://www.consumerlab.com/

DIETARY SUPPLEMENT EDUCATION ALLIANCE
www.supplementinfo.org

FDA CENTER FOR FOOD SAFETY AND APPLIED NUTRITION
Location for industry guidance on labeling.
www.cfsan.fda.gov/�dms/supplmnt.html

HERB RESEARCH FOUNDATION
A nonprofit research and education organization that strives to improve world health through the informed use of herbs.
http://www.herbs.org/

HERBAL ABSTRACT PAGE
Provides hundreds of Medline and other abstracts dealing with herbal and traditional Chinese medical therapies.
http://www.vet-task-force.com/Medline4.htm

HERBAL MEDICINE FROM MEDLINEplus
Provides links to the latest news on herbs and other practical sources of information.
http://www.nlm.nih.gov/medlineplus/herbalmedicine.html

INTERNATIONAL BIBLIOGRAPHIC INFORMATION ON DIETARY SUPPLEMENTS
IBIDS is a database of published, international, scientific literature on dietary supplements, including vitamins, minerals, and botanical produced by the
Office of Dietary Supplements (ODS) at the National Institutes of Health. It presently contains 676,453 unique scientific citations and abstracts (8/02)

JOURNAL OF NATURAL PRODUCTS
Full text access to the journal of the American Society of Pharmacognocy
http://pubs.acs.org./journals/jnprdf/index.html

MEDLINE PLUS HEALTH INFORMATION HERBAL MEDICINE PAGE
http://www.nlm.nih.gov/medlineplus/herbalmedicine.html

NATIONAL CENTER FOR COMPLEMENTARY AND ALTERNATIVE MEDICINE (NCCAM)
www.nccam.nih.gov

(Continued)
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4. Creates the Office of Dietary Supplements (ODS)
in the National Institutes of Health (NIH) to coor-
dinate dietary supplement research within NIH. 

It is also the responsibility of ODS to advise other Federal
agencies regarding dietary supplements.

A. DIETARY SUPPLEMENT TERMINOLOGY

FDA traditionally considered dietary supplements to be
composed only of essential nutrients including vitamins,
minerals, and proteins. In 1990 the Nutrition Labeling and
Education Act identified herbs and similar nutritional sub-
stances as dietary supplements. In 1994, DSHEA legally
defined dietary supplement to include non-nutrients such
as herbs, fish oils, psyllium, enzymes, glandulars, and mix-
tures of these (22).

The short formal definition of a “Dietary Supplement”
is a product (other than tobacco) that is intended to sup-
plement the diet that bears or contains one or more of the
following dietary ingredients (23):

● A vitamin
● A mineral
● An herb or other botanical
● An amino acid
● A dietary substance for use by man to supple-

ment the diet by increasing the total daily intake.
This might include enzymes or tissues from
organs or glands.

● A concentrate, metabolite, constituent, extract, or
combinations of these ingredients

and

● Is intended for ingestion in pill, capsule, tablet,
or liquid form

● Is not represented for use as a conventional food
or as the sole item of a meal or diet

● Is labeled as a “dietary supplement”

The expanded definition can be found at web site for the
Office of Dietary Supplements National Institutes of Health
at http://ods.od.nih.gov/health.aspx.

Botanical ingredients include all plant-derived mater-
ials whether fresh, preserved, or dried full plants, plant
parts, plant species mixtures, plant extracts, and compounds
found in such materials. Items that are commonly termed
herbs or herbal products, regardless of whether they meet
the dictionary definition of herb or that are comprised of
parts, extracts, or preparations of woody plants are included
as botanical ingredients. Botanicals also include fungi and
algae. Herbs are considered to be flowering plants whose
stems above ground do not become woody (24).

Any dietary ingredient that was not marketed in the
United States in a dietary supplement prior to October 15,
1994 is considered a “new dietary ingredient” (25). If a
“new dietary ingredient” is to be marketed in a dietary
supplement, the following conditions must be met:

1. The substance is first considered to be a
“dietary ingredient” (26).
A dietary ingredient is defined as a vitamin; a
mineral; an herb or other botanical; an amino
acid; a dietary substance for use by man to sup-
plement the diet by increasing total dietary
intake; or a concentrate, metabolite, constituent,
extract, or combination of any of the above
dietary ingredients.

2. The product qualifies for the definition of dietary
supplement (see DSHEA terminology above)
and is not presently nor has it been authorized
for investigation as an approved drug, certified
antibiotic, or licensed biologic (26).

Also a dietary supplement containing a “new dietary
ingredient” shall be deemed adulterated unless it meets at
least one of two requirements:

1. The dietary supplement contains only dietary
ingredients which have been present in the food
supply as an article used for food in a form in
which the food has not been chemically altered.

2. There is a history of use or other evidence of
safety establishing that the dietary ingredient
when used under the conditions recommended

TABLE 99.3
(Continued )
OFFICE OF DIETARY SUPPLEMENTS (National Institute of Health)
ODS supports research and disseminates research results in the area of dietary supplements.
http://ods.od.nih.gov/index.aspx

ROCKY MOUNTAIN HERBAL INSTITUTE
Offers continuing education courses and other resources on Chinese herbal sciences for medical and health professionals.
http://www.rmhiherbal.org/

WHO MONOGRAPHS OF MEDICINAL PLANTS
Provides online access to a variety of resources on medicinal plants.
http://www.who.int/medicines/library/trm/medicinalplants/medplantsdocs.shtml

U.S. PARMACOPEIA Dietary Supplement Verification Program (DSVP)
http://www.usp-dsvp.org/
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or suggested in the labeling of the dietary sup-
plement will reasonably be expected to be safe
and, at least 75 days before being introduced or
delivered for introduction into interstate com-
merce, the manufacturer or distributor of the
dietary ingredient or dietary supplement provides
the FDA with information, including any cita-
tion to published articles, which is the basis 
on which the manufacturer or distributor has
concluded that a dietary supplement containing
such dietary ingredient will reasonably be
expected to be safe (25).

B. DSHEA RESPONSIBILITIES

1. Manufacturers

The greatest difference between the regulation of food
products and dietary supplements is that the manufacturer
is responsible for ensuring that their product is safe prior
to marketing. Under DSHEA’s guidelines, manufacturers
also are responsible for ensuring that product information
is both truthful and is not misleading.

Manufacturers must also follow FDA’s Current Good
Manufacturing Practices in manufacturing, packing, or
holding dietary supplements (27).

The DSHEA amends the adulteration provisions of the
FD&C Act. Under DSHEA a dietary supplement is adul-
terated if it or one of its ingredients presents “a significant
or unreasonable risk of illness or injury” when used as
directed on the label, or under normal conditions of use (if
there are no directions). A dietary supplement that contains
a new dietary ingredient (i.e., an ingredient not marketed for
dietary supplement use in the U.S. prior to October 15,
1994) may be adulterated when there is inadequate infor-
mation to provide reasonable assurance that the ingredient
will not present a significant or unreasonable risk of illness
or injury. The Secretary of HHS may also declare that a
dietary supplement or dietary ingredient poses an imminent
hazard to public health or safety. However, like any other
foods, it is a manufacturer’s responsibility to ensure that its
products are safe and properly labeled prior to marketing.

2. Food and Drug Administration

Under DSHEA, FDA’s responsibility for dietary sup-
plements begins after a product reaches the market. This
responsibility includes evaluating product information on
labels, package inserts, and accompanying literature which
may make a product unsafe. FDA recently expanded their
evaluations to include product information on company
websites.

DSHEA also grants FDA the authority to establish
Good Manufacturing Practices (GMPs) for dietary sup-
plements that are similar to those used for food products.
These GMPs should ensure the safety of dietary supplements

throughout formulation, manufacturing, packaging, stor-
age, and shipping.

3. Federal Trade Commission

The Federal Trade Commission (FTC) bears the responsi-
bility of regulating false advertising claims for both food
and dietary supplements. Under DSHEA, the FTC is the
lead agency to assure that information within and on dietary
supplement packages is both truthful and not misleading.
This responsibility carries over to accompanying literature
as well.

C. CONSTRAINTS ON WRITTEN PRODUCT

INFORMATION

There are multiple levels of dietary supplement informa-
tion available to the consumer, with a significant amount
based primarily on traditional uses and “word-of-mouth”
testimonials. Prior to passage of DSHEA, information
linked to supplement sales was not always based on sci-
ence, however DSHEA now requires that written infor-
mation relating to the sale of dietary supplements be
scientifically valid and not be misleading to the consumer.
This includes constraints on product labeling described
below in Section IV-D “Claims.”

D. OFFICE OF DIETARY SUPPLEMENTS

DSHEA’s intention is for the Office of Dietary Supple-
ments (ODS) to be the coordinating body for dietary sup-
plement research within NIH. This responsibility includes:
1) promoting scientific research on supplements related to
their potential for decreasing the incidence of chronic dis-
eases; 2) becoming a worldwide reservoir for dietary sup-
plement scientific data, and 3) being a scientific advisor to
other federal agencies including Human Health Services
and FDA.

IV. LABELING OF DIETARY SUPPLEMENTS

A. GENERAL LABELING INFORMATION

As with food products, there is a set of information that
must be supplied on the product label. This includes a
descriptive name of the product that clearly identifies the
product as a “dietary supplement” on the front label (e.g.
Vitamin E Dietary Supplement). Also required is the
name and place of business of the manufacturer, packer,
or distributor; a complete list of ingredients; and the net
contents of the product. To access current information on
basic and specific dietary supplement regulations, see
Industry Information and Regulations at the U.S. Food &
Drug Administration Center for Food Safety & Applied
Nutrition Dietary Supplements web site [http://www.
cfsan.fda.gov/�dms/ds–ind.html].
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All dietary supplements also require a “Supplement
Facts” panel and not “Nutrition Facts” even if the dietary
supplement is a nutrient. Below the panel, a statement of
ingredients should list all dietary ingredients not already
identified in the “Supplement Facts” panel (e.g., rose hips
as the source of vitamin C). And the ingredient statement
should include other food ingredients (e.g., water, oil, and
sugar), and technical additives or processing aids (e.g.
colors, flavors, gelatin, preservatives, and stabilizers). See
http://www.cfsan.fda.gov/�lrd/fr97923a.html.

In addition, it is also required that ingredient statements
clearly indicate which part of the plant is used including
that in extracts, oils and any other form.

B. SUPPLEMENT FACTS PANEL

The “Supplement Facts” must include the quantity for
each dietary ingredient per serving. The listing may include
the source of a dietary ingredient (e.g., “300 mg. calcium
from calcium gluconate”). If an ingredient is listed in the

“Supplement Facts” panel, it is not required to also be
listed in the statement of ingredients.

For dietary supplements containing significant amounts
of nutrients that have recommendations for daily consump-
tion (Daily Values), ingredient lists must list nutrients in
the order that FDA has established for labeling (28). See
Table 99.4.

For supplements containing botanicals, including pro-
prietary blends, the total quantity of all dietary ingredients
in the blend (excluding inert ingredients) must be listed.
Also for products containing herbal and/or botanical ingre-
dients, the label must indicate the part of the plant from
which the ingredient is derived (e.g. root, leaf, bark).

DSHEA indicates that when an official compendium
exists for a dietary supplement, then the supplement must
meet the specifications of the compendium or the product
can be considered to be misbranded. Three such official
compendia include the U. S. Pharmacopeia, the Homeo-
pathic Pharmacopeia of the United States, and the National
Formulary.

TABLE 99.4
Reference Nutrient Values for Dietary Supplements

Mandatory Voluntary

Nutrient Daily Values Nutrient Daily Values

Total Fat* 65 g DRV** Vitamin D 400 IU RDI
Saturated fatty acids 20 g DRV Vitamin E 30 IU RDI
Cholesterol 300 mg DRV Vitamin K 80 mcg RDI
Sodium 2400 mg DRV Thiamin 1.5 mg RDI
Potassium 3500 mg DRV Riboflavin 1.7 mg RDI
Total carbohydrate 300 g DRV Niacin 20 mg RDI
Fiber 25 g DRV Vitamin B6 2.0 mg RDI
Protein 50 g DRV Folate 400 mcg RDI

Vitamin B12 6.0 mcg RDI
Vitamin A 5000 IU RDI*** Biotin 300 mcg RDI
Vitamin C 60 mg RDI Pantothenic acid 10 mg RDI
Calcium 1000 mg RDI Phosphorus 1000 mg RDI
Iron 18 mg RDI Iodine 150 mcg RDI

Magnesium 400 mg RDI
Zinc 15 mg RDI

g � grams Selenium 70 mcg RDI
mg � milligrams Copper 2.0 mg RDI
mcg � micrograms Manganese 2.0 mg RDI
IU � International Units Chromium 120 mcg RDI

Molybdenum 75 mcg RDI
Chloride 3400 mg RDI

* Based on diets containing about 2,000 calories a day for adults and children over 4 only.
** Daily Reference Values (DRVs).
*** Reference Daily Intake (RDI).
Nutrients in this table are listed in the order in which they are required to appear on a label. The second column of
nutrients follows directly after the first column (21 CFR 101.9(c)).
This list includes only those nutrients for which a Daily Reference Value (DRV) has been established in 21 CFR
101.9(c);(9) or a Reference Daily Intake (RDI) in 21 CFR 101.9(c);(8);(iv) [http://www.cfsan.fda.gov/�dms/flg-
7a.html]. Revision. Jan 30, 1998
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C. CLAIMS

1. Types of Claims

Based on DSHEA, dietary supplement label claims may
only be described in relation to: 1) classical nutrient defi-
ciency diseases; 2) the “well-being” achieved by consum-
ing the dietary ingredient or 3) “structure/function” of the
dietary supplement on the body. In the case of deficiency
diseases, the prevalence of the disease in the United States
must be disclosed on the supplement label. A guide for
industry on dietary supplement claims can be found http://
www.cfsan.fda.gov/�dms/sclmguid.html (29).

As important as the above stipulations, DSHEA man-
dates that no supplement can claim directly nor can it be
implied that the use of a dietary supplement will assist to
diagnose, prevent, mitigate, treat, or cure a specific disease
(unless approved under the new drug provisions of the
FD&C Act). In other words, it is not permissible to imply
that a dietary supplement may detoxify the liver nor can a
dietary supplement prevent osteoporosis (29, 30). Numerous
examples of permitted and prohibited claims can be found
at the MLMLAW site [http://www.mlmlaw.com/index.
html].

2. Disease Criteria

Disease is defined as “… damage to an organ, part, struc-
ture, or system of the body such that it does not function
properly (e.g., cardiovascular disease), or a state of health
leading to such dysfunctioning (e.g., hypertension); except
that diseases resulting from essential nutrient deficiencies
(e.g., scurvy, pellagra) are not included in this defini-
tion” (30).

Listed below is a summary of ten major criteria that
determine if a statement is considered to be a disease claim
(30) and additional examples of permissible and non-
permissible claims can be found at http://www.mlmlaw.com/
saleswatch (31).

A claim is not permissible if it:

1. Claims to have an effect on a disease or class of
diseases

2. Claims to have an effect on characteristic symp-
toms of disease

3. Claims to have an effect on a condition associ-
ated with a natural state such as pregnancy

4. Implies to have an effect on a disease because
of product name, formulation, or graphics

5. Implies an effect by belonging to a class of prod-
ucts that are intended to diagnose, mitigate, treat,
cure, or prevent a disease

6. Portrays a product as promoting health when in
reality the function is disease therapy

7. Assists a therapy or drug intended to diagnose,
mitigate, treat, cure, or prevent a disease

8. Relates to preventing a disease or to a vector of
disease

9. Implies that the product can treat, prevent, or
mitigate adverse events associated with a dis-
ease therapy

10. Suggests an effect on a disease or diseases

For FDA authorized health claims related to specific
nutrients in vegetables (6, 32), a dietary supplement may
make the appropriate claim only if the product meets all
criteria to bear the claim.

3. Qualified Health Claims

One exception to the above limitations on health claims is
the use of FDA approved “qualified health claims.” When
the FDA finds that significant scientific agreement does
not exist for a health claim, but more evidence is in sup-
port of the nutrient/disease relationship than against it, a
qualified health claim may be appropriate. The FDA reviews
proposed qualified health claims on a case by case basis.
An example of an approved qualified health claim for sele-
nium is: “Selenium may reduce the risk of certain cancers.
Some scientific evidence suggests that consumption of
selenium may reduce the risk of certain forms of cancer.
However, FDA has determined that this evidence is limited
and not conclusive.” To use this or other approved quali-
fied health claims, specific criteria must be met. For addi-
tional information, see http://www.cfsan.fda.gov/�dms/
ds-ltr35.html.

4. Disclaimer and Warnings

To make any claim on dietary supplements, a manufac-
turer must verify that the statements are truthful and are
not misleading. Supplement product labels with a claim
must also bear the phrase, “This statement has not been
evaluated by the Food and Drug Administration. This prod-
uct is not intended to diagnose, treat, cure, or prevent any
disease.”

Unlike health claims, structure/function statements do
not need to be approved by FDA before a manufacturer mar-
kets the supplement product bearing the statement. How-
ever, the FDA should be notified within 30 days after a
product that bears the claim is first marketed (29, 33).

5. Point of Purchase Supporting Literature

To assist the consumer in choosing dietary supplements,
DSHEA allows retail outlets to provide “third-party” mate-
rials (e.g. book chapters, scientific abstracts) related to
any health-related benefits of dietary supplements. These
materials may not contain false or misleading information
and cannot promote a specific supplement brand or have
product promotional literature attached (23).
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6. Internet Claims

FDA recently indicated that commercial web sites for a prod-
uct must comply with the same regulations established for
product labels and point of purchase supporting literature.
Therapeutic claims that indicate a product is intended for
use in the cure, mitigation, treatment, or prevention of dis-
ease can force FDA to establish the product as a drug, plac-
ing the product under much more stringent regulation (35).

For more information on dietary supplement labeling
and claims that can be made, see the Report of the Com-
mission on Dietary Supplement Labels (36).

V. OTHER CONSIDERATIONS

Staying current in the area of dietary supplements will be
a challenge for anyone. To prevent wasting valuable time
and resources, staying abreast with FDA responses on safety
issues will be crucial. For updated warning and safety infor-
mation on dietary supplements see http://www.cfsan.fda.
gov/�dms/ds-warn.html (37).

VI. CONCLUSION

Both the potential benefits and risks associated with the
use of vegetable and plant parts in dietary supplements can
be compelling. These botanical components range from
rather basic and harmless culinary vegetables to powerful
herbal extractions that can cause death with inappropriate
use. Between these extremes, there is a large grey area. As
the studies of this grey area continue, surprises related to
both benefits and risks are to be expected.

Developers and manufacturers of dietary supplements
need to be aware of the regulatory requirements involved
in production and marketing of supplements as well as the
rapidly growing body of research literature. Like the prod-
ucts’ potential effects on people, the financial benefits and
risks to manufacturers can be great. The risks can be
extremely great for an uninformed manufacturer. Use of
the resources reviewed in this chapter can certainly help to
reduce the risks.
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I. INTRODUCTION

The array of dietary supplements — vitamins and miner-
als, amino acids, enzymes, herbs, animal extracts and oth-
ers — has grown tremendously over the years. The

number of products — and the variety of uses for which
they are promoted — have increased significantly in the
last few years. Scientific research on the associations
between supplements and health is accumulating rapidly.
Although the benefits of some of these products have been
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documented, the advantages of others are unproven.
Officials at the Federal Trade Commission (FTC) and the
Food and Drug Administration (FDA) say health fraud
promoters often target people who are overweight or have
serious conditions for which there are no cures, including
multiple sclerosis, diabetes, Alzheimer’s disease, cancer,
HIV and AIDS, and arthritis.

The role of the FTC, which enforces laws outlawing
“unfair or deceptive acts or practices,” is to ensure that
consumers get accurate information about dietary supple-
ments so that they can make informed decisions about these
products. The FTC and the FDA work together under a
long-standing liaison agreement governing the division of
responsibilities between the two agencies. As applied to
dietary supplements, the FDA has primary responsibility
for claims on product labeling, including packaging,
inserts, and other promotional materials distributed at the
point of sale. The FTC has primary responsibility for
claims in advertising, including print and broadcast ads,
infomercials, catalogs, and similar direct marketing mate-
rials. Marketing on the Internet is subject to regulation in
the same fashion as promotions through any other media.
Because of their shared jurisdiction, the two agencies
work closely to ensure that their enforcement efforts are
consistent to the fullest extent feasible. In 1994, the Dietary
Supplements Health and Education Act (DSHEA) signif-
icantly changed the FDA’s role in regulating supplement
labeling. Although DSHEA does not directly apply to adver-
tising, it has generated many questions about the FTC’s
approach to dietary supplement advertising. The answer
to these questions is that advertising for any product —
including dietary supplements — must be truthful, not mis-
leading, and substantiated. Given the dramatic increase in
the volume and variety of dietary supplement advertising
in recent years, FTC staff is issuing this guide to clarify
how long-standing FTC policies and enforcement practices
relate to dietary supplement advertising.

The FTC’s approach to supplement advertising is best
illustrated by its Enforcement Policy Statement on Food
Advertising (Food Policy Statement). Although the Food
Policy Statement does not specifically refer to supplements,
the principles underlying the FTC’s regulation of health
claims in food advertising are relevant to the agency’s
approach to health claims in supplement advertising. In
general, the FTC gives great deference to an FDA deter-
mination of whether there is adequate support for a health
claim. Furthermore, the FTC and the FDA will generally
arrive at the same conclusion when evaluating unqualified
health claims. As the Food Policy Statement notes, how-
ever, there may be certain limited instances when a carefully
qualified health claim in advertising may be permissible
under FTC law, in circumstances where it has not been
authorized for labeling. However, supplement marketers
are cautioned that the FTC will require both strong scien-
tific support and careful presentation for such claims.

Supplement marketers should ensure that anyone involved
in promoting products is familiar with basic FTC adver-
tising principles. The FTC has taken action not just against
supplement manufacturers, but also, in appropriate circum-
stances, against ad agencies, distributors, retailers, catalog
companies, infomercial producers and others involved in
deceptive promotions.

Therefore, all parties who participate directly or indi-
rectly in the marketing of dietary supplements have an obli-
gation to make sure that claims are presented truthfully and
to check the adequacy of the support behind those claims.

II. APPLICATION OF FTC LAW TO
DIETARY SUPPLEMENT ADVERTISING

The FTC’s truth-in-advertising law can be boiled down to
two common-sense propositions: 1) advertising must be
truthful and not misleading, and 2) before disseminating an
ad, advertisers must have adequate substantiation for all
objective product claims. A deceptive ad is one that con-
tains a misrepresentation or omission that is likely to mis-
lead consumers acting reasonably under the circumstances
to their detriment. The FTC’s substantiation standard is a
flexible one that depends on many factors. When evaluating
claims about the efficacy and safety of foods, dietary sup-
plements, and drugs, the FTC has typically applied a sub-
stantiation standard of competent and reliable scientific
evidence. To determine whether an ad complies with FTC
law, it is first necessary to identify all express and implied
claims that the ad conveys to consumers. Once the claims
are identified, the scientific evidence is assessed to deter-
mine whether there is adequate support for those claims.
The following sections describe this two-step process with
examples illustrating how principles of ad interpretation
and substantiation apply in the context of dietary supple-
ment advertising. The examples have been simplified to
illustrate one or two specific points. Therefore, advertisers
should use these examples as general guidance only.

III. IDENTIFYING CLAIMS AND 
INTERPRETING AD MEANING

A. IDENTIFYING EXPRESS AND IMPLIED CLAIMS

The first step in evaluating the truthfulness and accuracy
of advertising is to identify all express and implied claims
an ad conveys to consumers. Advertisers must make sure
that whatever they say expressly in an ad is accurate. Often,
however, an ad conveys other claims beyond those expressly
stated. Under FTC law, an advertiser is equally responsible
for the accuracy of claims suggested or implied by the ad.
Advertisers cannot suggest claims that they could not make
directly. When identifying claims, advertisers should not
focus just on individual phrases or statements, but rather
should consider the ad as a whole, assessing the “net
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impression” conveyed by all elements of the ad, including
the text, product name, and depictions. When an ad lends
itself to more than one reasonable interpretation, the adver-
tiser is responsible for substantiating each interpretation.
Copy tests, or other evidence of how consumers actually
interpret an ad, can be valuable. In many cases, however,
the implications of the ad are clear enough to determine
the existence of the claim by examining the ad alone, with-
out extrinsic evidence.

Example 1

An advertisement claims that “university studies prove”
that a mineral supplement can improve athletic perform-
ance. The advertiser has expressly stated the level of sup-
port for the claimed benefit and is therefore responsible
for having “university studies” that document the adver-
tised benefit. Furthermore, the implied reference to scien-
tific evidence likely conveys to consumers the implied
claim that the studies are methodologically sound.

Example 2

An advertisement for a vitamin supplement claims that
90% of cardiologists regularly take the product. In addi-
tion to the literal claim about the percentage of cardio-
logists who use the product, the ad likely conveys an implied
claim that the product offers some benefit for the heart.
Therefore, the advertiser must have adequate support for
both representations. Depending on how it is phrased, or
the context in which it is presented, a statement about a
product’s effect on a normal “structure or function” of the
body may also convey to consumers an implied claim that
the product is beneficial for the treatment of a disease. If
elements of the ad imply that the product also provides a
disease benefit, the advertiser must be able to substantiate
the implied disease claim even if the ad contains no express
reference to disease.

Example 3

An ad for an herbal supplement makes the claim that the
product boosts the immune system to help maintain a
healthy nose and throat during the winter season. The ad
features the product name “Cold Away” and includes images
of people sneezing and coughing. The various elements of
the ad — the product name, the depictions of cold sufferers,
and the reference to nose and throat health during the winter
season — likely convey to consumers that the product helps
prevent colds. Therefore, the advertiser must be able to sub-
stantiate that claim. Even without the product name and
images, the reference to nose and throat health during the
winter season may still convey a cold prevention claim.

Example 4

An ad for a dietary supplement called “Arthricure” claims
that the product maintains joint health and mobility into
old age. The “before” picture shows an elderly women
using a walker. The “after” picture shows her dancing with

her husband. The images and product name likely convey
implied claims that the product is effective in the treat-
ment of the symptoms of arthritis, and may also imply that
the product can cure or mitigate the disease. The advertiser
must be able to substantiate these implied claims.

B. WHEN TO DISCLOSE QUALIFYING

INFORMATION

An advertisement can also be deceptive because of what 
it fails to say. Section 15 of the FTC Act requires adver-
tisers to disclose information if it is material in light of
representations made or suggested by the ad, or material
considering how consumers would customarily use the
product. Thus, if an ad would be misleading without cer-
tain qualifying information, that information must be 
disclosed. For example, advertisers should disclose infor-
mation relevant to the limited applicability of an advertised
benefit. Similarly, advertising that makes either an express
or implied safety representation should include informa-
tion about any significant safety risks. Even in the absence
of affirmative safety representations, advertisers may need
to inform consumers of significant safety concerns relating
to the use of their product.

Example 5

An advertisement for a multi-vitamin/mineral supplement
claims that the product can eliminate a specific mineral
deficiency that results in feelings of fatigue. In fact, less
than 2% of the general population to which the ad is tar-
geted suffers from this deficiency. The advertiser should
disclose this fact so that consumers will understand that
only the small percentage of people who suffer from the
actual mineral deficiency are likely to experience any
reduction in fatigue from using the product.

Example 6

An advertiser for a weight loss supplement cites a placebo-
controlled, double-blind clinical study as demonstrating
that the product resulted in an average weight loss of fif-
teen pounds over an eight-week period. The weight loss
for the test group is, in fact, significantly greater than for
the control subjects. However, both the control and test
subjects engaged in regular exercise and followed a
restricted-calorie diet as part of the study regimen. The
advertisement should make clear that users of the supple-
ment must follow the same diet and exercise regimen to
achieve the claimed weight loss results.

Example 7

An advertiser claims that its herbal product is a natural
pain reliever “without the side effects of over-the-counter
pain relievers.” However, there is substantial evidence that
the product can cause nausea in some consumers when
taken regularly. Because of the reference to the side effects
of other pain relievers, consumers would likely understand
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this ad to mean that the herbal product posed no significant
adverse effects. Therefore, the advertiser should disclose
information about the adverse effects of the herbal product.

Example 8

An herbal weight loss product contains an ingredient
which, when consumed daily over an extended period, can
result in a significant increase in blood pressure. Even in
the absence of any representation about the product’s safety,
the advertiser should disclose this potentially serious risk.

C. CLEAR AND PROMINENT DISCLOSURE

When the disclosure of qualifying information is necessary
to prevent an ad from being deceptive, that information
should be presented clearly and prominently so that it is
actually noticed and understood by consumers. A fine-print
disclosure at the bottom of a print ad, a disclaimer buried
in a body of text, a brief video superscript in a television
ad, or a disclaimer that is easily missed on an Internet web
site, are not likely to be adequate. To ensure that disclo-
sures are effective, marketers should use clear language,
avoid small type, place any qualifying information close
to the claim being qualified, and avoid making inconsis-
tent statements or distracting elements that could undercut
or contradict the disclosure. Because consumers are likely
to be confused by ads that include inconsistent or contra-
dictory information, disclosures need to be both direct and
unambiguous to be effective.

Example 9

A marketer promotes a supplement as a weight loss aid.
There is adequate substantiation to indicate that the prod-
uct can contribute to weight loss when used in conjunction
with a diet and exercise regimen. The banner headline
claims “LOSE 5 POUNDS IN 10 DAYS,” the ad copy
discusses how easy it is to lose weight by simply taking
the product 3 times a day, and the ad includes dramatic
before-and-after pictures. A fine print disclosure at the bot-
tom of the ad, “Restricted calorie diet and regular exercise
required,” would not be sufficiently prominent to qualify
the banner headline and the overall impression that the
product alone will cause weight loss. The ad should be
revised to remove any implication that the weight loss can
be achieved by use of the product alone. This revision, com-
bined with a prominent indication of the need for diet and
exercise, may be sufficient to qualify the claim. However, if
the research does not show that the product contributes any-
thing to the weight loss effect caused by diet and exercise, it
would be deceptive, even with a disclosure, to promote the
product for weight loss. Qualifying information should be
sufficiently simple and clear that consumers not only notice
it, but also understand its significance. This can be a partic-
ular challenge when explaining complicated scientific con-
cepts to a general audience, for example, if an advertiser
wants to promote the effect of a supplement where there is
an emerging body of science supporting that effect, but the

evidence is insufficient to substantiate an unqualified claim.
The advertiser should make sure consumers understand
both the extent of scientific support and the existence of any
significant contrary evidence. Vague qualifying terms —
for example, that the product “may” have the claimed ben-
efit or “helps” achieve the claimed benefit — are unlikely
to be adequate. Furthermore, advertisers should not make
qualified claims where the studies they rely on are contrary
to a stronger body of evidence. In such instance, even a
qualified claim could mislead consumers.

Example 10

A company has results from two studies suggesting that
the main ingredient in its supplement helps to maintain
healthy cholesterol levels. There are, however, significant
limitations to each of the studies and a better controlled
study is necessary to confirm whether the effect is gen-
uine. The company makes a claim in advertising that “sci-
entific studies show that our product may be effective in
reducing cholesterol.” The use of the word “may” is not
likely to be a sufficient disclaimer to convey the limita-
tions of the science. A disclosure that clearly describes the
limitations of the research, in language consumers can
easily understand, and states directly and unambiguously
that additional research is necessary to confirm the pre-
liminary results is more likely to be effective. As discussed
in the following section on substantiating claims, the extent
to which studies support an unqualified claim will depend
largely on what experts in the relevant field would con-
sider to be adequate support.

IV. SUBSTANTIATING CLAIMS

A. OVERVIEW

In addition to conveying product claims clearly and accu-
rately, marketers need to verify that there is adequate sup-
port for their claims. Under FTC law, before disseminating
an ad, advertisers must have a reasonable basis for all
express and implied product claims. What constitutes a rea-
sonable basis depends greatly on what claims are being
made, how they are presented in the context of the entire
ad, and how they are qualified. The FTC’s standard for
evaluating substantiation is sufficiently flexible to ensure
that consumers have access to information about emerging
areas of science. At the same time, it is sufficiently rigor-
ous to ensure that consumers can have confidence in the
accuracy of information presented in advertising. A num-
ber of factors determine the appropriate amount and type
of substantiation, including:

1. The Type of Product. Generally, products related
to consumer health or safety require a relatively
high level of substantiation.

2. The Type of Claim. Claims that are difficult for
consumers to assess on their own are held to a
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more exacting standard. Examples include
health claims that may be subject to a placebo
effect or technical claims that consumers can-
not readily verify for themselves.

3. The Benefits of a Truthful Claim, and The Cost/
Feasibility of Developing Substantiation for the
Claim. These factors are often weighed together
to ensure that valuable product information is
not withheld from consumers because the cost of
developing substantiation is prohibitive. This
does not mean, however, that an advertiser can
make any claim it wishes without substantiation,
simply because the cost of research is too high.

4. The Consequences of a False Claim. This
includes physical injury, for example, if a con-
sumer relies on an unsubstantiated claim about
the therapeutic benefit of a product and fore-
goes a proven treatment. Economic injury is
also considered.

5. The Amount of Substantiation that Experts in
the Field Believe is Reasonable. In making this
determination, the FTC gives great weight to
accepted norms in the relevant fields of
research and consults with experts from a wide
variety of disciplines, including those with
experience in botanicals and traditional medi-
cines. Where there is an existing standard for
substantiation developed by a government
agency or other authoritative body, the FTC
accords great deference to that standard. The
FTC typically requires claims about the effi-
cacy or safety of dietary supplements to be
supported with “competent and reliable scien-
tific evidence,” defined in FTC cases as “tests,
analyses, research, studies, or other evidence
based on the expertise of professionals in the
relevant area, that have been conducted and
evaluated in an objective manner by persons
qualified to do so, using procedures generally
accepted in the profession to yield accurate and
reliable results.” This is the same standard the
FTC applies to any industry making health-
related claims. There is no fixed formula for the
number or type of studies required or for more
specific parameters like sample size and study
duration. There are, however, a number of con-
siderations to guide an advertiser in assessing
the adequacy of the scientific support for a spe-
cific advertising claim.

B. ADS THAT REFER TO A SPECIFIC LEVEL OF

SUPPORT

If an advertiser asserts that it has a certain level of support
for an advertised claim, it must be able to demonstrate that

the assertion is accurate. Therefore, as a starting point,
advertisers must have the level of support that they claim,
expressly or by implication, to have.

Example 11

An ad for a supplement includes the statement “Scientists
Now Agree!” in discussing the product’s benefit. This
statement likely conveys to consumers that the state of
science supporting the benefit has reached the level of sci-
entific consensus. Unless the advertiser possesses this level
of evidence, the claim is not substantiated.

Example 12

An advertiser claims that its product has been “studied for
years abroad” and is now the “subject of U.S. government-
sponsored research.” In addition to the explicit claim that
the product has been studied, such phrases likely convey
to consumers an implied claim that there exists a substan-
tial body of competently-conducted scientific research sup-
porting the efficacy of the product. The advertiser would
be responsible for substantiating both claims.

C. THE AMOUNT AND TYPE OF EVIDENCE

When no specific claim about the level of support is made,
the evidence needed depends on the nature of the claim. 
A guiding principle for determining the amount and type
of evidence that will be sufficient is what experts in the
relevant area of study would generally consider to be ade-
quate. The FTC will consider all forms of competent and
reliable scientific research when evaluating substantia-
tion. As a general rule, well-controlled human clinical
studies are the most reliable form of evidence. Results
obtained in animal and in vitro studies will also be exam-
ined, particularly where they are widely considered to be
acceptable substitutes for human research or where
human research is infeasible.

Although there is no requirement that a dietary sup-
plement claim be supported by any specific number of
studies, the replication of research results in an independ-
ently conducted study adds to the weight of the evidence.
In most situations, the quality of studies will be more
important than quantity. When a clinical trial is not possi-
ble (e.g., in the case of a relationship between a nutrient
and a condition that may take decades to develop), epi-
demiologic evidence may be an acceptable substitute for
clinical data, especially when supported by other evidence,
such as research explaining the biological mechanism
underlying the claimed effect. Anecdotal evidence about
the individual experience of consumers is not sufficient to
substantiate claims about the effects of a supplement.
Even if those experiences are genuine, they may be attrib-
utable to a placebo effect or other factors unrelated to the
supplement. Individual experiences are not a substitute for
scientific research.

U.S. Regulations for Advertising Dietary Supplements, Health and Diet Products and Services 100-5

DK9848_C100.qxd  31/Aug/05  11:26 AM  Page 5



Example 13

An advertiser relies on animal and in vitro studies to sup-
port a claim that its vitamin supplement is more easily
absorbed into the bloodstream than other forms of the
vitamin. However, the animal research uses a species of
animal that, unlike humans, is able to synthesize the vita-
min, and the in vitro study uses a different formulation
with a higher concentration of the compound than the prod-
uct being marketed. In addition, human research is feasi-
ble and relatively inexpensive to conduct in light of the
potential sales of the product and is the type of research
generally accepted in this particular field of study. The
substantiation is likely to be inadequate in this case, both
because there are significant methodological problems and
because, in this particular instance, human research is both
feasible and the accepted approach in the field.

Example 14

A company wants to advertise its supplement as helpful in
maintaining good vision into old age. There have been two
long-term, large-scale epidemiologic studies showing a
strong association between life-long high consumption of
the principal ingredient in the supplement and better vision
in those over 70. Experts have also discovered a plausible
biological mechanism that might explain the effect. A clin-
ical intervention trial would be very difficult and costly to
conduct. Assuming that experts in the field generally con-
sider epidemiological evidence to be adequate to support
the potential for a protective effect, and assuming the
absence of any stronger body of contrary evidence, a claim
that is qualified to accurately convey the nature and extent
of the evidence would be permitted.

Example 15

An advertisement for a supplement claims that the product
will cause dramatic improvements in memory and describes
the experiences of 10 people who obtained these results.
The descriptions of these anecdotal experiences are truth-
ful, but the advertiser has no scientific substantiation for
the effect of its product on memory and cannot explain
why the product might produce such results. The individ-
ual experiences are not adequate to substantiate the claim
without confirming scientific research.

D. THE QUALITY OF THE EVIDENCE

In addition to the amount and type of evidence, the FTC
will also examine the internal validity of each piece of
evidence. Where the claim is one that would require sci-
entific support, the research should be conducted in a com-
petent and reliable manner to yield meaningful results.
The design, implementation, and results of each piece of
research are important to assessing the adequacy of the
substantiation. There is no set protocol for how to conduct
research that will be acceptable under the FTC substanti-
ation doctrine. There are, however, some principles gener-
ally accepted in the scientific community to enhance the

validity of test results. For example, a study that is care-
fully controlled, with blinding of subjects and researchers,
is likely to yield more reliable results. A study of longer
duration can provide better evidence that the claimed effect
will persist and resolve potential safety questions.

Other aspects of the research results — such as evi-
dence of a dose-response relationship (i.e., the larger the
dose, the greater the effect) or a recognized biological or
chemical mechanism to explain the effect — are examples
of factors that add weight to the findings. Statistical sig-
nificance of findings is also important. A study that fails
to show a statistically significant difference between test
and control group may indicate that the measured effects
are merely the result of placebo effect or chance. The
results should also translate into a meaningful benefit for
consumers. Some results that are statistically significant
may still be so small that they would mean only a trivial
effect on consumer health. The nature and quality of the
written report of the research are also important. Research
cannot be evaluated accurately on the basis of an abstract
or an informal summary. In contrast, although the FTC
does not require that studies be published and will con-
sider unpublished, proprietary research, the publication of
a peer reviewed study in a reputable journal indicates that
the research has received some measure of scrutiny.

At the same time, advertisers should not rely simply
on the fact that research is published as proof of the effi-
cacy of a supplement. Research may yield results that are
of sufficient interest to the scientific community to war-
rant publication, but publication does not necessarily mean
that such research is conclusive evidence of a substance’s
effect. The FTC considers studies conducted in foreign
countries as long as the design and implementation of the
study are scientifically sound.

Example 16

An advertiser conducts a literature search and finds several
abstracts summarizing research about the association
between a nutrient and the ability to perform better on
memory tests. The advertiser relies on these summaries to
support a claim that its supplement, which contains the
same nutrient, aids memory. However, without looking
carefully at the specifics of the study design, implementa-
tion, and results, there is no way for an advertiser to ascer-
tain whether the research substantiates the product claims.
(For example, did the research use a comparable formula-
tion of the ingredient? Was the study adequately con-
trolled? Did the study yield results that are statistically
significant?) The advertiser should carefully review the
underlying science, with the assistance of an expert if nec-
essary, before drafting advertising claims.

Example 17

An advertiser makes an unqualified claim about the anti-
clotting effect of a supplement that contains a compound
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extracted from fruit. There are three studies supporting the
effect and no contrary evidence. One study consists of sub-
jects tested over a one-week period, with no control group.
The second study is well-controlled, of longer duration,
but shows only a slight effect that is not statistically sig-
nificant. The third study administers the compound through
injection and shows a significant anti-clotting effect, but
there is some question whether the compound would be
absorbed into the bloodstream if administered orally.
Because the studies all have significant limitations, it
would be difficult to draft even a carefully qualified claim
that would adequately convey to consumers the limited
nature of the evidence. The advertiser should not base a
claim on these studies.

Example 18

The marketer of an herbal supplement claims that its prod-
uct promotes healthy vision and is approved in Germany
for this purpose. The product has been used extensively in
Europe for years and has obtained approval by the German
governmental authorities, through their monograph process,
for use to improve vision in healthy people. The company
has two abstracts of German trials that were the basis of
the German monograph, showing that the ingredient sig-
nificantly improved the vision of healthy individuals in
the test group over the placebo group. Animal trials done
by the company suggest a plausible mechanism to explain
the effect. Although approval of the supplement under the
German monograph suggests that the supplement is effec-
tive, advertisers should still examine the underlying
research to confirm that it is relevant to the advertiser’s
product (for example, that the dosage and formulation are
comparable) and to evaluate whether the studies are sci-
entifically sound. Advertisers should also examine any
other research that exists, either supporting or contradict-
ing the monograph, especially if it is not possible to iden-
tify and review the research on which the monograph is
based.

E. THE TOTALITY OF THE EVIDENCE

Studies cannot be evaluated in isolation. The surrounding
context of the scientific evidence is just as important as
the internal validity of individual studies. Advertisers
should consider all relevant research relating to the
claimed benefit of their supplement and should not focus
only on research that supports the effect, while discount-
ing research that does not. Ideally, the studies relied on by
an advertiser would be largely consistent with the sur-
rounding body of evidence. Wide variation in outcomes of
studies and inconsistent or conflicting results will raise seri-
ous questions about the adequacy of an advertiser’s sub-
stantiation. Where there are inconsistencies in the evidence,
it is important to examine whether there is a plausible
explanation for those inconsistencies. In some instances,
for example, the differences in results are attributable to
differences in dosage, the form of administration (e.g., oral
or intravenous), the population tested, or other aspects of

study methodology. Advertisers should assess how relevant
each piece of research is to the specific claim they wish to
make, and also consider the relative strengths and weak-
nesses of each.

If a number of studies of different quality have been
conducted on a specific topic, advertisers should look first
to the results of the studies with more reliable methodolo-
gies. The surrounding body of evidence will have a sig-
nificant impact both on what type, amount and quality of
evidence is required to substantiate a claim and on how
that claim is presented — that is, how carefully the claim
is qualified to reflect accurately the strength of the evi-
dence. If a stronger body of surrounding evidence runs con-
trary to a claimed effect, even a qualified claim is likely to
be deceptive.

Example 19

An advertiser wishes to make the claim that a supplement
product will substantially reduce body fat. The advertiser
has two controlled, double-blind studies showing a mod-
est but statistically significant loss of fat at the end of a six-
week period. However, there is an equally well-controlled,
blinded 12-week study showing no statistically significant
difference between test and control groups. Assuming other
aspects of methodology are similar, the studies taken
together suggest that, if the product has any effect on body
fat, it would be very small. Given the totality of the evidence
on the subject, the claim is likely to be unsubstantiated.

Example 20

Advertisements for a fiber supplement make the claim
that the product is “proven” to aid weight loss. Although
the company has two published, peer-reviewed studies
showing a relationship between fiber and weight loss, nei-
ther of these studies used the same proportions of soluble
and insoluble fiber or the same total amount of fiber as the
supplement product. There are numerous controlled, pub-
lished human clinical studies, however, using the amount
and type of fiber in the supplement product, that provide
evidence that the product would not result in measurable
weight loss. The totality of the evidence does not support
the “proven” claim and, given the stronger body of contrary
evidence, even a qualified claim is likely to be deceptive.

Example 21

An advertiser runs an ad in a magazine for retired people,
claiming that its supplement product has been found effec-
tive in improving joint flexibility. The company sponsored
a 6-week study of its supplement, involving 50 subjects over
the age of 65, to test the product’s effect on improving flex-
ibility. The study was double-blinded and placebo con-
trolled and has been accepted for publication in a leading
medical journal. The study showed dramatic, statistically
significant increases in joint flexibility compared to
placebo, based on objective measurements. In addition,
several large trials have been conducted by European

U.S. Regulations for Advertising Dietary Supplements, Health and Diet Products and Services 100-7

DK9848_C100.qxd  31/Aug/05  11:26 AM  Page 7



researchers using a similar formulation and dose of the
active ingredient in the supplement. These trials also found
statistically significant results. The advertiser reviewed the
underlying European research and confirmed that it meets
accepted research standards. The evidence as a whole
likely substantiates the claim.

F. THE RELEVANCE oF THE EVIDENCE TO

THE SPECIFIC CLAIM

A common problem in substantiation of advertising claims
is that an advertiser has valid studies, but the studies do not
support the claim made in the ad. Advertisers should make
sure that the research on which they rely is not just inter-
nally valid, but also relevant to the specific product being
promoted and to the specific benefit being advertised.
Therefore, advertisers should ask questions such as: How
does the dosage and formulation of the advertised product
compare to what was used in the study? Does the adver-
tised product contain additional ingredients that might
alter the effect of the ingredient in the study? Is the adver-
tised product administered in the same manner as the ingre-
dient used in the study? Does the study population reflect
the characteristics and lifestyle of the population targeted by
the ad? If there are significant discrepancies between the
research conditions and the real life use being promoted,
advertisers need to evaluate whether it is appropriate to
extrapolate from the research to the claimed effect. In draft-
ing ad copy, the advertiser should take care to make sure that
the claims match the underlying support. Claims that do not
match the science, no matter how sound that science is, are
likely to be unsubstantiated. Advertising should not exag-
gerate the extent, nature, or permanence of the effects
achieved in a study, and should not suggest greater scientific
certainty than actually exists. Although emerging science
can sometimes be the basis for a carefully qualified claim,
advertisers must make consumers aware of any significant
limitations or inconsistencies in the scientific literature.

Example 22

An ad for a supplement claims that a particular nutrient
helps maintain healthy cholesterol levels. There is a sub-
stantial body of epidemiologic evidence suggesting that
foods high in that nutrient are associated with lower cho-
lesterol levels. There is no science, however, demonstrating
a relationship between the specific nutrient and choles-
terol, although it would be feasible to conduct such a
study. If there is a basis for believing that the health effect
may be attributable to other components of the food, or to
a combination of various components, a claim about the
cholesterol maintenance benefits of the supplement prod-
uct is likely not substantiated by this evidence.

Example 23

A number of well-controlled clinical studies have been con-
ducted to suggest that a mineral supplement can improve

mental alertness and memory in subjects with significantly
impaired blood circulation to the brain. A claim suggesting
that the supplement will improve memory or mental alert-
ness in healthy adults may not be adequately substantiated
by this evidence. Advertisers should not rely on research
based on a specific test population for claims targeted at
the general population without first considering whether
it is scientifically sound to make such extrapolations.

Example 24

An advertiser wants to make claims that its combination
herbal product helps increase alertness and energy safely
and naturally. The product contains two herbs known to
have a central nervous system stimulant effect. The adver-
tiser compiles competent and reliable scientific research
demonstrating that each of the herbs, individually, is safe
and causes no significant side effects in the recommended
dose. This evidence may be inadequate to substantiate an
unqualified safety claim. Where there is reason to suspect
that the combination of multiple ingredients might result in
interactions that would alter the effect or safety of the indi-
vidual ingredients, studies showing the effect of the indi-
vidual ingredients may be insufficient to substantiate the
safety of the multiple ingredient product. In this example,
the combination of two herbs with similar stimulant prop-
erties could produce a stronger cumulative stimulant effect
that might present safety hazards. A better approach would
be to investigate the safety of the specific combination of
ingredients contained in the product.

Example 25

Several clinical trials have been done on a specific botan-
ical extract showing consistently that the extract is effective
for supporting the immune system. The studied extract is a
complex combination of many constituents and the active
constituents that may produce the benefit are still unknown.
An advertiser wishes to cite this research in its advertis-
ing, as proof that its product will support the immune sys-
tem. The advertiser’s product is made using a different
extraction method of the same botanical. An analysis of the
extract reveals that it has a significantly different chemi-
cal profile from the studied extract. The advertiser should
not rely on these clinical trials alone as substantiation
because the difference in extracts may result in significant
differences in the two products’ efficacy.

V. OTHER ISSUES RELATING TO DIETARY
SUPPLEMENT ADVERTISING

In addition to the basic principles of ad meaning and sub-
stantiation discussed above, a number of other issues com-
monly arise in the context of dietary supplement advertising.
The following sections provide guidance on some of these
issues including: the use of consumer or expert endorse-
ments in ads; advertising claims based on traditional uses
of supplements; use of the DSHEA disclaimer in adver-
tising; and the application to advertising of the DSHEA
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exemption for certain categories of publications, commonly
referred to as “third party literature.”

A. CLAIMS BASED ON CONSUMER TESTIMONIALS

OR EXPERT ENDORSEMENTS

An overall principle is that advertisers should not make
claims either through consumer or expert endorsements
that would be deceptive or could not be substantiated if
made directly. It is not enough that a testimonial repre-
sents the honest opinion of the endorser. Under FTC law,
advertisers must also have appropriate scientific evidence
to back up the underlying claim. Consumer testimonials
raise additional concerns about which advertisers need to
be aware. Ads that include consumer testimonials about
the efficacy or safety of a supplement product should be
backed by adequate substantiation that the testimonial
experience is representative of what consumers will gen-
erally achieve when using the product. As discussed ear-
lier, anecdotal evidence of a product’s effect, based solely
on the experiences of individual consumers, is generally
insufficient to substantiate a claim. Further, if the adver-
tiser’s substantiation does not demonstrate that the results
are representative, then a clear and conspicuous disclaimer
is necessary. The advertiser should either state what the
generally expected results would be or indicate that the
consumer should not expect to experience the attested
results. Vague disclaimers like “results may vary” are likely
to be insufficient.

Example 26

An advertisement for a weight loss supplement features 
a before-and-after photograph of a woman and quotes her
as saying that she lost 20 pounds in 8 weeks while using
the supplement. An asterisk next to the quotation refer-
ences a disclaimer in fine print at the bottom of the ad that
reads, “Results may vary.” The experience of the woman
is accurately represented, but the separate, competent
research demonstrating the efficacy of the supplement
showed an average weight loss of only 6 pounds in 8 weeks.
Therefore, the disclosure does not adequately convey to
consumers that they would likely see much less dramatic
results. The placement and size of the disclaimer is also
insufficiently prominent to qualify the claim effectively.
One approach to adequate qualification of this testimonial
would be to include a disclaimer immediately adjacent to
the quote, in equal print size that says, “These results are
not typical. Average weight loss achieved in clinical study
was 6 pounds.” When an advertiser uses an expert endorser,
it should make sure that the endorser has appropriate qual-
ifications to be represented as an expert and has conducted
an examination or testing of the product that would be gen-
erally recognized in the field as sufficient to support the
endorsement. In addition, whenever an expert or consumer
endorser is used, the advertiser should disclose any mate-
rial connection between the endorser and the advertiser of
the product. A material connection is one that would affect

the weight or credibility of the endorsement, or put another
way, a personal, financial, or similar connection that con-
sumers would not reasonably expect.

Example 27

An infomercial for a dietary supplement features an expert
referred to as a “Doctor” and a “leading clinician in joint
health” discussing the effect of a supplement product on
the maintenance of healthy joints. The expert is not licensed
to practice medicine, but has a graduate degree and is a
trained physical therapist, running a sports clinic. The
expert has not conducted any review of the scientific lit-
erature on the active component of the supplement. In
return for appearing in the infomercial, she is given a paid
position as an officer the company. The ad is likely to be
deceptive for several reasons. First, her qualifications as
an expert have been overstated and she has not conducted
sufficient examination of the product to support the
endorsement. In addition, her connection to the company
is one that consumers might not expect and may affect the
weight and credibility of her endorsement. Even if she is
adequately qualified and has conducted an adequate review
of the product, her position as an officer of the company
should be clearly disclosed.

Example 28

A best-selling book about the benefits of a supplement
product includes a footnote mentioning the most effective
brand of the supplement, by name. The manufacturer of
the brand cited in the book has an exclusive promotional
agreement with the author and has paid him to reference
the product by name. The manufacturer’s ad touts the fact
that its product is the only brand recommended in this
best-selling book. The ad is deceptive since it suggests a
neutral endorsement when, in fact, the author has been paid
by the manufacturer to promote the product.

B. CLAIMS BASED ON TRADITIONAL USES

Claims based on historical or traditional use should be
substantiated by confirming scientific evidence, or should
be presented in such a way that consumers understand that
the sole basis for the claim is a history of use of the prod-
uct for a particular purpose. A number of supplements,
particularly botanical products, have a long history of use
as traditional medicines in the United States or in other
countries to treat certain conditions or symptoms. Several
European countries have a separate regulatory approach to
these traditional medicines, allowing manufacturers to make
certain limited claims about their traditional use for treat-
ing certain health conditions. Some countries also require
accompanying disclosures about the fact that the product
has not been scientifically established to be effective, as
well as disclosures about potential adverse effects. At this
time there is no separate regulatory process for approval
of claims for these traditional medicine products under
DSHEA and FDA labeling rules. In assessing claims based
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on traditional use, the FTC will look closely at consumer
perceptions and specifically at whether consumers expect
such claims to be backed by supporting scientific evi-
dence. Advertising claims based solely on traditional use
should be presented carefully to avoid the implication that
the product has been scientifically evaluated for efficacy.
The degree of qualification necessary to communicate the
absence of scientific substantiation for a traditional use
claim will depend in large part on consumer understand-
ing of this category of products. As consumer awareness of
and experience with “traditional use” supplements evolve,
the extent and type of qualification necessary is also likely
to change. There are some situations, however, where tra-
ditional use evidence alone will be inadequate to substan-
tiate a claim, even if that claim is carefully qualified to
convey the limited nature of the support. In determining
the level of substantiation necessary to substantiate a claim,
the FTC assesses, among other things, the consequences
of a false claim. Claims that, if unfounded, could present
a substantial risk of injury to consumer health or safety
will be held to a higher level of scientific proof. For that
reason, an advertiser should not suggest, either directly or
indirectly, that a supplement product will provide a dis-
ease benefit unless there is competent and reliable scien-
tific evidence to substantiate that benefit. The FTC will
closely scrutinize the scientific support for such claims,
particularly where the claim could lead consumers to forego
other treatments that have been validated by scientific evi-
dence, or to self-medicate for potentially serious condi-
tions without medical supervision. The advertiser should
also make sure that it can document the extent and man-
ner of historical use and be careful not to overstate such
use. As part of this inquiry, the advertiser should make
sure that the product it is marketing is consistent with the
product as traditionally administered. If there are signifi-
cant differences between the traditional use product and the
marketed product, in the form of administration, the for-
mulation of ingredients, or the dose, a “traditional use”
claim may not be appropriate.

Example 29

The advertiser of an herbal supplement makes the claim,
“Ancient folklore remedy used for centuries by Native
Americans to aid digestion.” The statement about tradi-
tional use is accurate and the supplement product is con-
sistent with the formulation of the product as traditionally
used. However, if, in the context of the ad, this statement
suggests that there is scientific evidence demonstrating
that the product is effective for aiding digestion, the adver-
tiser would need to include a clear and prominent dis-
claimer about the absence of such evidence.

Example 30

A supplement manufacturer wants to market an herbal
product that has been used in the same formulation in

China as a tonic for improving mental functions. The
manufacturer prepares the product in a manner consistent
with Chinese preparation methods. The ad claims,
“Traditional Chinese Medicine — Used for Thousands of
Years to Bring Mental Clarity and Improve Memory.” The
ad also contains language that clearly conveys that the
efficacy of the product has not been confirmed by
research, and that traditional use does not establish that
the product will achieve the claimed results. The ad is
likely to adequately convey the limited nature of support
for the claim.

Example 31

A supplement manufacturer markets a capsule containing
a concentrated extract of a botanical product that has been
used in its raw form in China to brew teas for increasing
energy. The advertisement clearly conveys that the energy
benefit is based on traditional use and has not been con-
firmed by scientific research. The ad may still be deceptive,
however, because the concentrated extract is not consis-
tent with the traditional use of the botanical in raw form to
brew teas and may produce a significantly different effect.

Example 32

A supplement ad claims that a supplement liquid mineral
solution has been a popular American folk remedy since
early pioneer days for shrinking tumors. The ad is likely to
convey to consumers that the product is an effective treat-
ment for cancer. There is no scientific support for this dis-
ease benefit. Because of the potential risks to consumers of
taking a product that may or may not be effective to treat
such a serious health condition, possibly without medical
supervision, the advertiser should not make the claim.

C. USE OF THE DSHEA DISCLAIMER IN

ADVERTISING

Under DSHEA, all statements of nutritional support for
dietary supplements must be accompanied by a two part
disclaimer on the product label: that the statement has not
been evaluated by FDA and that the product is not intended
to “diagnose, treat, cure or prevent any disease.” Although
DSHEA does not apply to advertising, there are situations
where such a disclosure is desirable in advertising as well
as in labeling to prevent consumers from being misled
about the nature of the product and the extent to which 
its efficacy and safety have been reviewed by regulatory
authorities. For example, a disclosure may be necessary if
the text or images in the ad lead consumers to believe that
the product has undergone the kind of review for safety
and efficacy that the FDA conducts on new drugs and has
been found to be beneficial for the treatment of disease.
Failure to correct those misperceptions may render the
advertising deceptive. At the same time, the inclusion of 
a DSHEA disclaimer or similar disclosure will not cure an
otherwise deceptive ad, particularly where the deception
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concerns claims about the disease benefits of a product. In
making references to DSHEA and FDA review, advertis-
ers should also be careful not to mischaracterize the extent
to which a product or claim has been reviewed or approved
by the FDA. Compliance with the notification and dis-
claimer provisions of DSHEA does not constitute authori-
zation of a claim by FDA and advertisers should not imply
that FDA has specifically approved any claim on that basis.

Example 33

A company markets a supplement for “maintaining joint
flexibility.” The product packaging is similar in color and
design to a nonprescription drug used to treat joint pain
associated with arthritis and the product name is similar
to the drug counterpart. The ad includes statements urging
consumers to “ask their pharmacist” and “accept no generic
substitute.” The various elements of the ad may lead con-
sumers to believe that the supplement is, in fact, an approved
drug, or may give consumers more general expectations
that the product has been subjected to similar government
review for safety and efficacy. A clear and prominent dis-
claimer may be necessary to indicate that the product has
not been evaluated by FDA and is not an approved drug
product.

Example 34

An advertisement for an herbal supplement includes
strong, unqualified claims that the product will effectively
treat or prevent diabetes, heart disease, and various circu-
latory ailments. The advertiser does not have adequate
substantiation for this claim, but includes the DSHEA
disclaimer prominently in the ad. In face of the strong con-
tradictory message in the ad, the inclusion of the DSHEA
disclaimer is not likely to negate the explicit disease
claims made in the ad, and will not cure the fact that the
claims are not substantiated.

Example 35

A dietary supplement advertisement makes a number of
claims about the benefits of its product for supporting var-
ious body functions. The ad also includes the statement,
“Complies with FDA notification procedures of the Dietary
Supplement Health and Education Act.” This statement
may suggest to consumers that FDA has authorized the
claims made in the ad or that it has reviewed the support
for the claims and found the product to be effective.
Because there is no review and authorization process for
such claims under DSHEA, this would be deceptive.

D. THIRD PARTY LITERATURE

Dietary supplement advertisers should be aware that the
use of newspaper articles, abstracts of scientific studies, or
other “third party literature” to promote a particular brand
or product can have an impact on how consumers interpret
an advertisement and on what claims the advertiser will 

be responsible for substantiating. For purposes of dietary
supplement labeling, Section 5 of DSHEA provides an
exemption from labeling requirements for scientific jour-
nal articles, books and other publications used in the sale of
dietary supplements, provided these materials are reprinted
in their entirety, are not false or misleading, do not pro-
mote a specific brand or manufacturer, are presented with
other materials to create a balanced view of the scientific
information, and are physically separate from the supple-
ments being sold.

The FTC will generally follow an approach consistent
with the labeling approach when evaluating the use of such
publications in other contexts, such as advertising. Although
the FTC does not regulate the content or accuracy of state-
ments made in independently written and published books,
articles, or other non-commercial literature, FTC law does
prohibit the deceptive use of such materials in marketing
products. The determination of whether the materials will
be subject to FTC jurisdiction turns largely on whether the
materials have been created or are being used by an adver-
tiser specifically for the purpose of promoting its product.
As a practical matter, publications and other materials that
comply with the elements of the DSHEA provision, par-
ticularly with the requirement that such materials be truth-
ful, not misleading and balanced, are also likely to comply
with FTC advertising law.

Example 36

An author publishes a book on the curative properties of an
herb. The book title is “The Miracle Cancer Cure.” The book
does not endorse or otherwise mention any particular sup-
plement brand. The author/publisher does not sell the herbal
supplement and does not have any material connection to
any marketers of the herb. As non-commercial speech, the
book itself would not be subject to the FTC’s jurisdiction
over advertising. However, if a marketer of the herb
referred to the book in advertising materials (for instance,
by quoting the title and using excerpts to describe the
anti-cancer benefits of its product), such references would
likely be considered advertising. The advertiser would be
responsible for substantiating any claims about the adver-
tiser’s product that are conveyed by these references.

VI. GOVERNMENT’S ROLE IN THE
WEIGHT LOSS MARKETPLACE

The FDA regulates the labeling of prescription and over-
the-counter weight loss drugs and approves new drugs.
While, the FTC and the state attorneys general combat
misleading advertising claims for weight loss products
and programs. The FDA and the FTC share statutory author-
ity over the promotion and advertising of drugs and sup-
plements. The FDA has primary jurisdiction over
prescription drug advertising by manufacturers or on behalf
of manufacturers as well as jurisdiction over drug labeling.
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The FTC regulates the advertising of weight loss products
and programs, including dietary supplements for weight
loss under Section 5 of the Federal Trade Commission
Act. The FTC has filed more than 150 cases against such
products and programs since 1927, and 75 of these have
been filed since 1990. Most of these cases were filed
administratively, but in nearly a dozen of them, the agency
sued directly in federal district court to obtain injunctions
and monetary redress.

Issues that the FTC addressed in the program cases of
the early 1990s included misleading use of consumer tes-
timonials, deceptive claims about costs and credentials of
program staff, misleading comparisons of programs, and
failure to substantiate success claims for weight loss or
weight loss maintenance. Consent orders entered in those
cases include remedies that require substantiation for weight
loss or weight maintenance claims, disclosures triggered
by maintenance claims (“For many dieters, weight loss 
is temporary”), disclosure of total costs, and prohibitions
against misrepresenting staff credentials. As a result of
monitoring compliance with the consent orders, the
agency is seeing in general that companies are avoiding
broad-based maintenance claims, and where maintenance
claims are made, they are narrowly focused on discrete sub-
groups of dieters. Also, companies appear to be making
the order-required disclaimers that are intended to limit the
applicability of testimonials. The agency continues to work
with companies to assure that such disclaimers are featured
in a clear and prominent manner.

The offices of the state attorneys general have played a
prominent role in pursuing advertisers and promoters of
fraudulent pills, nostrums and devices — the bottom-feeders
of the weight-loss industry — as well as more mainstream
companies. States review diet ads under both their false
and deceptive practices statutes as well as state food and
drug laws. In addition, some states, have statutes that apply
to advertising by medical professionals and prohibit false
advertising and advertising for unsubstantiated treatments.

The following summaries represent disclosure models,
either in place or recommended, for providing information
to prospective clients/patients of weight loss programs.
Some states have adopted standards for information dis-
closure. Additionally, the FTC (through triggered disclo-
sures in individual case-generated consent orders) has
defined information consumers should know about weight
loss methods in order to understand certain efficacy and
success claims. Finally, the Center for Science in the
Public Interest, in its petition for rulemaking filed before
the FTC, has set out a detailed disclosure model.

Most models require affirmative disclosures of costs,
health risks and staff credentials untriggered by specific
claims or the need for consumers’ first to request the infor-
mation. The exceptions is the New York City Consumer
Bill of Rights where, except for an affirmatively disclosed
warning about the risk of rapid weight loss, the consumer

is informed of his/her right to receive certain information
upon request. The FTC orders require outcome disclo-
sures only when triggered by express or implied success
or efficacy claims. The Connecticut statute is based in part
upon the FTC model, requiring triggered outcome disclo-
sures but also requiring that the diet program contract
affirmatively disclose information about costs, staffing
and program duration. The only in-place model that calls
for any sort of untriggered outcome data disclosure is
Michigan’s that requires that consumers receive, through
informed consent, information about the likely long term
success of the program.

VII. VOLUNTARY GUIDELINES FOR
PROVIDERS OF WEIGHT LOSS 
PRODUCTS OR SERVICES

A. DEFINITIONS

The Partnership for Healthy Weight Management is a
coalition composed of representatives from science, aca-
demia, the health care professions, government, commer-
cial enterprises, and organizations promoting the public
interest. The Partnership encourages weight loss providers
to adopt the Partnership’s Voluntary Disclosure Guidelines
for Providers of Weight Loss Products and Programs and
does not endorse any particular product or program for
weight loss or weight management.

“Providers” includes any individual or organization
involved in providing weight loss services or products to
the public, including, but not limited to, physicians, clini-
cal psychologists, dieticians, nutritionists, and commer-
cial programs, as well as any one else selling products or
publications designed to cause weight loss or result in
weight maintenance.

Providers of a weight loss product should note that use
of statements about the risks associated with overweight
and obesity, the risks associated with the product, or about
outcomes may render the product adulterated, misbranded,
or unapproved under the Federal Food, Drug, and Cosmetic
Act and relevant regulations promulgated by the Food and
Drug Administration.

B. FORMAT AND DISTRIBUTION

These Voluntary Guidelines represent a consensus of vol-
untary consumer disclosure practices reached by a panel
of weight management companies, weight loss profession-
als, and consumer protection groups. They are not binding,
do not represent legal standards or interpretation of any
legal requirements, and are not sponsored or issued by any
government agency. Providers should only make these dis-
closures to the extent that they are permissible under appli-
cable state and federal law. In order to assure compliance,
these guidelines should be placed in the program/procedures
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policy manual or such other written guidance provided to
program staff.

Providers that subscribe to these Voluntary Guidelines
may be flexible in tailoring the Guidelines to the structure
and needs of their own programs. Different programs will
comply in different ways with various portions of the
Guidelines. However, providers should not represent,
directly or indirectly, in advertising or otherwise, that they
subscribe to or comply with the Voluntary Guidelines unless
they make all disclosures that are applicable to their par-
ticular program or product. The examples set forth in the
Voluntary Guidelines are provided for the purpose of illus-
tration, and are not intended to represent a required or pre-
ferred form or format. Different providers and types of
providers may utilize varying formats for disclosure.

Providers following these guidelines should make all
disclosures clearly and prominently. Providers that obli-
gate purchasers to make payments in the future or that col-
lect non refundable payments in advance for products or
services to be consumed or provided in the future, should
make all disclosures in a single document that is given to
all prospective clients/patients on their first visit to the cen-
ter and prior to purchase. Providers that charge for prod-
ucts and services as they are used by the purchaser —
“pay-as-you-go programs” — or that collect refundable
payments in advance of delivery of the services, should
also include all disclosures covered by these guidelines in
a single document except that cost information may be pro-
vided either as part of the document or on clear and promi-
nent postings at each center. Providers who post notices of
costs should do so in a manner that renders them consis-
tently viewable by consumers during their visit and per-
mits consumers to notice and read the contents upon first
entering the area occupied by the provider’s customer rep-
resentatives or recruiters.

Providers should instruct their staff to encourage
prospective clients/patients to read all disclosures prior to
enrolling in the program. Services actually provided should
not be inconsistent with the content of these disclosures. (For
example, a provider should not offer advice of a medical
nature if the disclosures state that medical advice is not pro-
vided.) In addition, written or oral representations contained
in advertising or any other materials or presentations should
not be inconsistent with or contradict these disclosures.

C. INFORMATION CONTENT

Providers of weight management services should, at a
minimum, voluntarily provide to prospective patients/clients
the following information:

1. Staff Qualifications and Central Components
of the Program

This includes a description of the program content and
goals and pertinent information about the weight 

management training, experience, certification and educa-
tion of the customer service personnel where the service,
including distribution of products, is being provided, and
which is appropriate to the program. The disclosure should
include wording that encourages prospective patients/clients
to ask additional questions about the qualifications of the
provider and should not be deceptive or misleading.

Example 1

Our Staff at the “Weight Away Diet Center” program con-
sists of diet, exercise, and behavioral modification.
Program leaders who have successfully used the Weight
Away program to lose weight monitor your weekly
progress. Staff is required to have completed Weight Away
program as well as a six-week in-house staff training pro-
gram covering nutrition, weight-loss dynamics, customer
service, and presentation. One or more Weight Away coun-
selors will see you on an individual or group basis at each
meeting. Our staff does not offer medical or psychological
counseling. Please feel free to ask for more details about
any particular leader’s training or experience.

Example 2

Our Staff at the “Community Hospital Obesity Clinic”
provides a medically supervised weight loss program for
patients with severe disorders related to obesity or whose
obesity places them at risk of developing such disorders.
The program consists of optional low or very low-calorie
diet plans, exercise, and lifestyle education. During this
program, patients following a very-low-calorie diet will
receive a protein supplement diet formula to substitute for
regular meals and a multi-vitamin supplement. Our staff
is comprised of one physician who is board-certified in
endocrinology, two registered nurses (RNs), three regis-
tered dietitians (RDs), one masters level exercise physiol-
ogist and one clinical psychologist (Ph.D.) Usually,
patients will visit with the dietitians and exercise physiol-
ogist. Other professional staff are available for consulta-
tion if professional intervention is indicated. Prospective
patients are encouraged to ask about staff experience and
training and how much time various staff members spend
with individual patients.

2. Risks Associated with Overweight and
Obesity, and the Benefits to be Derived 
from Modest Weight Loss

For example, obesity and overweight are associated with
increased risk of heart disease, diabetes, some forms of
cancer, gall bladder disease, osteoarthritis, stroke, and
sleep apnea, among other illnesses, and moderate amounts
of weight loss (five to ten percent of total body weight)
can reduce many of the risks. While most providers will
likely want to include information about the risks of obe-
sity and the benefits of weight loss, any such disclosure is
optional, and the failure to provide such a statement will
not be considered inconsistent with the guidelines.
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3. Risks Associated with the Provider’s Product
or Program

This includes for programs, the risks associated with any
drugs, devices, dietary supplements, or exercise plans that
are provided in the course of the program or treatment. In
addition to program/product-specific risks, the informa-
tion provided should indicate that:

1. Consultation with a medical professional is
advisable for people who are under treatment for
specific medical conditions or taking prescribed
medications.

2. Unless medically indicated, weight loss after
the first two or three weeks of dieting should not
exceed a rate of three pounds or approximately
one and one-half percent of body weight per
week. More rapid weight loss may cause an
increased risk of developing gallbladder disease,
a risk which is believed to be higher than the risk
of developing gallbladder disease as a result of
staying overweight/obese. People who are con-
sidered medically appropriate for more rapid
weight loss should have their progress monitored
by a physician.

3. Very-low-calorie diets (�800 kcal per day) are
designed to promote rapid weight loss in peo-
ple whose obesity has resulted in, or has put
them at medical risk of, developing serious
health complications. Rapid weight loss may
also be associated with some medical prob-
lems. This program provides medical supervi-
sion to minimize risks associated with rapid
weight loss.

4. People undergoing weight loss can experience
physical changes in the body (dizziness, inter-
ruptions in the menstrual cycle, hair loss, for
example) that may indicate more serious condi-
tions. People noticing such changes should be
advised to talk immediately to their primary
care physician.

Example 3

For providers whose programs are designed to produce
weight loss at a rate of approximately two pounds 
per week.

What You Need To Know About the Safety of the
“Healthy Weight Loss Clinic” Diet.

This diet has been designed to promote weight loss of
no more than two pounds -or one percent of total body
weight — a week. Medical authorities recommend that los-
ing weight at such a rate reduces risk of health problems
that have been associated with more rapid weight loss
(greater than three pounds per week). Some people may
lose weight at a slightly higher rate. However, we will

monitor your progress and modify your diet if your rate of
weight loss after the first two or three weeks exceeds a rate
of three pounds — or one and one-half percent of body
weight — a week. Children and adolescents, pregnant or
breast feeding women, and people with significant health
problems such as bulimia, heart disease, kidney disease,
diabetes or psychiatric disorder, should not begin this pro-
gram without written authorization by their primary care
provider. People under treatment for other conditions 
or taking medications prescribed by their health care
provider should tell their providers that they have begun
this diet because, in some cases, adjustments to medica-
tions or modifications to the weight loss program may be
appropriate.

Weight loss can produce physical changes in the body
such as interruptions in the menstrual cycle, temporary
hair loss, and dizziness. Such changes may indicate more
serious health complications. Report any such changes
that you notice to your primary care provider.

Remember, people who are overweight or obese are at
increased risk of developing heart disease, diabetes, some
forms of cancer, gall bladder disease, osteoarthritis and
sleep apnea. Losing even small amounts of weight (five to
ten percent of body weight), may reduce these risks. The
side effects and complications that some people may expe-
rience while losing weight by following a healthy eating
plan and exercise program are usually minor compared to
the risks of overweight and obesity.

4. Information about Program Costs

This includes (1) total program costs, including all fixed
costs (administrative fees, entry fees, renewal fees, as
appropriate), (2) periodic costs such as weekly attendance
fees or mandatory food purchases (expressed for food
purchases at the option of the provider as either average
approximate costs or a high/low range of costs per sched-
uled payment unit or per week), (3) optional costs (such
as fees charged for re-entering the program or for any
optional maintenance program), and (4) discretionary
costs (medical tests, for example). Providers should also
identify, clearly and prominently, any non-refundable
costs. If practicable, providers should disclose total
approximate program costs averaged across all dieters. A
single, non refundable entry fee or registration fee that
does not exceed 150 percent of the fee charged for a 
single visit or session in an otherwise pay-as-you-go 
program does not remove the program from pay-as-you-
go status.

In the case of telephone sales, inasmuch as providers
cannot give written disclosures to prospective patients/
clients until they visit a center, sales should not be consid-
ered final until the prospective patient/client has received
the disclosures and had a chance to read them. Alterna-
tively, providers may include with the disclosures, a clear
and conspicuous notice of their right to rescind such a sale
within at least five days.
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Example 4

“BYE-BYE BMI Weight Loss Centers” Cost Schedule:
Mandatory Charges:
One-Time Entry Fee $xx.xx
Each Weekly Meeting (attended) $xx.xx
Average (approximate) cost of food per week $xx.xx
Nutritional Supplements (30 day supply) $xx.xx
Discretionary Additional Charges (if Center deems 
necessary)
Blood tests, Physician Exam, EKG $xx.xx
Optional Additional Charges (if client chooses) $xx.xx
Re-entry fee (after absence of at least __ consecutive 
visits) $xx.xx
Optional Maintenance Program $xx.xx
ALL COSTS NON-REFUNDABLE

5. Outcome Information

Consumers of weight loss products and services are enti-
tled to receive outcome information that would allow peo-
ple to make informed choices among weight loss products
and services.

These guidelines encourage but do not mandate out-
come disclosures in terms of weight loss and weight
maintenance. Weight loss programs differ, and at the cur-
rent time, there is no consensus on what the content and
the format of such disclosures should be. Research is lack-
ing as to what consumers need and how they interpret or
use such information. The Partnership for Healthy Weight
Providers are encouraged to collect data, e.g., how much
weight consumers of a particular product or program have
lost and how long they kept off all or part of their weight
loss, and disclose weight loss and maintenance informa-
tion to prospective clients/patients before they enroll.
Providers subscribing to these guidelines should include
within the document containing the other disclosures the
statement, “Most people who lose weight are likely to find
it difficult to keep the weight off. They can improve their
chances by adopting a lifelong commitment that includes:

1. Increased frequent and regular physical activity
of at least moderate intensity, and

2. Healthy eating in accordance with the Dietary
Guidelines for Americans, emphasizing a
reduction in total calories, a lowered fat con-
sumption, and an increase in vegetables, fruits
and whole grains,” and

3. Information about the health benefits of modest
amounts of weight loss (5–10 percent of body
weight, 10–20 pounds).

Example 5

For providers that make specific disclosures.
Patients under Dr. Doe’s weight loss treatment lost, on

average, 17.5 pounds, and after 18 months, they kept off
55 percent of their weight loss. This measurement includes

all patients who remained in active weight loss for at least
three weeks. Most people who lose weight are likely to find
it difficult to keep the weight off. They can improve their
chances by adopting a lifelong commitment that includes:

1. Increased frequent and regular physical activity of at
least moderate intensity, and

2. Healthy eating in accordance with the Dietary
Guidelines for Americans, emphasizing a reduction
in total calories, a lowered fat consumption, and an
increase in vegetables, fruits and whole grains.

3. Moreover, maintaining a modest amount of weight
loss over time has been shown to have health benefits.

Example 6

For providers that choose not to make specific disclosures.
Most people who lose weight are likely to find it difficult

to keep the weight off. They can improve their chances by
adopting a lifelong commitment that includes:

1. Increased frequent and regular physical activity of at
least moderate intensity, and

2. Healthy eating in accordance with the Dietary
Guidelines for Americans, emphasizing a reduction
in total calories, a lowered fat consumption, and an
increase in vegetables, fruits and whole grains.

3. Moreover, even weight loss of as little as ten percent
of body weight, if maintained over time, has been
shown to be beneficial.

VIII. REPRESENTATIVE DIETARY 
SUPPLEMENT ADVERTISING CASES
1984 — JULY 15, 2003

Michael S. Levey; Gary Ballen; Bentley Myers International
Co.; Publisher’s Data Services, Inc.; and Nutritional Life,
Inc.; Civ. Action No. CV-03-4670 GAF (AJWx) (C.D. Cal.)
(Filed 6/30/03) Complaint for Civil Penalties, Injunctive
and Other Relief. Alleged false or unsubstantiated efficacy
and safety claims for weight loss products containing
ephedra, “Zymax” and “MillinexES,” or St. John’s wort,
“Serotril,” and unsubstantiated arthritis cure and other
claims for a dietary supplement product containing glu-
sosamine and chondroitin, “CartazyneDS.” Alleged viola-
tion by Michael S. Levey of 1993 FTC order in C-3459.

Health Laboratories of North America, et al., Civ.
Action No. 03 1457, (D.D.C.) (Filed 07/01/03) Complaint
and Stipulated Final Judgment and Order for a Permanent
Injunction and Monetary Relief. Alleged false and unsub-
stantiated weight loss claims for “Berry Trim Plus” dietary
supplement products containing Hydroxycitric Acid or
“HCA” and ephedrine alkaloids from Ma Huang and unsub-
stantiated safety claims for “Berry Trim Plus.” Order
requires payment of $195,000 in consumer redress.

Seasilver USA, Inc.; Americaloe, Inc.; Bela Berkes;
Jason Berkes; Brett Rademacher, individually and dba
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Netmark International and Netmark Pro; and David R.
Friedman, Civ. Action No. CV-S-03-0676-RLH-LRL,
Complaint for Injunctive and Other Equitable Relief (filed
June 12, 2003) (D. Nev.) Alleged false and unsubstanti-
ated disease treatment and cure claims and weight loss
claims for “Seasilver” liquid supplement. Inventories of
Seasilver seized by the Food and Drug Administration.

Unither Pharma, Inc., and United Therapeutics Corp.,
File No. 022 3036, (June 12, 2003) (Consent Agreement
subject to final approval of the Commission following
public comment period) Alleged deceptive claims that
“HeartBar,” a food bar containing the amino acid 
L-Arginine, is effective against cardiovascular diseases.

Kevin Trudeau; Robert Barefoot, Shop America
(USA), LLC, and Deonna Enterprises, Inc. Civ. Action
No. 03 C 904 (June 9, 2003) (N.D. Ill.) (Complaint for
Permanent Injunction and Other Equitable Relief) Alleged
false and unsubstantiated claims that Coral Calcium
Supreme can treat or cure cancer and other diseases, such
as multiple sclerosis and heart disease, and is superior to
other calcium supplements.

A. Glenn Braswell; JOL Management Co.; G.B. Data
Systems, Inc., Gero Vita International, Inc., Theraceuticals,
Inc.; and Ron Tepper; Civ. Action No. CV 03-3700 DT
(PJWx) (C.D. Cal.) (filed May 27, 2003) (Complaint for
Permanent Injunction and Other Equitable Relief) Alleged
false and unsubstantiated advertising claims for numerous
dietary supplements marketed under the Gero Vita and
Theraceuticals brand names.

ValueVision International, Inc., Civ. Action No. 03-
2890 District of Minnesota (entered April 17, 2003)
(Consent Decree and $215,000 Civil Penalty) (Agreement
settles charges that company violated a previous 2001
FTC order [C-4022] by making unsubstantiated health
claims for Physician’s RX, a dietary supplement contain-
ing a variety of vitamins, minerals, and antioxidants. In
addition to paying the civil penalty, ValueVision will be
enjoined from violating the FTC order.)

Snore Formula, Inc., et al., File No. 022 3247 (April 15,
2003) (Consent agreement pending final approval following
public comment period) Alleged unsubstantiated claims that
“Dr. Harris’ Original Snore Formula” herbal supplement
tablets were effective in preventing sleep apnea in adults
and children and significantly reduced snoring. Alleged
failure to disclose material information, specifically, the
importance of seeing a physician for people with symp-
toms of sleep apnea because the condition may be fatal.

Rexall Sundown, Inc., Civ. Action No. 00-7016-CIV-
Martinez, (S.D. Fla.) Stipulated Final Order for Permanent
Injunction and Settlement of Claims for Monetary Relief
(March 31, 2003) Alleged false and unsubstantiated claims
that its dietary supplement, Cellasene™, would reduce or
eliminate cellulite.

Slim Down Solution, LLC, et al., and Maderia Man-
agement, Inc., et al., Civ. Action No. 03-80051-CIV-PAINE

(S.D. Fla.), Complaint for Permanent Injunction and Other
Equitable Relief and Stipulated Order for Preliminary
Injunction (01/21/03) Alleged false and unsubstantiated
claims for a purported weight-loss product containing 
D-glucosamine.

Dr. Clark Research Association, et al., dba Dr. Clark
Zentrum, Civ. Action No. l:03CV0054, (N.D.Ohio)
Complaint for Permanent Injunction and Other Equitable
Relief (filed 01/08/03) Alleged unsubstantiated AIDS, ter-
minal cancer, and other disease cure claims for dietary
supplements and devices.

Mark Nutritionals, Inc., Harry Siskind, and Edward
G. D’Alessandro, Jr., Civ. Action No. SA02CA1151EP,
U.S. District Court, Western District of Texas, San Antonio
Division, (Complaint for Permanent Injunction and Other
Equitable Relief and Stipulated Order for Preliminary
Injunction Between Mark Nutritionals, Inc., and FTC
filed December 5, 2002) (Stipulated Order for Preliminary
Injunction with asset freezes entered against individual
respondents on December 23, 2002) Alleged false and
unsubstantiated claims for “Body Solutions Evening
Weight Loss Formula” in English and Spanish radio ads
and website.

David L. Walker, dba DLW Consulting, Inc., File No.
X020041, Civ. Action No. C02-5169 RJB, (filed October
28, 2002) U.S. District Court for the Western District of
Washington at Seattle, Stipulated Final Judgment and
Order, (Complaint alleging unsubstantiated claims on web
site and in seminars regarding the efficacy of Walker’s
purported cancer cure, the “CWAT — Treatment:
BioResonance Therapy and Molecular Enhancer.” was
filed in March, 2002.)

No. 9068-8425 Quebec, Inc. aba Bio Lab, Cellu-
Fight, and Quick Slim, and Jean-Francois Brochu, Civ.
Action No. 1:02:CV-1128, U.S. District Court, Northern
District of NY (September 3, 2002) (Complaint for
Permanent Injunction and Other Equitable Relief) Alleged
false weight-loss and cellulite-treatment claims by
Canadian company marketing dietary supplements to U.S.
consumers using mainstream U.S. media.

Interstate Bakeries Corp., File No. 012 3182 (March 6,
2002) Consent Agreement subject to final FTC approval
following public comment period. Alleged unsubstantiated
claims that its Wonder Bread containing added calcium
could improve children’s brain function and memory.

Campbell Mithun LLC (Advertising agency for
Interstate Bakeries Corp. [IBC]), File No. 012 3182
(March 6, 2002) Consent Agreement subject to final FTC
approval following public comment period. Alleged
unsubstantiated claims in advertisements developed for
IBC that Wonder Bread containing added calcium could
improve children’s brain function and memory.

Kris A. Pletschke, dba Raw Health, File No. C-4040,
(February 22, 2002) Consent Order. (Alleged unsubstanti-
ated claims on “rawhealth.net” web site that its colloidal
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silver product could treat or cure 650 different diseases,
eliminate all pathogens in the body, and was medically
proven to kill every destructive bacterial, viral, or fungal
organism in the body, including anthrax, Ebola, and
flesheating bacteria. Consumer refunds must be offered
under terms of the order.)

TechnoBrands, Inc., et al., File No. 992 3034
(February 19, 2002) Consent Agreement subject to final
FTC approval following public comment period. Alleged
false and unsubstantiated claims concerning weight-loss
products, pain-relief magnets, air cleaners, and hairgrowth
stimulants. ($200,000 in consumer redress required by the
Consent Agreement) In a separate action, filed in federal
district court, TechnoBrands agreed to pay more than
$200,000 in consumer redress for its role in the deceptive
telemarketing of a buyer’s club service after completing
the sale of its own products. (Stipulated Final Order for
Permanent Injunction and Settlement of Claims for
Monetary Relief, Civ. Action No.: 3:02-CV-86, Eastern
District of Virginia, Richmond.)

Natural Organics, Inc., et al., D. 9294 (September 6,
2001) (Consent Order) (Alleged unsubstantiated claims that
company’s dietary supplement, “Pedi-Active A.D.D.,” treats
or mitigates Attention Deficit Hyperactivity Disorder and
improves attention span and scholastic performance of chil-
dren who have difficulty focusing on their schoolwork.)

Liverite Products, Inc., et al., Civil Action No.: SA
01-778 AHS (ANx) (August 20, 2001) (Complaint and
proposed Stipulated Final Order filed in U.S. District
Court for the Central District of California, Southern
Division) (Alleged unsubstantiated claims on Internet,
radio, and print ads about the ability of “Liverite” dietary
supplement products to treat or prevent a wide range of
liver diseases or disorders, including cirrhosis and hepati-
tis ($60,000 in redress required).

Panda Herbal International, Inc., et al., File No. 
C-4018 (Consent Order) (July 30, 2001) (Alleged unsub-
stantiated efficacy claims for “Herbal Outlook,” a dietary
supplement containing St. John’s Wort, and for “HerbVeil
8,” a topical ointment; alleged false claim that Herbal
Outlook has no known contraindications or drug interac-
tions. Order requires Panda to pay full refunds upon
request to consumers who purchased HerbalVeil 8 during
a specified time period.)

ForMor, Inc., et al., File No. C-4021 (Consent Order)
(July 30, 2001) (Alleged false and unsubstantiated safety
and efficacy claims for dietary supplement products con-
taining St. John’s Wort, colloidal silver, and shark carti-
lage. Order requires ForMor to pay refunds upon request
to consumers who purchased colloidal silver and
“Ultimate II Shark Cartilage Concentrate” during a spec-
ified time period.)

MaxCell BioScience, Inc., et al., doing business as Oasis
Wellness Network, File No. C-4017 (Consent Order) (July
30, 2001) (Alleged false and unsubstantiated anti-aging

claims for “Longevity Signal Formula,” a dietary supple-
ment product containing the hormone DHEA, and for an
at-home urine test, “Anabolic/Catabolic Index™2,” to
gauge overall health and youthfulness. Order requires
payment of $150,000 in consumer redress.)

Robert C. and Lisa M. Spencer, dba Aaron Company,
File No. C-4019 (Consent Order) (July 30, 2001) (Alleged
false and unsubstantiated safety and efficacy claims for
dietary supplement products, Colloidal Silver, and
Chitosan with Vitamin C; and unsubstantiated claims that
“Ultimate Energizer,” a product containing ephedra (ma
huang), is safe and has no side effects. Order requires
warning labels on products containing ephedra sold by
respondents in the future).

Western Botanicals, Inc., et al., Civ. Action No. CIV.S-
01-1332 DFL GGH, (July 13, 2001) (Complaint and
Stipulated Final Order) (Alleged unsubstantiated claims
that dietary supplement products containing comfrey were
beneficial in the treatment of a variety of serious diseases
and health conditions and false claims that the products
were safe. A judgment of $50,800 was suspended, but
could be reinstated if the court finds defendants made mis-
representations or omissions on their financial statements.)

Christopher Enterprises, Inc., et al., Civ. Action No.
2:01 CV-0505 ST, District of Utah, Central Division
(Stipulated Final Order for Permanent Injunction and
Settlement of Claims for Monetary Relief filed November
29, 2001) The order would prohibit the defendants from
marketing any comfrey product for ingestion, for use as a
suppository, or for external use on open wounds, unless
they have evidence that the product is free of pyrrolizidine
alkaloids and that it is safe. The defendants would also be
required to place a warning disclosure in any ad, promo-
tional material or product label for any confrey products
intended for topical use. The specific claims challenged in
the complaint would also be prohibited by the order.
(Complaint for Permanent Injunction and Other Equitable
Relief and Stipulated Order for Preliminary Injunction
filed July 3, 2001) (Alleged false safety claims and unsub-
stantiated efficacy claims for products containing the
herbal ingredient comfrey.)

Streamline International, Inc., et al., Civil Action No.
01-6885-CIV-Ferguson (Complaint filed in U.S. District
Court for the Southern District of Florida) (June 20, 2001)
(Alleged false and deceptive earnings claims by operators
of fraudulent business opportunity pyramid marketing
scheme purportedly distributing a line of dietary supple-
ments and health-care products. Complaint also alleges false
and misleading claims that the company sells only dietary
supplement products containing ingredients that appear
on the FDA’s list of ingredients generally recognized as safe.
In fact, a number of products contain the herbal ingredient
comfrey, which is not on that list and is known to pose a
significant risk to humans, including liver damage, when
used internally or externally on open wounds.

U.S. Regulations for Advertising Dietary Supplements, Health and Diet Products and Services 100-17

DK9848_C100.qxd  31/Aug/05  11:26 AM  Page 17



Western Dietary Products Co., et al., Civ. Action No.
CO1-0818R, (U.S. District Court for the Western District of
Washington, in Seattle) (Stipulated Final Judgment and
Order filed with the court on December 26, 2001)
(Complaint filed June 4, 2001, alleged unsubstantiated
claims that their products, “Black Walnut Tincture,”
“Wormwood Tincture,” and “Cloves Tincture,” and an elec-
trical unit called the “Zapper,” were effective in the treat-
ment and cure of cancer, Alzheimer’s, diabetes, arthritis,
and HIV/AIDS; and that their herbal products would
make surgery and chemotherapy unnecessary for persons
with cancer.)

Weider Nutrition International, Inc. (File No. C-3983)
(Consent Order) (November 15, 2000) (Alleged unsub-
stantiated efficacy and safety claims in ads for weight 
loss dietary supplement products called “PhenCal” and
“PhenCal 106.” $400,000 in consumer redress required by
the consent order.)

Lane Labs-USA, et al., (Civ. Action No. CV-00-3174
(WGB), U.S. District Court, District of New Jersey)
(Stipulated Final Order for Permanent Injunction as to
Cartilage Consultants, Inc., and I. William Lane entered
July 6, 2000) (Stipulated Final Order for Permanent
Injunction and Settlement of Claims for Monetary Relief
as to Lane Labs-USA, Inc., and Andrew J. Lane) (Entered
by the court on September 26, 2000) ($1 Million judge-
ment: $550,000 for redress or disgorgement; and the
remaining $450,000 to be used to pay for shark cartilage
and a placebo in a clinical study of shark cartilage spon-
sored by the National Cancer Institute and Lane Labs.)
(Alleged unsubstantiated claims about the efficacy of
“BeneFin,” a shark cartilage product, and “SkinAnswer,”
a skin cream, in the prevention, treatment and cure of can-
cer. Lane Labs was the manufacturer and distributor of
these products.)

Cartilage Consultants, Inc., et al., (Civ. Action No.
CV-00-3174 (WGB), U.S. District Court, District of New
Jersey) (Entered by the court on July 6, 2000) (Stipulated
Final Order for Permanent Injunction) (Complaint alleged
that working in conjunction with Lane Labs-USA, Cartilage
Consultants, Inc., supplied consumers with information
on how to use BeneFin and SkinAnswer to treat cancer)

Michael D. Miller, dba Natural Heritage Enterprises,
File No. C-3941 (May 16, 2000) (Consent Order and
$17,500 in consumer redress) (Alleged unsubstantiated
claims on Internet sites that Essiac Tea is effective in cur-
ing a number of diseases, such as cancer, diabetes,
AIDS/HIV and feline leukemia.)

CMO Distribution Centers of America, File No. 
C-3942 (May 16, 2000) (Consent order; company must
offer refunds to consumers who purchased the product for
personal use or that of their families.) (Alleged unsub-
stantiated claims that CMO™ (cetylmyristoleate) capsules
would regulate and normalize the immune system, cure

arthritis and reverse the effects of the disease, and be
effective in treating other conditions such as asthma and
cancer. Complaint also alleged that certain claims about
scientific studies were false.)

EHP Products, File No. C-3940 (May 16, 2000)
(Consent order; company must offer refunds to consumers
who purchased the product for personal use or that of their
families.) (Alleged unsubstantiated efficacy claims for its
CMO product, Myristin®, including claims that the prod-
uct provides long term relief from arthritis symptoms and
may prevent rheumatoid arthritis and osteoarthritis, and
misrepresentations that scientific studies or the issuance
of patents prove the effectiveness of Myristin®.)

J & R Research, Inc., File No. C-3961 (July 19, 2000)
(Consent Order) (Alleged unsubstantiated efficacy claims
for the product Pycnogenol, marketed and sold by the
company for the mitigation or cure of the effects of
Attention Deficit Disorder (ADD) or Attention Deficit
Hyperactivity Disorder (ADHD).

Rose Creek Health Products, Inc., File No. CS-99-
0063-EFS, (May 4, 2000) (Consent decree issued in settle-
ment of Complaint for Permanent Injunction and Other
Equitable Relief filed March 1999 in U.S. District Court for
the Eastern District of Washington; $375,000 in consumer
redress.) (False and unsubstantiated health claims in adver-
tisements for a nutritional supplement called “Vitamin O”)

Enforma Natural Products, Inc., et al., Civ. Action
No.: 04376JSL (CWx), U.S. District Court, Central
District of California, (filed April 25, 2000) Complaint
and Stipulated Final Order filed with the court; $10 mil-
lion in consumer redress ordered. (False and unsubstanti-
ated weight loss claims alleged for “Fat Trapper” and
“Exercise in a Bottle” containing the dietary supplements
chitosan and pyruvate, respectively)

The Quigley Corp., (File No. C-3926) (February 10,
2000) (Consent order) (Allegedly unsubstantiated claims
by Quigley that Cold-Eezer and Cold-Eeze brand zinc
lozenges that it manufactures can prevent colds and alle-
viate allergy symptoms and that Kids-Eeze Bubble-Gum
can reduce the severity of cold symptoms in children.)

AST Nutritional Concepts and Research, Inc., et al.,
(Civ. No. 99-WY-2197, U.S. District Court for the District
of Colorado) (May 4, 2000) (Permanent Injunction)
(Alleged unsubstantiated safety claims made for purported
body-building supplements that contain androstenedione,
“androgen,” and other steroid hormones, and in some
cases, stimulants.

Met-RX USA, Inc., et al., (Civ. No. SACV99-1407
DOC (ANX), U.S. District Court for the Central District
of California) (Nov. 24, 1999) (Stipulated Final Order For
Permanent Injunction and Other Equitable Relief) Unsub-
stantiated safety claims made for purported body-building
supplements that contain androstenedione, “androgen,” and
other steriod hormones, and in some cases, stimulants.
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Arthritis Pain Care Center (APCC), et al., File No. 
C-3896 (September 7, 1999) (Consent order) (unsubstanti-
ated health benefit claims regarding dietary supplements
and false claims regarding scientific studies)

SlimAmerica, Inc., FTC v., No. 97-6072-Civ-Ferguson
(S.D. Fla. June 30,1999) (Final Judgment for Permanent
Injunction and Damages; $8,374,586 in redress) (Deceptive
claims that “Super-Formula” diet product can “blast” up to
49 pounds off user in only 29 days, “obliterate” 5 inches
from waistlines, and “zap” 3 inches from thighs, without
dieting or exercising)

Bogdana Corp., File No. C-3820 (July 28, 1998) (con-
sent order) (Cholestaway calcium carbonate supplement
to lower cholesterol, blood pressure, cause weight loss,
treat heart disease;

Western Direct Marketing Group, Inc., C-3821 (July
28, 1998) (consent order) (ad agency for Bogdana Corp.)

Herbal Worldwide Holdings, Inc., File No. C-3827
(September 16, 1998) (consent order) (unsubstantiated
weight loss claims for “Fattache,” a purported dietary prod-
uct, in advertisements run on Spanish-language television
stations)

TrendMark International, Inc., File No. C-3829
(September 23, 1998) (consent order) (unsubstantiated
claims for “THIN-THIN” diet program, consisting of
Neuro-Thin weight loss supplement made primarily of
amino acids and Lipo-Thin weight loss product made 
of “chitin,” a natural fiber made from the ground-up
hydrolyzed exoskeletons of shellfish)

Venegas Inc., C-3781 (Jan. 23, 1998) (consent) (health
claims for dietary supplement Alen, including delaying
aging process, eliminating anemia, controlling addiction
to excess fats and sweets, and helping diabetics to natu-
rally produce insulin – Spanish language)

Mega Systems International, Inc., File No. C-3811
(June 8, 1998) (consent order and $500,000 in consumer
redress) (Eden’s Secret Nature’s Purifying Product to clean
and purify body’s blood supply and to cure PMS and other
illnesses, and to cause significant weight loss, advertised
in infomercials) AND Civ. Action No. 98C 8009 (Dec. 15,
1998) (Complaint for Injunctive and Other Relief filed in
U.S. District Court for failure to pay $500,000 in con-
sumer redress) (Jan. 4, 2002) (Commission authorized fil-
ing of a stipulated judgment in a bankruptcy court action
to resolve the Complaint for Injunctive and Other Relief.
Under terms of the settlement, the FTC will receive $30,000
now and share in any distribution of assets at the conclu-
sion of the bankruptcy case.

Metagenics, Inc., D. 9267 (Oct. 23, 1997) (consent)
(OTC calcium supplement to restore lost bone, eliminate
pain)

Global World Media Corp., C-3772 (Oct. 9, 1997)
(consent) (explicit safety and no side effects claims for
Ecstacy supplement advertised to produce a natural “high,”

in media with large youth audiences, and without disclos-
ing health and safety risks)

Kave Elahie/M.E.K. International, C-3770 (Sept. 19,
1997) (consent) (NutraTrim Bio-Active Cellulite Control
Cream and Weight Loss Tablets with aminophylline —
Spanish language)

Rogerio Monteiro and Eliana Crema (Leeka Products),
C-3767 (Sept. 12, 1997) (consent) (Super Formula
Reductora supplement with chromium picolinate for
weight control by regulating metabolism, reducing
appetite, burning or dissolving fat — Spanish language)

Efficient Labs, Inc., C-3768 (Sept. 12, 1997) (consent)
(Venoflash dietary supplement with vitamins and plant
derivatives to remove dangerous clogs in circulatory sys-
tem and treat symptoms of varicose veins and hemor-
rhoids — Spanish language)

Nu Skin International, Inc., United States v., No.
2:97-CV-0626G (D. Utah Aug. 6, 1997) (stipulated per-
manent injunction and $1.5 million civil penalty for vio-
lation of 1994 order) (fat loss, muscle maintenance, and
other claims for dietary supplements, Metabotrim,
OverDrive, GlycoBar, Appeal Lite, and Breakbar, con-
taining chromium picolinate and L-carnitine)

Nutrition 21, C-3758 (Jul. 11, 1997) (consent) (weight
loss and health benefit claims for chromium picolinate)

Mountain Springs L.L.C., FTC v., 97-4649 SVW
(C.D.Cal. Jun. 25, 1997) (stipulated permanent injunc-
tion) (Manaxx Una de Gato (cat’s claw) for treatment or
prevention of various diseases by strengthening the
immune system; effectively treats inflammation; reduces
the abnormal irritation of body tissue; cures acne; and is
void of any toxic effects — Spanish language)

Amerfit, Inc., C-3747 (Jun. 16, 1997) (consent and
$100,000 in disgorgement) (Fat Burners System for
weight loss, with tablet and, drink)

Interactive Medical Technologies, Ltd./Effective Health,
Inc., C-3751; William Pelzer, Jr., C-3750; and William 
E. Shell, M.D., C-3749 (Jun. 16, 1997) (consents and
$55,000 in consumer redress) (Lipotrol cellulose-bile weight
loss product and SeQuester)

Dean Distributors, Inc., C-3755 (Jun. 16, 1997) (con-
sent) (Food for Life Weight Management System and
Cambridge Diet low calorie and very low calorie weight
loss programs, with formula drinks)

Abbott Laboratories, C-3745 (May 30, 1997) (consent)
(many doctors recommend Ensure nutritional beverages
as a meal supplement and replacement for healthy adults)

Universal Merchants, Inc., C-3707 (Jan. 23, 1997)
(consent) (weight loss and health benefit claims for
chromium picolinate)

Zygon International, Inc., C-3686 (Sept. 24,1996)
(consent and up to $195,000 in consumer redress for 
all products) (SuperBrain Nutrient Program to improve
intelligence and memory, and to enhance the intelligence
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of the children of pregnant women; Fat Burner pills for
weight loss; and Day and Night Eyes pills to improve day
vision and night blindness, among others)

Home Shopping Network, Inc., D. 9272 (Sept. 26,
1996) (consent) (health-related claims for three vitamin
sprays, including prevention of the common cold and
reduction of the risk of infectious diseases; and efficacy
claims for a stop-smoking spray, including elimination of
the anxiety and weight gain associated with quitting
smoking — advertised on Home Shopping Network)

Third Option Laboratories, Inc., C-3628 (Nov. 29,
1995) (consent and $480,000 in consumer redress) (Jogging
in a Jug apple juice, grape juice, and vinegar beverage for
heart disease, arthritis, dysentery, constipation, lowering
serum cholesterol and triglycerides, cancer, leukemia,
viral disease, blood sugar levels, and other ailments)

National Dietary Research, Inc., D. 9263 (Nov. 7, 1995)
(consent and $100,000 in disgorgement) (Food Source 1
weight loss product and Vancol 5000 cholesterol reducing
product)

Live-Lee Productions, Inc./Ruta Lee, C-3620 (Oct.
10, 1995) (consent) (health related claims made by televi-
sion personality Ruta Lee on Home Shopping Network
for three vitamin sprays and a stop-smoking spray) (See
Home Shopping Network)

Body Wise International, Inc., C-3617 (Sept. 25,
1995) (consent) (dietary supplements for weight loss and
cholesterol reduction; failure to disclose that healthcare
professionals and others who gave testimonials for the
products had a financial interest in promoting them)

Nature’s Bounty, Inc., C-3593 (Jul. 21, 1995) (consent
and $250,000 in consumer redress) (health related claims
for 26 nutrient supplements, including Sleeper’s Diet for
weight loss during sleep; L-Arginine and L-Ornithine 
to increase muscle mass while decreasing body fat; 
L-Cysteine to promote hair growth; Octacosanol to improve
reaction time, reduce cholesterol levels, and strengthen
muscles; New Zealand Green Lipped Mussel Extract to pre-
vent arthritis and relieve its symptoms; Eye-Vites to reduce
the risk of developing cataracts; and Ginsana to improve
physical endurance and mental alertness)

Taleigh Corp. (Choice Diet Products, Inc.), 119 F.T.C.
835 (1995) (consent agreement, with the requirement that
the owner post a $300,000 performance bond to be used
for consumer redress should he engage in deceptive prac-
tices when marketing weight loss or stop-smoking prod-
ucts in the future) (FormulaTrim 3000, MegaLoss 1000,
and MiracleTrim pills for weight loss without diet or exer-
cise, and without nervous jitters, insomnia, or any other
side effects; deceptive consumer endorsements and failure
to disclose that certain consumer endorsers had been com-
pensated)

Bee-Sweet, Inc., 119 F.T.C. 57 (1995) (consent) (bee
pollen products for anemia, back pain, allergies, arthritis,
fatigue, and other ailments)

RN Nutrition, 119 F.T.C. 25 (1995) (consent)
(BoneRestore calcium product to build bone better than
estrogen, slow or stop bone loss, prevent and heal osteo-
porosis, and restore lost bone)

Schering Corp., 118 F.T.C. 1030 (1994) (consent)
(weight loss claims for Fibre Trim supplement, as well as
claims that the product provides the health benefits asso-
ciated with a fiber-rich diet)

Redhead, FTC v., No. 93-1232-JO (D. Ore. Sept. 9,
1994) (stipulated permanent injunction against defendants
Demlow, Danek, Lifeline, Inc.) (Imuno-Plex algae-based
supplement to cure or treat HIV disease, AIDS, and AIDS
related complex)

General Nutrition, Inc., United States v., No. 94-686
(W.D. Pa. Apr. 28, 1994) (permanent injunction and $2.4
million civil penalty for violation of 1970 and 1989 orders)
(Protabalase ME, Cybergenics Phase I, Hot Stuff, and others
for faster muscle development, improvement of endurance,
strength, and stamina; New Zealand Green Lipped Mussel
Extract to cure, treat, prevent, or reduce the risk of develop-
ing any disease; Quick Shot Energy Pak and other vitamins
to prevent, relieve, or treat listlessness; Fat Burners and
other weight control and appetite suppressant products)

Nature’s Cleanser, Inc., 116 F.T.C. 718 (1993) (con-
sent) (Lady’s Comfort herbal remedy to relieve menstrual
pain, discomfort in menopause; and Nature’s Cleanser
herbal remedy for weight loss and weight control)

Nu-Day Enterprises, Inc., 115 F.T.C. 479 (1992) (con-
sent and $30,000 in consumer redress) (Nu-Day diet pro-
gram with Nu-Day Meal Replacement Formula, and Nu-Day
Herbulk, a dietary fiber supplement, for weight loss without
exercising; failure to disclose that the infomercial was a
commercial, not an independent consumer news program)

Amerdream Corp., FTC v., No. 91-0505 PHX RCB
(D. Ariz. Nov. 5, 1991) (permanent injunctions and $50,000
in consumer redress) (Ultimate Solution Diet Program
and Night-Trim Diet Tablets for significant weight loss
and for reducing cholesterol and blood pressure levels)

International White Cross, Inc., FTC v., No. C-91-
0377-TEH (N.D. Cal. Oct. 21, 1991) (stipulated perma-
nent injunction) (Immune Plus nutritional supplement to
cure patients with AIDS or AIDS-related complex or help
them go into remission, eliminate or reduce AIDS or ARC
symptoms, and cause an individual who had tested HIV-
positive to become HIV-negative)

Miles, Inc., 114 F.T.C. 31 (1991) (consent) (One-
A-Day multiple vitamins to renew essential minerals lost
due to strenuous exercise and stress; and to protect lungs
against adverse effects of air pollution)

Allied International Corp. (Fat Magnet), FTC v., No.
90-0120 CBM (Kx) (C.D. Cal. Nov. 14, 1990) (stipulated
permanent injunction) (Fat Magnet diet pills for weight
loss without dieting or exercise)

American Life Nutrition, Inc., 113 F.T.C. 906 (1990)
(consent) (bee pollen, fish oil, royal jelly, vitamin, oyster
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shell, and calcium food supplements to prevent or treat
diseases such as breast cancer, heart disease, diabetes,
rubella, arthritis, colds, tuberculosis, asthma, kidney dis-
ease, high blood pressure, cerebral apoplexy, low sex
drive, among others)

TV Inc., 113 F.T.C. 677 (1990) (consent) (bee-pollen
products to prevent, alleviate, or cure allergy symptoms,
the aging process, impotence and sexual dysfunction; to
promote weight loss; and to relieve pain; failure to dis-
close that the infomercial was a commercial, not an inde-
pendent and objective television program)

Nature’s Way Products, Inc., 113 F.T.C. 293 (1990)
(consent agreement and $30,000 to National Institutes of
Health for research in candidiasis) (Cantrol capsules to con-
trol yeast infections; Cantrol’s diagnostic yeast test can
demonstrate that a person is likely to have a yeast infection)

General Nutrition, Inc., 111 F.T.C. 387 (1989) (con-
sent agreement and $600,000 in nutrition, obesity, and
physical fitness research) (dietary supplement for reduc-
ing the risk of some forms of cancer; six food supple-
ments, including L-Arginine and L-Ornithine, to promote
weight loss and muscle growth or retard aging)

Kingsbridge Media & Marketing, Inc., FTC v., No.
CIV-88-0003 PHX EHC (D. Ariz. Jun. 8, 1988) (stipu-
lated permanent injunction and $1.1 million in consumer
redress) (Dream Away weight reduction pills for weight
loss while sleeping and without dieting or exercising)

Great Earth International, Inc., 110 F.T.C. 188 (1988)
(consent) (Tri-Amino Plus P.M., L-Ornithine, and 
L-Arginine, for weight reduction while sleeping, muscle
building, protection against mental and physical fatigue, pro-
motion of healing, and strengthening of the immune system)

Viobin Corp., 108 F.T.C. 385 (1986) (consent) (wheat
germ oil to improve physical fitness or performance)

Intra-Medic Formulations, Inc., FTC v., No. 85-2819-
Civ-Nesbitt (S.D. Fla. Feb. 26, 1986) (permanent injunc-
tion) (weight control and baldness-cure products)

Weider Health and Fitness, Inc., 106 F.T.C. 584
(1985) (consent and $400,000 in consumer redress)

(Anabolic Mega-Pak and Dynamic Life Essence nutri-
tional supplements for rapid and substantial muscular
development and strength)

P. Leiner Nutritional Products Corp., 105 F.T.C. 291
(1985) (consent) (Octacol 4 wheat germ oil capsules to
improve endurance, stamina, vigor, and overall athletic
performance or physical fitness)

PharmTech Research, Inc., FTC v., 576 F. Supp. 294
(D.D.C. 1983) (preliminary injunction), 103 F.T.C. 448
(1984) (consent) (Daily Greens dehydrated vegetable tablet
for reducing the risk of some forms of cancer; claimed
support from National Academy of Sciences’ report on
diet and cancer).

IX. CONCLUSION

Marketers of dietary supplements should be familiar with
the requirements under both DSHEA and the FTC Act
that labeling and advertising claims be truthful, not mis-
leading and substantiated. The FTC approach generally
requires that claims be backed by sound, scientific evi-
dence, but also provides flexibility in the precise amount
and type of support necessary. This flexibility allows
advertisers to provide truthful information to consumers
about the benefits of supplement products, and at the same
time, preserves consumer confidence by curbing unsub-
stantiated, false, and misleading claims. To ensure com-
pliance with FTC law, supplement advertisers should
follow two important steps: 1) careful drafting of adver-
tising claims with particular attention to how claims are
qualified and what express and implied messages are
actually conveyed to consumers, and 2) careful review of
the support for a claim to make sure it is scientifically
sound, adequate in the context of the surrounding body of
evidence, and relevant to the specific product and claim
advertised. The FTC works for the consumer to prevent
fraudulent, deceptive and unfair business practices in the
marketplace and to provide information to help consumers
spot, stop, and avoid them.

U.S. Regulations for Advertising Dietary Supplements, Health and Diet Products and Services 100-21
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I. INTRODUCTION

Adverse reactions to foods may be classified as those that
are induced by biologically active microbial toxins (e.g.,
shiga toxin, vomitoxin, etc.) contained in the foods and
those that are triggered by specific food constituents by
nontoxic mechanisms [1–3]. Some of the nontoxic adverse
reactions to foods are mediated by the immune system
while others are not. Food induced adverse reactions
mediated by the immune system are generally grouped as
food induced hypersensitivity reactions.

Whereas the primary role of the immune system is host-
defense, some of the activation pathways of the immune
responses often results in significant host-damage. Such
immune-mediated tissue damages were originally classi-
fied by Coombs and Gell as hypersensitivity reactions [4, 5].
The basis underlying this classification, including relevant
examples, is summarized in Table 101.1. Accordingly,
hypersensitivity reactions mediated by IgE antibodies are
classified as classical allergic reactions (or immediate
hypersensitivity reaction or Type-I hypersensitivity reac-
tion). Airways allergies and most food allergies belong to
this group. Antibodies of other isotypes (IgG, IgA) mediate

Type-II or Type-III HS reactions, and contribution of these
HS reactions to food induced adverse reactions is unclear.
In contrast, those HS reactions that are mediated by spe-
cific immune cells are classified as Type-IV HS reactions
(or delayed or cell-mediated hypersensitivity reactions). 
A classical example for the cell mediated adverse reaction
to food is gluten enteropathy (or coeliac disease) [6].

Although IgE is associated with many food allergies,
IgE independent mechanisms, many of which are unclear at
present, appear to underlie other types of food allergies
[7–9]. To complicate the matter further, some food allergies
may involve mixed type of immune mechanisms involving
both IgE antibodies and immune cells. One such condition
often seen in infants and children is food-induced atopic
dermatitis [7–9]. This disease often begins in infancy.
Earliest lesions are erythematous, weepy patches on the
cheeks with subsequent extension to other parts of the body
including the face, neck, wrists, hands, and abdomen. Sim-
ilar to food allergies, recent evidence also suggests that other
atopic diseases (e.g., atopic rhinitis, dermatitis, and asthma)
may also be classified as IgE dependent or independent [10].
There is controversial evidence that conditions such as
irritable bowel syndrome and migraines may also be
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related to food [11, 12]. The various types of immune sys-
tem-dependent food induced adverse reactions with impli-
cated mechanism and relevant examples are summarized
in Table 101.2.

Food intolerance is a condition that is often mistaken
for food allergy. As opposed to food allergy, food intoler-
ance is not mediated by the immune system. For instance,
lactose deficiency leads to milk intolerance [9, 13, 14].
Similar to lactose intolerance, alcohol intolerance is also a
consequence of a precise metabolic defect rather than being
immune system-mediated [15] (Table 101.3). Furthermore,
there are allergy-like food induced adverse reactions that

occur due to the formation of histamine or histamine-like
substances in certain foods during storage [16]. For instance,
histidine can undergo chemical conversion to histamine in
presence of histidine decarboxylase produced by certain
bacteria [17]. Consequently, consumption of food con-
taining histamine and other pharmacologically active amines
can result in allergy-like reactions [2, 3] (Table 101.3).
Scombroid fish poisoning is a classic example of this cat-
egory [18]. As will be discussed later, histamine is one of
the major mediators of allergy symptoms. Therefore these
conditions that are immune system-independent should be
distinguished from actual food allergies as well.

101-2 Handbook of Food Science, Technology, and Engineering, Volume 2

TABLE 101.1
Coombs and Gell Classification of Hypersensitivity Reactions

Type I Type II Type III Type IV

Other names Immediate hypersensitivity Cytotoxic reaction Immune complex reaction Delayed hypersensitivity
Classical allergic reaction Arthus reaction Contact “allergic” reaction
Anaphylactic reaction

Major immune IgE antibody IgG antibody IgG, IgA antibody Antigen specific 
component involved T-lymphocyte

Antigen Allergens (usually Transfused blood cells Auto antigens or Soluble antigen or cell 
soluble proteins) Altered host cells Soluble antigens associated antigens

Major tissue Mast cell Complement mediated Immune complex  T-lymphocytes
damaging mechanism Basophil cytolysis deposition Monocytes and 

Eosinophil Phagocytosis Phagocytosis macrophages

Examples Classical allergies Transfusion reactions Lupus Celiac disease (or gluten 
Allergic asthma Some drug IgA nephropathy enteropathy), Nickel 
Most food and drug allergies hypersensitivity “allergy”

References: 4, 5, 9, 6.

TABLE 101.2
Immune System Dependent Food Induced Adverse Reactions

Onset of Symptoms in 
Sensitized Host When Implicated 

Type of Adverse Reaction Exposed to Food Mechanism Examples

True food allergy including Minutes (most reactions IgE antibody Peanut allergy
anaphylaxis (immediate occur within 1 h; most mediated Chicken egg allergy
hypersensitivity reaction) reported severe reactions Cow’s milk allergy

occur within 1–3 h) Food induced anaphylaxis

Delayed hypersensitivity 24–48 h Cell mediated (e.g., Gluten enteropathy (or Celiac disease)
reaction (non-IgE  T lymphocytes) Food induced pulmonary hemosiderosis 
mediated reactions) (or Heiner’s syndrome)

Contact dermatitis
Dermatitis herpetiformis
Dietery (or food) protein induced 

enterocolitis
Dietery (or food) protein induced proctitis

Mixed hypersensitivity Variable IgE plus cell Food induced atopic dermatitis
reactions mediated Allergic eosinophilic gastritis

Allergic eosinophilic gastroenteritis
Allergic eosinophilic esophagitis

Uncharacterized/controversial Unknown Unknown Migraine headaches
food-induced reactions Irritable bowel syndrome

References: 3, 6–9, 11, 12, 19, 41.
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II. PREVALENCE AND SIGNIFICANCE OF
FOOD ALLERGY

Current prevalence of food allergies that are relatively com-
mon among many western countries has been estimated to
be �2% among adults and �7% among children [19, 20].
As seen for several other allergic diseases, some recent
reports suggest that incidence of some food allergies may
be increasing, particularly among children [19, 21]. For
instance, a recent study conducted in the Isle of Wight
suggested that sensitization to peanut had increased between
1989 and 1994 to 1996 and that there was a strong but sta-
tistically nonsignificant trend for increase in reported
peanut allergy [22]. Thus, more data is warranted to test this
hypothesis and to examine whether this may be true for all
types of food allergies in addition to that of peanut
allergy.

Notably, there are an estimated 29,000 emergency
room visits and 150–200 deaths per year in the U.S. due
to food-induced systemic anaphylaxis — a generalized
hypersensitivity response involving multiple organ sys-
tems including circulatory system, that can be fatal within
minutes to hours after the onset of symptoms if untreated
[19]. Because most of the victims are children, food
allergy is a major public health problem facing day care
centers, pre-schools, and schools [23–26]. Furthermore,
food allergies also pose a serious challenge to food indus-
tries (i.e., food producers, retailers, and restaurants), as
well as regulatory agencies (FDA, EPA) and service
providers (such as the airline industry) [20, 27–30]. Thus,
these incurable chronic diseases exert a significant nega-
tive impact on the economy as well as society at large.

III. ALLERGENIC FOODS vs. FOOD 
ALLERGENS

Any food can cause allergic reaction in a sensitized indi-
vidual (i.e., someone who has produced IgE antibodies to

the food in question). About an estimated over 100 differ-
ent types of foods have been documented to trigger an aller-
gic reaction in sensitized subjects [31]. According to the
Food and Agriculture Organization (FAO) and the Food
Allergy Task Force of the International Life Sciences
Institute (ILSI), Europe, 90% of food allergies are caused
by only eight food types: Chicken egg, cow’s milk, peanut,
soybean, wheat, tree-nuts (almond, hazelnut etc.), fish, and
shellfish [8, 31–33]. Consequently, these food types have
been regarded by the food regulatory agencies as “big
eight” or “red flag” allergenic foods [27, 34]. These food
allergies appear to be not restricted to any geographical
region in particular but rather are widespread in the world
[8, 31–33] (Table 101.4). In contrast, some other food
allergies appear to be relatively common in certain coun-
tries. For instance, rice allergy — a rare form of allergy in
the U.S., is relatively common in Japan, where rice is a sta-
ple food [35, 36] (Table 101.4). Allergy to sesame, often
expressed as systemic anaphylaxis similar to peanut allergy,
has been reported to be more common in Israel [37, 38]. A
recent recommendation by the ILSI expert panel states that
sesame meets the necessary requirements of a major food
allergen and therefore may need to be included in this
group of major allergenic foods [39]. It has been suggested
that the geographical variation in the prevalence of food
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TABLE 101.3
Immune System Independent Adverse Reactions to
Foods
Type of Adverse 
Reaction Mechanism Examples

Allergy-like Preformed histamine Fermented aged 
reactions in food causes allergy cheese,

like symptoms (e.g., Scombroid
itching, swelling or fish poisoning
hives, diarrhea etc.)

Food intolerance Lactase deficiency Lactose (milk) 
Aldehyde intolerance
dehydrogenase Alcohol
deficiency intolerance

References: 13–16, 18, 19.

TABLE 101.4
Commonly Allergenic Food Types and the Prevalence
of Food Allergies

Geographic Usually 
Food Type Prevalence Outgrown

Red-Flag or Big Eight Food Types
Cow’s milk Global* Yes
Chicken egg Global Yes
Wheat Global Yes
Soy Global Yes
Peanut Global No**
Fish (salmon, cod, less Global No

often tuna)
Shellfish (crustaceans: shrimps, Global No

crayfish, crabs, lobsters)
Tree nut (almond, hazelnut/ Global No

filberts, walnut, pecans,
pistachios, cashews, pine 
nuts, macadamia etc.)

Other Allergenic Foods
Celery Mostly in Europe UN
Buckwheat Southeast Asia UN
Rice Japan UN
Sesame Israel UN

* Global, meaning many countries but not necessarily all countries.
** Some peanut-allergic individuals outgrow peanut allergy over time
(47, 67).
UN, Unknown.
References: 7–9, 19, 31, 34, 40–42, 45, 56.
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allergies may very well be related to the exposure levels of
an allergenic food in the local population [35, 36, 40–42].

A food that triggers an allergic reaction in a sensitized
host is regarded as an allergenic food. Notably, not all con-
stituents of an allergenic food are necessarily food allergens.
Whereas most proteins in chicken egg are allergenic, only
three proteins of peanut are known to be allergenic for most
peanut allergic people [32, 33]. Classical allergens are
typically proteins or glycoproteins that elicit production
of specific IgE antibodies and physically and specifically
bind to them. Although this definition of allergen was
originally developed for aeroallergens, it has been widely
used in the literature for food allergens as well [33].

Following are some of the salient features associated
with many food allergens. Thus many food allergens are
(i) proteins (usually glycoproteins); (ii) heat resistant (for
instance, roasting does not abolish IgE binding ability of
peanuts); (iii) acid stable (pH �2.0); (iv) resistant to pepsin
digestion; (v) water soluble; and (vi) present in a given food
at �1% level of total protein content [7, 32, 43]. Although
these characters appear to associate with many food aller-
gens, they do not absolutely predict the allergenic poten-
tial of a given protein per se [7, 8, 43].

IV. FOOD ALLERGY: CLASSIFICATION

Clinically food allergic reactions are expressed within 
minutes of exposure with a variety of symptoms. These
include urticaria (skin rashes), hives (or raised rashes),
angioedema, rhinoconjunctivits, vomiting, diarrhea, air-
way allergy symptoms (such as asthma, runny and itchy
nose) or systemic anaphylaxis and shock. Accordingly,
based on the target organ involvement, food allergies have
been classified as (i) gastrointestinal food allergy; (ii) der-
matological form of food allergy; (iii) respiratory form of
food allergy; and (iv) food-induced systemic anaphylaxis
involving multiple organ systems including the cardiovas-
cular system [2, 9]. Some food allergies manifest them-
selves following exercise immediately after eating,
presumably due to increased absorption and distribution
of allergens via enhanced circulation [19, 44]. Notably,
foods such as peanut, tree-nuts, fish, and shellfish are
more often associated with systemic anaphylactic reac-
tions than other food types [8, 19, 20].

Clinically food allergies are also expressed in two dis-
tinguishable forms: (i) transient food allergies (that are com-
monly outgrown); and (ii) persistent food allergies (that are
rarely outgrown). Allergies to chicken egg, cow’s milk, soy,
and wheat typically start during childhood and are outgrown
before adulthood [9, 24, 45, 46]. In contrast, peanut, tree
nut, fish, and shellfish allergies although may start early in
life but tend to remain during adult hood and are rarely out-
grown [9, 24, 45, 46]. Consequently, these types of food
allergies are overrepresented among adults. Notably, a
recent study reported that a small but significant number

of peanut allergic children (�20%) may outgrow their clin-
ical disease over time [47].

Antigen/allergen specificity is one of the hallmarks of
immune responses. Generally IgE antibodies produced
against a given allergen are specific in nature (i.e, they
generally do not physically bind to most other unrelated
proteins). Consequently, if a given person is allergic to
peanut alone, his peanut-specific IgE antibodies do not
usually bind to other food types and therefore this indi-
vidual is not expected to exhibit allergic reaction to foods
other than peanut.

In some cases, there are cross-reacting IgE antibodies
that bind to more than one allergenic protein due to similar-
ities in the primary and quaternary structure (i.e., three-
dimensional structure) shared by these proteins [48]. For
instance, many patients allergic to hazel pollen or birch
pollen exhibit pollen-specific IgE antibodies that also phys-
ically bind to hazelnut proteins (i.e., cross reacting antibody)
[49–56]. The presence of such cross-reacting IgE antibodies
is associated with hazelnut allergy in some patients [57].
Similarly some grass or ragweed pollen-allergic patients
exhibit oral allergy symptoms (such as tingling, burning
sensation in the mouth, etc.) when they consume fresh fruits
and vegetables [58–61]. This has been proposed to be due to
cross-reacting IgE antibodies elicited following exposure to
grass or ragweed pollen allergens that also bind to proteins
from certain fruits and vegetables [62]. Immune cross-reac-
tivity between latex and many food types has also been
described [63]. Food allergies caused by such cross-reacting
antibodies have been classified as Type-2 food allergies [9].
Some of the clinical syndromes attributed to immune cross-
reactivity are summarized in Table 101.5.

V. MECHANISMS OF FOOD ALLERGY:
IMMUNE RESPONSE MODEL

As opposed to food allergy, immune mechanisms underly-
ing other types of allergies such as allergic rhinitis and aller-
gic asthma are very well established [46, 64–67]. Allergies
in general are regarded as complex heterogeneous genetic
disorders involving interaction between multiple genetic
susceptibility genes and environmental factors [68–70].
Similar genetic susceptibility is thought to underlie food
allergies as well [64, 66, 67, 71]. However, environmental
exposure to allergen is essential for initiation of an allergic
immune response as well as expression and maintenance
of the clinical disease [65, 68].

Although food allergies are immune system-mediated,
specific mechanisms underlying individual types of food
allergies are unclear at present [9, 64]. One currently pro-
posed mechanism for peanut allergy is illustrated in Figure
101.1. According to this model, exposure to peanut leads 
to peanut antigen presentation by professional antigen-
presenting cells of the immune system to peanut-specific 
T helper (Th) cells. This results in the formation of Th2 
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lymphocytes that help peanut-specific B-lymphocytes to
produce peanut-specific IgE antibodies [46, 66, 67]. These
events are thought to occur when a susceptible individual
comes in contact with the peanut for the first time. Once
formed, most IgE antibodies in the system bind to high
affinity IgE receptor (Fc epsilon receptor I, FCERI) on mast
cells and basophils through their Fc portion [8, 72]. These

immune cells are equipped with granules containing hista-
mine and other pro-inflammatory mediators [72, 73]. Once
these events occur, the individual is regarded as being sensi-
tized to the relevant food. Subsequent encounter with the
same food allergen (peanut allergen in this case) results in
cross-linking of cell surface-bound IgE molecules by peanut
allergens leading to activation and degranulation of mast
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TABLE 101.5
Type-2 Food Allergy: Food Allergies Attributed to Immune Cross-Reactivity to Aero Allergens
Type of Food Allergy Implicated Foods Aero-Allergens that Exhibit Immune Cross-Reactivity

Celery–mugwort–spice syndrome Celery, carrot, apple, hazelnut, potato, kiwi fruit Birch tree; pollen allergens from birch tree and mugwort
Birch pollen–hazelnut allergy Hazelnut Pollen allergens from hazel, birch, and alder

syndrome
Latex–food allergy syndrome Avocado, banana, chestnut, kiwi, raw potato, Latex

tomato, stone fruits (e.g., peach, cherry),
hazelnuts, melons, celery, carrot, apple,
pear, papaya, and almond

Oral allergy syndrome Honeydew melon, banana, Pollen allergens from ragweed, grass, and birch tree
cantalope, watermelon

References: 7, 48, 51, 56–58, 62.
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FIGURE 101.1 Mechanism of peanut allergy: immune response model. Exposure of a genetically susceptible individual to peanuts
results in presentation of peanut allergens by antigen presenting cells (APC) to T helper (Th) lymphocytes. A consequence of this is the
proliferation and activation of peanut specific Th-2 lymphocytes that help peanut-specific B cells to produce peanut-specific IgE anti-
bodies. IgE antibodies bind to the high affinity IgE receptor present on cells such as mast cells that are rich in histamine and other
proinflammatory mediator containing granules. Subsequent exposure to the same allergen (peanut in this case) results in cross-link-
ing of surface IgE receptors on mast cells results in cellular activation, degranulation. Host response to histamine and other mediators
results in the expression of clinical symptoms of food allergy within minutes of exposure to allergens.
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cells and basophils. The release of inflammatory mediators
results in expression of clinical symptoms of disease. In
extreme cases, this reaction could be widespread, involving
multiple organs (referred to as systemic anaphylaxis and
shock) that is often fatal if untreated [19].

In contrast to peanut allergy (and some other IgE medi-
ated food allergies), mechanisms underlying many IgE inde-
pendent food allergies are less clear. Food protein-induced
enterocolitis syndrome (FPIES) is a group of conditions par-
ticularly common among infants and children [1, 74–76].
Commonly implicated foods in these diseases are cow’s
milk and soy. A recent study suggests that cereals, vegeta-
bles, and poultry meats, typically regarded as of low aller-
genic potential, must be considered in the evaluation of
FPIES, particularly in infants previously diagnosed with
FPIES to cow’s milk or soy, and as an initial cause in
patients who have been exclusively breastfed [76]. Notably
food-specific IgE antibodies are not usually detectable in
the circulation of these patients. Specific mechanisms of
disease are not clear, although many appear to involve
delayed hypersensitivity reactions. Furthermore, the disease-
eliciting food components also remain to be characterized.

One well-characterized non-IgE mediated food-induced
disease is gluten enteropathy (or celiac disease). It afflicts
children as well adults and is particularly prevalent among
Caucasians (1 in 200 individuals) [6]. Gluten is a component
of many cereals such as wheat, rye, and barley. Wheat gluten
in particular consists of a complex mixture of many gliadins
and glutenin polypeptides. Gliadins are monomers and
glutenins are polymers. There is clear evidence that celiac
disease patients have T cells infiltrating the intestinal
mucosa that react to deamidated gluten peptides [6]. Thus,
gluten-specific T lymphocytes appear to be involved in the
pathogenesis of this disease [6, 77]. However, there is evi-
dence suggesting that the disease mechanism may have an
autoimmune component as well. Thus, celiac disease
patients on a gluten-containing diet produce IgA and IgG
autoantibodies specific to tissue transglutaminase (TG)-2
[78]. The TG2 is an enzyme that deamidates gluten peptides
so that T cells can recognize it in complex with the host
human leukocyte antigen class II gene products [6, 79].

VI. FOOD ALLERGY: PREVENTION, 
DIAGNOSIS, AND THERAPY

Currently there is neither a cure nor an effective preven-
tive method such as a vaccine available for food allergy.
Strict avoidance of contact with the food allergen is the
only recommended preventive method at present [8, 9]. In
addition, following are some of the strategies especially
for decreasing risk of atopy (i.e., tendency to develop an
IgE antibody response) in infancy: (i) prolonged exclusive
breast-feeding; (ii) maternal avoidance of commonly aller-
genic foods so as to prevent transfer of these proteins via
breast milk to infants; (iii) delayed introduction of solid

foods for the first 6 months of life; and (iv) use of
hydrolyzed infant formulas (commonly referred to as
hypoallergenic foods) [3, 24, 41, 74]. For food allergy in
particular, novel prophylactic approaches are under exper-
imental stages (for peanut allergy) in mouse models.
Some of these are summarized in Table 101.6.

Food allergies are typically diagnosed with clinical his-
tory in combination with one or more of the following diag-
nostic tests. (i) Skin prick test: a small amount of allergen
is placed on the surface of the skin and a quick prick is done
to enable the allergen to cross the skin barrier and reach
the underlying mast cells. If an individual has IgE anti-
bodies specific for the allergen bound to the mast cells, it
leads to IgE cross-linking, mediator release, and a wheal
(swelling) and flare (redness) reaction at the site of aller-
gen prick within 20–30 minutes. A saline solution is used
as a negative control and a histamine solution as a positive
control. Comparison of wheal size is made to determine
the diagnosis. (ii) Double-blind placebo-controlled oral
food challenge (DBPCFC) test: this is the gold standard
test for food allergy diagnosis. However, the risk of severe
reactions such as anaphylaxis makes this a difficult (and
potentially very dangerous) choice for individuals with such
a history. (iii) Food-specific IgE antibody measurement:
immunoassay-based tests (such as radio allergosorbent test,
or RAST) are available to determine the level of food-
specific IgE antibody levels in the peripheral blood [7].
Recent studies suggest that determination of peanut allergen
epitope recognition by IgE antibodies provides an addi-
tional tool to diagnose symptomatic peanut allergy, espe-
cially in children with peanut-specific IgE below diagnostic
decision levels [80]. Furthermore, quantification of food-
specific IgE was reported to be a useful test for diagnosing
symptomatic allergy to egg, milk, peanut, and fish in the
pediatric population and could eliminate the need to per-
form double-blind, placebo-controlled food challenges in
a significant number of children [81]. Given the high rate
of false positive reactions for skin testing and the prob-
lems with DBPCFC, this might prove useful clinically.

Following are the currently used therapeutic
approaches for allergic diseases in general including food
allergies. (i) Antihistamines are widely used for most
allergic reactions. Antihistamines block histamine binding
to H1 receptor and prevent cellular response to histamine.
(ii) Corticosteroids are general anti-inflammatory agents
that can be used locally or systemically. (iii) Epinephrine
injections (intramuscular) are recommended for severe food-
induced reactions such as systemic anaphylaxis. Epineph-
rine is the only life-saving medicine available to treat
them. It can save life provided it is administered early in
the reaction [3, 82]. It works as follows: constricts blood
vessels and restores blood pressure, dilates bronchi and
prevents choking, and increases heart action. Notably, as
opposed to epinephrine, antihistamines have no demon-
strated life-saving properties. (iv) Allergy shots: a technique
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called Preventive Allergy Treatment (PAT) (also called
desensitization) has been used clinically for treating air-
way allergies. However, they are not recommended for
food allergies due to serious risk of systemic anaphylaxis
[3, 7, 82].

A number of experimental therapeutic approaches are
currently being evaluated for allergies in general [83–86].
These may also be relevant for food allergies. They
include the following. (i) Using allergen derived peptides
that activate only T cells but fail to bind IgE antibodies
and induce tolerance. (ii) Inhibition of IL-4, IL-5, IL-13
responses so that IgE synthesis can be inhibited or
reduced. (iii) Use of cytokines such as IFN-gamma, IFN-
alpha, IL-10, IL-12, and TGF-beta that can inhibit IgE anti-
body synthesis. (iv) Use of antibodies to IgE so that IgE
can be removed from the system; a recent clinical study
suggested that use of anti-IgE antibodies as a therapeutic
method may be of some benefit in peanut-allergic subjects
by increasing the threshold of the peanut dose required to
elicit symptoms [87, 88]. (iv) Use of chemokine receptor
(CCR3) antagonists to inhibit allergic inflammation by
interfering with immune cell recruitment (i.e., chemotaxis)
to sites of tissue damage. (v) Use of anti-leukotriene to
block late-phase responses that contribute to chronic
inflammation as in allergic asthma [84, 85].

Some recently reported experimental therapeutic
approaches with interesting results in mouse models for
peanut allergy are summarized in Table 101.6.

VII. FOOD ALLERGY AND FOOD 
INDUSTRY

The primary focus of the food industry has been on IgE-
mediated food allergies. This is mainly because most poten-
tially fatal food allergies are IgE mediated. In this regard,
the food industry faces several challenges as listed Box
101.1. According to the United States Food and Drug
Agency (US FDA), presence of “big eight” allergenic
foods in a product needs to be identified on the label [27].
Absence of such information on the label is the reason for
large number of class I food recalls in the U.S. [27].

In view of the current regulations, the food industry
needs to ensure that their product is free from known eight
commonly allergenic foods if they are not identified on the
food label. Because many processing units share machinery,
there is a real chance of cross-contamination between food
products. One way to address this problem is by strictly fol-
lowing the recommended Good Manufacturing Practices
(GMP) for food allergens as described in detail earlier [89].
Some of these in principles include (i) segregating allergenic

Food Allergy: A Synopsis 101-7

TABLE 101.6
Experimental Prophylactic and Therapeutic Approaches for Peanut Allergy
Method Host System Route of Administration Results References

Prophylactic Approaches
Gene therapy (allergen- Mouse Oral Decreased SPT 112

encoding plasmid DNA � Decreased IgE, plasma histamine, vascular 
chitosan nanoparticles) leakage, decreased anaphylaxis

Recombinant IL-12 Mouse Oral Decreased specific IgE, Increased IFN-g; 113
(in liposome) Prevented and reversed anaphylactic symptoms

Decreased histamine release

Therapeutic Approaches
Humanized IgG1 Human Subcutaneous injection Increased the threshold of sensitivity to 88

monoclonal anti-IgE peanut on DBPCOFC from 178 mg to 
antibody therapy 2805 mg per person

Recombinant IL-12 Mouse Oral Decreased specific IgE, Increased IFN-g 113
(in liposome) Prevented and reversed anaphylactic symptoms

Decreased histamine release

Chinese herbal Mouse Oral Decreased specific IgE, IL-4, IL-5, and IL-13 114
formula (FAHF-1) Complete blocked anaphylactic symptoms

Decreased histamine release and mast cell 
degranulation

Ara h1-3 plus heat-killed Mouse Subcutaneous Persistent protective effects 116
Escherichia coli

Ara h1-3 plus heat-killed Mouse Subcutaneous Decreased frequency and severity of anaphylaxis 115
Listeria monocytogenes Decreased specific IgE, IL-5 and IL-13

Decreased histamine release
Bronchial constriction
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foods from non-allergenic foods in the production lines;
(ii) scheduling allergenic foods processing at the end of 
the day after non-allergenic food processing, followed by
adequate cleaning; and (iii) frequent testing of the pro-
duction lines for contamination of allergenic foods using
appropriate methods. Availability of commercial rapid
immunoassay (ELISA) screening kits to detect allergenic
foods in field samples has helped this process enormously.

Most commercial immunoassays for allergenic foods
typically have a detection sensitivity of �10 ppm. However,
whether such a detection level is sufficient to ensure
safety for consumers is not entirely clear. According to the
US FDA, there are no recommended or suggested thresh-
old or cutoff levels for allergenic food contamination of
food products. There are two major reasons for this stand:
(i) clinical symptoms of allergy can be elicited by “very
small” quantities of food exposure in sensitized individuals,
and (ii) there are no scientifically validated and well
accepted threshold levels for common allergenic foods in
different populations.

There have been, however, efforts to determine the
threshold levels for various allergenic foods. For example,
there are reports that 100 µg total peanut protein or 6 µg of
the major peanut allergen (Ara h2) are threshold doses in
patients by DBPCFC test [90, 91]. Another report sug-
gested that the lowest observed reactive threshold was at
250 µg of peanut protein (equivalent to 1 mg whole
peanut). Similar efforts have been recently reviewed for
other foods as well [92]. These data suggest existence of
dose thresholds and that they are unlikely to be a single
dose for all allergenic food types for all age groups.

A number of concerns have been raised on the poten-
tial of food processing in increasing allergenicity of proteins
and/or creating “neo-allergens” in processed foods [93–95].
There is some evidence that, as opposed to boiling or frying,

dry roasting of peanuts increases its allergencity [96].
Other processing methods such as Maillard reaction (a
chemical reaction between sugar and proteins) have also
been proposed to increase IgE binding property of both
allergenic and non-allergenic protein (lectin) in peanuts
[97, 98]. In contrast, other processing methods such as pro-
tease treatment of soybeans and boiling of milk have been
shown to reduce allergenicity of these foods [99–101]. Thus,
more work is needed to further study the specific impact
of different processing methods on allergenicity of pro-
teins in different food types.

VIII. PREDICTING ALLERGENICITY OF
NOVEL FOODS

Exposure to allergens is a critical step in the sensitization
process as well as for allergy disease expression.
Consequently, it is critical that new allergenic foods are
not introduced into the food chain due to application of
biotechnology in genetic modification of foods [28, 34].
Thus another significant problem faced by the food indus-
try is to ensure that novel foods are tested for potential
allergenicity before being introduced into the food chain
(Box 101.1). Novel foods could be exotic/nontraditional
foods or genetically engineered food proteins.

As alluded to earlier, food allergens in general are pro-
teins in nature. Since genetically engineered foods express a
new protein, potential allergenicity of this new protein is an
important issue [8, 43, 92, 102]. This is especially critical if
the new gene comes from sources such as peanuts, which
are known to be lethally allergenic. In addition to foods,
allergens can come from other sources such as insects
(house dust mites, cockroaches), pollen from grass, trees, or
weeds, and helminth parasites (such as round worms). In the
U.S., the FDA requires labeling for a food that contains a
new protein derived from known allergens or if a given food
contains any of the eight “red flag” allergenic foods [27].

The difficult issue is the assessment of allergenic
potential of novel proteins without any allergenic history
available, particularly because the characteristics of an
allergenic protein that would predictably distinguish it from
non-allergenic proteins are largely unknown at present [8,
43, 92, 102]. This is an area of tremendous interest for 
the regulatory agencies (US FDA, EPA), federal health
agencies (NIH), as well as food industries that are develop-
ing a variety of genetically engineered foods. The recent
episode of StarLink™ corn vs. allergy/asthma has increased
awareness and concern among public, regulatory agencies
and the food industry on this issue, although the currently
available investigative data on whether StarLink™ corn is
indeed allergenic is inconclusive [103] (Box 101.2).

There have been extensive efforts to develop and val-
idate methods to predict allergenicity of novel foods.
Some of the currently pursued methods are summarized in
Box 101.3. Limitations for some of the methods are listed
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Box 101.1

FOOD ALLERGY: SOME OF THE MAJOR

CHALLENGES FACED BY THE FOOD INDUSTRY

Consumers at risk of potentially fatal complications

Product recalls

Compensation to victims, law suits, business future at
stake

Inadvertent contamination of food (hidden allergen)

Labeling issue

Is there a threshold for allergenic foods?

How to determine whether exotic (or nontraditional)
food is/is not allergenic?

Genetically modified food: will they be allergenic?

Does food processing increase allergenicity?
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in Box 101.3. It has been reported that results from meth-
ods such as stability to digestion do not necessarily corre-
late with allergenicity, and that such correlations are not
absolute [104]. Predicting allergenicity of novel proteins
based on primary amino acid and/or nucleotide sequence
homology is also challenging, especially for discontinous
or nonlinear epitopes [43, 105]. A recommendation from
an FAO/WHO expert panel suggests that animal studies
will contribute important information on the allergenicity
of foods derived from biotechnology [34]. Readers are
referred to excellent articles that discuss these issues in
detail [43, 106].

There has been a recent effort to test the hypothesis that
commonly allergenic foods are relatively more immuno-
genic than rarely allergenic or non-allergenic foods in mice
using a multiple food sensitization protocol [107]. Mice
were immunized with protein extracts from commonly
allergenic foods (chicken egg, peanut, almond, filbert/
hazelnut, walnut, soy, and wheat) or rarely/non-allergenic
foods (coffee, sweet potato, carrot, white potato, cherry,

lettuce, and spinach) plus alum as an adjuvant. Immuno-
genicity was measured as a function of the ability of each
food type to elicit food-specific IgG1 antibody responses.
The hierarchy of immunogenicity in this model of multiple
food sensitization was found be: almond � filbert �
spinach � peanut � sweet potato � cherry � lettuce �
walnut � chicken egg � carrot � white potato � wheat �
coffee � soy. Thus there was no evidence supporting the
hypothesis that allergenic foods are more immunogenic rel-
ative to non-allergenic foods. These data also demonstrated
for the first time that (i) food types vary widely in relative
immunogenicity in this mice strain; and (ii) relative
immunogenicity in this model does not distinguish com-
mon vs. rare/non-allergenic food types. Consequently, the
results also caution that evaluating immunogenicity of novel
foods in mouse using the multiple sensitization method is
unlikely to provide useful information on their potential
allergenicity among humans.

A. ASSESSMENT OF ALLERGENIC POTENTIAL OF

GENETICALLY ENGINEERED FOOD: DECISION

TREE APPROACH

Food allergy is an international problem of critical signifi-
cance. Consequently, there have been extensive interna-
tional efforts in developing decision trees (i.e., flow charts)
with the objective of helping predict the allergenic potential
of novel proteins. The International Life Science Institute/
International Food Biotechnology Consortium developed
a decision tree approach for examining allergenic potential
of genetically engineered (GE) foods in 1996 [31].
Subsequently a number of criticisms were made against
this decision tree. To address some of these concerns, the
FAO/WHO convened a special expert panel in 2001. The
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Box 101.2

STARLINK™ CORN: IS THIS GENETICALLY

MODIFIED FOOD ALLERGENIC IN HUMANS?

1996: Aventis Corporation (Bridgewater Crossing, NJ)
produced this genetically modified corn; no product
made after 2000

It contained Cry 9c, a pesticidal protein from Bacillus
thuringiensis (Bt); Cry 9c is thermostable compared
to other Bt proteins; therefore potential allergencity
could not be ruled out based on available scientific
knowledge at that time

1998: US EPA approved this corn only for animal feed
September 2000: reports confirmed that StarLink had
contaminated the human food supply (e.g., DNA was
detectable in taco shells)

2001: US FDA, US EPA and USDA Food safety and
inspection service asked National Food Processors
Association to collect data on consumption, con-
sumer contacts, allergy health contacts, and allergy
related product recalls that might be potentially
related to StarLink

2001: US Centers for Disease Control conducted analy-
ses of samples from suspected cases; found no evi-
dence for IgE antibody reactivity to Cry 9c in any of
the serum samples; however, the test was limited
because it used a recombinant Cry 9c protein pro-
duced in bacteria rather than the protein that is
expressed in plants;

allergenic potential of this genetically modified
remains inconclusive

Box 101.3

METHODS FOR ASSESSMENT OF ALLERGENIC

POTENTIAL OF FOOD

Stability to pepsin digestion (pH 2.0)

Heat stability (90°C, 5 minutes)

Primary amino acid and/or nucleotide sequence
homologies (6 consecutive amino acid match; or
35% identity)

Allergen skin prick testing and binding to IgE antibody
(in exposed population)

Double-blind placebo-controlled oral food challenge
test (in exposed population)*

Testing in food allergy animal models

* Ethical concerns have been raised on using this method in humans
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revised decision tree includes additional methods such as
the use of animal models to assess allergenicity [34].
Principles underlying the latest FAO/WHO decision tree for
assessment of allergenicity of novel foods is shown in
Figure 101.2.

IX. CHALLENGES AND FUTURE 
DIRECTION

Since only a few (eight) foods account for a vast majority
(�90%) of food allergies, one simplistic possibility to
deal with food allergy is to eliminate one or more aller-
genic foods from the food chain. However, this appears 
to be an impractical solution because of the economic
stature of the peanut business in the U.S. Peanut produc-
tion in the U.S. is �2 million tons per year (�10% of
global peanut production). This translates to consumption
of 2.9–3.6 kg per person per year. In addition to this eco-
nomic importance, peanuts and other nuts offer nutrient
(e.g., protein content) and health benefits (e.g., use of
almonds in reducing risk of coronary heart disease [108,
109] and the use of nut and peanut butter in lowering risk
of type 2 diabetes in women [110]. Thus it would be
unwise to consider eliminating one or more of these food
types from the food chain.

Alternative strategies are therefore necessary to deal
with food allergy. Several areas of current research needs
are (i) to develop improved methods to detect the presence
of “hidden” allergens in food, (ii) to develop non-aller-
genic foods (e.g., non-allergenic soybeans and peanuts by
producing them without the allergenic proteins; there is
some recent success in this effort [111], (iii) to develop and
validate methods to accurately predict allergenic potential
of novel foods, and (iv) to develop effective preventive
and/or therapeutic methods for food allergies.

X. CONCLUSIONS

Food allergies are a large and complex group of immune
system-mediated diseases with little understood molecular

mechanisms, although some have begun to be uncovered.
Extensive research efforts are under way not only to under-
stand the disease process, but also to study the potential
utility of novel therapeutic and prophylactic methods such
as gene therapy [112–116]. Since these diseases can be
potentially fatal, they pose a serious challenge to consumers,
food industries, and food regulatory agencies. Assessment
of allergenic potential of genetically modified foods is
another area that has received international attention. This
has resulted in the availability of an FAO/WHO-proposed
“decision tree” approach for assessment of allergenicity
of novel foods. Clearly, coming years would test the utility
of such approaches for predicting allergenic potential of
genetically modified foods in humans before they are intro-
duced in to the food chain. With advances in basic and
clinical aspects of allergy and immunology and improved
biotechnology, there is enormous hope and potential for
effective prevention and management of food allergies in
the twenty-first century.
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Preface for Volumes 3 and 4
In the last 30 years, progress in food science, food technology, and food engineering has advanced exponentially. As
usual, information dissemination for this progress is expressed in many media, both printed and electronic. Books are
available for almost every specialty area within these three disciplines, numbering in the hundreds.

Collective works on the disciplines are also available, though in smaller number. Examples are encyclopedia 
(food science, food engineering, food packaging) and handbooks (nutrition, food processing, food technology). Since hand-
books on these topics are limited, this four-volume treatise is released by Taylor & Francis to fill this gap. The title of these
four volumes is Handbook of Food Science, Technology, and Engineering with individual volume titles as follows:

● Volume 1: Food Science: Properties and Products
● Volume 2: Food Science: Ingredients, Health, and Safety
● Volume 3: Food Engineering and Food Processing
● Volume 4: Food Technology and Food Processing

This preface introduces Volumes 3 and 4. Each volume contains approximately 1000 printed pages of scientific and
technical information. Volume 3 contains 46 chapters and Volume 4 contains 54 chapters. Volume 3 presents the follow-
ing categories of topics, with the number of chapters indicated:

● Units of food processing, 1
● Food drying, 4
● Thermal processing, 5
● Freezing, 6
● New technology, 12
● Packaging, 6
● Ingredients technology, 5
● Modeling, 4
● Waste management, 3

Volume 4 presents the following topics, with the number of chapters indicated:

● Food categories, 28
● Food fermentation, 8
● Food microbiology, 6
● Water technology, 4
● Food safety and security, 8

Each topic in the two volumes deals with selected subject matters in the discipline. A brief discussion of the cover-
age for each volume is described below.

In Volume 3, most topics are related to food or chemical engineering. An introduction covers the units of operation
in food engineering and food processing. Food drying discusses the basic principles of food dehydration and freeze dry-
ing. Two examples are provided: drying tropic fruits and drying pears.

The thermal processing of food covers basic engineering principles. Four examples are provided: heat transfer,
temperature-time relationship, modeling, and deep-fat frying. Food freezing is discussed in relationship to: principles
and food components, frozen storage, and frozen dough. Two examples are given: microwave and frozen foods and the
quality and shelf-life of frozen meat.

The new engineering technology in food processing covers: minimal processed food, modified atmosphere pack-
aging, ohmic and inductive heating, ultra sound, ultra light, aseptic packaging, irradiation, microwave, pulsed electric
field, nanotechnology, sensors, and genetic engineering. Food packaging will be discussed from the following 



perspectives: plastics, paper, new development, and edible films and coatings. Two special examples include: packag-
ing of frozen foods and thermal processing of packaged foods. Modeling in food engineering is explored in several
fronts: kinetics, experimental design, and model building.

Two other topics covered in Volume 3 are: ingredient technology and waste management in food processing. Five
areas in ingredient technology are: spices and seasonings, sweet flavors application, emulsion, gums, and pectin. Waste
management in food processing covers: water waste, poultry waste, and meat waste.

Volume 4 covers major topics in the application of technology in food processing. The first topic concentrates on the
different categories of food products including, but not limited to, bakery products, chocolate confectionery, mozzarella
cheeses, processed cheese, yogurt, eggs, frozen dessert, edible fats and oils, hydrogenation of fats, Asian noodles, pasta,
seafood processing, fish paste, surimi, caviar, roe, thermal processing of meat, frozen meat processing equipment, dry-
cured ham, poultry carcass, canned poultry ham, poultry nugget and pâté, snacks, extrusion, coatings, vegetables horti-
culture and processing, tofu, beer, Chinese wine, wine biotechnology, and whiskey.

There are two important topics related to food microbiology in food processing. One is fermented food which cov-
ers: basic principles, starter culture, and products manufacture. Five examples are covered: sour cream, cheese, meat,
Mexican chili, and sourdough. The second topic is analytical methodology in pathogens detection. The topics covered
are: conventional techniques, immunology, genetic engineering, and methods for detecting viruses, parasites, and mold.

The role of water in food and beverage processing is a frequently neglected topic. Water technology is discussed in
relation to: sources, properties, purification, distribution, chemistry, analysis, and beverage plant sanitation. The last sec-
tion of the book relates to food safety and food security: contaminants, personal hygiene, cleaning a processing plant,
food plant equipment, frozen food plant sanitation, oil and fat plant sanitation, United States guidances for food secu-
rity, and safety and security guidelines for the transportation and distribution of meat, poultry, and egg products.

When studying the information, please note two important considerations:

● Although major topics in the discipline are included, there is no claim that the coverage is comprehensive.
● Although the scientific information is applicable worldwide, a small number of topics with legal implications

are especially pertinent in the United States.

These two texts are the result of the combined effort of more than 150 professionals from industry, government, and
academia. They are from more than 15 countries with diverse expertise and background in the discipline of food science.
These experts were led by an international editorial team of 12 members from 7 countries. All these individuals, authors
and editors, are responsible for assembling 2000 printed pages of scientific information of immense complication and
complexity. In sum, the end product is unique, both in depth and breadth, and will serve as an essential reference on food
technology and food engineering for professionals in government, industry, and academia.

The editorial team thanks all the contributors for sharing their experience in their fields of expertise. They are the
people who make this book possible. We hope you enjoy and benefit from the fruits of their labor.

We know how hard it is to develop the content of a book. However, we believe that the production of a professional
book of this nature is even more difficult. We thank the editorial and production teams at Taylor & Francis for their time,
effort, advice, and expertise. You are the best judge of the quality of this book.

Y. H. Hui
E. Castell-Perez
L. M. Cunha
I. Guerrero-Legarreta 
H. H. Liang 
Y. M. Lo
D. L. Marshall
W. K. Nip
F. Shahidi 
F. Sherkat
R. J. Winger
K. L. Yam
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I. BACKGROUND

Food processing technology to date has made it possible
for the U.S. to lead the way in providing the most nutri-
tious, affordable, and safe food supply (Table 102.1). Despite
these achievements, new challenges and issues continue to
emerge and must be addressed to ensure that our food sup-
ply continues in this manner. For example, as the demand
for convenient, nutritious, and healthful food products for
both targeted groups and the general public continues to
grow, of particular interest is the design and optimization
of integrative processes that could be used to lead to effec-
tive food preservations and productions with enhanced
food quality and improved safety (1). Moreover, the food
industry is challenged to produce new products with longer

shelf life that also possess quality attributes that are more
reminiscent of the fresh or native state of a given food.
Therefore, the need for improved processing steps con-
tinues to grow with consumers’ demands for increased
convenience and improved quality at an affordable cost.

Food processing, which involves a wide variety of
industrial processes with a correspondingly large variety
of products, is at a crossroads where proper application of
technologies is able to develop and produce palatable prod-
ucts, retain nutritious food constituents, prevent microbial
contamination, and ensure proper handling throughout the
storage and distribution chain, while operation and energy
costs remain a constant concern of all intervenients in the
chain. This issue has now become global, as both func-
tional and ethnic foods keep gaining popularity worldwide
because of their nutritional values and variety in flavor
and taste (2–4). To take on the challenges accompanying
these opportunities, it is vital for food scientists to have a
clear understanding of the operation of processing units
that are crucial to achieving proper preservation of foods.

II. MATERIALS HANDLING

Correct and efficient materials handling is the key to sav-
ings in storage and operating space, better stock control,
improved product quality, reduced processing time, lower
costs of production, and less wastage of materials and oper-
ator time. It also could significantly improve working con-
ditions, while reducing risk of accidents. A food processing
worker has to be familiar with the principles of materials
handling and control and automation of equipment.

A. GENERAL CONSIDERATIONS

Apple in 1977 (5) pointed out that industrial materials hand-
ling is concerned with the five elements: Movement—
Time—Place—Quantity—Space. Over the last few decades
materials handling technique has improved rapidly. A set
of rules summarized by Brennan et al. in 1990 (6) that
provide guides to action in planning, selection, and oper-
ation remain generally applicable in today’s industry.
Equipment employed for materials handling could be cat-
egorized into five main groups, including conveyors, ele-
vators, cranes and hoists, trucks, and pneumatic equipment.
It is important to follow the First-In-First-Out (FIFO)
principle, while each processing company has to define its
own materials handling needs and specify the require-
ments in its Good Manufacturing Practice (GMP).

B. SHAPE AND SIZE SORTING

Shape sorting of foods such as potatoes and cucumbers is
important in assessing their suitability for mechanized pro-
cessing (e.g., peeling, blanching, pitting, and coring) as well
as their retail value. Size sorting (sieving or screening) is 
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TABLE 102.1
Methods for Food Preservation
(1) Temperature Control

(1) Cold storage (milk, meat, fruits, and vegetables)
(2) Frozen storage (poultry, fish, ice cream, juices)
(3) Controlled atmosphere (transport of fruit)

(2) Heat Processing
(1) Blanching (vegetables and fruits)
(2) Pasteurization (milk and fruit juice)
(3) Sterilization

(i) Canning (batch process for vegetable, meat, fish)
(ii) Ultra-High-Temperature-Short time/Aseptic packaging
(iii) Radiation preservation (still experimental)

(3) Water Removal
(1) Concentration (tomato paste, puree)
(2) Vacuum evaporation (milk, orange- and tomato juice)

(4) Drying and Dehydration
(1) Solar and wind drying (fish, fruit, fruit slices)
(2) Oven drying (cereals, potato chips)
(3) Roller drying: low cost process (animal feed)
(4) Freeze drying: high cost (instant coffee and tea)
(5) Spray drying (large scale processing of dry milk and instant

coffee)
(5) Microbial Preservation

(1) Yeast fermentation/alcohol production (beer and wine)
(2) Lactic acid fermentation (yogurt, cheese, pickles)
(3) Complex fermentations (coffee, tea and cocoa)

(6) Chemical Preservation
(1) Addition of sugar (jams and jellies)
(2) Addition of salt (salted meat or fish)
(3) Addition of acids (pickles, soft drinks)
(4) Addition of preservatives (soft drinks, wine)
(5) Smoking (fish, meat, cheese)

(7) Packaging
(1) Protection against contamination
(2) Protection against deterioration

(i) Loss of moisture (meat, vegetables, cheese)
(ii) Gain of moisture (cereals, potato chips)

(iii) Loss of aroma (coffee, tea, cocoa)
(iv) Oxygen barrier (frying oil, butter)
(v) Odor barrier (cheese, fish, some fruits)



the separation of solids into two or more fractions on the
basis of differences in size. In size sorting, the rate of sepa-
ration is closely related to the nature of the sieve material,
the shape and size distribution of the particles, the ampli-
tude and frequency of shaking, and the effectiveness of
methods used to prevent sieve blockage. Drum screen, with
its capacity increasing with their speed of rotation up to 
a critical point, is commonly used for sorting small par-
ticulate foods such as peas or beans that have sufficient
mechanical strength to withstand the tumbling action inside
the screen. Sorted foods are necessary in processes in which
uniformity of heat transfer is critical (e.g., sterilization and
pasteurization) and they give better control over the weights
filled into standard sale containers.

C. WEIGHT AND DENSITY SORTING

Used for more valuable foods such as eggs, cut meats,
fish fillets, and some tropical fruits, weight sorting is con-
sidered more accurate than other methods, since the weight
of a food unit is proportional to the cube of its character-
istic dimension. Recent developments in weight sorting
machines involve the use of electro-mechanical and 
hydrostatic transducers to sense weight differences and
computer-controlled devices to direct the weighed units into
collection chutes. Automated weighing systems commonly
comprise a load cell, which uses strain gauges bonded to
a short metal beam rigidly clamped at one end, linked to
a microprocessor linked to recording and control equip-
ment. Density or buoyancy sorting, which exploits differ-
ences in hydrodynamic behavior, may be used to separate
bruised and sound fruit such as apples, while peas of dif-
ferent maturity (size and density) could be separated in
brines of different density.

D. PHOTOMETRIC AND COLOR SORTING

Photometric sorting embraces most of the electromagnetic
spectrum, ranging from gamma- and X-rays through ultra-
violet, visible light, infra-red, microwaves, and radio fre-
quencies to measurements of resistance at main frequency
(6). The reflectance and transmittance characteristics of
foods are important indicators of their processing suitabil-
ity. Reflectance properties could be used to indicate prod-
uct quality such as raw material maturity (e.g., the color of
fruit, vegetables, meat, etc.); the presence of surface
defects (e.g., worm-holed cereals or bruised fruits); and the
extent of processing (e.g., of biscuits, bread, and potato
chips). Transmittance measurements of foods are used to
determine their internal properties such as ripeness or core
defects in fruits, extraneous matter inclusions, and blood
spots in eggs.

Color sorting equipment controlled by microproces-
sors has been used to sort small particulate foods auto-
matically at very high rates. By manipulating the angle,

shape, and lining material of the chute, the velocity of the
pieces passing a photo-detector could be precisely con-
trolled. Photo-detectors, which measure the reflected
color of each piece and compare it with pre-set standards,
send amplified signals to the microprocessor, which then
communicates with a short blast of compressed air to sep-
arate defective foods or whenever a pre-selected color is
used to distinguish between different colored foods that
are to be processed separately.

III. CLEANING

Cleaning is the unit operation in which contaminating
materials are removed from the food and separated at the
earliest opportunity in a food process to leave the surface
of the food in a suitable condition for further processing.
With adequate cleaning in place, damage to subsequent
processing equipment could be prevented, loss of time
and money in processing contaminants could be reduced,
and the safety hazards as well as loss of bulk products due
to microbial growth during storage could also be min-
imized. A variety of cleaning methods have been adopted
due to the wide variety of contaminant encountered in raw
food materials and the low tolerances permitted for these
contaminants (6).

A. DRY CLEANING

Dry cleaning methods such as screening, brushing, aspir-
ation, abrasion, and magnetic separation have the advan-
tages of relative cheapness and convenience while the
cleaned surface is left in a dry condition. Used to remove
contaminants of different size from that of the raw mater-
ial, screens come in different forms, such as rotary drum
screens (also referred to as trammels, centrifugal screens
or reels) and flat-bed screens. Generally, rotary drum screens
have good capacity and are relatively inexpensive to install,
maintain, and operate. Flat-bed screens are excellent for
cleaning fine materials such as flour and ground spices,
since they are not easily blinded. Screening effectiveness is
a function of the shape-regularity of the working substance.

Abrasion between food particles or between the food
and moving parts of cleaning machinery, such as trommels,
tumblers, vibrators, abrasive discs, and rotating brushes, is
commonly used to loosen and to remove adhering contam-
inants. Aspiration cleaning is widely used in removing
debris differing in buoyancy from the desired material.
Typical applications include combine-harvesters, pea-
viners, and bean-harvesters, in which the material to be
cleaned is fed into a stream of air at controlled velocity
when separation into two or more streams (e.g., light,
middle, and heavy) is effected. Magnetic cleaning involves
cascading the contaminated product stream over one or
more magnets (both permanent magnets and electromag-
nets are used) that are usually located in the conveyor
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trunking. In dry cleaning, recontamination remains a con-
cern unless considerable care is exercised to minimize the
spread of dust. Careful control of dust is important in the
food industry in general (e.g., in milling, high-speed con-
veying, etc.) but especially so in dry cleaning where dusty
conditions are most likely present in conjunction with
stones and tramp metal that generate sparks. Therefore,
dust-proofing of equipment, dust extraction, and rigorous
housekeeping must be seriously exercised.

B. WET CLEANING

For raw materials such as vegetables or fruits that are usu-
ally covered with soil, mud, and sand, a careful cleaning
is needed before processing, whereas a second wash must
be done after peeling and/or cutting (7). Washing after
peeling and cutting removes microbes and tissue fluid,
thus reducing microbial growth and enzymatic oxidation
during storage. Washing in flowing or air-bubbling water
is preferable to dipping into still water, and the washing
water used must be good and its temperature at preferably
below 5°C (8). To reduce microbial numbers and to retard
enzymatic activity, which improves the product shelf life,
preservatives such as chlorine can be used in washing water.
The effectiveness of chlorine can be enhanced by using a
combination of low pH, high temperature, pure water, and
correct contact time (9). Alternatives to chlorine include
chlorine dioxide, per acetic acid ozone, trisodium phos-
phate, and hydrogen peroxide (10).

Soaking, which is the simplest method of wet clean-
ing, is often used as a preliminary stage in the cleaning of
root vegetables and other foods that are heavily contam-
inated. The efficiency of soaking could be leveraged if
warm water is used; if water is moved relative to the prod-
uct by means of caged propeller-stirrers built into the
tank; or if the product is moved relative to the water either
using slow-moving paddles or by feeding the raw material
into a horizontal perforated drum that rotates and partially
submerged in the soak tank. Chlorination is commonly
used in soak tank water to decrease its bacterial loadings;
however, its high chemical oxygen demand (COD) and
blackening on foods such as potatoes have to be taken into
consideration. The most widely used wet cleaning method
is spray washing, whose efficiency is dependent on the
water pressure employed, the volume of water used, the
water temperature, the distance of the food from the spray-
jet, the time of exposure of the food to the sprays, and the
number of spray-jets used. While a small volume of water
at high pressure is the most effective combination, dam-
age may be caused to ripe soft fruits and to delicate vege-
tables. Flotation washing, which depends on a difference
in buoyancy between the desired and undesired parts of
the food to be cleaned, has been used by fluming the fruit
into a tank and collecting the overflow of sound fruit to
remove bruised or rotten fruit that sink in water.

In the food industry, cleaning methods are generally
used in combination. Many cleaning machines involve
several stages combined as a single unit. A typical example
or a combination procedure is the cleaning process used
for producing cleaned wheat for milling into flour. In
addition, accompanying the cleaned product is the excess
water that coats product surface. Occasionally it is neces-
sary to resort to drying procedures. For example, with
washed cereals or with wet-cleaning fruits that is to be
stored or is to be sold as a finished foodstuff.

IV. SEPARATION

Separation is a major operation in food processing, where
different components of a product are separated based on
certain physicochemical principles (11).

A. SEDIMENTATION

Sedimentation uses gravitational forces to separate particu-
late material from fluid streams. The particles are usually
solid, but they can be small liquid droplets, and the fluid
can be either a liquid or a gas. Sedimentation is very often
used in the food industry for separating dirt and debris
from incoming raw material, crystals from their mother
liquor and dust or product particles from air streams. In
sedimentation, particles are falling from rest under the
force of gravity. Therefore in sedimentation the familiar
form of Stokes’ Law exists:

vm � D2g(ρp � ρf)/18µ (102.1)

Note that Equation (102.1) is not dimensionless and so
consistent units must be employed throughout. For exam-
ple, in the SI system D would be m, g in m s�2, ρ in kg m�3

and µ in N s m�2, and then vm would be in m s�1. Particle
diameters are usually very small and are often measured
in microns (micro-meters) � 10�6 m with the symbol µm.

Stokes’ Law applies only in streamline flow and strictly
only to spherical particles. In the case of spheres the crite-
rion for streamline flow is that Reynolds number (Re) � 2,
and many practical cases occur in the region of streamline
flow, or at least where streamline flow is a reasonable
approximation. Where higher values of the Reynolds num-
ber are encountered, more detailed references should be
sought (12). In addition, Stokes’ Law applies only to cases
in which settling is free, that is where the motion of one
particle is unaffected by the motion of other particles.
Where particles are in concentrated suspensions, an appre-
ciable upward motion of the fluid accompanies the motion
of particles downward. So the particles interfere with the
flow patterns around one another as they fall. Stokes’ Law
predicts velocities proportional to the square of the particle
diameters. In concentrated suspensions, it is found that 
all particles appear to settle at a uniform velocity once a
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sufficiently high level of concentration has been reached.
Where the size range of the particles is not much greater
than 10:1, all the particles tend to settle at the same rate.
This rate lies between the rates that would be expected from
Stokes’ Law for the largest and for the smallest particles. In
practical cases, in which Stokes’ Law or simple extensions
of it cannot be applied, the only satisfactory method of
obtaining settling rates is by experiment.

B. CENTRIFUGATION

The separation by sedimentation of two immiscible liquids,
or of a liquid and a solid, depends on the effects of gravity
on the components. Sometimes this separation may be
very slow because the specific gravities of the compon-
ents may not be very different, or because of forces hold-
ing the components in association, for example as occur in
emulsions. Much greater forces can be obtained by intro-
ducing centrifugal action, in a centrifuge. Gravity still acts
and the net force is a combination of the centrifugal force
with gravity as in the cyclone. Because in most industrial
centrifuges, the centrifugal forces imposed are so much
greater than gravity, the effects of gravity can usually be
neglected in the analysis of the separation. The centrifugal
force on a particle that is constrained to rotate in a circu-
lar path is given by

Fc � mrω2 (102.2)

where Fc is the centrifugal force acting on the particle to
maintain it in the circular path, r is the radius of the path,
m is the mass of the particle, and ω is the angular velocity
of the particle. Or, since ω � v/r, where v is the tangential
velocity of the particle

Fc � (mv2)/r (102.3)

Rotational speeds are normally expressed in revolutions
per minute (ω � 2πN/60), so that Equation (102.2) can
also be written as

Fc � mr(2πN/60)2 � 0.011 mrN 2 (102.4)

where N is the rotational speed in revolutions per minute.
If this is compared with the force of gravity (Fg) on the
particle, which is Fg � mg, it can be seen that the cen-
trifugal acceleration, equal to 0.011 rN 2, has replaced the
gravitational acceleration, equal to g. The centrifugal
force is often expressed for comparative purposes as so
many “g.”

The centrifugal force depends upon the radius and
speed of rotation and upon the mass of the particle. If the
radius and the speed of rotation are fixed, then the con-
trolling factor is the weight of the particle so that the heav-
ier the particle the greater is the centrifugal force acting

on it. Consequently, if two liquids, one of which is twice
as dense as the other, are placed in a bowl and the bowl is
rotated about a vertical axis at high speed, the centrifugal
force per unit volume will be twice as great for the heav-
ier liquid as for the lighter. The heavy liquid will therefore
move to occupy the annulus at the periphery of the bowl
and it will displace the lighter liquid towards the centre.
This is the principle of the centrifugal liquid separator.
The simplest form of centrifuge consists of a bowl spin-
ning about a vertical axis. Liquids, or liquids and solids,
are introduced into this and under centrifugal force the
heavier liquid or particles pass to the outermost regions of
the bowl, whilst the lighter components move towards the
centre. If the feed is all liquid, then suitable collection pipes
can be arranged to allow separation of the heavier and the
lighter components. Various arrangements are used to
accomplish this collection effectively and with a min-
imum of disturbance to the flow pattern in the machine.

Whereas liquid phases can easily be removed from 
a centrifuge, solids present much more of a problem. In
liquid/solid separation, stationary ploughs cannot be used
as these create too much disturbance of the flow pattern
on which the centrifuge depends for its separation. One
method of handling solids is to provide nozzles on the cir-
cumference of the centrifuge bowl. These nozzles may be
opened at intervals to discharge accumulated solids
together with some of the heavy liquid. Alternatively, the
nozzles may be open continuously relying on their size
and position to discharge the solids with as little as possi-
ble of the heavier liquid. These machines thus separate the
feed into three streams, light liquid, heavy liquid and
solids, the solids carrying with them some of the heavy
liquid as well (Table 102.2).

C. CRYSTALLIZATION

Crystallization is an example of a separation process in
which mass is transferred from a liquid solution, whose
composition is generally mixed, to a pure solid crystal.
Soluble components are removed from solution by adjust-
ing the conditions so that the solution becomes supersat-
urated and excess solute crystallizes out in a pure form.
This is generally accomplished by lowering the tempera-
ture, or by concentration of the solution, in each case to
form a supersaturated solution from which crystallization
can occur. The equilibrium is established between the
crystals and the surrounding solution, the mother liquor.
The manufacture of sucrose, from sugar cane or sugar
beet, is an important example of crystallization in food
technology. Crystallization is also used in the manufacture
of other sugars, such as glucose and lactose, in the manu-
facture of food additives, such as salt, and in the process-
ing of foodstuffs, such as ice cream. In the manufacture of
sucrose from cane, water is added and the sugar is pressed
out from the residual cane as a solution. This solution is
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purified and then concentrated to allow the sucrose to
crystallize out from the solution. Once crystallization is
concluded, equilibrium is set up between the crystals of
pure solute and the residual mother liquor, the balance
being determined by the solubility (concentration) and the
temperature. The driving force making the crystals grow
is the concentration excess (supersaturation) of the solution
above the equilibrium (saturation) level. The resistances
to growth are the resistance to mass transfer within the
solution and the energy needed at the crystal surface for
incoming molecules to orient themselves to the crystal 
lattice.

Crystallizers can be divided into two types: crystalliz-
ers and evaporators. A crystallizer may be a simple open
tank or vat in which the solution loses heat to its surround-
ings. The solution cools slowly so that large crystals are
generally produced. To increase the rate of cooling, agita-
tion and cooling coils or jackets are introduced and these
crystallizers can be made continuous. The simplest is an
open horizontal trough with a spiral scraper. The trough is

water jacketed so that its temperature can be controlled.
During crystallization, the crystals are grown from solu-
tions with concentrations higher than the saturation level
in the solubility curves. Above the supersaturation line,
crystals form spontaneously and rapidly, without external
initiating action. This is called spontaneous nucleation. In
the area of concentrations between the saturation and the
supersaturation curves, the metastable region, the rate of
initiation of crystallization is slow; aggregates of mol-
ecules form but then disperse again and they will not grow
unless seed crystals are added. Seed crystals are small
crystals, generally of the solute, which then grow by depos-
ition on them of further solute from the solution. This
growth continues until the solution concentration falls to
the saturation line. Below the saturation curve there is no
crystal growth, crystals instead dissolve.

When a solution is cooled to produce a supersaturated
solution and hence to cause crystallization, the heat that
must be removed is the sum of the sensible heat necessary
to cool the solution and the heat of crystallization. When
using evaporation to achieve the supersaturation, the heat
of vaporization must also be taken into account. Because
few heats of crystallization are available, it is usual to take
the heat of crystallization as equal to the heat of solution
to form a saturated solution. Theoretically, it is equal to
the heat of solution plus the heat of dilution, but the latter
is small and can be ignored. For most food materials, the
heat of crystallization is positive, i.e. heat is given out dur-
ing crystallization. Note that heat of crystallization is the
opposite of heat of solution. If a material takes in heat,
then the heat of crystallization is positive. Heat balances
can be calculated for crystallization (12).

D. SOLID-LIQUID EXTRACTION

Solid-liquid extraction is a basic operation to separate one
or more components contained in a solid phase by a 
liquid phase or solvent. Liquids have a capacity to dissolve
solids up to an extent, which is determined by the solubil-
ity of the particular solid material in that liquid. Solubility
is a function of temperature and, in most cases, solubility
increases with rising temperature. A solubility curve can
then be drawn to show this relationship, based on the
equilibrium concentration in solution measured in con-
venient units, for example g kg�1, as a function of tem-
perature (12). The first stage in an extraction process is
generally mechanical grinding, in which the raw material
is shredded, ground or pressed into suitably small pieces
or flakes to give a large contact area for the extraction.

Important applications of the solid-liquid extraction in
the food industry include: extraction of animal and vege-
table oils and lipids, washing precipitates, obtaining
extracts from animal or vegetable materials, obtaining sugar,
and manufacturing tea and instant coffee (13). For example
in sugar-cane processing and in the extraction of vegetable
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TABLE 102.2
Applications for Centrifugal Equipment in the Food
Industry
Type Application

Tubular-bowl centrifuges • Edible oil refining in degumming,
neutralisation and washing stages

• Clarification of fruit juices, cider and 
sugar syrup

Disc-bowl centrifuges • Dairy industry for cream separation
• Edible oil refining for separation of

soapstocks and washings
• Clarification of vegetable, citrus oils

and fruit juices

Decanting centrifuges • Recovering animal and vegetable 
protein

• Harvesting single cell protein
• Separating coffee, tea and cocoa

slurries
• Desludging fish oils
• Separating fish blood water and fish

press liquor
• Fat separation from comminuted meat
• Meat deboning
• Olive oil extraction
• Dewaterin trub in brewing
• Clarifying liquor and recovering 

tartrates in winemaking

Filtering centrifugals • Sugar refining for recovering, washing
and drying sugar crystals

• Juice separation from comminuted
fruits and vegetables

• Vegetable protein recovery
• Starch separation from potato slurry
• Freeze concentration operations



oils, a substantial proportion of the desired products can
be removed directly by expression at this stage and then
the remaining solids are passed to the extraction plant.
Fluid solvents are easy to pump and so overflows are often
easier to handle than underflows and sometimes the solids
may be left and solvent from successive stages brought to
them. In the same way and for the same reasons as with
counter flow heat exchangers, a counter current (or counter
flow) extraction system provides the maximum mean driv-
ing force, the log mean concentration difference in this
case, contrasting with the log mean temperature differ-
ence in the heat exchanger. This ensures that the equip-
ment is used efficiently. In some other extractors, the
solids are placed in a vertical bucket conveyor and moved
up through a tower down which a stream of solvent flows.
Other forms of conveyor may also be used, such as screws
or metal bands, to move the solids against the solvent flow.
Sometimes centrifugal forces are used for conveying, or
for separating after contacting.

E. ELECTRODIALYSIS AND ION EXCHANGE

Electrodialysis (ED) is defined as the transport of ions
through membranes as a result of an electric driving force.
The membranes used have anion and cation exchange
functions respectively, which gives the ED process a cap-
ability to reduce the mineral content of a process liquid,
for example seawater or whey. A major limiting factor for
using ED in dairy processing is the cost for the replace-
ment of membranes, spacers, and electrodes, which con-
stitutes 35–40% of the total running costs in the plant. The
need for replacement is caused by the fouling of the mem-
branes, which in turn is caused by the precipitation of
low-soluble calcium phosphate on the cation membrane
surfaces and the deposition of protein on the anion exchange
membrane surfaces, which is the main factor reducing the
life length of the anion membrane. Although frequent high-
pH cleaning removes most of the deposits, disassembly of
the stack for manual cleaning is recommended with two-
to four-week intervals. On the other hand, the processing
cost of ED depends very much on the demineralization rate.
Increasing the capacity in steps from 50% to 75% to 90%
doubles the processing cost per step. This means that it is
four times as expensive per kilo of product solids to demin-
eralize to 90% than to 50% and this is due to the reduction
in plant capacity when working with 90% demineralization.

In contrast to ED, ion exchange (IE) is a fixed-bed
technique involving the use of resins, which have a dis-
crete capacity for the absorption of minerals. When this
capacity is used up, the absorbed minerals have to be
removed from the resin and the resin regenerated before it
can be used again. IE resins are macromolecular porous
plastic materials, formed into beads with diameters in 
the range of 0.3 to 1.2 mm for technical applications.
Chemically they act as insoluble acids or bases which,

when converted into salts, remain insoluble. The main
characteristic of IE resins is their capacity to exchange the
mobile ions they contain for ions of the same charge sign,
contained in the solution to be treated. Demineralization
using IE has long been an established process for water
treatment but has, during the last 15 years, also obtained
interest for de-ashing of whey, which is not a uniform
product as to composition. Whey from an acid casein/
cheese curd has a pH of 4.3 to 4.6. The pH of sweet whey
is 6.3 to 6.6. The main difference between these two types
of whey, apart from the acidifying medium, is the high
level of calcium phosphate of the acid whey. Thus, whey
can consequently be characterized as a liquid with a high
salt load which, as a consequence, results in short cycles
when IE is applied. This in turn results in high costs for
regeneration chemicals, if they are not recovered.

F. REVERSE OSMOSIS AND ULTRAFILTRATION

Reverse osmosis (RO) and ultrafiltration (UF) are both unit
operations in which water and some solutes in a solution
are selectively removed through a semi-permeable mem-
brane. The main advantages of membrane concentration
over concentration by evaporation are: (1) the food is not
heated, and there is therefore negligible loss of nutritional
or eating quality and particularly less loss of volatiles, (2)
in contrast with boiling, membrane concentration doses
not involve a change in phase and therefore uses energy
more efficiently, and (3) lower labor and operating costs:
simple installation, operation with a single control valve,
and no requirement for steam boilers (14).

The two processes are similar in that the driving force
for transport across the membrane is the pressure applied
to the feed liquid. Specifically, RO is concerned mainly
with solutions containing smaller molecules such as sim-
ple sugars, salts, monosaccharides, and aroma compounds
at higher molar concentrations, which exert higher osmotic
pressures. To overcome these osmotic pressures, high exter-
nal pressures have to be exerted, up to the order of 100
atmospheres (4000–8000 kPa). Movement of molecules
through RO membranes is by diffusion and not by liquid
flow. The molecules dissolve at one face of the membrane
are transported through the membrane and then removed
from the other face. The flow rate of liquid (the flux) is
determined by the solubility and diffusivity of the mol-
ecules in the membrane material, and by the difference
between the osmotic pressure of the liquid and the applied
pressure. Limitations to increased flow rates arise in this
case from the mechanical weaknesses of the membrane and
from concentration of solutes which causes substantial
osmotic “back” pressure. Applications in the food industry
are in separating water from solutions such as fruit juices.

UF membranes, on the other hand, have a higher poros-
ity and retain only large molecules (for example proteins
or colloids) that have a low osmotic pressure (15). Smaller
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solutes are transported across the membrane with the water.
UF therefore operates at lower pressures (50–2000 kPa).
The main requirement of an UF membrane is the ability to
form and retain a “microporous” structure during manu-
facture and during operation under thermal and mechanical
stress. The material and methods used for the manufacture
of the microporous structure are the most important fac-
tors in determining the properties of the membrane. Rigid
or glassy polymers, which are thicker than RO mem-
branes (0.1–0.5 µm), are commonly used. For food appli-
cations, membranes should be capable of being cleaned
and sanitized. Suitable materials include polysulphones,
polyamides, poly(vinyl chloride), polystyrene, polycar-
bonates, polyethers, and rigid cellulose esters.

The equipment for these membrane separation processes
consists of the necessary pumps, flow systems and mem-
branes. In the case of UF, the membranes are set up in a
wide variety of geometrical arrangements, mostly tubular
but sometimes in plates, which can be mounted similarly
to a filter press or plate heat exchanger. Flow rates are
kept high over the surfaces and recirculation of the fluid
on the high pressure, or retentate, side is often used; the
fluid passing through, called the permeate, is usually col-
lected in suitable troughs or tanks at atmospheric pressure.
In the case of RO, the high pressures dictate mechanical
strength, and stacks of flat disc membranes can be used
one above the other. Another system uses very small
diameter (around 0.04 mm) hollow filaments on plastic
supports; the diameters are small to provide strength but
preclude many food solutions because of this very small
size. The main flow in reverse osmosis is the permeate.
The systems can be designed either as continuous or as
batch operations. One limitation to extended operation
arises from the need to control growth of bacteria. After a
time bacterial concentrations in the system, for example in
the gel at the surface of the ultrafiltration membranes, can
grow so high that cleaning must be provided. This can be
difficult as many of the membranes are not very robust
either to mechanical disturbance or to the extremes of pH
which could give quicker and better cleaning.

V. DISINTEGRATION

Disintegration is a common unit operation in food pro-
cessing. The usual concerns when cutting agricultural raw
materials include sanitation and the hazard of metal con-
tamination. It is the point stones or other objects could 
be introduced to damage processing equipment. Pre-
screening, inspection, and cleaning are important, as well
as downstream metal detection.

A. PEELING, CUTTING, AND SHREDDING

It is generally agreeable that peeling should be as gentle
as possible. However, on an industrial scale, peeling of

fruits or vegetables such as carrots, apples or potatoes is
normally accomplished mechanically (e.g., rotating car-
borundum drums), chemically or in high-pressure steam
peelers (16). Since adverse effects of carborundum, steam
peeling, or caustic acid are known to enhance the possibil-
ities of microbial growth and enzymatic changes, it is a
common practice in the industry to combine carborundum
(a first stage of rough peeling) and knife peeling (a second
stage of finer peeling). Successful enzymatic peeling was
also reported in the case of oranges (17). From a microbio-
logical and sensory point of view, many studies show that
the cutting and shredding of fruits and vegetables must be
performed with knives or blades as sharp as possible and
made from stainless steel. Vibration of a slicing machine
should be minimized in order not to impair the quality of
the sliced surfaces, while mats and blades used in slicing
should be disinfected with a 1% hypochlorite solution (18).

B. SIZE REDUCTION OF SOLID FOODS

Grinding and cutting reduce the size of solid materials by
mechanical action, dividing them into smaller particles.
The most extensive application of grinding in the food
industry is in the milling of grains to make flour, but it is
used in many other processes, such as in the grinding of
corn for manufacture of corn starch, the grinding of sugar,
and the milling of dried foods (12). Size-reduction
processes may be divided into those that produce random
particles or pieces and those that produce pieces that are
more uniform (19). A random process produces a size dis-
tribution. In some cases, the extremes—the smallest or the
largest—may be undesirable, while in others the mix can
be used completely. If only one portion of the size distri-
bution is sought, there must be a separation or fraction-
ation process. If smaller particles are desired, the larger
ones may be screened out and recycled. Very fine particles
are often discarded as waste but in some cases may be
treated to create larger particles. An example of this situ-
ation is sugar grinding followed by granulation to create a
size distribution suitable for tableting or compacting.

When a uniform particle is crushed, after the first
crushing the size of the particles produced will vary a
great deal from relatively coarse to fine and even to dust.
As the grinding continues, the coarser particles will be
further reduced but there will be less change in the size of
the fine particles. Careful analysis has shown that there
tends to be a certain size that increases in its relative pro-
portions in the mixture and which soon becomes the pre-
dominant size fraction. For example, wheat after first
crushing gives a wide range of particle sizes in the coarse
flour, but after further grinding the predominant fraction
soon becomes that passing a 250 µm sieve and being
retained on a 125 µm sieve. This fraction tends to build
up, however long the grinding continues, so long as the
same type of machinery, rolls in this case, is employed.

102-8 Handbook of Food Science, Technology, and Engineering, Volume 3



VI. PUMPING

Many raw materials for foods and many finished foods are
in the form of fluids. These fluids have to be transported
and processed in the factory. The transfer is usually accom-
plished by pumping the materials through pipeline sys-
tems. Thus, food technologists must be familiar with the
principles that govern the flow of fluids and with the
machinery and equipment that is used to handle fluids. In
addition, there is an increasing tendency to handle pow-
dered and granular materials in a form in which they
behave as fluids. Fluidization has been developed because
of the relative simplicity of fluid handling compared with
the handling of solids.

A. CONTROL OF FLUID FLOW

Viscosity is the property of a fluid that gives rise to forces
that resist the relative movement of adjacent layers in the
fluid. Viscous forces are of the same character as shear
forces in solids and they arise from forces that exist
between the molecules. In many instances in practice non-
Newtonian characteristics are important, and they become
obvious when materials that it is thought ought to pump
quite easily just do not. They get stuck in the pipes, or
overload the pumps, or need specially designed fittings
before they can be moved. Sometimes it is sufficient just
to be aware of the general classes of behavior of such
materials. In other cases it may be necessary to determine
experimentally the rheological properties (Newtonian or
non-Newtonian) of the material so that equipment and
processes can be adequately designed (20).

B. PIPELINE AND PUMP SELECTION

The ease and cost of pumping are largely dependent on
the design of the piping system. The liquid flow rate, ver-
tical lift, and increase in downstream pressure to be over-
come are normally fixed by the processes. However, energy
losses due to friction and shock losses could be minimized
by careful selection of components fabricated. In order to
minimize energy losses in a piping system, it is recom-
mended that the total length of the pipe-run is as short as
possible; the same pipe diameter is maintained throughout
the length of the pipe-run whenever possible; the correct
type of fitting for a specific duty is used; and the number
of pipe-fittings is kept to a minimum. In addition, a suit-
able pump matched to suit the system must be selected.

The pump is the heart of the fluid transfer process.
Upon choosing a pump, factors such as the volumetric
flow rate of liquid to be transferred, the total system head
against which the liquid is to be pumped, the fluid prop-
erties (e.g., consistency, density, temperature, shear
deformation, and lubricating properties), the type of prime 
mover (electric, steam, or compressed air), and hygienic
requirements need to be considered. Pumps are commonly

classified as either (1) positive displacement pumps
(reciprocating and rotary types) or (2) centrifugal pumps.
All positive displacement pumps operate by trapping a
certain volume of fluid within the body or the pump and
forcing it from the inlet side to the outlet at higher pres-
sure. Centrifugal pumps, the most widely used liquid
transfer pump in the general process industries, are also
widely used in the food industry because they are rela-
tively cheap and simple. A centrifugal pump consists of an
impeller rotating in a casing having inlet and exit ports.
Fluid normally enters axially into the eye of the impeller
that rotates at a constant speed. The fluid is accelerated
and thrown from the tips of the impeller blades at high
velocity, passing into an increasing area for flow where
the velocity energy is converted into pressure energy. The
fluid leaving the pump flows through the pipe system by
virtue of the pressure or head imparted by the pump.

VII. MIXING

Mixing is the dispersing of components, one throughout the
other. It occurs in innumerable instances in the food indus-
try and is probably the most commonly encountered of all
process operations. Unfortunately, it is also one of the least
understood. There are, however, some aspects of mixing
which can be measured and which can be of help in the
planning and designing of mixing operations. The produc-
tion of fully mixed small volumes, which can be taken or
sampled for measurement, is what mixing is all about.
Sample compositions move from the initial state to the
mixed state, and measurements of mixing must reflect this.

A. PARTICLE MIXING

If particles are to be mixed, starting out from segregated
groups and ending up with the components randomly dis-
tributed, the expected variances of the sample compositions
from the mean sample composition can be calculated. The
degree of mixing that is achieved depends on:

● the relative particle size, shape and density of
each component,

● the efficiency of a particular mixer for those
components,

● the tendency of the materials to aggregate, and
● the moisture content, surface characteristics,

and flow characteristics of each components.

The mixing of particles varying substantially in size or in
density presents special problems, as there will be gravi-
tational forces acting in the mixer which will tend to seg-
regate the particles into size and density ranges. In such a
case, initial mixing in a mixer may then be followed by a
measure of (slow gravitational) un-mixing and so the time
of mixing may be quite critical.
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Mixing is simplest when the quantities that are to be
mixed are roughly in the same proportions. In cases where
very small quantities of one component have to be blended
uniformly into much larger quantities of other compon-
ents, the mixing is best split into stages, keeping the pro-
portions not too far different in each stage. For example,
if it were required to add a component such that its final
proportions in relatively small fractions of the product are
50 parts per million, it would be almost hopeless to attempt
to mix this in a single stage. A possible method might be
to use four mixing stages, starting with the added compon-
ent in the first of these at about 30:1. In planning the 
mixing process it would be wise to take analyses through
each stage of mixing, but once mixing times had been
established it should only be necessary to make check
analyses on the final product.

B. LIQUID MIXING

The component velocities induced in liquids by a mixer
include: (1) a radial velocity which acts in a direction per-
pendicular to the mixer shaft; (2) a longitudinal velocity
(parallel to the mixer shaft); and (3) a rotational velocity
(tangential to the mixer shaft). To mix low-viscosity 
liquids adequately, turbulence must be induced through-
out the bulk of the liquid to entrain slow-moving parts
within faster moving parts. A vortex should be avoided
because adjoining layers of circulating liquid travel at a
similar speed and entrainment does not take place. The
liquids simply rotate around the mixer. In high-viscosity
liquids, pastes, or dough, a different action is needed.
Mixing occurs by kneading the material against the vessel
wall or into other material, folding unmixed food into the
mixed part, and shearing to stretch the material. Efficient
mixing is achieved by creating and recombining fresh sur-
faces in the food as often as possible. However, because
the material does not easily flow, it is necessary either to
move the mixer blades throughout the vessel or to move
the food to the mixer blades.

The rate of mixing is characterized by a mixing index
(M). The mixing rate constant (K) depends on the charac-
teristics of both the mixer and the liquids. The effect of the
mixer characteristics on K is given by:

K ∝ (102.5)

where D is the agitator diameter (m), N is the agitator speed
(s�1), Dt is the vessel diameter (m), and z is the height of
liquid (m). The rheology of the liquid also is crucial to the
overall mixing efficiency and as discussed in Section VI.A.

C. EMULSIFICATION AND HOMOGENIZATION

Emulsification may be defined as that operation in which
two normally immiscible liquids are intimately mixed,

one liquid (the discontinuous, dispersed or internal phase)
becoming dispersed in the form of small droplets or glob-
ules in the other (continuous, dispersing or external phase).
In most emulsions the two liquids involved are water and
oil. The water phase may consist of solutions of salts,
sugars or other organic and colloidal materials (hydrophilic
materials). The oil phase may consist of oils, hydrocarbons,
waxes, resins, and other substances which behave like oil
(hydrophobic materials). In order to form a stable emulsion
a third substance, known as an emulsifying agent or an
emulsifier, needs to be included. The emulsion formed
tends to exhibit most of the properties of the liquid that
forms the external phase. Thus two emulsions of similar
composition can have quite different characteristics
depending on whether the oil or water is the external phase.
The factors which influence the type of emulsion formed
include the type of emulsifying agent used, the relative pro-
portions of the phases, and the method of preparation.

The essential feature of an emulsion is the small size of
the dispersed phase droplets. This can be achieved by
imposing very high shearing stresses upon the liquid that is
to be dispersed and the shearing forces break the material
into the multitude of fine particles. Homogenization is the
term used to describe the operation in which the desired
reduction in the size of the droplets of the internal phase is
brought about by forcing the crude emulsion through a nar-
row opening at high velocity. The size of the dispersed phase
droplets is commonly of the order 1–10 µm diameter. Below
0.1 µm droplet diameter, the dispersion is often spoken of
as colloidal. Coalescence of the dispersed phase droplets
is hindered by increased viscosity in the continuous liq-
uid phase. The nearer the densities of the components are
to each other, the less will be the separating effect of
gravitational forces. Stokes’ Law gives a qualitative indi-
cation of the physical factors that influence the stability
of an emulsion. This is because the relative flow of the
particles under gravitational forces may break the emul-
sion, so stability is enhanced by small settling velocities.

VIII. HEAT EXCHANGING

In a heat exchanger, heat energy is transferred from one body
or fluid stream to another. In the design of heat-exchange
equipment, heat-transfer equations are applied to calculate
this transfer of energy so as to carry it out efficiently and
under controlled conditions (12). The equipment goes under
many names, such as boilers, pasteurizers, jacketed pans,
freezers, air heaters, cookers, ovens, and so on. The range
is too great to list completely. Heat exchangers are found
widely scattered throughout the food process industry.

A. CONTINUOUS-FLOW HEAT EXCHANGER

It is convenient to use heat exchangers in which one or
both of the materials that are exchanging heat are fluids,
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flowing continuously through the equipment and acquir-
ing or giving up heat in passing. One of the fluids is usu-
ally passed through pipes or tubes, and the other fluid
stream is passed round or across these. At any point in the
equipment, the local temperature differences and the heat-
transfer coefficients control the rate of heat exchange. The
fluids can flow in the same direction through the equip-
ment, this is called parallel flow; they can flow in oppos-
ite directions, called counter flow; they can flow at right
angles to each other, called cross flow. Various combinations
of these directions of flow can occur in different parts of
the exchanger. Most actual heat exchangers of this type
have a mixed flow pattern, but it is often possible to treat
them from the point of view of the predominant flow pattern.

The rate of heat transfer can be calculated using the
heat transfer coefficient, the total area, and the log mean
temperature difference. This same result can be shown to
hold for parallel flow and counter flow heat exchangers in
which both fluids change their temperatures. In parallel
flow, at the entry to the heat exchanger, there is the max-
imum temperature difference between the coldest and the
hottest stream, but at the exit the two streams can only
approach each other’s temperature. In a counter flow
exchanger, leaving streams can approach the temperatures
of the entering stream of the other component and so
counter flow exchangers are often preferred. A popular
heat exchanger for fluids of low viscosity, such as milk, is
the plate heat exchanger, where heating and cooling fluids
flow through alternate tortuous passages between vertical
plates. The plates are clamped together, separated by
spacing gaskets, and the heating and cooling fluids are
arranged so that they flow between alternate plates. Suitable
gaskets and channels control the flow and allow parallel
or counter current flow in any desired number of passes.
A substantial advantage of this type of heat exchanger is
that it offers a large transfer surface that is readily access-
ible for cleaning. The banks of plates are arranged so that
they may be taken apart easily. Overall heat transfer coef-
ficients are of 2400–6000 J m�2 s�1 °C�1.

In some food processes, quick heating is required in
the pan, for example, in the boiling of jam. In this case, a
helical coil may be fitted inside the pan and steam admit-
ted to the coil. This can give greater heat transfer rates
than jacketed pans, because there can be a greater heat
transfer surface and also the heat transfer coefficients are
higher for coils than for the pan walls. One type of heat
exchanger, which finds considerable use in the food pro-
cessing industry particularly for products of higher vis-
cosity, consists of a jacketed cylinder with an internal
cylinder concentric to the first and fitted with scraper
blades. The blades rotate, causing the fluid to flow through
the annular space between the cylinders with the outer
heat transfer surface constantly scraped. Coefficients of
heat transfer vary with speeds of rotation but they are of
the order of 900–4000 J m�2 s�1 °C�1. These machines are

used in the freezing of ice cream and in the cooling of fats
during margarine manufacture.

IX. EVAPORATION

Evaporation is the concentration of a solution by boiling
off solvent and has received major applications in the food
industry. The basic factors that affect the rate of evapor-
ation are the rate at which heat can be transferred to the
liquid, the quantity of heat required to evaporate each kg of
water, the maximum allowable temperature of the liquid,
the pressure at which the evaporation takes place, and the
changes that may occur in the foodstuff during the course
of the evaporation process. Considered as a piece of process
plant, the evaporator has two principal functions, to
exchange heat and to separate the vapor that is formed from
the liquid. Important practical considerations in evaporators
include: (1) the maximum allowable temperature, which
may be substantially below 100°C; (2) promotion of cir-
culation of the liquid across the heat-transfer surfaces, to
attain reasonably high heat transfer coefficients and to
prevent any local overheating; (3) viscosity of the fluid
which will often increase substantially as the concentration
of the dissolved materials increases; and (4) tendency to
foam which makes separation of liquid and vapor difficult.

A. EVAPORATOR CONFIGURATION

Evaporation systems may be single-stage or multiple-stage
(also called “effect”) with 2, 3, or more evaporator or 
vacuum units. The typical evaporator is made up of three
functional sections: the heat exchanger, the evaporating
section, where the liquid boils and evaporates, and the sep-
arator in which the vapor leaves the liquid and passes off
to the condenser or to other equipment. In many evapora-
tors, all three sections are contained in a single vertical
cylinder. In the centre of the cylinder there is a steam-heat-
ing section, with pipes passing through it in which the
evaporating liquors rise. At the top of the cylinder, there
are baffles, which allow the vapors to escape but check liq-
uid droplets that may accompany the vapors from the liq-
uid surface. In the heat exchanger section, steam
condenses in the jacket and the liquid being evaporated
boils on the inside of the tubes and in the space above the
upper tube plate. The resistance to heat flow is imposed by
the steam and liquid film coefficients and by the material
of the tube walls. The circulation of the liquid greatly
affects evaporation rates, but circulation rates and patterns
are very difficult to predict in any detail. Values of overall
heat transfer coefficients that have been reported for evap-
orators are of the order of 1800–5000 J m�2 s�1 °C�1 for
the evaporation of distilled water in a vertical-tube evap-
orator using condensing steam. However, with dissolved
solids in increasing quantities as evaporation proceeds
leading to increased viscosity and poorer circulation, heat
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transfer coefficients in practice may be much lower than
this.

As evaporation proceeds, the remaining liquors become
more concentrated and because of this the boiling tempera-
tures rise. The rise in the temperature of boiling reduces
the available temperature drop, assuming no change in the
heat source. And so the total rate of heat transfer will drop
accordingly. Also, with increasing solute concentration,
the viscosity of the liquid will increase, often quite sub-
stantially, and this affects circulation and the heat-transfer
coefficients leading again to lower rates of boiling. Yet
another complication is that measured, overall, heat trans-
fer coefficients have been found to vary with the actual
temperature drop, so that the design of an evaporator on
theoretical grounds is inevitably subject to wide margins
of uncertainty. For the evaporation of liquids that are
adversely affected by high temperatures, it may be neces-
sary to reduce the temperature of boiling by operating
under reduced pressure. When the vapor pressure of the
liquid reaches the pressure of its surroundings, the liquid
boils. The reduced pressures required to boil the liquor at
lower temperatures are obtained by mechanical, or steam
jet ejector, vacuum pumps, combined with condensers for
the vapors from the evaporator. Mechanical vacuum pumps
are generally cheaper in running costs but more expensive
in terms of capital than are steam jet ejectors. The con-
densed liquid can either be pumped from the system or
discharged through a tall barometric column in which a
static column of liquid balances the atmospheric pressure.
Vacuum pumps are left to deal with the non-condensables,
which are much less in volume but still have to be dis-
charged to the atmosphere.

B. HEAT TRANSFER AND LIQUID

BOILING POINT

Boiling is evaporation that occurs throughout a liquid, as
a contrast to a surface phenomenon. Heat transfer in evap-
orators is governed by the equations for heat transfer to
boiling liquids and by the convection and conduction
equations. The heat must be provided from a source (e.g.,
condensing steam in most cases) at a suitable temperature.
The steam comes either directly from a boiler or from a
previous stage of evaporation in another evaporator. Major
objections to other forms of heating, such as direct firing
or electric resistance heaters, arise because of the need to
avoid local high temperatures and because of the high
costs in the case of electricity. In some cases the tempera-
tures of condensing steam may be too high for the prod-
uct and hot water may be used. Low-pressure steam can
also be used but the large volumes create design problems.

While lower evaporation temperatures reduce heat
damage to the products, in evaporators that are working
under reduced pressure, a condenser to remove the bulk of
the volume of the vapors by condensing them to a liquid

often precedes the vacuum pump. Condensers for the vapor
may be either surface or jet condensers. Surface condensers
provide sufficient heat transfer surface, pipes for example,
through which the condensing vapor transfers latent heat
of vaporization to cooling water circulating through the
pipes. In a jet condenser, the vapors are mixed with a stream
of condenser water sufficient in quantity to transfer latent
heat from the vapors.

X. DRYING

Drying is one of the oldest methods of preserving food.
Primitive societies practiced the drying of meat and fish in
the sun long before recorded history. Today the drying of
foods is still an extremely important food preservation
operation. The distinguishing features between drying and
concentration are the final level of water and nature of the
product (11). Dried foods have water content sufficiently
low to give solid characteristics, thus can be stored for long
periods without deterioration occurring. The principal rea-
sons for this are that the microorganisms which cause food
spoilage and decay are unable to grow and multiply in the
absence of sufficient water and many of the enzymes which
promote undesired changes in the chemical composition
of the food cannot function without water. Preservation is
the principal reason for drying, but drying can also occur
in conjunction with other processing. For example in the
baking of bread, application of heat expands gases, changes
the structure of the protein and starch and dries the loaf.
Losses of moisture may also occur when they are not
desired, for example during curing of cheese and in the
fresh or frozen storage of meat, and in innumerable other
moist food products during holding in air.

A. MOISTURE IN FOODS AND DEHYDRATION

PRINCIPLES

Drying of foods implies the removal of water from the
foodstuff. In drying, water molecules must make their way
through the food product to the surface in contact with
drying air. Once at the surface, water molecules are trans-
ferred into the air based on the difference in vapor pressure
between the air and the surface. When the vapor pressure
in the air reaches the same value as the vapor pressure of
water at the surface of the food, drying ceases. Under-
standing the behavior of water is important to reach effect-
ive water removal and to obtain a high-quality product. In
most cases, drying is accomplished by vaporizing the water
that is contained in the food, and to do this the latent heat
of vaporization must be supplied. There are, thus, two
important process-controlling factors that enter into the
unit operation of drying: (1) transfer of heat to provide the
necessary latent heat of vaporization, and (2) movement
of water or water vapor through the food material and then
away from it to effect separation of water from foodstuff.
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Water activity (aw), often defined as the ratio of the
vapor pressure of water measured at the food surface (pw)
to the saturation vapor pressure of pure water at the same
temperature (pw

o), is commonly used by food technolo-
gists to describe how water interacts in food products.
However, since this definition is only true for ideal solu-
tion at thermodynamic equilibrium, water activity based
on vapor pressure measurements is only an approxima-
tion. Recently, use of the state diagram to depict condi-
tions of water in foods has been employed, and its use has
improved our knowledge of drying technology (21). It is
important to note that, as a food product dries, both mois-
ture content and water activity change. At any given relative
humidity of air used for drying, there is an equilibrium
water content with the product. However, it has been found
that the nature of this relationship depends on whether the
food product is being dried or allowed to pick up moisture
from the air. In general, water that is removed during pro-
cessing of foods cannot be replaced in exactly the same
manner to yield a product identical to the original material.

B. DRYING METHODS

There are many factors that influence the rate of drying.
These are related to either: (1) the process conditions pre-
sent during drying, as determined by dryer type and oper-
ating conditions (e.g., temperature, air velocity, relative
humidity, and pressure), or (2) the nature of the food product
placed into the dryer (e.g., surface area, constituent orien-
tation, cellular structure, and type and concentration of
solutes). Drying processes based on the type of heating
medium used fall into three categories: (a) Air and contact
drying under atmospheric pressure. In air and contact dry-
ing, heat is transferred through the foodstuff either from
heated air or from heated surfaces. The water vapor is
removed with the air. (b) Vacuum drying. In vacuum drying,
advantage is taken of the fact that evaporation of water
occurs more readily at lower pressures than at higher ones.
Heat transfer in vacuum drying is generally by conduction,
sometimes by radiation. (c) Freeze drying. In freeze dry-
ing, the water vapor is sublimed off frozen food. The food
structure is better maintained under these conditions. Suit-
able temperatures and pressures must be established in the
dryer to ensure that sublimation occurs.

Osmotic dehydration is already considered a valuable
tool in minimal processing of food. It is the partial removal
of water by direct contact of plant or animal tissue with a
suitable hypertonic solution, i.e., highly concentrated solu-
tions of sugars, salts, sugar/salt mixtures, etc. It can be
applied either as an autonomous process or as a processing
step in alternative processing schemes leading to a variety
of end products. During osmotic dehydration two major
countercurrent flows take place simultaneously. Under the
chemical potential gradients existing across product-
medium interface, water flows from the product into the

osmotic medium, while osmotic solute is transferred from
the medium into the product. A third transfer process,
leaching of product solutes (sugars, acids, minerals, vita-
mins) into the medium, although quantitatively negligible,
is recognized as affecting the sensorial, nutritional, and
functional characteristics of the final product.

Most of the work done so far refers to osmotic pro-
cessing of fruits and vegetables with emphasis on the
manipulation of process parameters to control product
dehydration or impregnation. Recent recognition of direct
formulation possibilities has opened a whole new world of
potential applications in conventional and new processes
for plant and animal products. The osmotic treatment is
now viewed as a complex solid-liquid system that has to
be analyzed and modeled as a basic unit operation. In this
context, fundamental findings such as properties and
behavior of biological materials, mass transfer mech-
anisms, and process modeling, will be directly applicable
to every solid/liquid process. Since transfer mechanisms
have to be studied at cell level, newly acquired knowledge
on physical, physicochemical, and biological properties of
biomaterials has to be taken into account. Extensive indus-
trial applications are awaiting a successful address of fun-
damental issues, such as adequate process modeling,
microbiological process validation, and efficient, environ-
mentally friendly osmotic solution management.

XI. COMBINED OPERATIONS

A. ENZYMATIC TIME-TEMPERATURE

INTEGRATORS

Thermal processing, including blanching, pasteurization,
and sterilization, has been and still is one of the most
widely used physical methods of food preservation. In the
context of food preservation, the quantitative measurement
of the impact of a thermal process in terms of food safety
is of utmost importance in process design, optimization,
evaluation, and control. Consumer demands for higher-
quality convenience products and the striving of food
companies for energy savings and better process control
have resulted in the optimization of existing and the devel-
opment and application of new heating technologies, such
as continuous processing in rotary retorts, aspectic pro-
cessing, ohmic and microwave heating, and combined
processes. However, the commonly used process evalu-
ation techniques, including in situ and the physical-
mathematical approach, have serious limitations with
regard to their applicability in these technologies.

A TTI can be defined as “a small measuring device that
shows a time-temperature dependent, easily, accurately, and
precisely measurable irreversible changes that mimics the
change of a target attribute undergoing the same variable
temperature exposure.” The development of enzymatic
time-temperature integrators (TTIs) allows fast, easy, and
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correct quantification of the thermal process impact in terms
of food safety without the need for detailed knowledge of the
actual temperature history of the product. The experimental
work involves extensive kinetic studies of α-amylase at dif-
ferent environmental conditions under steady state and non-
steady state conditions. After careful isothermal calibration
and validation under variable temperature conditions, sev-
eral TTIs are successfully applied as wireless device to (1)
determine the influence of process and/or product parame-
ters on the spatial distribution of process-lethality in a par-
ticulate model food system and to (2) evaluate the lethality
distribution and hence determine the coldest zone in a retort.
Moreover, TTIs are sufficiently sensitive to distinguish
between in-pack spatial variations of the lethal impact, indi-
cating that TTIs can be used in monitoring critical control
points (i.e., determination of the in-pack coldest point or
evaluation of the coldest zone in a retort) as part of a hazard
analysis critical control points (HACCP) program.

B. COMPUTATIONAL FLUID DYNAMICS FOR

THERMAL PROCESS OPTIMIZATION

In many thermal food processes, several product units are
processed simultaneously, in batch or continuously. To
ensure a uniform quality and microbial inactivation in all
units, the heat transfer must be as uniform as possible
throughout the heating equipment. However, optimization
of the design of the processing unit is a difficult task,
because of the interaction of many physical phenomena on
a relatively small scale in a complex geometry. Thus, ana-
lytical solutions exist only in a small number of simplified
cases. The most common approach is to use simplified equa-
tions, which result from a combination of approximations
and require considerable experimental input. At this scale of
detail, experiments become very time-consuming and
costly.

With the increasing computational power and memory
capacity of computers and the development of efficient
numerical algorithms, the numerical solution of the govern-
ing fluid flow, mass, and energy equation has become pos-
sible. This approach of using computers for solving fluid
flow problems is known as computational fluid dynamics
(CFD). For example, CFD has been applied to thermal food
processing in a forced convection oven. CFD was applied to
solve the boundary layer near the surface of complexly
shaped food products. Although CFD cannot be used as a
stand-alone solution but requires experimental inputs to
adjust the turbulence models and also careful validation of
the results, it has the advantage of ease of use once a reliable
model has been established. Then CFD produces quick
answers to complex questions and gives details of all the
variables involved. The availability of commercial codes
with easy-to-use interfaces and flexible pre- and post-pro-
cessing facilities has cleared the path for the extensive use of
CFD in many applications.

C. MINIMAL PROCESSING WITH ELECTRIC

HEATING METHODS

Three major types of electric heating processes are available:
ohmic heating, high frequency heating, and microwave heat-
ing. Thermal treatments are known to produce undesirable
changes such as loss of vitamins and minerals, formation
of thermal reaction components of biopolymers, and, in min-
imal processing term, loss of fresh appearance, flavor, and
texture of food. The electric heating methods directly trans-
fer the energy from the electromagnetic source to the food,
without heating up heat transfer surfaces, etc., in the heat
processing equipment. This direct energy transfer is of major
advantage, as it gives excellent opportunities for high-energy
utilization. The ohmic system has been installed for pasteur-
ization and sterilization of a number of food products with
resulting excellent quality. The largest application in the food
industry for high frequency heating is in the finish drying or
post-baking of biscuits and other cereal products. The inter-
est in high frequency defrosting has increased again in the
last number of years. Industrial applications of microwave
heating, on the other hand, are found for most of the heat
treatment operation in the food processing industries.

In electric resistance (ohmic) heating, the food itself acts
as a conductor of electricity. The food may also be
immersed in a conducting liquid, normally a weak salt solu-
tion of similar conductivity to the food. Heating is accom-
plished according to Ohm’s law, where the conductivity, or
the inverse, the resistivity, of the food will determine the cur-
rent that will flow between the ground and the electrode.
High frequency heating is done in the MHz region of the
electromagnetic spectrum. Foods are heated by transmitting
electromagnetic energy through the food placed between an
electrode and the ground. Microwaves used in the food
industry for heating are mainly due to the dielectric heating
mechanism up to moderated temperatures. Polar molecules,
the dominant water, of the food is an important factor for the
microwave heating performance of foods, especially the
penetration ability of the microwave in foods is limited. An
important requirement on microwave equipment and
microwave energy application in the food industry is the
ability to properly control the heating uniformity. A number
of new applications in the microwave heating area have been
reported recently in patent literature, often involving the use
of the unique heating properties of microwaves with higher
energy fluxes and direct heating of the interior. However,
electric heating equipment for the food industry has to be
designed and operated according to international and
national safety standards. The levels of allowable leakage
vary over the frequency range according to these standards.

D. HIGH PRESSURE/TEMPERATURE

Non-thermal processes are currently receiving consider-
able attention from consumers as well as from producers
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and researchers. Processes that are under evaluation or
development include high hydrostatic pressure treatment,
the utilization of high electric field pulses, high-intensity
light pulses, the application of supercritical carbon dioxide,
or the use of magnetic fields. In addition, treatments with
biopolymers or with natural antimicrobials are being applied
or attempted. Also various combinations of the above men-
tioned unit operations with thermal processes are being evalu-
ated. To date, the development of high hydrostatic pressure
treatment has come close to commercialization. Processing
opportunities integrating high-pressure treatment as a pro-
cessing step can involve preservation as well as modification
or separation processes and can lead to product development
opportunities. Therefore, it will most likely be the first non-
thermal process with applications in oriental foods.

Key process advantages of high pressure application to
food systems are the independence of size and geometry of
the samples during processing, possibilities for low tem-
perature treatment, and the availability of a waste-free,
environmentally friendly technology. Opportunities for
effective and relevant utilization of the potential of high
hydrostatic pressure center around preservation processes,
product modifications, and processes based on phase tran-
sitions or membrane permeabilization. A vast amount of
empirical information is available regarding the effects of
high hydrostatic pressure on a wide range of vegetative
microbial cells. Bottlenecks such as the baroresistance of
microorganisms within environments of low water activity
could be overcome by combinations with mild heat or by
pretreatment with ultrasound. However, challenges exist
while adapting the technology for specific products.
Scientific challenges are the lack of kinetic data, little
understanding of mechanisms involved in high pressure
effects on food systems, limited knowledge regarding the
role of food constituents, and storage-related changes of
pressure-treated products. Technical challenges of commer-
cial application of high-pressure technology include mate-
rial handling, process optimization, sanitation, cleaning,
and disinfections as well as package design. Engineering
aspects to be dealt with are process inhomogeneities such
as heat transfer issues and temperature distribution within
pressure vessels. In addition, work on pathogenic micro-
organisms is still scarce in the published literature and
needs continued attention.

XII. SUMMARY

Using new technological solutions, new packaging mater-
ials and technologies, or combinations of different (mild)
treatments, a variety of products much closer to fresh and
wholesome products is increasingly reaching the market.
High-pressure treatment is another very promising tech-
nology, of a more severe nature, but that has proven suc-
cessful in preserving quality attributes. However, it must be
borne in mind that the development of new technologies

is being made while facing a very conventional industry
sector, where less technological ability means that opti-
mization of conventional technologies will have greater
potential impact, in the short term. In addition, it is
equally important to promote the integration of knowl-
edge drawn from different disciplines required to design
quality-efficient food processes for the modern food indus-
try and consumer markets.

Worldwide, the food industry is facing relatively stag-
nant markets in terms of quality—the most important mar-
kets for most food companies still are in the part of the world
where population is not growing. Economic success is
greatly linked to the ability to pay off investments at attract-
ive rates and is basically associated with growth scenarios.
Therefore, the interest in market segments involving higher
value-added products and with great growth potential is evi-
dent. The changes in lifestyle, consumption habits and pat-
terns, and in the diet-health perception are the basic contours
of such opportunities. Hence, the focus of researchers and
industrialists on technologies and processing approaches
and methodologies that can efficiently lead to adequate
responses to the newer market demands. While it is likely
that the bulk of food production may differ slightly from
what it is today for many years, the greater interest for devel-
opment lies in paths that may lead us to a completely new
way of understanding and producing food products, even if
market niches are at the moment comparatively small.
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I. INTRODUCTION

Natural or artificial dehydration is the most traditional
method of vegetable preservation. Nature provides man
with preserved vegetables, fruits and herbs in the form of

sun-dried products. Dehydration accomplishes preserva-
tion of such foods in two major ways: (1) it removes the
water necessary for growth of microorganisms and for
enzymatic activity and (2) by removing water, it increases
the osmotic pressure by concentration of salts, sugars and
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acids, creating a chemical environment unfavourable for
the growth of many microorganisms. 

According to the standard definition, dehydration is
rather general water removal process, independently of
the type of mechanism and driving forces, such as air
moisture content or osmotic pressure differences, etc. Dry-
ing is rather air-involved process with driving force of the
air humidity difference. However, both of the names are
used exchangeable. 

The largest end-uses for dried vegetables are season-
ings, ingredients of soups and ready meals, sauces, gravies
and many other food additives. To fulfill the role of the
healthy ingredient of our menu, vegetables we consume
have to be of high nutritional value, without any microbial
and chemical contaminations (pathogenic bacteria, myco-
toxins, pesticides, heavy metals, etc.). The same condi-
tions apply to the dried vegetables with some additional
requirements such as a high rehydration rate and extended
shelf life. Vegetables dried by a proper method and in
appropriate process condition, should preserve the maxi-
mum nutritional value and quality of a fresh product.
Thus, the selection of the drying method and drying con-
ditions should be mainly based on the required quality of
the final product. Additionally, for the massive production
scale, the energy consumption, and environmental impact
of the greenhouse gases production, are the aspects of
some special consideration. 

General principles of drying are well described in many
resources such as “Handbook of Industrial Drying” [1]
edited by Mujumdar (1995), “Drying: Principles, Appli-
cations and Design” [2] by Strumillo and Kudra (1986),
“Industrial Drying of Foods” [3] edited by Baker (1997),
“Dehydration of Foods” [4] by Barbosa-Canovas and Vega-
Mercado (1996), “Advanced Drying Technologies” [5] by
Kudra and Mujumdar (2001), etc. Thus, in this chapter the
only specific drying characteristics for vegetable and veg-
etable products will be considered and for the basic knowl-
edge of the dehydration process the reader is asked to refer
to the above handbooks or other widely available food engi-
neering books or book chapters. Also, drying of potato and
potato products will be excluded from this chapter as a sep-
arate chapter for this important commodity is presented. 

II. PRINCIPLES OF VEGETABLE 
DEHYDRATION

Freshly harvested vegetables are relatively very perish-
able and further processing, such as dehydration, freezing,
canning and fermentation, should be performed almost
immediately after the harvest to prevent or reduce quality
deterioration. Most vegetables are dehydrated to very low
moisture levels (2 to 3%) for increased stability [6, 7].

A key parameter in the food dehydration is a water
activity (aw), defined as the ratio of water vapor pressure

(p) of the food system to the vapor pressure of pure water
(p0) at the same temperature.

aw � p/p0 (103.1)

The microbial stability of dehydrated foods, or more
precisely, of foods stabilized by a reduced water activity,
results from interruption of vital processes essential to
microbial growth or spore germination which is mediated
by a depressed availability of water in the food. The num-
ber and types of microorganisms, which may be associ-
ated with foods, is extremely large and may not remain
constant during the life of a food. These microorganisms
may originate from the raw material or from contamina-
tion (by people, animals and insects, water or air, contact
surfaces, etc.). Every microorganism has an optimum and
a minimum water activity for growth. A reduction of aw

below optimum delays spore germination and decreases
the growth rate, and reduction of aw below the minimum,
presented in Table 103.1, totally inhibits the growth or
spore germination. However, the reduction of water activ-
ity is not sufficient to prevent the growth of all micro-
organisms. During air drying the increased temperature of
the food could affect the living forms of the microorgan-
isms but not the spores of such the species as Bacillus and
Clostridium. For example, dried onion may contain a
heavy load of Clostridium perfringens spores, which can
cause food poisoning when used in a poultry stuffing [8],
while Shigella is one of the most common gram-negative
food pathogen for almost all vegetables and fruits. 

TABLE 103.1
Minimum Water Activity for the Grow of Some Micro-
organisms in Food

Minimum 
Group of Water 
Microorganisms Examples Activity

Normal bacteria, Clostridium botulinum, 0.91
viruses Salmonella, Bacillus,

Pseudomonas, Escherichia,
Lactobacillus, Vibrio

Normal yeasts Candida, Torulopsis, 0.88
most Saccharomyces, 0.80–0.87
(Also Staphylococcus aureus)

Normal molds Mycotoxigenic penicillia 0.80

Halophilic bacteria Most halophilic bacteria 0.75
Some molds Mycotoxigenic aspergilli 0.75

Xerophilic molds Aspergillus chevalieri, 0.65
A. candidus, Wallemia sebi 
(Also yeast S. bisporus)

Osmophilic yeasts Saccharomyces rouxi 0.60
(Also molds: A. echinulatus,
and Monoascus bisporus)

Source: [8, 9].
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It should be noted that the drying process does not
necessarily destroy the food toxins occurring as contami-
nants prior to or during drying. In the case of the food
intoxicated by toxins produced by some food poisoning
bacteria (Clostridium botulinum, Staphylococcus aureus,
Bacillus cereus) this food should be excluded from the
drying process and consumption. 

Other typical microorganisms as viruses, protozoa,
algae and prions do not grow on food so the only aspects
of importance are their pathogenicity or toxigenicity and
their resistance to thermal drying procedures as they can
be transferred to a human body and develop some diseases
[8]. Almost all of these microorganisms are more heat-
sensitive than the average vegetative bacterium.

The effect of water activity on microbial growth is
influenced by many other factors, such as temperature, pH,
nutrients availability, preservatives and other components
of food, oxygen supply, etc. With the same water content
in the food, several different water activity values can be
achieved by changing the food composition. Table 103.2
presents some examples of maximum water activity val-
ues, which are permissible for certain types of dehydrated
foods. Practical relation between water activity and water
content in the food is given by so-called food stability map,
introduced first by Labuza [11]. At present, the measure-
ment of water activity is easy with the use of several types
of commercially available single or multi-channel instru-
ments; however, moisture content (wet or dry basis) still
remains the most practical criterion in the food drying
technology. The water activity of fresh vegetables falls in
the range 0.97–0.99. Dried vegetables with the moisture
content of 14–24% have water activity of 0.7–0.77. The
water activity of most dehydrated foods is below the min-
imum water activity values of food pathogens, which are
inhibited at a water activity of 0.9 (only Staphylococcus
aureus is capable to growing at aw values down to 0.85).
Most other microorganisms such as food spoilage type

bacteria and fungi, which can grow at lower water activities,
multiply very slowly in this low aw condition or require a
special environment for the growth. In case of fungi
(yeasts and molds) they tend to grow more slowly than
bacteria and they are often out-competed in many types of
food spoilage, unless bacterial growth is limited, e.g., by
drying below their minimum water activity, presence of
preservatives, etc. In general, yeasts and molds tend to be
more resistant than bacteria to harsh environmental condi-
tions (low aw) and so cause spoilage under such conditions.
The nature of this type of spoilage may be similar to that
caused by bacteria, except that the growth may be much
more pronounced. As some molds may produce toxins
(especially mycotoxins) that can result in a variety of acute
or chronic toxicity syndromes in man and animals. The
foods that may be affected by molds associated with myco-
toxins production are, for example, grains, nuts, figs,
cocoa, coffee, etc. Production of mycotoxins is generally
associated with poor handling practices during harvesting,
drying or storage of these foods.

A dehydrated product remains stable only as long as
it is protected from water, air, sunlight and contaminants.
For small packages of dehydrated vegetables, the use of
an in-package desiccant (to bring the moisture content of
the storage environment to 1% or lower) permits the stor-
age for six months or more at room temperatures without
significant losses of vitamins. Some useful information on
proper storage condition of dried foods is presented by
Labuza [11].

Extending the shelf life of foods is not the only objec-
tive of the drying process, however, it is the most important.
Other rationales for controlled vegetable drying are [12]: to
reduce the product seasonality, to improve transportability
and reduce the costs of transport, to improve storage capa-
bility and to reduce nutritional fluctuations.

These advantages of vegetables as well as fruits and
herbs drying are associated with some negative changes
occurring during drying [13, 14], as for example, some
“heat damage” of heat-sensitive constituents like vitamins,
enzymes, etc., browning, shrinkage, “case hardening,” irre-
versible loss of ability to rehydration, loss of volatile con-
stituents, and changes in moisture distribution within the
product. Generally, these negative aspects of drying are at
least in the same order of magnitude as those encountered
in other preservation methods (canning, aseptic processing
or freezing), and drying of vegetables remains a popular
method of food preservation.

III. PRACTICAL VEGETABLE DRYING 
TECHNIQUES

Drying of the agricultural products could be natural, based
on a natural action of sun and wind (field-sun drying), arti-
ficial (air drying, contact drying, osmotic dehydration, etc.)

TABLE 103.2
Maximum Permissible Water Activity for Some Dry
Vegetables, Fruits and Additives (20°C)
Dry Product Maximum aw

Potato flakes 0.11
Dry soup mix 0.60
Peas 0.25–0.45
Beans 0.12–0.80
Sucrose 0.85
Fructose 0.63
Dextrose 0.83
Maltose 0.92
Sorbitol 0.55–0.65
Honey 0.75
Soluble coffee 0.45

Source: [8–10].
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or mixed (solar-assisted air/contact drying) which use
both natural and artificial energy sources, as for example,
in a hybrid solar dryer [15]. All these drying methods are
playing an important role in vegetables, spices and herbs
dehydration. The heat necessary for the drying is trans-
ferred from the energy source to the material by means 
of conduction, convection, internal generation (micro-
waves, radio-frequency), surface radiation (sun, light) or
by combination of all these. According to the latest trends,
in many existing conventional drying systems, solar,
wind and other natural energy is increasingly being con-
sidered to provide part or the whole energy required for
the drying process.

Figure 103.1 presents a general scheme of vegetables,
herbs or spices drying. As the variety of these products is
extremely large, in individual cases, some of the processing

steps may be omitted or others added. In this chapter, only
the drying operation, which is the main part of the full
processing scheme, will be considered.

A. SUN AND SOLAR DRYING

Field sun drying, used for large tonnages of vegetables or
fruits, can be very inexpensive in areas of adequate climatic
conditions and additionally (but not necessarily, as for
example in California) where labor costs are low. No costs
are incurred to heat or to circulate the air. Additionally, the
solar energy is natural, abundant and environment friendly.
Typically, fruits, herbs, spices and to a lesser extent vegeta-
bles are spread out in the sun and wind on the field, special
mats, concretes, etc. The radiant energy of the sun provides
the heat to evaporate the water while the wind helps to move
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FIGURE 103.1 A general scheme for vegetable drying.
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the moisture and accelerates the process. This type of dry-
ing performs well in warm and dry conditions on the field
or other locations (like shadows for light-sensitive products
like herbs, spices, etc.). At night and during the rainy peri-
ods, this type of drying cannot be used. The temperature of
the food during sun drying is usually 5–15°C above ambi-
ent temperature [16]. Sun drying techniques are based
mainly on experience and tradition. Thickness of the wet
material layer, drying time and material handling before,
during and after drying are the conditions normally stan-
dardized based on practice and can differ from one location
to another. Some very approximate prediction of the sun
drying performance could be based on the energy balance
from available data on the distribution of solar energy radi-
ation throughout the world, absorbency/reflectance charac-
teristic of the wet and the dry material [16], local climatic
conditions such as ambient air temperature, speed and
humidity, rainfall frequency and intensity [17]. For exam-
ple, the thermal efficiency of sun drying of Colombian cof-
fee beans, calculated as a ratio of heat necessary to remove
the moisture to the total solar radiation heat, was reported to
be in the range, 13.7–22.6% [18].

The time of sun drying depends on the product char-
acteristics and drying conditions and typically ranges from
3 to 4 days, but can be longer [16]. During this time, the
product has to be protected from the rain, insects, birds,
animals, etc. Several practical methods have been devel-
oped to reduce the length time of drying. One of the most
important, especially for larger production scale, is the
application of different product pretreatment before sun
drying. Several pretreatment methods and materials are
used for this purpose, for example, steaming, immersion
in boiling water or sugar and/or salt solutions or the use of
ethyl-, methyl- or sodium oleate, etc.

Another way to reduce sun drying time is to use solar
energy concentrators with or without natural or forced 
airflow inside the dryer. This technique is normally called
solar drying. More detailed description of solar drying prin-
ciples, equipment and conditions may be found in selected
publications [19, 20, 21, etc.]. Some practical values of the
efficiency of solar drying collectors are given by Hall 
[22]. Examples of solar dryers developments for vegetables,
herbs and spices are detailed below.

1. Solar Natural Dryers (Cabinet, Tent,
Greenhouse, etc.)

Solar cabinet is the simplest type of solar natural dryer
and very popular in many locations. It is dedicated rather
to a small production (family) scale. The wet product is
placed in an enclosure and the solar heat, generated through
a conversion of solar radiation into low-grade heat, accel-
erates the evaporation of moisture from the product. The
airflow inside the cabinet is driven by natural convection.
The dryer throughput and the drying time are estimated

from practice (Table 103.3), however considerable effort
has been made to model solar collector performance [21].
The thermal efficiencies of solar drying were reported to
be from 11 to 13% [24] with the highest value at the
beginning of the drying run. These are not the general val-
ues for all solar drying applications and an individual
level of this parameter should be estimated in each spe-
cific drying process.

The quality of the dried product is the most important
parameter in the drying technology. Patil [25] compared
the quality of peppers after sun drying, polyethylene solar
drying and solar cabinet drying. He found that the solar
cabinet drying offers some advantages over direct sun
drying in terms of better quality and faster rate of drying.
Jayaraman et al. [26] compared ascorbic acid retention in
cauliflower, cabbage and bitter gourd dried by three dif-
ferent methods: (1) directly under the sun, (2) under the
sun in a black polyethylene tent, and (3) in a drying cabi-
net with three solar collectors. They reported (Table 103.4)
that the direct exposure of these products to the sun
decreased the quality factors like vitamin retention. The
use of solar energy in an indirect way could improve the
quality of the final product. In some cases, this was not
practical because of large costs of solar collectors. Less
expensive solar tents or covers are often used for bigger
production scale. Also solar greenhouses, terrace or room
dryers are very practical for the larger productions as they
are simple in construction and relatively low in investment

TABLE 103.3
Solar Cabinet Drying Throughput*

Amount of Fresh Matter Maximum Allowable 
Product Dried Per Unit Time** Temperature (°C)

Garlic 2.6 kg/per 2 days 60
Grapes 5.7 kg/per 4 days 88
Okra 3.0 kg/per 2 days 66
Onions 3.0 kg/per 2 days 71
Apricots 4.0 kg/per 2 days 66

* Source: [23] (with permission).
** Cabinet dimensions: 1.93 � 0.6 m; location: Syria; approximate cost
of the dryer: US$ 21.3 (in 1980).

TABLE 103.4
Ascorbic Acid Retention (%) in Some Sun/Solar
Dried Vegetables

Bitter*
Drying Mode Cauliflower* Cabbage* Gourd Potato**

Direct sun 2.9 0.005 2.5 45.5
Polyethylene 18.1 24.4 20.2 –

black tent
Solar cabinet 27.1 32.9 49.9 61.3***

(with 3 collectors)

Sources: * [26], ** [27].
*** Osmosed � Solar (From Reference 27).
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costs. Figure 103.2 presents two examples of low-cost
solar dryers for relatively larger production scale. 

2. Dryers with Solar Collectors and 
Natural or Artificial Airflow

Some vegetable, fruit and spice dryers utilize both direct
and indirect solar radiation. In these dryers, radiant
energy from the sun falls directly onto the product being
dried. In addition, an air-preheater (solar collector) is also
used to raise the drying air temperature. The circulation
of air in the solar pre-heater is either free convection or
using a fan. In both situations, this air stream accelerates
significantly the drying rate. Figure 103.3 presents two
examples of very simple and inexpensive dryers of this
type. According to published data [21, 23], a family-scale
dryer (Figure 103.3a) works well for drying mushrooms,
apricots, apples, etc., usually in one day. Similarly,
adding a wind-driven fan for more intensive airflow
(Figure 103.3b), a higher throughput of the dryer can be
achieved. The fan provides air circulation in the dryer and

pulls the air up through the product. Dampers can be
installed in the stack to control airflow rate, thus also
controlling the amount of heat build-up. Several other
modifications of this concept are in use for drying pur-
poses in tropical and hot-climate areas. Further extension
of the dryer throughput can be achieved by applying
forced convection airflow. Another solution in this type
of installation is the use of very long metal air-preheater
pipes [28] or large surface solar collectors [29]. The flow
of air is then artificial with the use of powerful fans. In
one construction design [28], the length of the solar air-
preheating pipe was about 7 miles. The heating rate of
this preheater was reported to be sufficient for proper
operation of a solar-assisted sonic dryer for several fruits
and vegetables.

3. Solar-Assisted Artificial Dryers

For commercial applications, where a large tonnage of
product needs to be dried, some source of auxiliary energy
is needed to initiate forced air movement and/or to provide
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FIGURE 103.2 Examples of large-scale solar dryers: (a) Australian type dryer, and (b) plastic-tent solar dryer. (From References 
19 and 21).
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the supplemental energy. In this scenario, the solar drying
equipment is part of a whole drying system and generally
assists operation of a typical air dryer, supplying it some
amount of heat. Construction of solar-assisted artificial
drying system could be simple or combined with other 
elements, such as a source of stored heat, heat pumps, etc.
In the simplest system the solar energy is directly used to
provide a part of the heat required for moisture evaporation
in a conventional air dryer. The drying of the food is nor-
mally intensive during sunshine hours, while at night or
low radiation periods an auxiliary heat source supplements
the heat energy. Several conventional types of dryers could

be combined with solar energy collectors. For example,
Smith et al. [30] describe commercial convective air-dry-
ing installation for the final dehydration of potato cubes
from 11% down to 4% moisture (wet basis). This system
utilizes solar double-glazed collectors and an auxiliary gas
burner to heat the drying air. The solar collectors operate at
about 40°C above the ambient temperature. In another
example, considerable reduction of the fuel-gas was
reported by West Growers and Packers [27], when a tunnel
dryer was modified for utilization of solar radiation and by
using exhaust air to preheat inlet air to the dryer. Another
technique that has not been fully explored is the use of a

3 mm thick
glass

Fan

Lattice wire
(baskets)

Leg
Wood frame

Insulation

Corrugated plate
(painted dull- black)Air

Holed copper plate
(copper oxide-selective surface)

3 mm thick
glass

Air inlet

(b)

(a)

Col
le

ct
or

Circ
ul

at
io

n
Dry

in
g 

bo
x

FIGURE 103.3 Low-cost fruit and vegetable solar dryers. (Reproduced with permission of Brace Research Institute, McGill
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desiccant to remove moisture from the drying agent (used
for dehydration of heat sensitive foods), and then solar
energy to regenerate the desiccant.

To reduce the effect of periodicity of solar radiation
several physical heat storage systems have been devel-
oped for drying applications. Water-type and rock-bed
type heat storage are the most typical [20]. 

Proposed schemes of solar energy application should
integrate into other drying systems. More generally, solar
energy should be applied as much as possible in energy
consuming processes such as drying. Active research and
development of various methods and components of solar
drying systems have been taking place internationally,
especially for the reduction of an investment cost associated
with solar collectors and adequate control systems [20, 31].

B. HOT AIR DRYERS

Artificial hot air drying of vegetables and spices covers a
very wide range of methods and installations of different
production scales. The main mechanism of drying in this
case is moisture migration from inside the wet material to
the surface and then evaporation to the surrounding air.
The drying rate is a function of several parameters such as
temperature, humidity and velocity of drying air, moisture
content of the moist and dry product, rheological charac-
teristics, specific surface and geometrical form of the ini-
tial product, etc. Some general types constructions of the
hot air dryers suitable for drying of vegetables and spices
will be presented below.

1. Tray, Cabinet, Kiln and Bin Dryers

A tray or cabinet dryer is the simplest type of drying
equipment. The operation of the dryer is periodical and the
moist product is subjected to unsteady-state process. The
dryer allows processing of different products, from liquid
slurries to solid piece-form materials. A typical cabinet
dryer consists of an insulated chamber into which tray-
loads of prepared food are placed. A fan pushes or pulls air
through a heater and then either horizontally between the
trays or vertically through them. By means of a damper
system, part of the air may be recycled and part discharged
to the atmosphere. Such dryers vary in size from very

small units, containing one or few trays to very large units
used singly or in groups with a throughput of fresh mate-
rial up to 20 tons per day. The material to be dried is
placed in relatively thin layers (1 to 6 cm thick). Good
control of drying conditions is possible. A main disadvan-
tage of these dryers is the large amount of manual work
needed to operate the dryer and the relatively low intensity
of the drying. However, a wide variety of materials can be
dried in these dryers. Because of its versatility, their use is
widespread in the food industry. An example of modeling
of this type of drying process is given in reference [32].

Bin-type finishing dryers are sometimes used for the
final drying and equilibration of some dried vegetables,
although often with large modern conveyor dryers they
are no longer needed. They are essentially large vertical
cylindrical bins with perforated bottoms through which a
constant stream of warm air is blown [33].

2. Tunnel Dryers

Tunnel dryers possess all advantages of tray dryers. In
addition, they have a semi-continuous operation. This
type of dryer is very popular for drying vegetables and
fruits. As compared to a tray dryer, the investment costs
are higher. A typical dryer may be more than 20 m long
with a square or rectangular cross-section of approxi-
mately 2 m � 2 m. The wet material is loaded in trays that
are stacked on trolleys (Figure 103.4). The trolleys are
introduced periodically into one end of the tunnel (the
“wet” end), advance through the tunnel and removed at
the other end (the “dry” end). A typical tunnel dryer can
be operated in co-current or counter-current flow of air
and trolleys. Two-stage dryers are also used featuring a
short co-current stage followed by longer counter-current
stage. In cross-flow designs the drying air moves at right
angles to the path of the trays of food. Basic modeling
principles for this type of drying are similar to that of a
cabinet dryer. The drying times are similar to those in cab-
inet tray drying while the air flow-rate is linked to the total
number of trays. The dimensions of the tunnel are calcu-
lated based on the necessary drying throughput, necessary
drying time and the dimensions and capacity of a single
trolley. More information on the design, construction

Fresh
air

Exhaust

Burner Fan

FIGURE 103.4 Simple co-current tunnel dryer with partial air recirculation.
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details and operation of this type drier can be found else-
where [13, 16, 34, etc.].

3. Conveyor-Type Dryers

Fully continuous drying operation is achieved in con-
veyor, belt or band dryers. This type of dryer is also very
popular in vegetable processing industry. The wet product
formed or placed in a bed of different thickness is carried
through a tunnel on perforated (mesh, slotted or louvered)
conveyors. Heated air is directed up or down through the
conveyor and the layer of the product; usually up in the
early drying stages and down toward the dry product exit,
or directed across the material surface for products in thin
layers on a non-perforated band. Some models consist of
two or more conveyors in a series. Also, either co-current or
counter-current configurations can be used. Such dryers are
limited to foods that form a porous bed (cut, granulated or
naturally particulate foods). For vegetable drying, multiple
conveyors (up to 5), one above the other (Figure 103.5)
can be used. The wet product is introduced onto the top
conveyor and progress downwards from one conveyor to
the next. Air circulation is usually a combination of cross-
flow and through-flow. A final drying step for some veg-
etables is provided often in this type of dryer. Gradually,
the conveyor dryers are replacing drying trays in tunnels
for vegetable pieces such as carrots, onions and potatoes
[22]. Infrared, microwave or radio frequency energy is
sometimes additionally supplied to the product conveyed
through the dryer. The drying unit may operate under 
vacuum or atmospheric conditions.

4. Fluidized-Bed Dryers

Particles vegetables (whole or diced) may be dried in flu-
idized bed dryers or several of its modifications: vibro-
fluidized, pulsed fluidized or spouted bed dryers [35, 36,
etc.]. The main advantage of this type of drying is its short
time as a result of high intensity heat and mass transfer
achieved due to enhanced air turbulence in fluidized bed.
Batch or continuous systems are typical for the drying of
food particles in range of 10 to 20 mm. Peas, beans, diced
carrots, onions and potatoes are typical vegetables dried in
this type of driers. If the particle size of the food covers a
wide range, uniform fluidization of the product may be dif-
ficult. In such cases, mechanically or pneumatically (pulsed
fluidization) induced vibration may overcome the prob-
lem. The frequency of the vibration is usually in the range
5–25 Hz with amplitude of few millimeters [36]. This type
of drier is often used as a second stage powder dryer or as
a granulator after, for example, spray drying in a first stage. 

Another modification of the fluidized bed dryer, a
spouted bed dryer, may be used in some practical applica-
tions, as for example for paprika breaks, carrot cubes,
mushrooms and tomato seeds drying [37]. Spouted bed
technique could be also used for vegetable or fruit con-
centrate or paste drying, when it is spread into a bed of
inert particles (Teflon, alumina, etc.) circulating as a foun-
tain inside a drying chamber. Pulsed fluidized bed drier,
adopting regular pulsations of the drying air (Figure 103.6)
as well as other fluidized bed modifications, swirl-fluidizer
and centrifugal fluidized bed dryer [35], are still in a
development stage. However, they could offer a promising

Heater Heater

Dry
product

Air Air

Air outlet
Wet product

FIGURE 103.5 Diagram of multiple-conveyor dryer.
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technology for wide range of diced or flaked vegetables:
bell pepper, beet, carrot, cabbage, onion and mushrooms
[5, 38]. Much more details on fluidized bed drying tech-
nique can be found elsewhere [1, 2, 22, 35, etc.].

5. Spray Dryers

Some vegetable powders are produced from juices, con-
centrates or pulps using a spray drying technique. Dry
powders can be directly used as important constituents of
dry soups, mixtures or additives. Principles of spray dry-
ing are well documented in the literature [39, 40, etc.].
However, its application to vegetable or fruit pastes poses
several problems. For example, stickiness, caking and
hygroscopicity of the final products must be overcome.
Drying of tomato pulp is a typical example of a difficult
process as the dried tomato powder tends to become soft
and sticky while still warm. The drying is achieved by
spraying of the slurry into an air stream at a temperature
of 138–150°C and either introducing cold dry air into the
outlet end of the dryer or to cool down the dryer walls to
38–50°C [1, 9]. A wide range of vegetable powders can be
dried, agglomerated and instantized in spray drying units,
specially equipped with internal static fluidized bed, inte-
gral filter or external vibro-fluidizer [41].

A typical spray drying unit consists of large volume
drying chamber, feed atomizer, hot air supply and dry prod-
uct recovery/dust collection systems. Three consecutive
steps of the process can be distinguished: (1) atomization of
the feed, (2) spray-air mixing and moisture evaporation,
and (3) separation of the dry product from the exit air. 

Atomization is the most critical operation in the spray
drying operation. Three general types of atomizers are
available with many other individual developments. The
most commonly used are rotary wheel atomizers and 
single-fluid pressure nozzle atomizers. Pneumatic two-
fluid (compressed air/liquid feed) nozzles are used rarely
in very special applications (slurries, past-like materials,

etc.). Co-current, counter-current or mixed flow of the
droplets and drying air is typical in spray drying cham-
bers. The geometry of the drying chambers depends
mainly on the type of atomizer used. It is generally short
and wide (conical type) for rotary wheel atomizers and
long and narrow (tall type) for nozzle atomizers. The dry
product is collected at the bottom of the drying chamber
and/or in cyclones, bag filters or electrostatic precipita-
tors. The final wet separation of the powder from the
exhaust air is provided in wet scrubbers, wet cyclones or
irrigated fans [39, 40]. Some spray drying systems,
equipped with special atomizing devices, are used for dry-
ing paste-like materials such as vegetable concentrates.

6. Other Hot Air Dryers

Pneumatic conveying dryers are generally used for finish
drying of powders and granulate of vegetable and fruit
products. It is extensively used for making potato granules.
As the material entering the dryer must be conveyable in
an air stream, the incoming material usually is predried in
another way (spray, fluidized, spouted bed dryers, etc.) to
a moisture level below 40% (w.b.).

Also, rotary dryers may be sometimes used for drying of
particulate solid foods. In these dryers, the wet solids (parti-
cles, crystals, etc.) enter one end of a rotating drum, move
down the drum length cascading from peripherally mounted
lifting flights, and exit at the other end suitably dried. The
drying medium is either hot air or combustion gases that
flow co-currently or counter-currently to the direction of the
solids through the drum length. The size of these dryers
varies from approximately 0.3 m in diameter by 2 m length
to 5 m diameter by 90 m length. Many details of these last
techniques are given in the literature [13, 22, 42, etc.].

C. CONTACT DRYERS

Hot surface of the contact dryer is the source of heat nec-
essary to evaporation of moisture from the vegetable or
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FIGURE 103.6 Schematic diagram and picture of the pilot-scale pulsed fluidized bed dryer (Courtesy of CANMET, Varennes, Canada).
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fruit concentrates, pulps, pastes or slurries. This type of
drying is more economical than for example spray drying
but the dry product has usually different characteristics
than that from a spray dryer. A typical example of the con-
tact dryer is a drum dryer with a single, double or twin
drums. The single-drum dryer comprises only one roll. 
A double-drum dryer comprises two rolls, which rotate
toward each other at the top. This gives the possibility to
adjust the feed thickness layer by changing the space
between them. The twin-drum dryer is similar in appear-
ance to the double-drum dryer, but is quite different in its
operation. The two drums occupy the same general position
as in a double-drum dryer but rotate away each other at the
top and are not spaced closely together. The vegetable pulp
is fed onto the metal surface of the drums by mean of vari-
ous types of feeders. Doctor blades remove the dry product.
Depending on the material properties, the product is
removed in the form of powders, flakes, or webs. The drum
system can be entirely enclosed in a hood for vacuum oper-
ation or for supplying with the necessary amount of drying
air. Thus, organic solvents or volatile can be recovered in
this process. A typical example of single-drum drying oper-
ation is the drying of mashed potato. Double-drum or twin-
drum dryers are in commercial use for drying tomato and
pumpkin purees, mashed white potatoes, etc.

Special types of contact dryers — plate dryers with
rotating radial arms are dedicated to drying of solid par-
ticulate materials [38]. All contact drying units may oper-
ate under vacuum, at atmospheric pressure or in gas-tight
chambers. 

D. FOAM DRYING

Two different foam-drying methods are of practical
importance: foam mat and foam spray drying. Foam-mat
dried vegetable or fruit powders have less heat-induced
changes in color and flavor as compared with conven-
tional spray-dried or drum-dried products. A product with
density less than that in a conventional drier is obtained.
The product density is about equal to the density of instan-
tized or agglomerated powder. 

Stable gas-liquid foam is the primary condition for a
successful foam drying. Glycerol monostearate, solubi-
lized soya protein and propylene glycol monostearate are
the typical additives for the fruit and vegetable foam for-
mulation from juice or pulp. Foam mat drying involves
drying a thin layer (0.1–0.5 mm) of the stabilized foam in
air at 65–70°C within few minutes only, as the foam struc-
ture decreases drying time to about 1/3. The foam is
spread on perforated floor craters as the airstream is
forced through the bed. A continuous belt tray dryer as
well as slightly modified spray dryer [22] can also be used
to this process. Good quality tomato powder can be pro-
duced using this technique. Optimal initial concentration
of feed solids is in the range of 30% for tomato pulp. The

cost of such a drying process may be higher than spray or
drum drying, although lower than vacuum and freeze-
drying. More technical details on foam-mat drying are given
in van Arsdel et al. [13]. 

E. EXPLOSION PUFFING

Overheating of a wet food product in a pressurized cham-
ber, called gun, followed by a quick release of the pres-
sure to atmospheric condition is the technique, called
explosion puffing, which allows to produce a good qual-
ity, porous dry material. The amount of water contained
typically in fresh vegetables and fruits, is usually too large
to evaporate entirely during the explosion puffing process.
An initial pre-drying of the fresh product is therefore nec-
essary when using this technology. Table 103.5 presents
some examples of practical values of this initial moisture
content for the explosion puffing of selected vegetables
and fruits along with some other necessary processing
conditions [1, 13]. The average moisture content of veg-
etables and fruits in order to start the process should be
brought down to 15–35%. Such partly dried food pieces
are put into a puffing gun. The gun is sealed and pressur-
ized by heating directly (superheated steam) or indirectly,
through the walls (gas flame, electric heater, etc.). As the
pressure and temperature inside the chamber reach a cer-
tain level (Table 103.5), the door of the gun is suddenly
opened and explosion of the moisture from the food
occurs. The advantages of this technique include shorter
drying time (which may be lower by a factor of two or
three as compared with conventional air drying), good
reconstitution characteristics because of the porous struc-
ture, and good organoleptic properties. A final-stage dry-
ing is sometimes necessary after the explosion puffing. 

A simple batch explosion-puffing gun is essentially a
cylindrical pressure chamber with quick-release lid, and is
heated internally or externally. A more sophisticated con-
tinuous explosion puffing system also has been developed
which allows up to 44% reduction in steam consumption
as compared with conventional dehydration [43].

F. VACUUM AND FREEZE-DRYING

To intensify moisture removal and lower the drying tem-
perature to protect heat sensitive food components, vac-
uum drying technique is employed. Some vegetables as
well as herbs and spices are often dried using this tech-
nique. Typical batch or continuous drying equipment is
used with some modifications to sustain vacuum created
by a pump connected through a moisture condenser.

A special case of a vacuum drying, i.e., freeze-drying,
is very important in food drying operations. Removal of
the moisture is a result of sublimation, without of a phase
change from solid (ice crystals) to liquid. Figure 103.7
presents a phase diagram of the water with an indication of



conditions for normal pressure air drying, vacuum drying,
and freeze-drying processes. The advantage of freeze-
drying over other methods of drying is the superior quality
of the product obtained. Little or no shrinkage occurs. The
dry product will have a porous structure and a color 
almost as fresh as with the raw material. The only disad-
vantage of this process is the high equipment and opera-
tional costs — the highest amongst all typical drying
methods. This explains why the freeze-drying is only used
for more expensive products such as coffee extracts,
instant dry soups, powders of exotic fruits, spices and
herbs. Examples of vegetable freeze-dried products are:
tomato, vegetable juices and flavors, asparagus, beans,
cabbage, cauliflower, celery, mushrooms, onions, peas,
parsley, chives and many herbs.

There are two main stages in the freeze-drying
process: (1) freezing of the food, when most of the water
is converted into ice, and (2) sublimation, when the bulk
or all of the ice is transferred into vapor under very low
pressure or high vacuum, and this vapor is removed from
the dryer. In some cases, additional final drying, in the
same or other equipment, is necessary. Cabinet or tunnel
batch type dryers are typically used with pressures in the
range 13.5–270 Pa. Commercial high performance freeze-
drying cabinets are fitted with heated shelves on which
trays of frozen food are placed (Figure 103.8). Necessary
to sublimation heat is transferred from the heated shelves
by conduction while microwave or infrared radiation heat
is sometimes additionally supplied [44]. In a tunnel freeze
dryer the food is placed on specially designed trays, which
are assembled on tracks. The tracks enter the tunnel
through a vacuum lock. In the main tunnel, the trays move
between stationary heated plates and exit through another
lock at the dry end. Fully continuous freeze dryers are
developed for some specific applications. Particulate
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FIGURE 103.7 Phase diagram of water in application to drying
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FIGURE 103.8 Picture of pilot-scale freeze dryer. 

TABLE 103.5
Explosion-Puffing Processing Conditions of Some Vegetables and Fruits

Moisture Content Steam Temp. of Dwell Rehydration
Before Puffing Pressure Process Time Time 

Commodity (% wb) (kPa) (°C) (s) (s)

Beets 20–26 276 163 120 5
Carrots 25 275 149 49 5
Celery 25 275 149 39 5
Mushrooms 20 193 121 39 5
Onions 15 414 154 30 5
Peppers 19 207 149 45 2
Potatoes 25 414 176 60 5
Apples 15 117 121 35 5
Blueberries 18 138 204 39 4
Cranberries 17–26 138 163 64 3
Pears 18 228 154 60 5
Pineapples 18 83 166 60 1
Strawberries 25 90 177 – 3

Source: [1, 13].
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solids are conveyed by a screw, belt or vibrating plates
through vacuum chambers. Spray [10] and fluidized-bed
atmospheric freeze dryers [45] are examples of modifica-
tions of the typical freeze-drying process. All details on
the freeze drying technique can be found in several hand-
books, manuals, prospects, etc. [1, 44, 46].

G. RADIATIVE AND ACOUSTIC DRYING

Microwave drying is becoming steadily more popular in
drying technology. However, research is needed, especially
for bigger production scale. Drying of potato chips, peas,
onions, beans and vegetable juice concentrates are examples
of such applications [10].

Infrared drying is used for thin layer drying of some
foods and especially spices [10]. These products are 
conveyed beneath infrared radiators on belts or vibrating
plates. Some research work was done by Karuri [47] for
infrared drying of potatoes and carrots.

Acoustic drying with waves of 12–19 kHz and inten-
sities between 128 and 132 dB was applied to drying of
green rice in a fluidized bed at 20 and 40°C. Successful
combination of solar and acoustic energy for drying of
different agricultural products was also reported [28].

H. OSMOTIC DEHYDRATION

An example of minimal processing dehydration method
of foods, especially vegetables, fruits and meats, is
osmotic dehydration. The process is based on a tendency
to reach equilibrium between osmotic pressure inside the
biological cells (vegetable, meat, fruit, etc.) and the sur-
rounding osmotic solution, which has an increased osmotic
pressure by high concentration of soluble osmotic agent.
Molecular diffusion of water through semi-permeable cell
membrane takes place and the product will loose its water.
The osmotic dehydration process is stopped when the
osmotic pressure inside the tissue reaches osmotic pres-
sure of the surrounding syrup. Theoretically, molecules of
the solute, being large in size, do not migrate en mass
from the osmotic syrup into the product. Practically, how-
ever, some migration (infusion) of the solute occurs. A net
mass loss is therefore a difference between water removal
and solids gain. Osmotic dehydration can provide the
reduction of the water activity to some extent, which is
limited mainly by the water activity of the osmotic syrup
itself. For example, typical osmotic syrup, such as a
sucrose solution of 60°Brix, has a water activity of about
0.85. This means that food osmotically dehydrated in the
above solution would be equilibrated to a water activity of
0.85 and therefore is not necessarily safe from a microbial
point of view, and a second stage of drying is often 
necessary. This second stage could be a typical hot air
drying, solar drying as well as vacuum, freeze, microwave
or any other type of drying. Several two-step drying
processes, with osmotic dehydration in the first step, have

been developed for some vegetables and fruits. For exam-
ple, high quality dry carrot and potato products have been
produced while dehydrated celery has not given satisfac-
tory results [48]. 

Typical batch-type osmotic dehydration equipment
consists of a mixer tank for the syrup with heating ele-
ments to maintain temperature around 50°C; however,
higher or lower temperatures are possible depending on
the type of dehydrated product. Continuous osmotic dehy-
dration units have also been developed. Figure 103.9
shows a pilot scale continuous osmotic dehydration unit
applied to carrot as well as other fruits and vegetables.
More detailed data on practical and theoretical aspects of
fruit and vegetable osmotic dehydration can be found
elsewhere [1, 15, 49, 50, etc.]. Osmotic infusion of some
additives as for example caffeine, vitamins, etc., prior to
regular drying, is a technique used for fortified new dry
foods [51].

IV. DRYING OF SELECTED VEGETABLES

A. CARROT

Carrots can be crosscut or crinkle-cut as rings and dried as
such. Starch coating may be used to extend the shelf life
of the dry product because oxidation of carotene together
with off-flavor and odor can be a significant problem dur-
ing storage. Typically, steam-blanched and sulfited or
steam-blanched and starched dices are spread onto trays at
a loading of about 6 kg/m2. Carrots are then dried in the
tunnel or on continuous single or multi-conveyor driers to

FIGURE 103.9 Pilot-scale continuous osmotic dehydration
unit (Courtesy of Food Research and Development Centre,
Saint-Hyacinthe, Canada).
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a final moisture content of about 4% (w.b.). Hot air tem-
perature in such a typical counter flow tunnel dryer is
71°C and about 7 h of drying is necessary to achieve an
optimal moisture content of 8% (w.b.) in the product.
Additional bin drying at 60°C through 7 h gives a final
product moisture content of 4% (w.b.). A relatively fast
drying (50 min) of diced carrot in continuous belt-through
dryers was reported [13]. Freeze drying (temperature
–33°C and absolute pressure 0.2 mmHg) as well as explo-
sion puffing, are other drying techniques employed for
carrot on a limited scale. Low-oxygen packages (vacuum,
nitrogen or carbon dioxide atmosphere) with O2-levels
lower than 2% are necessary to prevent carotenoid deteri-
oration during storage. 

Sethi and Anand [52] prepared intermediate moisture
(IMM) carrot slices using an osmotic solution containing
sugar, glycerol, water, acid and preservatives. The processed
product has good color, flavor and texture. The slices
treated with 500 ppm of SO2 and 0.45% potassium sorbate
remained free from microbial spoilage at 39.2% moisture
level (water activity 0.85). At low temperatures (1–3°C),
the ready-to-serve product remained acceptable for 6
months in a glass container with a beta-carotene retention
of 40%. More details of carrot drying technology can be
found elsewhere [13, 53, etc.].

B. BEETS

Peeled beets are sliced, diced or strip-cut to specific size.
Steam blanching for about 6 min is used in many cases,
but not always. Sulfiting of the raw beets is not practical.
Tunnel and conveyor dryers of different configurations are
typically used. Relatively high drying air temperatures
(95–100°C) may be used in the first drying stage, how-
ever, a lower temperature of air (71°C) is desirable in the
second stage. Final moisture content of beets in such a
dryer is 11% (w.b.) and normally an additional drying to
5% (w.b.) in stationary bins is necessary.

Explosion puffing of dices is commercially used for a
good quality dry product. Air pre-dried diced beets of
45% moisture (w.b.) are processed in a puffing gun. They
are heated to the pressure of 0.3 MPa in steam and then
the pressure is quickly released to the atmospheric level.
The exploded product, which has lost about 5% moisture,
is then finish-dried on trays, continuous belt, etc. The
porous structure of the final product results in much lower
dehydration time than conventional drying techniques.

C. ONION AND GARLIC

Dried root vegetables, onion, garlic, potato, etc. have
found extensive use in food manufacturing both in dry
product formulation and as well as ingredients for wet
soups, baby foods and ready or canned meals [6, 13].

a. Onion
Onions are generally dehydrated and pickled. The cultivars
with 15–20% total solids content (dry matter) are preferred
for dehydration. Onions used for processing should have
high pungency, since the dehydrated product is primarily
used as a flavoring agent and some pungency is lost during
the drying process. Southport White Globe and White
Creole are suitable cultivars for dehydration. Sliced, flaked
or kibbled onions are mostly dried on continuous belt con-
veyors or tunnels to a target moisture content of 5% (w.b.)
or less. Onions are normally not blanched to avoid the fla-
vor loss that would otherwise occur during this process.
When dried in tunnel-type dryers, the sliced onions are
automatically spread on wooden trays with a unit load of
about 5 kg/m2. The trays are automatically stacked on cars
and conveyed through a typical two-stage tunnel dryer. In
the first (co-current) stage, hot air of temperature 70–88°C
is normally used and in the second (countercurrent) it is
55–60°C. After 10–15 h the dry material has 5–7% mois-
ture, which may then be dried, in bins to the final moisture
less than 5%. 

A more practical equipment for onion drying is a mul-
tistage continuous belt-conveyor. A stainless-steel perfo-
rated belt is normally used with hot air flowing through the
belt and a bed of onion slices of 10–15 cm in thickness.
The temperature of the drying air is gradually reduced
from about 80° to 55°C as the sliced onions move through
the dryer. The average drying time is 6 h with a final mois-
ture content of 6% (w.b.). An additional drying (12–30 h)
in stationary bins using partially dehumidified air of
43.3–50°C gives the final product of 4% moisture or less.
The product may be passed between revolving metal rolls to
flake and screened to remove fines (small broken pieces).

A small proportion of dry onion is produced by
freeze-drying. Sun-drying of sliced onions is carried out
in some areas [6]. 

For commercial use, sliced, chopped, minced, granu-
lated, or powdered dry onion is produced. High hygroscopic
dry onion products require special low air-humidity atmos-
phere in the final processing stages such as screening,
grinding and packaging. A variety of moisture-resistant
containers, such as plastic or aluminum bags, jars, clip-
board boxes and metal cans, are used for the retail market.

b. Garlic
In the North America the bulk of the garlic production is
dehydrated. Garlic is a basic flavoring for multitude of
dishes ranging from vegetable soups and sauces, meats,
salads, tomato products, spaghetti, sausages, pickles, etc.
Fast food restaurants and steak houses invariably offer
garlic bread, garlic butter and salt. All other forms and
types of dry garlic products, as for onion, are commer-
cially available.

Drying technology of garlic is almost the same as that of
onion [6, 13]. The garlic bulbs are broken into individual



cloves, washed, sliced, and then dried up to 8 or 6.5%
(w.b.). Compared to the onion, garlic has a considerably
lower initial moisture content. The garlic is dried for a
short time in an unheated air current to separate the
cloves. They are then passed between large rubber rolls,
taking care that the cloves are not crushed and the clumps
of garlic are broken up into individual cloves. After sepa-
rating pieces of paper husks, cloves are graded into sev-
eral sizes. Pieces of skin and other light debris are also
separated by floating the cloves in water one to two times.
The cloves are separated from water by dewatering
screens. They are next sliced by special revolving, very
sharp knives and spread automatically on trays or on per-
forated stainless steel belt of a continuous dryer. Two-
stage dehydration is employed in tray-and-tunnel
dehydration. The sliced garlic is dried to about 8% mois-
ture, the drying being completed in bins at 43.3 to 48.9°C
to less than 6.5% moisture to produce all forms of dried
product. 

D. OTHER VEGETABLES

Many other vegetables are being dried. However, it is to a
much less extent than what was described above.
Generally, similar drying methods and conditions can be
used for most vegetables. Gentle drying conditions are
recommended as vegetable tissues are very heat sensitive. 

a. Green beans
Green beans are dried on the trays of tunnel dryers or in
belt dryers, either while still frozen or in a thawed state. 
A two-step tunnel drying is recommended; first at 90°C and
then at 62°C. A final moisture content of 5% (w.b.) is typ-
ically a target value.

b. Cabbage
Cabbage, typically, is cored, trimmed, washed and shred-
ded by kraut cutters before blanching and sulfiting. 
The pre-treated material is dried in a two-stage tunnel
dryer with an inlet air temperature of about 80°C in the
first (parallel air flow) stage, and 60°C in the second
(counter-current air flow) stage. A finish drying step from
the moisture content of about 7 to 4% (w.b.) is provided 
in stationary bin dryers, supplied with an air at 50°C. 
A strong compression of the dry product before packing
was a standard procedure for cabbage packed in cans 
during World War II, but this procedure is not in use 
anymore.

c. Sweet potato
The sweet potatoes are peeled before dehydration in abra-
sive peelers, steam, or lye-peeled in 15 to 20% sodium
hydroxide lye solution. Peeled sweet potatoes are then
washed thoroughly, trimmed, sliced or cut into strips or
diced. After thorough steam-blanching for about 7 min,

they are dehydrated on trays at about 71°C to a moisture
content of less than 7%. The tray load is about 5–8 kg/m2.
A cultivar, Goldrush, is recommended for a freshly dehy-
drated product of highest quality [6].

d. Mushrooms
They are processed into more durable products in various
ways. They can be air-dried, freeze-dried, canned or
frozen. The processed mushrooms are prepared as but-
tons, whole or sliced. Being very perishable, mushrooms
should be processed as soon as they are harvested, within
a period of few hours. More expensive mushroom vari-
eties are freeze-dried while less expensive air-dried. For
use in dehydrated soups and specialty products they are
mainly freeze-dried (6).

A lot of practical information of other vegetable dehy-
dration procedures can be find in specialized literature
and recent publications [1, 6, 13, 54, 55, etc.].

V. SPICES

The quality of dry spices, culinary herbs and spice blends
is strongly affected by the drying method and drying con-
ditions that are applied. The main attribute of spices is the
improvement of food flavor and taste by some character-
istic components, especially volatiles. These components
are very heat-sensitive and they should be preserved (to
prevent evaporation or decomposition) to the maximum
level during all processing steps. The drying process
involves some thermal treatment, so the drying method
and the conditions should be very delicate and individu-
ally chosen for each type of spice or herb. Low tempera-
ture natural or artificial drying is the common practice.

The measurement of moisture content in spices pres-
ents some unusual problems. Moisture is usually measured
in food products by measuring the weight loss of a sample
during a drying test at elevated (around 100°C) temperature
or under the vacuum. The volatile oils, typically existing 
in spices, are also lost during drying and this weight loss
would be measured as moisture. To resolve this problem,
the trade has adopted a co-distillation method for most
spices. In this test, the spice is covered with toluene and the
toluene brought to its boiling temperature. The moisture 
in the spice co-distills with the toluene and as the toluene is
condensed, the moisture separates from the toluene and is
measured. Karl Fisher titration could be also employed for
some spices while for other spice products (paprika and
other capsicum, etc.) a standard drying oven test is suffi-
cient. Vacuum drying techniques are also frequently used to
evaporate moisture at lower temperatures.

The final moisture level in dry spices is of practical
importance, as for all other perishable foods. It should be
low enough to prevent microbiological growth but not too
low to overcome some unfavorable changes in an over-dry
tissue such as color losses and increased hardness. An
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average of 10% moisture content (w.b.) is desirable for
most spices. Detailed data on several typical dry spice
chemical and physical specifications and applications are
presented by Charalambous [56], Tainter and Grenis [57],
Richard [58], Farrell [59], Rosengarten [60] and
Purgelove et al. [61].

Sun and field drying of spices and herbs is the oldest
and still the most typical drying method for the majority
of these products. In many cases direct exposure to the
sun can create discoloration of the spice or herb tissue so
shadow-open-air or cabinet drying is applied. Larger scale
drying of spices and herbs is performed as for drying of
typical fruits and vegetables (e.g., tunnel and conveyor
dryers). Multi-step processing, with hot air temperatures
decreasing with the advance of drying (for example,
110°C initially, then 60°C and 40°C at the end of drying)
is very typical. More details of preparation, drying, char-
acteristics and application of the spices can be found in
other references [56–61].

VI. CONCLUDING REMARKS

Vegetables as well as fruits, spices and herbs play an
extremely important role in human nutrition. Additionally,
the recognition that the intake of nutrients, minerals, and
antioxidants (vitamin C, E, etc.) may have a protective
role against illnesses and tiredness will mean that vegeta-
bles and fruits — a potent source of relevant nutrients,
minerals and vitamins — will be in demand. However,
these have to be preserved in a form that protects these
constituents. It is likely that the market for fresh, frozen
and properly dried vegetables and fruits will outgrow
other forms of processing in the short term. For drying
technology, this means that only the methods giving an
appropriate quality of the final products may have good
practical perspectives. Research should be dedicated to
the development of proper drying processes. An improve-
ment of existing as well as the introduction of new drying
techniques are equally important aspects of the drying
research. For spices, it is well known that they have not
only the taste and flavor effect on the food, but some
antioxidant and microorganism inhibition activity too.
Proper drying techniques have to be applied to each indi-
vidual product to ensure the highest quality in the product.
Energy and environmental aspects of this process should
also be considered.
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I. INTRODUCTION

Tropical fruits are defined as those fruits that grow well in
the tropical region (between the Tropic of Cancer in the
north and the Tropic of Capricorn in the south), the region
where the temperature and the length of the day varies 
little throughout the year and frosting scarcely occurs. The
fruits are rich sources of vitamins, especially A and C,
minerals, carbohydrates and flavour for the people of the

tropical regions and beyond. Although most tropical fruits
are cultivated for fresh consumption, a few of them includ-
ing avocado, banana, carambola, coconut, guava, kiwi,
lychee, mango, papaya, passion fruit and pineapple
undergo significant processing before consumption (1).
However, they are highly perishable and in the absence of
adequate modern handling, transportation and storage facil-
ities in these regions, there is considerable loss due to
spoilage which is aggravated by high ambient temperatures



(22–32°C) and humidity and prevailing unhygienic hand-
ling practises (2). Among the several process technologies,
the major ones being canning, freezing and dehydration,
which have been employed on an industrial scale to pre-
serve fruits, dehydration is especially suited for developing
countries with poorly established low-temperature and
thermal facilities. Drying brings about substantial reduction
in weight and volume, minimising packing, storage and
transportation costs, and storability of the dried product
under ambient temperatures, features that are especially
important for developing countries (3).

Fruits may be dried in one of the following forms (4):
as whole forms (e.g., various berries) using sun drying,
solar cabinet drying and hot air drying; as sliced, chopped
or particulate forms (e.g., banana, mango, papaya, kiwi)
using hot air drying (with conveyors or trays), freeze dry-
ing, and vacuum drying; and as pastes or suspensions using
spray-, drum-, and solar drying.

The aim of this chapter is to present an overview of
techniques and applications developed for the drying of
tropical fruits and their products. The current trends in dry-
ing, involving combination drying methods are presented in
as far as tropical fruits are concerned. The reader is referred
to the literature cited for further details about the methods.

II. METHODS OF DRYING TROPICAL 
FRUITS

A. SUN AND SOLAR DRYING

The traditional open-air sun drying of agricultural crops
has been practised since the beginning of civilisation and
is by far the most widely practised agricultural processing
operation in the developing countries (5). In sun drying,
the product is spread on floors or raised platforms and
exposed to the direct sun radiation and natural air cur-
rents. Occasional stirring of the product is done to expose
most of it to the sun and thus speed up the removal of 
saturated air from the product (6).

The long history of sun drying has not been without
drawbacks, which limit its use for large scale production.
The drawbacks include: difficulty in controlling the drying
rate, the requirement of more land and labour for spread-
ing the product, infestation by insects and microbial con-
tamination (7). Some of these drawbacks however, can be
addressed by using solar drying, since this gives improved
quality products and has significantly less drying time than
open-air sun drying (8).

Solar dryers are identified according to their method of
collecting solar energy and transferring it to the product as
indirect, direct and mixed-type (also known as convective,
radiative and radiative-convective dryers respectively) 
(9). Solar dryers that use air as the main transport of heat
to the drying product may be either free- or forced- convec-
tion type.

In the direct solar dryer, the product absorbs direct
sun radiation, which passes through a transparent cover or
side panels. Evaporation takes place principally from the
top surface of the product, which also conducts some of
the absorbed heat to the interior of the product. A direct
solar dryer is shown in Figure 104.1.

Indirect dryers have a separate compartment, the col-
lector, in which air from the ambient passes through and
is heated before passing through the drying chamber. The
hot air performs two functions; it supplies the necessary
heat to evaporate moisture from the product as well as
carry away the evaporated moisture.

The mixed-mode type of dryer combines the features
of both the direct and indirect type of dryers (10). The
product is therefore dried by a combination of both direct
radiation with conduction of heat into the top product and
convection of hot air from the collector entering the bottom
of the drying bed. Mixed-mode solar dryers give higher dry-
ing rates compared with other types of solar dryers (11–13).
A mixed-mode solar dryer is shown in Figure 104.2.

Although the use of solar drying has advantages such
as free, non-polluting and renewable energy source, the peri-
odic nature of solar energy requires an auxiliary source of
energy from fuel or electricity for use during periods of no
or low radiation (8). Bolin and Salunkhe (14) have reviewed
solar drying methods with and without auxiliary energy
source. Further, part of the energy gained during radiation
periods can be stored and used later during no or low radi-
ation periods.

Pablo (15) studied the comparative performance of a
polyethylene solar dryer with sun drying for drying
banana, jackfruit, mango and papaya and found that the
polyethylene dryer produced fruits with a better colour
and texture than sun drying. Furthermore, the solar dryer
reduced the drying time by 25–40%. Similarly, Kalra and
Bhardwaj (16) dried mango slices and leather in two solar
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FIGURE 104.1 Direct solar dryer at NARO-National Banana
Research Programme, Kawanda, Uganda.



dryers, a direct type and an indirect type, which were suit-
able for small scale industries and for use in rural areas,
and compared their performance to open-air drying. The
direct dryer attained temperatures of 10–20°C while the
indirect one attained 20–25°C above ambient tempera-
ture. The direct dryer reduced the moisture content to 7%
in 8 hours while the indirect type reduced it to 6% in 7
hours compared to a reduction to 8% in 9 hours for open-
air drying.

Coleman (17) dried mango slices in two small scale
solar dryers, one using natural convection and the other
using forced air circulation and found that the drying rate
was higher with the forced circulation dryer. Higher dry-
ing rates for forced convection dryers compared to natural
convection have also been reported by Wilhelms and
Mullins (18) for drying apples, and Trim and Ko (19) for
drying capsicum peppers.

In a study (20) to determine the effect of SO2 on the
quality of solar dried mango, mango slices were soaked in
various concentrations of sodium bisulphite followed by
solar drying and hot air drying. It was found that fruits
prepared for solar drying required greater concentration of
sodium bisulphite than those prepared for hot air drying.
Also, the SO2 treated solar dried fruits had better flavour
than the hot air dried ones.

Other studies on solar and sun drying of tropical fruits
related to modelling, quality of the dry product, produc-
tion of snacks, fruit leathers and bars, and performance of
dryers are given in Table 104.1 in references (21) to (38).

B. HOT AIR DRYING

In convective drying systems, the drying process takes
place in an enclosed chamber where hot air is passed over
the product which results in simultaneous heat and mass
transfer between the air and the drying product. Energy 

is supplied from the air stream to provide the heat for
evaporation of moisture from the product and at the same
time, the evaporated moisture is carried away from the
product by the air stream (3). The most common of these
dryers used for fruits are cabinet, kiln, belt and tunnel 
dryers (4).

A typical cycle of air drying comprises three stages,
namely: the equilibrium stage in which the food is heated
to the drying temperature, the constant rate period in
which water is evaporated from the saturated surface of
the food at a rate proportional to the moisture content and
the falling rate stage starting after the critical moisture
content is reached, in which moisture is held internally
within the food and the moisture has to overcome a resis-
tance to flow through the porous food material to the sur-
face (39). Factors to be considered when drying heat
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FIGURE 104.2 Schematic representation of mixed mode solar dryer (source ref. 10).

TABLE 104.1
References on Solar and Sun Drying Studies of Some
Tropical Fruits Related to Modelling, Quality, 
Production and Performance

Banana Mango Papaya

Modelling and (21), (22) (23)
drying characteristics

Quality and storage (24), (25), (27), (28), (30)
(nutritional significance, (26) (29)
consumer acceptance
and reconstitution)

Production process (31), (32) (33), (34), (37)
(snacks, leather, (35), (36)
beverage, powder, dry
fruits)

Comparison of sun (38)
and solar drying
performance



sensitive solids are that during the constant rate period,
the solid surface temperature becomes equal to the wet-
bulb temperature corresponding to the air temperature and
humidity at the same location and, during the falling rate
period, the temperature of the solid approaches the dry-
bulb temperature of the air (40).

Fruit leather, one of the traditional fruit products that
has evoked renewed interest in recent years because of its
convenience, ease of preparation, shelf stability, simple
packaging requirements and nutrition, is prepared by air
drying (commonly tray drying) of fruit puree in the form
of sheets (41). In improved and standardized methods for
mango leather production reported by Rao and Roy (42),
the puree is spread evenly at a thickness of 1 cm on a metal
tray that has been smeared with glycerine. The puree is
then heated at 50–80°C for 2–20 hours until a leathery
product with 15–20% moisture content is obtained.

Jayaraman (2) used a cabinet dryer to dry fruit bars
with a soft gel like structure which were suitable for direct
eating, from the pulp of several tropical fruits. To the pulp
was added sugar and pectin before cabinet drying in three
phases as follows: initially at 80°C for 1 hour, then at 70°C
for 2–3 hours and finally at 65°C for 5–6 hours.

Other studies on hot air drying of tropical fruits related
to modelling and drying kinetics, quality and storage of
dry products, production of dry fruit products and perform-
ance of dryers are given in Table 104.2 in references (43)
to (69).

C. DRUM DRYING

Drum dryers are generally used to produce powdered and
flaked ingredients widely used in bakery products, bever-
ages, cereals and dairy products. In this system of drying,
the product to be dried, usually fluid, slurry, or paste like
form, or in suspension or solution if it is solids, is spread
in a thin layer on the surface of an internally heated
revolving drum with the dryer comprising either a single
or double drum and the drying operation typically continu-
ous (70). Although the drying rate is affected by the thick-
ness of the film applied to the drum surface, the speed of
rotation and the temperature of the drum, drum dryers

have high drying rates and use heat economically (71).
Figure 104.3 shows a double drum dryer.

Mao (72) studied drum drying of banana puree, with
special reference to factors influencing the quality of the
dried product. Drum rotation rate and drum temperature
influenced the colour, moisture content and flavour of the
dried product, but had no effect on texture. Drum speeds
greater than 2 revolutions per minute and drum tempera-
ture less than 142°C gave the best results. Drum clearance
influenced the texture and moisture content of the prod-
uct. Monostearin and lecithin emulsifiers when added to
the puree gave excellent film formation on the drum,
excellent rehydration properties, and excellent texture of
the rehydrated puree, but brittle and powdery dried flakes.
Egg yolk gave excellent texture of both the dried and the
reconstituted product.

A double drum dryer was used by Brekke et al. (73)
to produce mango flakes and powder to a moisture content
of less than 3% under the operating conditions of steam
pressure of 4.2 kg/cm2, drum spacing of 0.254 mm and
residence time of 25 s.

Kitson and MacGregor (74) found that with drum dry-
ing, fruit purees with a relatively high fibre content (e.g.,
banana, guava, papaya) could be successfully dried with-
out additives while low fibre ones required the addition of
fibre (e.g., less than 1% low methoxyl pectin) to aid sheet
formation at the doctor blade.

Travaglini, Carvalho, Ruiz and Shirose (75) dried
mango puree using a convectional drum dryer and found
the process to be suitable for the production of mango
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TABLE 104.2
References on Hot Air Drying Studies of Some Tropical Fruits Related to Modelling, Quality, Production and
Performance

Avocado Banana Mango Papaya Pineapple

Modelling and drying characteristics (44) (46), (48), (52), (54) (48), (56), (58) (62), (63), (66) (68), (69)
Quality and storage (nutritional (43) (45), (47), (49), (50)

significance, consumer acceptance (51), (53), (55)
and reconstitution)

Production process (snacks, leather, (57), (60), (61) (64), (65), (67) (67)
beverage powder, dry fruits)

Comparison of drying performance (59)

ConveyorConveyor

KnifeKnife
DrumDrum

FIGURE 104.3 Double drum dryer (source ref. 70).



flakes. Under operating conditions of steam pressure of
60 psig, drum spacing of 0.06 inches and residence time of
20 s, improved quality flakes were obtained with ascorbic
acid and beta-carotene retention of approximately 90%.
Furthermore, an addition of 1% glycerol monostearate
(MSG) and 4% corn starch to the puree improved the dry-
ing process.

D. SPRAY DRYING

Spray drying process is used to transform feed from 
fluid form into droplets and then into dried particles by
continuously spraying it into a heated drying medium.
With this method, high drying air temperatures can be
applied, resulting in high evaporation rates which main-
tain a low droplet temperature, and very short drying time
compared to other drying processes, thus making it suit-
able for drying very heat sensitive materials (76).

A two-stage process, consisting of a combined spray-
drying and through-flow bed stage was used to produce
pineapple solids with less than 2% moisture content (77).
The fruit juice is atomized under high pressure as it enters
the spray-drying chamber. The atomized particles are
mixed with heated air and fall onto a mesh-type conveyor
belt where the partially dried particles form a porous mat
through which the drying air from the chamber passes.
The combination process enables dry crystalline sugars to
be obtained on a continuous basis from sucrose, dextrose
and lactose syrups.

King (78) added milk or soy milk to an equal volume
of banana products diluted with various amounts of water
and spray dried at different inlet temperatures. Drying rate
and productivity both increased with increasing inlet tem-
perature. At the same inlet temperature, the best drying
rate and productivity were with 3x water dilution for
banana-milk (BM) samples and with 2x and 1x water
dilution respectively, for banana-soy milk (BSM) sam-
ples. Hygroscopicity and bulk density of the powdered
product decreased with increase of drying air temperature,
and the higher the drying rate the lower was the bulk dens-
ity. The powdered products were light yellow in colour,
and had good flavour and taste.

Parameters for the production of instant mango juice
powder were studied by Khalil and Sial (79). Mango juice
of 23°Brix, with or without addition of 0.25 or 0.5%
sodium alginate or glyceryl monostearate, was spray dried
with drying outlet temperature of 70–80 or 80–90°C, and
voltages of 200 or 250 (which influenced atomization
speed). Colour, flavour and taste were good only in the
samples without additives.

A study (80) in which dehydrated fruits and fruit pow-
ders were prepared by osmotic drying, foam-mat drying and
spray drying, and used in suitable combinations along with
puffed cereals in the formulation of recipes for compressed
ready-to-eat fruited cereals is reported. The products from

banana, mango, pineapple and tomato were highly accept-
able. The formulations packaged in an inner wrap of 
cellophane and an outer pouch of paper-aluminium foil-
polyethylene laminate were acceptable at more than 
6 months at 37°C and for 1 year storage under ambient
conditions (20–30°C) except those with osmotic dried
fruits wherein hardening of the fruits due to moisture
transfer was noticed beyond 6 months under ambient con-
ditions. Microbiological levels in the ingredients and for-
mulations were within safe limits for direct consumption.

E. OSMOTIC DEHYDRATION

Osmotic dehydration is a process involving partial removal
of water from cellular materials like fruits and vegetables
by immersing these materials in concentrated solutions of
soluble solutes such as sucrose for fruits, and sodium chlor-
ide, for vegetables (81, 82). Figure 104.4 shows a flow
chart of the osmotic dehydration process.

In this process, a chemical potential of the solute is
created and this causes mass transfer of the solvent from a
dilute to a concentrated solution through a semi-permeable
membrane in order to equalize the potential (83). The
nature of the cellular structure of fruits and vegetables is to
act as non-perfect semi-permeable membranes resulting
in not only transfer of water and small solutes from the tis-
sue into the solution but also a smaller counter transfer of
solutes from the solution into the tissue cells (84–86).

The rate at which osmotic dehydration takes place
depends on the concentration and temperature of the
osmotic solution, the nature and molecular weight of the
osmotic solution, the product geometry and size, the prod-
uct structure (e.g., porosity), the ratio of the mass of the
product to that of the osmotic solution, the rate of agita-
tion of the osmotic solution, and pressure (high pressure,
ambient or vacuum) (87–91).

Heng, Guilbert and Cuq (92) studied the effect of tem-
perature, concentration and nature of dehydration solution
and preliminary calcium adjunction or blanching during
osmotic dehydration of papaya cubes. They found that
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increasing the temperature (from 30 to 70°C), increasing
the concentration of the dehydration solutions (45 to 
72°Brix), addition of calcium (0.05 M), no preliminary
blanching and/or substitution of sucrose with a low DE glu-
cose syrup, all increase water loss without increasing sugar
penetration. Similarly, Waliszewski, Texon, Salgado, and
Garcia (93) studied the effects of temperature (50, 60 and
70°C), sucrose concentration (50, 60 and 70°Brix) and pH
(6, 7 and 8) on the mass transfer during osmotic dehydra-
tion of banana chips. They found that temperature and
osmotic solution concentration favour faster water loss
yielding also higher water loss/sugar gain ratio. Further-
more, water loss and sugar gain took place in parallel and
the rate of water loss was always higher than the rate of
solute gain. Panagiotou, Karathanos, and Maroulis (94)
investigated mass transfer phenomena during osmotic dehy-
dration of banana and other fruits in glucose and sucrose
osmotic solution. They found that low molecular weight
solute (glucose) leads to higher water loss and solids uptake
than high molecular weight solute (sucrose) of osmodehy-
drated fruits under the same solution concentration.

The osmotic dehydration process may occur at low
temperatures such as at ambient and does not involve a
phase change thereby minimizing heat damage to the qual-
ity attributes like flavour, colour and texture of the prod-
uct (95). Other advantages of osmotic dehydration include
elimination of chemical pre-treatment, efficiency in
energy use, reduction in packaging and distribution costs
and, product stability in terms of quality and nutrient reten-
tion during storage (96, 97).

The osmotic dehydration process does not result in a
product that can be considered shelf-stable and further
drying by other methods such as air, freeze, or vacuum
drying is done to make the product shelf-stable, or the
process can be a pre-treatment for canning, freezing and
minimal processing operations (98).

Other studies on effects of osmotic dehydration process
variables on colour, mass transfer, storage of the dried prod-
uct and rehydration, and modelling the osmotic dehydration

process of some tropical fruits are given in Table 104.3 in
references (99) to (133).

F. FREEZE DRYING

In freeze drying, the substance to be dried is usually frozen
and the water is removed from the substance as a vapour
by sublimation from the frozen material in a vacuum
chamber (134). Although freeze drying is considered as
the reference process for the high quality of dehydrated
products, the process entails relatively high costs, as much
for investment (vacuum technology) as running costs, and
these are the reasons why its use in food is limited to high
value added products (135).

G. EMERGING TECHNOLOGIES

1. Microwave Drying

Microwave heating of foods is accomplished by the
absorption of microwave energy by rotation of dipolar
water molecules and translation of ionic components of
food. When a microwave field that rapidly changes direc-
tion is imposed on the dipolar water molecule, the dipole
tries to align itself with the field direction. Some response
time is required for the water molecule to overcome the
inertia and the intermolecular forces in the water, result-
ing in energy loss to the random thermal motion of the
water and giving a temperature rise. The thermal energy
developed in the material is related to the frequency of the
electric field, the electric field strength in the material and
to the dielectric loss factor of the material (136).

Garcia, Leal and Rolz (137) carried out drying tests
for ripe and green banana slices and for a foam made from
ripe banana puree in (i) a household microwave oven and
(ii) a laboratory forced draft warm air oven. They found
that the drying time in (i) was 17–20 times lower than that
in (ii) and the drying energy efficiency in (i) was about 30%.

However, for initial drying operations, in particular
with very high moisture products, conventional drying is
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TABLE 104.3
Studies on Effects of Process Variables on Colour, Mass Transfer, Storage of the Dried Product
and Rehydration and Osmotic Dehydration of Some Tropical Fruits

Effect of Process Variables On

Modelling Osmotic
Colour Mass Transfer Storage Rehydration Dehydration

Banana (99), (100), (101), (102) (117) (123) (116), (124), (125)
Coconut (103) (126), (127)
Guava (118), (119), (120)
Mango (104), (105), (106), (121), (122) (128)

(107), (108)
Papaya (109), (110), (108) (129), (130)
Pineapple (111), (112), (113), (131), (132), (133)

(114), (115), (116)



more economic and efficient which makes microwave
drying more suitable for finish drying operations (138).

It is therefore usual to combine microwave drying
with hot air drying because this usually improves the effi-
ciency and economics of the drying process, with the hot
air being relatively efficient at removing free water at or near
the surface and the unique pumping action of microwave
drying providing an efficient way of removing internal
free water as well as bound water (139).

2. Heat Pump Drying

There has been great interest in recent years to look at
heat pump drying system as a substitute for freeze drying
where, low temperature drying and well-controlled drying
conditions are required to enhance the quality of products
(140). The advantages of a heat pump dryer are: higher
energy efficiency, better product quality, wide range of dry-
ing conditions and excellent control of drying environment.
Its limitations are: use of CFCs in the refrigerant which
pollute the environment, need for regular maintenance,
increased capital costs, limited drying temperature and need
for process control and design.

Prasertsan and Saensaby (141) dried bananas in an
experimental heat pump drier (HPD). The moisture extrac-
tion rates (MER) and the specific moisture extraction rates
(SMER) of banana drying decreased rapidly with the dry-
ing time but the compressor power was relatively con-
stant. Banana drying yielded the highest average MER of
2.710 kg/h when the drying load was highest. The corres-
ponding SMER was 0.540 kg/kWh. Economic analyses 
of the HPD compared to an electrically heated hot air
dryer and a direct-fired dryer revealed that the HPD had
the lowest operating cost.

Moisture and ascorbic acid (vitamin C) contents of
batch-dried skinned, peeled and sliced guava were meas-
ured under several cyclic temperature profiles of the dry-
ing air maintained at constant humidity (8.9 g/kg dry air)
using a two-stage heat pump dryer (142). Results on
ascorbic acid degradation in guava during drying followed
first-order kinetics for both isothermal and non-isothermal
drying air conditions. Cyclic air-temperature drying
yielded higher retention of ascorbic acid.

Chua, Hawlader, Chou and Ho (143) studied the
effects of different time-temperature profiles on the dry-
ing time and colour change of bananas and guavas, using
a tunnel heat pump dryer capable of providing less than or
equal to 14.6 kW of cooling capacity. Samples of banana
and guava were dried in batches in a 2-stage heat pump
drier. Effects of starting temperature (20–35°C) of a selected
profile and cycle time (60–120 minutes) on drying kinet-
ics and product quality were studied. Results indicated
that by employing a step change in drying air temperature
with the appropriate starting temperature and cycle time,
it was possible to reduce markedly food drying time

required to reach the desired moisture content with
improved product colour.

III. COMBINED METHODS OF DRYING
TROPICAL FRUITS

A. OSMOTIC AND SUN/SOLAR DRYING

The combination of osmotic dehydration and sun/solar dry-
ing has potential for widespread application in drying trop-
ical fruits with good quality and at reduced costs. Firstly,
there is a growing and urgent need for simple inexpensive
processes to preserve fruits and vegetables in developing
countries in tropical regions to minimise losses due to
spoilage, and intermediate moisture food technology involv-
ing soaking fruits/vegetables in sugar solution, is appro-
priate for such regions (2). Secondly, the availability of solar
energy and the operational marketing and economy rea-
sons offer a good opportunity for using solar drying in the
developing countries (8).

Levi, Gagel and Juven (144) studied the effects of short
heat (boiling temperature) treatments, consisting of
‘blanching’ in concentrated sucrose (70%) solution (I), or
plain water (II), or osmotic dehydration in cold (room tem-
perature) (III), or hot (boiling) sucrose (70%) solution
(IV), and a combination of (III) following (I) or (II), on
drying behaviour of papaya, dehydrated to the intermedi-
ate moisture (IM) range. Significant increases were
observed in dry matter content of I, III, IV, or III following
I or II, with the obvious increase in expected production
yields and probable reduction of heat energy needed for
drying. The drying behaviour of papaya as a raw material
for IM products, during and after the above treatments, as
well as following hot-air (cabinet) or direct-sun drying,
was studied. Drying time needed for cabinet or solar dry-
ing following osmotic treatments was considerably short-
ened, and therefore a significant saving in heat energy
could be expected. The optimal treatments to achieve a
considerable short drying time, without reducing the qual-
ity of IM papaya, seemed to be syrup ‘dipping,’ or a com-
bination of water or syrup blanching and cold osmotic
dehydration. The results are shown in Figure 104.5.

In another study (145), papaya slices were pre-treated
as follows: (i) no treatment, (ii) syrup blanch (5 minutes
boiling at 70°Brix), (iii) 5 minutes boiling water blanch,
(iv) 90 minutes boiling syrup (70% sugar), (v) cold syrup
immersion for 24 hours, and (vi) combined (iii)/(v) fol-
lowed by treatment with/without 5000–10 000 ppm potas-
sium sorbate solution (10–15 min contact time in dip) then
dehydration by cabinet or sun drying to about 70% dry mat-
ter. Samples were analysed for total soluble solids, acidity,
pH, ascorbic acid (AA), colour, pectin esterase activity, total
carotenoids, water activity, and microbial quality (total 
aerobic counts, viable count of ‘sugar tolerant’ micro
organisms). The highest ascorbic acid retention (66–91%)
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was observed in papaya slices directly dried in a cabinet,
followed by those that were water blanched � cabinet dried 
(58–73%) (see Table 104.4). Significantly lower retention
of ascorbic acid was observed in sun dried samples. Most
products maintained their typical orange colour and their
carotenoid content. Total carotenoids content of sun dried
slices was lower than that of cabinet dried samples. The
relationship between moisture content and water activity
value suggests that intermediate moisture papaya products
with a moisture content of 28% will be relatively stable
microbiologically. They concluded that intermediate mois-
ture papaya products are a promising means of utilizing sur-
plus papayas in developing countries, due to their attractive
colour, flavour and other quality characteristics.

Design and construction of a solar osmotic dryer to test
the utilization of solar energy in a two step osmovac dehy-
dration of papaya is reported (146). The samples dried by

solar osmotic procedure had higher drying rates and sucrose
uptake than those dried without solar. Furthermore, drying
rates obtained with solar vacuum drying were twice those
of vacuum drying without solar.

Uzuegba and Ukeka (147) investigated the combin-
ation of osmotic and cabinet or sun drying. Fully-ripe banana,
mango and pawpaw slices were cabinet dried or sun dried
to 15% moisture, with or without predrying by holding
them in saturated sugar solutions (21 kg sugar/10 l water)
containing 0 or 1% potassium metabisulphite (PMBS) for
24 hours. Moisture and ascorbic acid concentration of the
slices were determined before and after drying and after
12 months of storage in sealed cellophane film at 28–30°C;
flavour was evaluated by 8 judges after storage. The best
treatment for ascorbic acid preservation and flavour reten-
tion appeared to be osmotic dehydration in 1% PMBS
solution followed by cabinet drying.

B. OSMOTIC AND HOT AIR DRYING

Osmotic dehydration has been combined with conven-
tional methods of drying such as hot air drying with the
aim of producing better quality shelf-stable products than
would be obtained with convectional methods alone.
Jackson and Mohamed (148) osmotically dried some man-
goes and bananas followed by air drying and found that
osmotic dehydration of fruit reduces heat damage to colour
and flavour, and loss of fresh fruit flavour, and also pre-
vents enzymatic browning of the fruit and that the process
could be carried out with very simple equipment. However,
treatment of papaya and guava was not successful.

Rahman and Lamb (149) analysed the air drying
behaviour of fresh (non-osmosed) and osmosed pineapple.
Pineapple slices of 6.5 mm thickness were osmodried in
sucrose solution of 40–60% (m/v) for 5 hours after which
they were dried in air at 10% relative humidity, 4 m/s air
velocity and 60°C temperature. Non-osmosed samples
gave the highest drying rate while osmosed samples at 60%
sugar solution and 60°C gave the lowest drying rate. The
lower drying rate was due to solute uptake, which resulted
in higher internal mass transfer resistance.

In an experiment to determine the effect of initial
water activity of mango slices on air drying behaviour at
50, 60 and 70°C with osmotic dehydration pre-treatment,
Welti, Palou, Lopez-Malo and Balseira (150) found that the
time needed to reach a moisture content of 0.7 g water/g
dry solid was 50–75% lower for osmotically dehydrated
mango slices than for fresh ones.

Osmotically dehydrated banana slabs were air dried in
a cabinet type tray drier to near equilibrium conditions at
fixed temperatures from 40 to 80°C and at a constant air
speed of 0.62 m/s (151). The drying air temperature was
found to significantly enhance the drying rate and the dry-
ing constant except at 80°C when the rates fell, possibly
due to case hardening of the slabs. The drying rate was also
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FIGURE 104.5 Drying behaviour of cabinet dried papaya 
(A — direct drying; B — after 75 min in boiling sugar (70%)
syrup; C — after 22 hr in cold syrup) (source ref. 144).

TABLE 104.4
Effect of Pre-Treatments and Drying Method on the
Ascorbic Acid (mg/100 g Product) Content of Inter-
mediate Moisture Papaya Slices (Adapted From (145))

Treatment
Drying Method

No. Pre-Treatment Cabinet Sun

I None 441 193
II Syrup blanch (5 min 263 156

boiling 70% sugar)
III Boiling water blanch 269 134

5 min
IV Boiling syrup (90 min; 68 –

70% sugar)
V Cold syrup (70% sugar) 161 144
VI Combined III and V 74 73



improved by reducing the slab thickness, but increasing
the air speed to 1 m/s did not have any profound effect.

Osmotic dehydration can be applied as a pre-treatment
for fruit or fruit pieces, whereby the fruits are soaked in a
sugar syrup of 75°Brix at 60–70°C for 1 hour to remove
some of the water before further drying or freezing (152).
The resultant fruit retains most of the fresh fruit flavour.
Enzymatic browning is reduced, the colour is improved
without using SO2, and the loss of fresh fruit flavour is
reduced because of the sugar layer surrounding the fruit or
fruit pieces. For example, banana slices dehydrated in 
70°Brix syrup for 10 hours and then dried in a vacuum-
shelf dryer at 10 mm Hg pressure at 70°C for 6 hours
resulted in dry slices that were porous, crisp and had
retained very nearly their original size and shape.

A combined osmotic drying and air drying process for
bananas is described (153). Banana slices (10 mm thick-
ness) were soaked in 2 successive sucrose baths with con-
centrations of 35 and 70°Brix and both at pH of 3.5. The
first bath contained 1% CaCl2 to enhance firmness and
this solution was initially heated at 85°C and then cooled
slowly to room temperature over 24 hours. A fruit to solu-
tion mass ratio of 1:6 was used in the first soaking process.
The second soaking in the solution at 70°Brix was con-
ducted at room temperature using a fruit to solution ratio
of 1:4. This second treatment served to increase the sugar
content of the banana slices, extend the degree of water
loss, and maintain good texture and shape in the product.
The combined osmotic drying process resulted in a weight
reduction of 60% and a solute gain of 2%. Slices were
then subjected to air drying at 40°C and relative humidity
of 60% for 72 hours. The final dried product had a mois-
ture content of 16%, an average water activity of 0.54 at
25°C and a highly acceptable colour without any brown
pigmentation.

C. OSMOTIC AND MICROWAVE DRYING

Information on combined osmotic and microwave drying
of tropical fruits is not available. However, a study (154)
on the combination of osmotic and microwave drying of
blueberries gave a faster drying rate and better quality prod-
uct compared to air drying. In another study (155), the
effect of combined osmotic and microwave dehydration of
apple on texture, microstructure and rehydration charac-
teristics was done. Osmotic dehydration of apple was found
to be a beneficial pre-treatment since it shortened the time
of final air-drying in combination with microwaves. It pro-
duced dehydrated samples of improved appearance, softer
rehydrated texture and lower rehydration capacity compared
to the products obtained without osmotic pre-treatment.
Rehydration in yoghurt and water gave different results
depending on the pre-treatment, implying that the choice
of the rehydration medium was important when aiming at
restoring the original texture.

D. SUN/SOLAR AND HOT AIR DRYING

Dehydration of tropical fruits by solar energy followed by
hot air drying has not been reported. However, studies
(156) conducted in a radiation/convection composite solar
dryer for peaches gave high rate of drying during the ini-
tial stages of drying which could be considered in relation
to possible use of a solar system to produce an intermedi-
ate moisture product, which may then be further dried in
a conventional dryer.

E. MICROWAVE AND SUN/SOLAR DRYING

The feasibility of improving the sun-drying process of
grapes by microwave drying was investigated (157). Sultana
seedless grapes, dipped in alkali solution (2.5% K2CO3

plus 0.5% olive oil, to increase water permeability of the
grape skin), were pre-treated in a domestic microwave
oven and then dried by direct solar radiation. Microwave
pre-treatment reduced the moisture content by 10–20%.
The microwave-treated grapes dried nearly two times
faster than the controls. Blanching in boiling water had
the same effect on the drying rate as microwaves. Colour
and appearance of the treated grapes were comparable to
the commercial products. It was concluded that
microwave pre-treated grapes have an improved colour
after drying and this was due to a reduction in enzymatic
browning, as enzymes were partially inactivated by the
absorption of microwave energy.

F. MICROWAVE AND VACUUM DRYING

A vacuum microwave oven was used for drying pineapple
and passion fruit juice and banana paste (158). In order to
produce a stable foam with small diameter bubbles suit-
able for drying at 45°C and 6–8 torr, raw materials were
thickened by addition of sucrose and malto-dextrins to 
59°Brix. The percentage retention of total volatiles was 57
for pasteurized, 68 for fresh pineapple juice and 82 for
passion fruit juice, compared to 33 for freeze dried and 
11 for spray dried passion fruit juice.

The combination of microwave and vacuum drying of
banana slices was investigated by Drouzas and Schubert
(159). The slices were put in a glass vessel in the interior of
a domestic microwave oven and vacuum conditions applied
by means of a vacuum pump. The Magnetron power was
kept constant for a period of 10 s, followed by a pause of
20 s, and this procedure was repeated several times.
Compared to freeze drying, no substantial differences in
the samples were observed as far as colour, taste, aroma
and shape were concerned. The microwave dried sample
absorbed twice as much moisture as that obtained by con-
ventional drying during rehydration. They concluded that
microwave dried fruits were more appropriate for use in
bakery or related products (cereals, snacks, etc.).
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A vacuum microwave dehydration process is described
for drying fresh mango and pineapple fruit pieces at low
temperature (160). The resulting product, which cannot be
achieved using conventional air drying techniques, has a
‘fresh,’ uncooked flavour and a unique crunchy texture
with little or no associated shrinkage.

G. AIR AND MICROWAVE-VACUUM DRYING

Comparative studies (161) were conducted on 5 combined
methods for drying of banana slices (25 mm diameter, 6 mm
thick): air drying/microwave drying; osmotic drying/air
drying; vacuum impregnation/osmotic drying/air drying;
osmotic drying/air drying/microwave drying; and vacuum
impregnation/osmotic drying/air drying/microwave dry-
ing. These combined drying techniques were compared with
air drying method as a control. The fastest drying was
achieved by the combination of air drying/microwave dry-
ing. Combined processes that include vacuum impregnation
and/or osmotic drying are slower than conventional air
drying, but may improve yield and give dried banana prod-
ucts with improved stability and/or sensory properties.

In a study (162) to characterize the behaviour of 16
volatile compounds of banana during a combination of air
drying (AD) and vacuum microwave drying (VMD) of
banana chips, samples were subjected to AD to remove
60, 70, 80 or 90% of moisture (wet basis) and then sub-
jected to VMD to achieve a final moisture content of 3%
(dry basis). The slices were also dehydrated using only
AD, VMD or freeze drying (FD) for comparison. It was
found that samples that underwent more VMD had signifi-
cantly lower levels of volatile compounds, which was
attributed to the decreased formation of an impermeable
solute layer on the surface of the chips. The optimum
process of 90% AD/10% VMD yielded crisper banana
chips with markedly higher volatile levels and sensory rat-
ings than the AD ones.

IV. QUALITY OF DRIED TROPICAL FRUITS

Lewicki (163) has reviewed the effects of pre-drying treat-
ment, drying and rehydration on plant tissue properties.
The properties that are affected by drying are shrinkage,
porosity, biopolymer structure and biochemical activity,
and those affected by rehydration are water absorption
and leaching of solutes.

A. TEXTURE

The viscoelastic behaviour of dehydrated banana during
rehydration was examined under uniaxial compression
tests by Krokida, Kiranoudis and Maroulis (164). The
samples were dehydrated with 4 different drying methods:
conventional, vacuum, freeze and osmotic drying after
which they were rehydrated in an air dryer at 50°C and

80% air humidity. It was concluded that dehydrated prod-
ucts do not keep their viscoelastic behaviour after rehy-
dration due to structural damages that occur during
drying. Specifically, freeze dried materials loose their
elasticity and become more viscous but osmotic pretrea-
ment seems to help freeze dried materials to keep their
elastic nature, probably due to solids gain, and that air and
vacuum dried materials keep their viscoelastic character-
istics during rehydration close to those of dried materials.
In another study (165), air dried banana samples pre-
treated by osmotic dehydration, exhibited a viscous rather
than elastic behaviour which indicated that the infusion of
sugars causes plasticity of the structure of the fruit.
Krokida and Maroulis (166) further dried banana samples
using 5 different methods (conventional, vacuum, freeze,
microwave and osmotic drying) then rehydrated them in
an air dryer at 50°C and 80% RH. Then they examined the
samples for structural properties (true density, apparent
density, porosity and specific volume) during rehydration
to moisture contents ranging from 0.01 to 3.5 kg/kg (dry
basis). The samples were found to have not recovered the
properties due to structural damage that happened during
drying and the hysteresis phenomenon that happened dur-
ing rehydration.

Osmotic dehydration of papaya pieces followed by
fast drying in a cryogenic freezer using liquid N2 (�63°C
for 10 minutes) was found to preserve fruit texture better
than slow freezing rate in an air blast freezer (�28°C for
1.5 hours) (167).

B. COLOUR

Effects of sucrose concentration (50–70°Brix), pH (6–8)
and temperature (50–70°C) on colour changes in raw
papaya slices exposed to 4 hours osmotic dehydration
were evaluated (168). It was found that the 3 optimal
treatments for changing greenish colour of raw papaya to
yellow-orange colour were 60°Brix/60°C with pH 7 or 8,
and 70°Brix/60°C with pH 7. Similarly, the effect of
chitin on colour during osmotic dehydration of banana
slices was studied (169). Banana slices of 0.6 cm thick
were placed in sealed jars with 6x their weight of a
sucrose solution for up to 4 hours. Chitin was added to
syrups at 0.01, 0.05 or 0.1%, and the following conditions
of drying were applied: 50°Brix, 70°C and pH 6; 60°Brix,
50°C and pH 6; 60°Brix, 70°C and pH 7; 60°Brix, 60°C
and pH 8; and 70°Brix, 50°C and pH 8.3. Slices were
removed from each batch every 30 min and analysed for
colour values and polyphenol oxidase activity in inner and
outer sections. Chitin at 0.01% reduced the tendency of
colour L* values to decrease (darkening) during drying (in
both inner and outer sections of slices), without affecting
the natural drop in polyphenol oxidase activity, or the
chroma, hue and total colour difference changes. These
changes in L* value were independent of osmotic drying
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conditions. In another experiment (170), osmotic drying
of banana slices was carried out under 5 sets of conditions
(50–70°Brix, 50–70°C, pH 6–8) to determine the effect of
EDTA on colour. EDTA was added to the syrup solution
at 5 concentrations of 0.01, 0.05, 0.1, 0.5 or 1% w/w. EDTA
did not affect polyphenol activity decrease or chroma, hue
and total colour difference changes. However, EDTA
affected L value decrease in the inner and outer part of the
banana slice, independent of osmotic dehydration condi-
tions. It is recommended that EDTA is used during osmotic
drying of some fruit that undergo undesirable darkening.

Effect of sucrose concentration (50–70°Brix), pH (6–8)
and temperature (50–70°C) on colour changes in raw
papaya slices during up to 4 hours of osmotic dehydration
followed by air drying was examined (171). The slices

were air dried at 50–70°C with air velocity of 0.5–1.5 m/s.
Sucrose concentration and pH had no significant effect
upon colour changes in the final product. During this
combined drying of papaya slices, chroma exhibited a ten-
dency to increase and hue to decrease, indicating that fruit
maturity before processing is very important.

The effect of drying conditions on colour changes of
banana and other fruits during conventional and vacuum
drying were investigated by Krokida, Tsami and Maroulis
(172). The Hunter colour scale parameters redness, yel-
lowness and lightness were used to estimate colour changes
during vacuum and conventional drying at 50, 70 and 90°C
and air humidity of 15, 30 and 40%. The air temperature
affected redness and yellowness, but not lightness (see
Figure 104.6). Furthermore, the rate of colour deterioration
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was found to increase as temperature increased and
humidity decreased, for both drying methods and all the
samples examined.

Effects of cyclical variations of air temperature on
drying kinetics and colour changes during the drying of
banana and guava pieces were investigated (173). Drying
was performed in a two-stage heat pump drier capable of
precise control of air humidity. Air temperature variations
tested were a cosine profile, a reversed cosine profile and 3
different square wave profiles with peak-to-valley variations
from 20 to 40°C. Cycle time was approximately 60 minutes
and the drying time was approximately 300 minutes. The
use of the different temperature profiles allowed individ-
ual colour parameters and the overall colour changes in
the food products to be controlled. Banana pieces (high in
sugar) favoured a sinusoidal temperature wave profile with
a starting temperature of 30°C. Overall, results showed that
with appropriate choice of temperature-time variations, it
is possible to reduce the overall colour change of these
products significantly while maintaining high drying rates.

Drying characteristics, colour and rehydration of
banana samples dried by hot air, microwave and combined
hot air/microwave (microwave finish) treatments were
investigated (174). It was found that drying of banana slices
took place in the falling rate drying period with all the 
methods; constant drying rate period was not observed under
any studied conditions. Hot air drying took the longest
time to dry samples, but when microwave finish treatment
was used, drying time was reduced by approximately 64%.
The drying rate increased sharply with microwave oven
power output. Microwave finish drying had little effect on
colour and rehydration capacity of dried banana samples;
whereas the colour scores were poorer and rehydration
values lower in samples subjected to hot air or microwave
drying alone.

Osmotic dehydration as a pre-treatment to air drying has
been found to suppress browning during drying of banana
(175). In another study, the feasibility of minimizing colour
degradation and drying times during osmotic dehydration
and subsequent continuous convective air drying with or
without intermittent infrared treatment (IR) of pineapple
was done by Tan, Chua, Mujumdar and Chou (176).
Samples were osmotically dehydrated by soaking in 30,
50 or 70°Brix sugar solutions for 7 hours. Colour changes
in pineapple during osmosis were similar irrespective of
sugar concentration; all samples turned darker. Osmotically
pre-treated pineapple samples retained their colour during
air drying, whereas untreated samples browned markedly.
However, higher concentration of osmotic solutions affected
the magnitude of any colour change whereas lower con-
centration stabilized colour. Introducing intermittent IR
heating increased the initial drying rate by 4–5 times for
osmotically treated pineapple, but it also reduced colour
degradation compared to continuous heating. Osmotic
pre-treatment resulted in a shift in sorption isotherms for

both products. They concluded that with the appropriate
choice of IR intermittency as well as osmotic pre-treatment,
it is possible to reduce overall colour change whilst main-
taining high drying rates.

Gujral and Khanna (177) studied the effects of add-
ition of soy protein concentrate, skim milk powder and
sucrose at different levels on the drying rate, colour, tex-
ture and sensory properties of mango leather. Soy protein
concentrate, skim milk powder and sucrose were added to
mango pulp at 0, 4.5 and 9%. Control samples were dried
at 60°C and the time required for the mango leather to
reach 10% moisture content was 7.6 hours. Drying rate
was lowered by the addition of all the ingredients tested,
with soy protein concentrate having the most pronounced
effect. Extensibility and energy required for rupture were
markedly reduced with all three ingredients. Sucrose
improved the colour of mango leather and samples con-
taining 4.5% skim milk powder and 4.5% sucrose each
exhibited the highest acceptability scores.

C. REHYDRATION

The keeping quality and rehydration characteristics of
mango pieces treated with CaCl2, were studied during stor-
age in brine and during sun drying (178). The quality of
pickles prepared from the treated dry mango pieces was
also studied. Raw mango pieces treated with CaCl2-brine
kept well for 1 year and exhibited maximum retention of
texture and colour. Pickles prepared from the treated mango
also had good texture and colour and no microbial contam-
ination was found. The CaCl2-treated pieces maintained
their shape and appearance during sun drying, whereas the
control pieces shrivelled and became discoloured. The
quality of the treated dried pieces was maintained during
storage for 14 months in polyethylene bags. The best rehy-
dration was achieved with a ratio of 1:4 between mango
pieces and rehydration medium. Incorporation of CaCl2

into this medium improved the texture of pickles prepared
from rehydrated CaCl2-treated pieces but not that of 
pickles prepared from control pieces.

Candelaria and Raymundo (179) used three different
drying methods (convection, vacuum and vacuum puff dry-
ing) to process banana and mango and compared the dry-
ing efficiency and quality of the dried products. Vacuum
puff drying produced the most acceptable product with a
significantly shorter drying time (6 hours regardless of
raw material) than that obtained with convection drying
(17–20 hours) or vacuum drying (10–12 hours). Rehydra-
tion ratio and rehydration rates were also significantly
higher for products subjected to vacuum puff drying. In
further studies (180), optimum conditions for predrying
treatments and vacuum dehydration of banana and mango
to give products that would rehydrate rapidly were deter-
mined. Diced ripe fruit was heated at different pressure
and temperature combinations in a vacuum oven. The best
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puffing results were obtained at 40 kPa/110°C. Heating
times required to reach maximum tissue temperature were
6 minutes for banana and 8 minutes for mango. Optimum
dehydration conditions were 6–7 hours at 45–50°C under
70–80 kPa. Rehydration ratios for vacuum-puffed banana
and mango were 8.2 and 8.9, with corresponding rehydra-
tion rates of 1.8 and 1.7 g/min respectively.

V. CONCLUSION

Dehydration of tropical fruits is a practical alternative to
freezing and refrigeration in reducing the wastage of fruits
during gluts as well as making them available in a variety
of forms during off-season periods. Consumers’ demand
for quality products and the need to satisfy export require-
ments of tropical fruits from developing countries will
continue to drive development of new drying methods
with improved performance.

A lot of research into improved drying methods
aimed at producing fruit products with reduced loss of
quality, have been done during recent years. Of particular
interest to the developing countries in the tropical regions
is combination drying methods, which have the potential
to address not only quality but also other fundamental
problems like long periods of transporting fresh fruit
from rural areas to factories in the towns due to poor road
infrastructure in most cases. A technique like osmotic
dehydration is simple to perform at the farm level in rural
areas and by the farmers as the method does not require
sophisticated equipment. The semi-processed fruit can
then be transported, at a reduced cost and in a more shelf-
stable form, to central processing places in the towns for
further processing by solar, convection hot air or
microwave drying.
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I. INTRODUCTION

The fruits that have been traditionally dried are essen-
tially grapes, figs, plums, apricots and peaches, but some
other species have recently gained increased importance,
like apples, mango, pawpaw, pineapple, banana and pears.
The production of dried pears has some relevance in coun-
tries like Australia, South Africa, Chile, Argentina and
Portugal (1).

It is essential to study the phenomena taking place
during drying in order to optimise the process and make it
a profitable and competitive production method, offering
the consumer products of unquestionable quality. The
study of the drying kinetics is therefore essential for the
development of reliable process models for such unit
operation (2, 3).

In the case of fruits, and of pears in particular, the sugar
concentrations are relatively high (60 to 75% dry basis)
and increase very significantly as the water evaporation
proceeds, offering an additional resistance to the move-
ment of moisture throughout the fruit. Thus, it becomes
important to study the influence of this property in the
moisture diffusion coefficient along the drying process (4).

Success in food and storing strongly depends on the
isothermal relationship between the water content of the
food material being processed and its water activity.
Therefore, the knowledge of such relations, often rep-
resented in the form of sorption isotherms, both at the dry-
ing as well as at the storage temperatures, is of
unquestionable importance for the food industry (5).

The factors that influence the end of the drying process
are the high concentration of sugar and low moisture 
content as well as the energetic optimisation of the process.
The desirable amount of water present at the end of the
drying varies according to the type of fruit, and the smaller
the fruit the less shall be its final moisture content. However,
the choice of the final moisture content must not only have
in mind the stability of the fruit but also the final physical
and chemical properties that characterize its quality (4).

The dehydration of foods generally involves a series
of interdependent unit operations like blanching, pasteuri-
sation or pre-concentration, all of which contribute to the
overall quality of the final product, and to improve the
efficiency of the process. In ideal dehydration of food prod-
ucts the process of water removal should be reversible,
however this is not true due to the inevitable loss of nutri-
tional and functional attributes, which depends on the type
and extension of dehydration and the sensitivity of the
specific food components (6).

II. SHRINKAGE CHARACTERISTICS

Recently, much attention has been paid to the quality of
the food products, which is strongly influenced by the
processing conditions. In particular, during drying the water
present evaporates in a rather important extension, origi-
nating phenomena such as shrinkage, that influences sig-
nificantly the food physical structure and properties, like
texture, contributing for its final quality standards (7, 8).



When studying the physical properties of foods, and
particularly fruits, is very important to know with some
accuracy the estimations for the size, volume, density and
superficial area. Some methods based on the longitudinal
and transversal sections of the material were developed for
the determination of shape and size. The experimental meas-
urements usually are made with photographic cameras, and
include a millimetre scale which is photographed with the
object. Other more sophisticated methods have also been
developed, based on computer aided image processing.
Volume and density are normally determined by liquid dis-
placement, due to the irregularity of the products (9, 10).

In most cases, the shape can be approximated to known
geometric forms and its volume and superficial area are
thus calculated using the appropriate equations. It is possi-
ble to quantify some parameters associated to shape, like
sphericity (� de /dc, with de the diameter of a sphere with
the same volume as the object and dc the diameter of the
smallest circumscribing sphere or usually the longest diam-
eter of the object) and roundness (� Ap /Ac, where Ap is the
largest projected area of object in natural rest position and
Ac is the area of the smallest circumscribing circle) (9, 11).

The shrinkage of porous materials during drying is very
dependent on the internal vapour pressure and the quality of
these products depends on the shrinking behaviour. On the
other hand, shrinking of biological products such as foods
during drying occurs simultaneously with the water evapo-
ration process, affecting the moisture diffusion and water
removal rate, as well as the apparent density. Therefore,
knowing the shrinkage behaviour assumes an important
role on understanding and modelling drying processes and
controlling the characteristics of the food. Within literature
various models have been proposed to describe shrinkage
of foods in drying, and it has been shown that either volu-
metric shrinkage or dimensional shrinkage have a strong
dependency on the moisture content (12).

The shape of the pears has been observed to corre-
spond to a combination of known geometric forms, after
which is possible to estimate their volume and superficial
area, assuming that during the drying process the shape
does not change. Based on the pear geometry defined in
Figure 105.1, the theoretical expressions for volume and
superficial area are given by:

Volume � volume of sphere

� volume of cone (105.1)

V � � π r3�� π r2 h� r2 (2 r�h) (105.2)

and,

Superficial area � area of sphere � area of cone 

� area of base of cone (105.3)

As � (4 π r2)�π r(�r2���h�2��r)�π r2�π r(2 r��r2���h�2�)
(105.4)

where r is the radius of the semi-sphere and h the height
of the cone.

To evaluate the evolution of the pear dimensions during
the process of drying, the pears (pyrus communis, variety
“D. Joaquina”) were photographed over a millimetre scale
paper, and the dimensions read directly from the scale.
The water content was determined with a Halogen
Moisture Analyser (Mettler Toledo HG53) and density
was determined by liquid displacement, using picnometry
(two different solvents were used in the analysis and the
results obtained were analogous). The volume of the pears
was calculated using two different methodologies: (a)
known the mean values of the dimensions, calculate volume
from the theoretical formula deduced (Equation (105.2));
(b) directly measure the volume by liquid displacement
(the solvents used were water and toluene).

Figures 105.2 and 105.3 show the evolution of the
pear dimensions and superficial area as the process of dry-
ing proceeds and the corresponding moisture content
diminishes. All the three variables obey an exponential
raise law described by Equations (105.5) to (105.7), and
the quality of the fitting is relatively good as shown by the
values of R2.

r � 0.0129 � 0.0268 (1 � exp(�0.1281 W))
R2 � 0.923 (105.5)

h � 0.0339 � 0.0180 (1 � exp(�0.3598 W))
R2 � 0.951 (105.6)

As � 0.0017 � 0.0057 (1 � exp(�0.3081 W))
R2 � 0.987 (105.7)
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FIGURE 105.1 Approximation of the shape of the pears to
known geometries.



where r is the radius and h the height of the pears (m), As

is the superficial area (m2) and W is the dry basis moisture
content.

In Figure 105.4 the variation of the relative density of
the pears, dr, with moisture content is presented, and the
function that represents this variation is an exponential
growth of the form:

dr � 0.2247 exp(�2.7168 W) � 1.1527 exp(�0.0255 W)
R2 � 0.898 (105.8)

where dr is dimensionless.
In Figure 105.5 the values obtained for volume by

using the two different methodologies described earlier
are plotted against moisture content, and a linear relation-
ship between these two variables is very clear, as the value
of R2 highlights. The linear function of Equation (105.9)
was obtained by regression using the two sets of data plot-
ted in the graph of Figure 105.5.

V � 1.5711e-5 � 1.7617e-5 W R2 � 0.972 (105.9)

where V is the volume (m3).
To express the shrinking behaviour during drying, a

bulk shrinkage coefficient was defined as the ratio of the
sample volume at any stage to the initial volume
(Sb � V/V0). This was determined following two different
methodologies: (a) Sb was calculated as the ratio of V/V0

with V given by Equation (105.9), thus obtaining the relation
expressed in Equation (105.10), which is in some accor-
dance with the model suggested by Kilpatrick in literature
(Sb � (0.8 � W)/(0.8 � W0)) (12, 13); (b) Sb was deter-
mined by linear regression applied to the observed values
of V/V0 when plotted against the dimensionless moisture
content (W/W0), as shown in Figure 105.6, thus obtaining
the model in Equation (105.11).

Sb � (105.10)

Sb � 0.1694 � 0.8651 R2 � 0.990 (105.11)
W
�
W0

0.89�W
��
0.89�W0
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The linear relation between Sb and W/W0 is well reported
in literature, and Equation (105.11) is quite similar to the
one presented by Raghavan and Silveira (14) for the
microwave drying of strawberries at 0.2 W/g power level
(Sb � 0.0741 � 0.8121 (W/W0)).

III. SORPTION ISOTHERMS OF PEARS

Equilibrium moisture data provided by sorption isotherms is
very important for the determination of optimal storage con-
ditions as well as the prediction of thermodynamic equilib-
rium models. In drying they are of great importance to
properly choose the end-point of the process, corresponding
to the optimum residual moisture content of the final prod-
uct. In fact, a high residual moisture content obtained with
a short drying time leads to reduced stability, whereas dry-
ing the material to a moisture content below its optimum
value leads to energy wasting with no apparent benefit.
Such isotherms also give information on how strongly the
water is bound to the material and thus are essential for
the prediction of the drying and rehydration rates (15, 16).

At the end of the drying process, the moisture content
of the food becomes stationary, reaching an equilibrium
moisture content with the surrounding atmosphere. The
moisture sorption isotherms are obtained when the equi-
librium moisture content is plotted against the correspon-
ding water activity of the food product, over a certain
range of values and for a constant temperature. Brunauer
et al. (17) classified adsorption isotherms in terms of the
van-der Walls adsorption of gases into five different types,
that are illustrated in Figure (105.7). Types I and II have
been assigned special names, Langmuir and Sigmoid
respectively, but no special names have been attached to
the others. For most foods sorption isotherms are nonlin-
ear, usually sigmoidal, as type II in Figure (105.7), how-
ever, for foods rich in soluble components such as sugars,
the type that best seems to describe the sorption behaviour
is type III (6, 16).

Another behaviour commonly observed is that differ-
ent paths are followed dependent upon the direction from
which equilibrium is approached, resulting in a hysteresis
(see Figure 105.8). The desorption isotherm lies above the
adsorption isotherm and therefore more moisture is
retained when the approach to equilibrium is made from a
wetter state than from a drier one, at a given relative
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humidity. In fact, in the original form of the food, the
polar sites are almost completely occupied by adsorbed
water molecules, whereas upon drying with shrinkage
effect, the water holding capacity of the structure is
diminished. Therefore, taking into consideration that
rehydration is never as complete as the original wet con-
dition of the food, for a specific relative humidity the
material holds a higher moisture content along the des-
orption process as compared to the adsorption one (9).

In Figure 105.8 the isotherm is divided into three dif-
ferent regions, according to the type of water present: (I)
bound water or monolayer region, corresponding to
absorption of up to a monomolecular layer of water; (II)
intermediate water or multiplayer region, corresponding
to adsorption of additional layers of water over the
monolayer; (III) free water or capillary absorption
region, referring to the water held in the pores of the
material (9).

Many different models can be found in literature to
describe the sorption of water on capillary materials
(about 77 (6)), most of them represented by semi-empiri-
cal equations with a variable number of parameters.
Because water is associated with the food matrix in dif-
ferent ways for different activity regions, is well expected
that one sorption model may not be enough to represent
the sorption behaviour over the entire water activity range.
The quality of fitting of a determined sorption model to
the experimental data does not necessarily reveal the
nature of the sorption process.

In Table 105.1 some of the more commonly used
sorption isotherm models are presented.

In the different models, We is the equilibrium moisture
content (dry basis), Wm is the monolayer moisture content

(dry basis), aw is the water activity, R is the gas constant
(R � 8,31451 J.mol�1.K�1) and T is absolute temperature.
In Table 105.1 some models have an explicit temperature
dependency (Chung-Pfost, Halsey, Henderson) while
some others have parameters that are temperature depend-
ent (Chen, BET, GAB). In the Iglesias-Chirife and Oswin
models, the temperature dependency is not considered.
The Iglesias-Chirife model, corresponding to a type III
curve (see Figure 105.7), proved to be quite adequate to
describe the sorption behaviour of many sugar-rich foods,
such as most fruits, where the monolayer is completed at
a very low moisture content and the dissolution of sugars
takes place (6).

The adsorption is an exothermic process while desorp-
tion is endothermic. Generally, higher temperatures result
in a reduction of adsorbed molecules and therefore, adsorp-
tion decreases with increasing temperature, although this
dependency is usually small. However, this behaviour is not
universal as temperature affects many different phenomena
and an increase in temperature can in fact increase the rates
of adsorption, hydrolysis and recrystallization processes.
Food rich in soluble solids, such as sugars, seem to exhibit
antithetical temperature effects for higher values of aw due
to their increase solubility in water (6).

The sorption behaviour of pears was investigated for
constant drying temperatures of 20, 25 and 30°C, and the
experimental data obtained with the measurement of the
moisture content (with a Mettler Toledo, HG53 Halogen
moisture analyser) and the corresponding water activity
(with a Rotronic Hygrometer) allowed the estimation of
the parameters in the different models considered.

The estimation of the parameters in all models was
done using an Orthogonal Distance Regression algorithm
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TABLE 105.1
Different Models Found in Literature to Describe Sorption Isotherms
Model Equation Parameters References

BET � � aw Wm, C(T) (17)

(Brunauer-Emmett-Teller)

Chen aw � exp[�A exp(�B We)] A(T), B(T) (18)

Chung-Pfost aw � exp �� exp (�CWe)� A, C (19)

GAB (Guggenheim- We� Wm, C(T), K(T) (20, 21, 22)

Andersen-deBoer)

Halsey aw� exp�� � Wm, A, b (23)

Henderson 1 � aw � exp(�CTWe
b) C, b (24)

Iglesias-Chirife ln[W � (W2 � W0.5)
1/2 ] � A aw � B A, B (25)

Oswin We�C � �
b

C, b (26)
aw

�
1�aw

A
��
R T (We/Wm)b

WmC K aw
���
(1�K aw)(1�K aw�C K aw)

A
�
RT

C�1
�
WmC

1
�
WmC

aw
��
We (1�aw)



(ODR), where the unknown errors are taken into account
in both dependent and independent variables. The software
package used to compute the parameters was ODRPACK,
developed by the Center for Computing and Applied
Mathematics of the National Institute of Standards and
Technology (USA) (27). The estimation of the parameters
was done using the explicit ODR algorithm with the
derivatives approximated by central finite differences.

In Table 105.2 the values of the parameters estimated
and the corresponding standard deviation are presented
for the models that do not have an explicit dependency on
temperature (Chen, BET, GAB, Iglesias-Chirife, Oswin)
as well as the statistical information (sum of square of
errors, Σe2, and residual standard deviation, SD). In these
cases, the experimental data in the form of sets (W, aw)
was treated separately for the three different temperatures
studied, and the number of observations for the tempera-
ture of 20°C was 42 sets, for the temperature of 25°C was
40 and for the temperature of 30°C was 56.

In Table 105.3 the values of the parameters estimated
with the corresponding standard deviation are presented
for the models that have an explicit dependency on tem-
perature (Chung-Pfost; Halsey; Henderson) as well as the
statistical information. In these cases, the experimental
data in the form of sets (W, aw, T) was treated all together,
and the number of observations was 138.

In Figures 105.9 and 105.10 the sorptions isotherms 
for the temperature of 30°C, for example, are represented
using the 8 different models considered, along with the

experimental data. From Figure 105.9 is possible to
observe the similarity between the BET and GAB models,
that seem to be quite good at predicting the sorption behav-
iour of the pears for this temperature. The Chen and Chung-
Pfost models are also quite similar but apparently are not so
adequate to this particular case. In Figure 105.10 all the
models are more or less equivalent, although the Iglesias-
Chirife model shows a less good approximation to the
experimental data.

In Figure 105.11 the isotherms are represented for dif-
ferent temperatures (20, 50 and 80°C) using one of the
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TABLE 105.2
Results of the Parameter Estimation for the Non-Explicit Temperature Dependent Models

Temperature

Model Estimation 20°C 25°C 30°C

BET Wm 0.1770 (� 0.0182) 0.1819 (� 0.0215) 0.1887 (� 0.0189)
C 0.3440 (� 0.0757) 0.3434 (� 0.0884) 0.4653 (� 0.1004)

Σe2 1.0892e-2 7.2870e-3 3.9646e-2
SD 1.8168e-2 1.6741e-2 3.7881e-2

Chen A 0.4555 (� 0.0251) 0.4433 (� 0.0293) 0.8030 (� 0.0450)
B 1.0850 (� 0.0931) 1.0942 (� 0.1225) 1.7641 (� 0.1450)

Σe2 1.5263e-2 1.0465e-2 6.8704e-2
SD 2.1839e-2 2.0460e-2 3.7069e-2

GAB Wm 0.1668 (� 0.0502) 0.2226 (� 0.0994) 0.2372 (� 0.0857)
C 0.3736 (� 0.1819) 0.2578 (� 0.1596) 0.3379 (� 0.1580)
K 1.0034 (� 0.0143) 0.9906 (� 0.0192) 0.9880 (� 0.0197)

Σe2 7.7148e-3 5.2532e-3 3.7887e-2
SD 1.5527e-2 1.4496e-2 2.7527e-2

Iglesias-Chirife A 9.6110 (� 0.5629) 9.9273 (� 0.6010) 10.2884 (� 0.3662)
B �7.3664 (� 0.4824) �7.6327 (� 0.5082) �7.8718 (� 0.3009)

Σe2 3.8286e-2 2.3638e-2 2.2919e-1
SD 3.4062e-2 3.0152e-2 6.7036e-2

Oswin C 0.0960 (� 0.0067) 0.0995 (� 0.0080) 0.1228 (� 0.0079)
b 1.1941 (� 0.0490) 1.1912 (� 0.0579) 1.1441 (� 0.0468)

Σe2 1.0792e-2 7.5617e-3 4.0323e-2
SD 1.8084e-2 1.7054e-2 2.8119e-2

TABLE 105.3
Results of the Parameter Estimation for the Temperature
Dependent Models
Model Parameters Estimation

Chung-Pfost A 1717.61 (� 81.02)
C 1.7633 (� 0.1117)

�e2 2.9499e-1
SD 5.0869e-2

Halsey Wm 0.1281 (� 0.0522)
A 1638.17 (� 51.25)
b 0.7679 (� 0.2193)

�e2 7.0618e-2
SD 2.4999e-2

Henderson C 0.0067 (� 0.0001)
b 0.4158 (� 0.0129)

�e2 9.2985e-2
SD 2.8560e-2



temperature dependent models, the Halsey model, and is
possible to observe that at constant moisture content an
increase in temperature enhances water activity. This
behaviour has been reported to most solid fruits (2, 28).

IV. DRYING KINETICS

Dehydration consists in the penetration of heat into the
food product and the removal of moisture by evaporation

into an unsaturated gas phase. This process involves heat,
mass and momentum transfer, which are quite difficult to
predict with accuracy. In foods such as fruits, with a 
capillary-porous structure, the food matrix has interstitial
spaces, capillaries and cavities filled with gas, and many
different mechanisms of mass transfer can be considered,
and may act in different combinations. These mechanisms
include liquid diffusion due to concentration gradients,
liquid transport due to capillary forces, vapour diffusion
due to partial vapour pressure gradients, liquid or vapour
transport due to the difference in total pressure caused by
external pressure and temperature, evaporation and con-
densation effects, surface diffusion, and liquid transport
due to gravity (6, 29).

The most important when developing process models
is unquestionably the determination of the drying kinet-
ics, which accounts for the mechanisms of moisture
removal and the influence of certain variables during the
process (2). In air drying processes two drying stages are
usually present: an initial constant rate period correspon-
ding to pure water evaporation and a falling rate period
where the moisture transfer is essentially limited by inter-
nal resistances.

Figures 105.12 and 105.13 illustrate the different
ways of representing the drying behaviour of foods, and
show respectively a moisture content versus time plot and
the drying rate versus time and moisture content plots.

It is common procedure to interconvert between the
three different types of drying curve, as usually the type
of data recorded from experiments (moisture-time) is not
in the best form to fit mathematically. In fact, the
Krischer rate-moisture curve, which is obtained from the
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batch drying curve and its differentiation (the drying rate
curve), is actually the most suitable form of treating the
drying data in terms of the characteristic curve scaling
method (30).

In Figures 105.12 and 105.13 some important points, A
to E, are marked in the curves, allowing the visualisation of
the different stages of the drying process. The induction
stage, that goes from A to B, corresponds to the initial
unsteady-state heating period, and in most cases represents

an insignificant portion of the total drying cycle. The unhin-
dered drying or constant rate period is represented by BC,
and during this phase the drying surface is saturated with
water as the rate of migration of water from the inside to the
surface equals the rate of evaporation at the surface. The fac-
tors that influence the drying rate during this period are the
surface area, the temperature and moisture gradients
between the surface and the surrounding air and the heat and
mass transfer coefficients. In food systems where moisture
movement is controlled by capillary and gravity forces the
constant rate period is significant and its extension is deter-
mined by the food structure and the mechanisms that govern
the internal liquid movement. As drying proceeds, a critical
moisture content is reached (Wc, corresponding to point C)
where the rate of migration of water from the interior to the
surface is reduced to a degree that no longer is sufficient to
saturate the entire surface, and this begins to dry. The criti-
cal moisture content usually increases with increasing thick-
ness and drying rate. After point C the surface temperature
starts to increase and the hindered drying or falling rate
period starts. This generally involves two different stages:
the first falling rate period, CD, and the second falling rate
period, DE. After point C the rate of moisture migration to
the surface is less than the rate of evaporation, originating a
continually drier surface. This proceeds until finally all the
evaporation from the interior of the food is completed, in
point D. In the second falling rate period, the path for heat
and mass transfer becomes longer and more tortuous as the
moisture content diminishes, and the limiting moisture con-
tent is reached where the vapour pressure of the food equals
the partial vapour pressure of the drying air, thus ending the
drying process. This is known as the equilibrium moisture
content, We (6, 31).

In typical industrial applications, the kinetic models
developed are mostly empirical rather than being mecha-
nistic, due to the complexity of the phenomena involved.
However, some empirical kinetic models include parame-
ters of phenomenological nature related to the most
appropriate driving force, which can lead to rather good
prediction of drying kinetic although they do not have a
physical meaning (2).

To determine the drying rate curves, the pears were
peeled and left in convective dryers at constant temperature.
The temperatures investigated were 30, 40 and 50°C, and
every 24 hours two samples were collected from each
dryer to analyse their moisture content (with a Mettler
Toledo HG53 Moisture Analyser). The water activity was
also analysed with a Rotronic Hygrometer. All experi-
ments were carried out until the moisture content of the
pears reached about 20%, thus obtaining pears with opti-
mum physical properties like texture, consistency and
elasticity, as well as chemical composition that influences
their taste and preservation capacity (4).

The batch drying curves (dry basis water content plot-
ted against drying time) are shown in Figures 105.14 and
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105.15. It is possible to verify that all curves follow the
general pattern of a drying curve, and that for higher tem-
peratures the changes in the water content are sharper,
because the evaporation process is highly accelerated.

The data was fitted to cubic polynomials as suggested
by Kemp et al. (30) (Equation 105.12) and also to sig-
moidal functions (Equation 105.13):

W � y0 � at � bt2 � ct3 (105.12)

W � y0 � (105.13)

where W is the dry basis moisture content and t is the dry-
ing time in hours. The fitting was done with the software
Sigma Plot, version 5.0 (SPSS, Inc.) and the resulting val-
ues for the parameters as well as the correlation coeffi-
cients are presented in Table 105.4.

From Table 105.4 is possible to verify that the corre-
lation coefficients are higher for the sigmoidal fit, and the
best quality of this fitting is quite visible in Figure 105.14
as the cubic fit introduces some degree of instability to the
final stage of the drying curve.

The plots of moisture ratio (defined as MR �
(W � We)/(W0 � We) versus time were also produced, to
fit the data to a first order kinetics of the form (32):

MR � y0 � a exp(�bt) (105.14)

where t is expressed in hours.
The variation of the moisture ratio with the drying time

is presented in Figure 105.16 for the three temperatures
studied, and the effect of increasing temperature on accel-
erating the drying process is quite visible. The fitting of the
plots MR-time was done with Sigma Plot and the results
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FIGURE 105.15 Drying curves for 30, 40 and 50°C with sig-
moidal fit.
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TABLE 105.4
Results of the Fitting to the Batch Drying Curves
Parameter 30°C 40°C 50°C

Cubic Fit
y0 5.1131 5.9685 5.9353
a �0.0559 �0.1306 �0.4069
b 0.0002 0.0010 0.0098
c 0.0000 0.0000 �0.0001
R 0.9925 0.9912 0.9946

Sigmoidal Fit
y0 0.2390 0.4199 0.3254
x0 �87.9603 27.6879 0.7858
a 25.2585 5.9720 10.7263
b �62.6247 �12.3753 �7.2140
R 0.9941 0.9985 0.9961
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are presented in Table 105.5. The correlation coefficient
(R) is also presented to show the quality of the fitting.

V. MOISTURE DIFFUSIVITY PREDICTION

Moisture diffusivity is an unquestionably important trans-
port property necessary for correct modelling and under-
standing of the food drying processes. The determination of
a variable diffusion coefficient is quite complex, not only
because of the experimental difficulties that arise, but also
due to the mathematical solution of the diffusion equation.

The drying of pears is critically dependent of the tem-
perature as well as of the water and sugar concentrations
inside the fruit along drying. In fact, as the drying pro-
ceeds, some migration of the sugars occurs with the water
that flows from the inside to the surface of the pears. That,
combined with the shrinking of the fruit, originates an
increase on the sugar concentration close to the surface,
offering an extra resistance to the water diffusion (4).

The drying of pears, as the majority of the food prod-
ucts, is complex and the coupled heat and mass transfer phe-
nomena have to be taken into account. The physical
characteristics often change significantly along the drying
process and despite the complexity of the moisture transfer
process, it has been reported by many researchers that Fick’s
law seems to be fairly good to predict the moisture distribu-
tion inside many food materials during drying (33, 34).

For the transient diffusion, assuming a uniform initial
distribution of moisture content and a uniform concentra-
tion at the surface for t � 0, the solution of Fick’s Law
can be approximated by (35):

(W�We)/(W0�We) � (8/π 2)3 exp[�De t (π 2/4)

(1/Lx
2�1/Ly

2�1/Lz
2)] (105.15)

where De is effective diffusivity, W is the dry basis mois-
ture content at time t, We is the equilibrium moisture con-
tent, W0 is the initial moisture content and Lx, Ly, and Lz

represent one half the size of the sample in the three spa-
tial dimensions. Thus, the values of De can be obtained
from the slope of a semi-log plot of the moisture ratio
((W � We)/(W0 � We)) versus time.

The evolution of the pear dimensions along drying
was studied by measuring the values of the pear radius

and height as the moisture content diminished, and the
values for Lx, Ly and Lz were thus calculated from the fol-
lowing equations:

Lx � Ly � 0.0129 � 0.0268 * (1 � exp(�0.1281 * W))
R2 � 0.923 (105.16)

Lz � 0.0168 � 0.0099 * (1 � exp(�0.3285 * W))
R2 � 0.945 (105.17)

that were obtained by adjusting the experimental data
with Sigma Plot 5.0 (SPSS, Inc.), and where Lx and Ly are
both equal to the pear radius and Lz is the height, expressed
in meters.

The temperature and moisture content dependency of
the effective diffusivity is represented by a modified
Arrhenius relationship of the form (36, 37):

De � D0(1 � B W) exp[�E/(RT)] (105.18)

where D0, B and E are parameters to estimate, T is
absolute temperature, W the dry basis moisture content
and R the gas constant (R � 8.31451 J/mol.K). In the
above equation E represents the activation energy for
moisture diffusion (J/mol).

From the experimental data obtained for W1 and from
the relations that express the evolution of the pear dimen-
sions, different values for diffusivity were estimated for
different temperatures (between 30°C and 50°C) and for
different dry basis moisture contents (between 0.22 and
4.36). These data were adjusted to the model in Equation
(105.18) in the form of triplets (De,W,T), and a orthogonal
regression algorithm was used, particularly the explicit
ODR with the derivatives approximated by central finite
differences, and the results of the estimation are presented
in Table 105.6. The values of diffusivity obtained with this
model vary from 1.174 � 10�10 to 1.909 � 10�9 m2/s, and
the activation energy (E � 44.234 KJ/mol) stands in the
range of values reported for other food products 
(15–95 kJ/mol) (6, 35, 36).

As it was stated earlier, this particular drying prob-
lem is strongly affected by the sugar concentration, and
therefore a modification is suggested to the model of
Equation (105.19), to introduce a component that
accounts for the dependency of the water diffusivity in
relation to the sugar concentration present, S (kg of
sugar /kg dry solids):

De � D0 (1� B W)/(1� C S) exp[�E/R T] (105.19)

The determination of the parameters of Equation
(105.19) was based on the experimental data obtained for
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1 W was measured with a halogen moisture analyser, Mettler Toledo
HG53.

TABLE 105.5
Results of the Fitting to the Moisture Ratio Curves
Parameter 30°C 40°C 50°C

y0 0.0177 0.0127 0.0287
a 0.9834 0.9901 1.0724
b 0.0383 0.0484 0.2111
R 0.9985 0.9989 0.9616



the model of Equation (105.18), and also from some data
published by Kil Jin Park et al. (38). The range of tem-
peratures used was 40–60°C, the moisture concentration
varied from 0.10 to 4.00 and the sugar concentration 
varied from 0.44 to 3.50. The data in the form of sets
(De,W, S, T) was adjusted to the model using the 
same ODR algorithm, and the results of the parameter
estimation are presented in Table 105.6. With this 
model the values of diffusivity vary from 4.294 � 10�10

to 1.390 � 10�9 m2/s, and the activation energy is
34.180 KJ/mol.

Figures 105.17 to 105.19 show the variation of diffu-
sivity with the concentrations of water and sugar, for the
temperatures of 20, 40 and 60°C.
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TABLE 105.6
Parameter Estimation for the Diffusivity Models

Optimal Estimate

Model of Model of
Parameters Equation (105.18) Equation (105.19)

D0 4.2140 � 10�3 4.0558 � 10�4

B 7.7634 � 10�1 2.8082 � 10�1

C — 8.5860 � 10�1

E 4.4234 � 104 3.4180 � 104

Statistic Information
N° of observations 19 58
� δ2 (W, T)/� δ2(W, S, T) 2.0929 � 10�36 4.5341 � 10�36

� ε2(De) 5.6820 � 10�18 2.4887 � 10�17

Sum of square errors 5.6820 � 10�18 2.4887 � 10�17

Residual standard 5.3301 � 10�10 6.4948 � 10�10
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In freeze-concentration and freeze-drying processes water
is first frozen in the material. Ice is removed by mechani-
cal means during freeze-concentration leaving a concen-
trated liquid, while ice is removed by sublimation in
freeze-drying yielding a dried material. The removal of
water by these methods would yield high quality products,
but in both processes it is a very expensive operation due
to the high consumption of energy. Knowledge of the the-
oretical principles behind these processes is necessary for
minimization of detrimental changes, operating strategies,
or optimization purposes. Thus, the fundamental aspects
of freeze-concentration and freeze-drying are presented in
this chapter with special emphasis on food preservation
processes.

I. FREEZE-CONCENTRATION

A. INTRODUCTION

Freeze-concentration is the term used to describe the
solute redistribution in an aqueous solution with an initial
relatively low concentration by the partial freezing
of water and subsequent separation of the resulting ice
(1, 2). Freeze-concentration is based on the freezing
temperature-concentration diagram (Figure 106.1) (3).
Freeze-concentration has been applied to preconcentra-
tion for analytical purposes (4), desalinitation, concentra-
tion of juices (5), concentration of dairy products (6) and
waste water treatment (7).

It is necessary to briefly review the physicochemical
changes that occur during a freezing process before relating
them to the freezing of foods. The phase diagram (Figure
106.1) allows identifying different phase boundaries in a
mixture. It consists of the freezing curve (AB), solubility
curve (CE), eutectic point (E), glass transition curve (DFG),

and conditions of maximal freeze-concentration. The freez-
ing curve corresponds to solution-ice crystals equilibrium.
Along this curve, as water is removed as ice, the concen-
tration of solute increases during the freeze-concentration
process. The solubility curve represents equilibrium
between the solution and supersaturated solution in a rub-
bery state. The freezing and solubility curves intersect at
the eutectic point E (Ce, Te), which is defined as the lowest
temperature at which a saturated solution (liquid phase) can
exist in equilibrium with ice crystals (solid phase). The
water content at point E is the unfreezeable water. Below Te

only ice crystals embedded in a solute-water glass exist.
The point F (C�g, T�g ) lower than point B (C�g, T�m) represents
a characteristic transition in the state diagram. The glass
transition curve (DFG) represents the glass-rubber transi-
tion of the solute-water mixture, and the type and concen-
tration of the solute and the temperature define it. Above the
DFG curve, solutions are in an unstable rubbery or liquid
state, below the DFG curve, solutions transform into the
glassy state (amorphous solid). The maximum freeze con-
centration (maximum ice formation) only occurs in the
region above T�g but below the equilibrium ice melting tem-
perature of ice (T�m) (8, 9). The liquid solute-water mixture
is the maximum freeze concentrated and has become
glassy. The glass transition temperature of this unfrozen
glassy mixture is designated T�g, and C�g is the solid content
of this glass (3, 8–11). Figure 106.1 also shows the aqueous
solution with initial concentration and temperature Ci and
Ti undergoing freeze-concentration.

B. FREEZE-CONCENTRATION SYSTEM

A typical freeze-concentration system (Figure 106.2) con-
sists of three fundamental components: (a) a crystallizer
or freezer, (b) an ice-liquid separator, a melter-condenser,
and (c) a refrigeration unit.

In the freeze-concentration system, a solution is usu-
ally first chilled to a pre-freezing temperature in a cooler
(Figure 106.2), then the solution enters the crystallizer
where part of the water crystallizes. Cooling causes ice
crystal growth and an increase in solute concentration.
The resulting mixture of ice crystals and concentrated
solution is pumped through a separator where crystals are
separated and the concentrated solution is drained off. Ice
crystals are removed and melted by hot refrigerant gas.
The final products are cold water and concentrated solu-
tion, which flow separately (1, 12, 13).

1. Crystallizers

The heat of crystallization can be taken out directly or
indirectly. In direct-contact crystallizers the original solution
is allowed to get in contact with the refrigerant, and heat
is withdrawn by vacuum evaporation of part of the water,
usually at pressures below 3 mm Hg, and by evaporation
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of the refrigerant. The refrigerants (CO2, C1–C3 hydrocar-
bons) form ice-like gas hydrates, which sequester water at
temperatures above 0°C. A disadvantage of this method is
that part of the aromas will be lost during the evaporation.
Direct heat removal is applied in seawater desalinization,
but is not suitable for liquid foods, due to the aroma losses
and deterioration of the product by the refrigerant. In crys-
tallizers with indirect heat removal, the refrigerant (R22
or ammonia) is separated from diluted solution by a metal
wall. So, crystallization takes place on chilled surfaces,
from which ice crystals are removed by a scraper. This
kind of process has been used commercially for orange
juice and coffee concentration (1, 12, 13).

2. Separators of Ice-Concentrated Solution

The separation of ice crystals from concentrated solutions
can be performed by use of presses, centrifuges, and
washing columns, operating either in batch or continuous
mode (12).

Hydraulic and screw presses are used for pressing
ice-concentrated slurries to form an ice cake. Pressures
around 100 kg/cm2 are needed to avoid occlusion of solids
in the cake, which is the limiting factor of this method.
Since the presses are completely closed, aroma loss is
negligible (1, 14).

Ice and concentrated solutions may be separated by
centrifugation at about 1000 G. Centrifugation must be
conducted under inert atmospheres to reduce oxidation and
aroma loss. Solute losses may occur if concentrated solu-
tion remains adhered to the crystals surface, but washing of
the cake with water minimizes such losses. This washing

stage is a more efficient centrifugation operation than
pressing (1, 2, 14). Application of progressive freeze-con-
centration (PFC) is used to improve the traditional freeze-
concentration process. With PFC, only a single ice crystal
is formed as a sheet on a cooled surface immersed in the
liquid, thus, the separation of ice crystal from the mother
solution is much easier compared with the suspension
crystallization method (15).

In washing columns, the ice-solution mixture is intro-
duced at the bottom of the tower and the solution is
drained off. The crystals move toward the top of the column
in countercurrent to the wash liquid, which is obtained by
melting part (5–3%) of the washed crystals leaving the
column. In this process the loss of dissolved solids with
the ice is less than 0.01% and aroma losses are negligible.
Washing columns are preferred in freeze-concentration of
low viscosity liquids such as beer and wine (1, 12, 13).

C. INFLUENCE OF PROCESS PARAMETERS

Crystallization is the main step in freeze-concentration,
therefore, it is very important to obtain large and symmet-
rical crystals. Large crystals can be more easily separated
from the concentrated solution. Large crystals also reduce
the loss of solutes due to occlusion and adherence to the
small crystals (1, 3). During crystallization two kinetic
processes take place: the formation of nuclei and the
growth of crystals. Nucleation is the association of mole-
cules (at some degree of subcooling) into a small particle
which serves as a site for crystal growth. Once nucleus is
formed, crystal growth is simply the enlargement of that
nucleus. Nucleation and growth of crystals are dependent
on solute concentration, bulk supercooling, residence time
of the crystals in the crystallizer, freezing rate, molecular
diffusion coefficient of water, and heat transfer condi-
tions. These factors should be carefully controlled to reg-
ulate crystal formation (2, 16).

1. Solute Concentration

In general an increase in solute concentration produces
an increase in nucleation, and a decrease in the growth
velocity of the ice crystals and in the mean diameter of the
crystal. At critical concentration, solutes may solidify
along with ice and are difficult to separate. Practical max-
imum concentrations for freeze-concentration are between
45–55% range (1, 14, 16).

2. Bulk Supercooling

Supercooling is the driving force responsible for the
creation of crystal nuclei and its growth. The nucleation
rate is proportional to the square of the bulk supercooling.
At high bulk supercooling values the nucleation rate
decrease due to the inhibition of molecular mobility.

Cooler

Ice-liquid
separator
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Concentrated food
liquid

Melter
condenser

Hot refrigerant

Refrigerant gas

0°C water cooling medium

Water 
cooling
 out

Food liquid
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FIGURE 106.2 Schematic diagram for the freeze-concentration
process of foods.



Crystal growth exhibits a first order dependence of the
bulk supercooling (1, 14, 16).

3. Residence Time of the Crystals in the
Crystallizer

At constant bulk supercooling and solute concentration
the crystal size is proportional to the crystal residence
time. At short residence time the crystals produced are
very small (1, 16).

4. Freezing Rate

A high freezing rate results in a strong local supercooling
near the heat-removing interface, thus leading to high
nucleation rates and to small crystals. A decrease in freez-
ing rate results in large, uniform crystals with small surface
area (1, 16).

5. Molecular Diffusion Coefficient of Water

A decrease in the value of the molecular diffusion coeffi-
cient of water results in a decrease in diameter of the
crystals (1).

6. Heat Transfer Conditions

The growth rate of ice crystals increases greatly as the rate
of heat removal is increased until some very low sample
temperature at which mass transfer difficulties (at high
viscosity) causing the growth rate to decline. Very large
uniform crystals require large exchange surface at rela-
tively high temperatures (1, 2, 14).

7. Viscosity of the Liquid

Viscosity increases markedly as concentration increases,
ice crystals grow very slowly at high viscosity, and large
crystals become difficult to separate. The maximum con-
centration obtainable in freeze-concentration depends on
the liquid viscosity. Generally, concentration can be car-
ried out to the point where the slurry becomes too viscous
to be pumped. For essentially all liquids this viscosity
limit is encountered before eutectic point formation
occurs (Figure 106.1). The viscosity of cold concentrated
liquid and ice is very high and agitation, which is necessary
for proper crystal growth, becomes more difficult (9, 16).

In all ice separators, capacity is inversely proportional
to the viscosity of the concentrate and directly propor-
tional to the square of the mean diameter of the crystals as
expressed by the equation:

Q � * (106.1)

where Q is the draining rate from the crystal bed (cm3/cm2s);
∆P is the pressure difference exerted over the bed by 

compression, centrifugal or pressure drop of the filtrate
(kg/cm2); de is the diameter of the crystals (cm); µ is the
viscosity of liquid (poise); l is the thickness of the bed
(cm); g is the gravity acceleration (cm/s2); and ε is the vol-
ume fraction in the bed filled by the liquid phase (1).

II. FREEZE-DRYING

A. INTRODUCTION

Freeze-drying, or lyophilization, is the process of remov-
ing water from a product by sublimation and desorption
(17). Sublimation is the transformation of ice directly into
a gas without passing through a liquid phase. Sublimation
occurs when the vapor pressure and the temperature of the
ice surface are below those of the triple point (4.58 mm Hg,
0°C), as shown in the pressure-temperature phase diagram
of pure water (Figure 106.3) (18). This technique is a
widespread dehydration process in which the quality of
final products is very high in comparison with that of
products dehydrated using other techniques due the pre-
vention of heat damage. Freeze-dried products have high
structural rigidity, high re-hydration capacity, low density,
and retain the initial raw material properties such as
appearance, shape, taste, and flavor. This process is gen-
erally used for the dehydration of products of high added
value and sensitive to heat treatments, produced by phar-
maceutical, biotechnological and food industries.

The phase diagram of Figure 106.3 is separated by
lines into three regions, which represent the solid, liquid,
and gaseous states of water in a closed system. The points
along the separating lines represent the combinations of
temperature and pressure at which two states are in equi-
librium: liquid-gas equilibrium (DB line), liquid-solid
equilibrium (DA line), and solid-gas equilibrium (DC
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line), which is of main concern in freeze-drying. Point D
represents the only combination of temperature and pres-
sure at which all three states of water are simultaneously
in equilibrium, and it is called the triple point (4, 18).

Freeze-drying can also be conducted at moderated
pressures and even at atmospheric pressure. The principle
of this process is to produce a vapor pressure difference as
large as possible by blowing dry air over the frozen material.
In practice, the process is very long because of the low
mass and energy transfer rates, but problems related to the
application of vacuum do not exist, resulting in an impor-
tant reduction of operation costs (19, 20).

Compared to air drying processes, which remove
water in a single stage, freeze-drying is an expensive
process since it takes large operation times and consumes
large amounts of energy. Energy is required to freeze the
product, heat the frozen product to sublimate ice, con-
dense water vapor, and maintain the vacuum pressure in
the system (21, 22). Despite of many advantages, freeze-
drying has always been recognized as the most expensive
process for manufacturing a dehydrated product (23).

B. BASIC COMPONENTS OF A FREEZE-DRYER

The typical freeze dryer consists of a drying chamber, a con-
denser, a vacuum pump, and a heat source (Figure 106.4).

The drying chamber, in which the sample is placed
and heating/cooling take place, must be vacuum tight and
with temperature controlled shelves. The condenser must
have sufficient condensing surface and cooling capacity to
collect water vapor released by the product. As vapors
contact the condensing surface, they give up their heat
energy and turn into ice crystals that will be removed from
the system. A condenser temperature of �65°C is typical
for most commercial freeze dryers. The vacuum pump
removes non-condensable gases to achieve high vacuum
levels (below 4 mm Hg) in the chamber and condenser.
The heating source provides the latent heat of sublimation,
and its temperature may vary from �30 to 150°C (19, 24).

Nowadays different variants of freeze-drying are stud-
ied like microwave-freeze-drying and fluidized atmos-
pheric freeze-drier. Neverthless the first has technical

problems in food industry and in the second drying times
are higher and quality of product is not good due to the
use of atmospheric pressure (23). Microwave can speed
up the conventional freeze-drying because microwave
energy augments the convection heating and drying rates
can be increased by as much as an order of magnitude
(25). The cost of freeze-drying process depends on the
type of raw material, products, packaging, capacity of the
plant, duration of the cycle, etc. Freeze-drying not be
regarded as a prohibitively expensive preservation process
if it gives a reasonable added value to the product (23).
Freeze-drying is a method which can be used only for
high value vegetables like mushrooms and capsicum or
used for products that can be sold at a premium or can
withstand only a small amount of sensory deterioration
(25, 26).

C. FREEZE-DRYING STAGES

Freeze-drying involves three essential stages: initial freez-
ing, primary drying, and secondary drying. The objective
of the freezing stage is to freeze the mobile water of the
product. The product must be cooled to a temperature
below its eutectic point, which is the temperature and
composition combination that produces the lowest point
at which a product will freeze. Freezing has an important
influence on the shape, size, and distribution of the ice
crystals and thus, on the final structure of the freeze-dried
product. In the primary drying, the frozen product is
heated under vacuum conditions to remove frozen water
by sublimation, while the frozen product is held below the
eutectic temperature. During the primary drying, approx-
imately 90% of the total water in the product, mainly all
the free water and some of the bound water, is removed by
sublimation (27, 28). In the secondary drying, bound water
(unfrozen) is removed by desorption from the dried layer
of the product, achieving a product that should contain
less than 1–3% residual water. This final stage is per-
formed by increasing the temperature and by reducing the
partial pressure of water vapor in the dryer (18, 28).

The secondary drying stage requires 30 to 50% of the
time needed for primary drying due to the lower pressure of
the remaining bound water than free water at the same tem-
perature, yielding a slow process. Freeze-drying is com-
plete when all the free and bound water has been removed,
resulting in a residual moisture level that ensures desired
structural integrity and stability of the product (18, 22).

D. HEAT AND MASS TRANSFER IN FREEZE-DRYING

During the freeze-drying operation, a coupled heat and
mass transfer process occurs within the product: energy is
transported to the sublimation zone and water vapor is
generated. In contrast with mass transfer, which always
flows through the dry layer, heat transfer can take place by

Drying chamber Refrigeration unit

Vacuum
pump

Condenser

IceTrays

Frozen product

Radiant heat source

FIGURE 106.4 Simple schematic representation of a freeze
dryer system.



conduction through the dry layer (Figure 106.5a) or
through the frozen layer (Figure 106.5b), and by heat gener-
ation within the frozen layer by microwaves (Figure 106.5c)
(12, 20). Microwaves are used as a heat source for drying
because they are able to penetrate deeply into product, giv-
ing a more effective and uniform heating (29, 30).

Figure 106.6 illustrates a frozen food sample in the form
of a slab, with a frozen and a dried porous layer, undergo-
ing one-dimensional freeze-drying (18, 31). The interface
between the dried and the frozen layers is referred to as the
sublimation or ice front, and it is assumed to move at a uni-
form rate. The vapor flows through the pores and channels.

In case heat is supplied through the dry layer, the heat
flux to the ice front is given by

q � kd�
(
(
T
1

e

�

�

x
T
)L

f)
� (106.2)

where q is heat flux (J/m2 s), kd is the thermal conductivity
of dry layer (W/m K), Te is the temperature at slab surface
(°C), Tf is the temperature of sublimation front (°C), L is the
thickness of slab (m), and x is the relative height of ice front.

If heat is transferred through the frozen layer,

q � kf
(106.3)

where kf is the thermal conductivity of frozen layer (W/m K)
and Tp is the heating plate temperature (°C).

If vapor flows in the pores mainly by Knudsen diffu-
sion, the collisions with the dry walls are numerous com-
pared with collisions between water molecules, then the
rate of ice sublimation (NW, kg/s m2) is given by

Nw � εDK
(106.4)

where ε is the volume fraction of ice, DK is the Knudsen
diffusion coefficient of water vapor (m2/s), Mw is the
molecular mass of water (kg/mol), R is the gas constant
(J/mol K), T is the absolute temperature (K), pf is the
vapor pressure at the ice front, and pe is the vapor pressure
at the slab surface (Pa).

The Knudsen diffusion coefficient is related to pore
diameter (dp) and temperature by

Dk � dp � �
0.5 (106.5)

At the ice front, Tf represents the sublimation tempera-
ture, and by assuming it to be in equilibrium, it is related
to vapor pressure (pw) by the Clausius-Clapeyron equation,

ln(pw) � 28.9 � (106.6)

From a mass balance for water vapor around the drying
slab:

Nw � ερice
(106.7)

where ρice is the density of ice (kg/m3).
Assuming that all supplied heat is used for sublima-

tion of ice, the enthalpy balance gives:

q � ∆Hs Nw (106.8)

where ∆Hs is the latent heat of sublimation (J/kg).
For temperature differences not too large, the

Clausius-Clapeyron equation can be linearized and the
above equations can be solved analytically. The following
expressions can be derived for the total drying time

d(xL)
�

dt

6138
�

Tf

2RT
�πMw

2
�
3

pf � pe
�(1 � x)L

Mw
�RT

(Tp � Tf)
��

xL
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t � (1 � βDk) (106.9)

in which

α � ρice (106.10)

If heat transfer takes place through the dry layer, then
β � 0; and if heat transfer occurs through the frozen layer,

β � ε (106.11)

where kice is the thermal conductivity of ice (W/m K).
Several mathematical equations describing mass and

energy transfer have been developed for modeling the
freeze-drying process. Such models account for the removal of
frozen water only (sublimation model) or the removal
of frozen and bound water (sorption sublimation model),
examine the methods of supplying heat and the diffusion
mechanisms, describe steady or non-steady state processes,
or analyze both transfers under various processing condi-
tions. Some models have been found to describe accu-
rately experimental drying rates and freezing times.
However, a major problem in the application of some
models is the requirement of reliable data on thermal and
mass transport properties of food materials such as diffu-
sivity within the porous medium, Knudsen diffusion,
water vapor concentration in the dry layer, porosity, effec-
tive thermal conductivity, permeability, etc. (21, 27, 29, 32).

E. INFLUENCE OF PARAMETERS

A number of operation variables influence the perform-
ance of the freeze-drying process and the characteristics
of the final product.

1. Freezing

The freezing rate has an important influence on the ice
configuration and thus on the final structure of the freeze-
dried product. Slow freezing rates allow the growth of
large ice crystals leading to larger pores, higher mass
flow, and thus to shorter freeze drying time (18, 31).

2. Heat Flux

Heat flux that reaches the product is an important factor to
reduce drying rate. However, if the drying proceeds too rap-
idly (high heat flux), the product may melt, collapse, or can
be blown out of the container (24). This may cause degra-
dation of the product, and will change the physical charac-
teristics of the dried material. Excessive heat may cause the
dry cake to char or shrink. Heating rate can be optimized
during operation modifying conveniently product tempera-
tures in the dried zone and at the sublimation front (21, 33).

3. Chamber Pressure

The most important operation variable in the freeze-drying
process is chamber pressure. Pressure has a combined effect
as controlling mean of sublimation temperature and for
modifying the transport parameters that influence the
kinetics of vapor removing. At a given temperature, a
decrease of the pressure in the drying chamber reduces the
vapor pressure at the product’s external surface (pe), thus
the driving force (pf � pe) for drying is enlarged and the
total drying time is reduced. Nevertheless, at low pres-
sures, sublimation rate may be limited by the transport of
water vapor through the product, if the transport of water
vapor falls in the free molecular flow regime (29, 33, 34).

Chamber pressure affects the transport properties,
thermal conductivity and water vapor diffusivity. Thermal
conductivity of the dry layer is higher at higher chamber
pressures, within the range of freeze-drying operation,
resulting in high heat transfer rates from the surface to the
ice front. Water vapor diffusivity through the dry layer is,
however, less at higher chamber pressures, producing
low mass transfer rates. So, when pressure is low (low
sublimation temperature) freeze-drying is often a heat-
controlled process, but at relatively high pressures, freeze-
drying becomes a mass-controlled process. In most
situations the drying rate is limited by the rate of heat
transfer through the dry layer (33–35).

4. Temperature

Aroma diffusivities are very similar to that of water when
water content is still high, therefore, maintaining low tem-
peratures during primary drying will reduce aroma losses.
The melting point of products has a significant effect on the
selection of operation pressures since this is a fundamental
factor for the sublimation temperature. Normally, vacuum
must be kept so high that no melting occurs in the product
during the process, and a true freeze-drying or sublimation
takes place. If the temperature of ice in the condenser is
higher than product’s temperature, water vapor will tend to
move toward the product, and drying will stop (34, 35).

When freeze-drying temperature is high enough, the
product cake suffers a drastic loss of its structure and is said
to have suffered collapse. This phenomenon occurs when the
solid matrix can no longer support its own weight, leading to
drastic structural changes shown as a marked decreased vol-
ume, increase in stickiness of dry powders, loss of porosity,
etc. (31). Collapse affects aroma retention, caking and stick-
iness, rehydration capacity, and final moisture of the product
(36). A collapse temperature (Tc) is related to the glass tran-
sition temperature (Tg), which in turn depends on tempera-
ture and moisture content (Figure 106.1). At temperatures
higher than Tg, the viscosity of the amorphous matrix
decreases drastically, this decrease being a function of
(T�Tg). As the viscosity decreases to a level that facilitates
deformation, the matrix can flow, and structural collapse can

M2
w ∆H2

s pf
��
R 2 T3

f kice

1
�
(pf � pe)

RTf
�
Mw

1
�
2

αL2

�
Dk
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occur. A critical viscosity in the range of 105–108 Pas has
been reported to observe collapse (28, 37).

III. CONCLUSIONS AND 
RECOMMENDATIONS

Despite the reduced use at industrial level of freeze-
concentration and freeze-drying processes within food
area, both are important to obtain high quality products.
Deep knowledge of the thermodynamic fundamentals of
phase changes of water in foods and of the effect of the
variables on the processes’ effectiveness and cost, can
open new opportunities for the application of both
processes to obtain high quality preserved foods. In the
same way and with the development of new ideas about
minimal processing and longer storage life for food prod-
ucts, industrial applications of freeze-concentration and
freeze-drying could be increased in the near future.
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I. INTRODUCTION

A. PURPOSE AND GOALS

A variety of “non-traditional” processing technologies,
such as high-pressure processing or pulsed electric fields,
are gaining significant attention in the food industry; how-
ever, the application of heat (i.e., thermal processing)
remains the dominant means for processing most manu-
factured food products. Given the practical constraints of
cost, throughput, and traditional practice, thermal pro-
cessing will likely continue as the dominant means for
processing value-added food products. Therefore, it is
important for practicing food engineers to understand 

the fundamental principles that underlie the various 
processing operations that employ heat to achieve the
desired purposes.

Thermal processing systems for food products are
designed to achieve at least one, but usually several, of the
following goals: (i) To destroy undesirable microorganisms
that either cause spoilage of the product or are human
pathogens, (ii) To inactivate native enzyme systems within
the product, which would otherwise affect product qual-
ity, and (iii) To impart some desirable quality characteris-
tics to the product, including flavor, color, and textural
attributes. For example, heat is the means by which the
toxin-producing Clostridium botulinum is inactivated in



canned foods. In that same canned product, heat inacti-
vates pectin methylesterase, an enzyme that softens many
vegetable products by attacking pectin in the cell wall. In
terms of positive quality factors, heat helps create the
desired crust and crumb features during baking of bread.
In the case of ready-to-eat meat products, heat is used
both to inactivate pathogenic bacteria (e.g., Salmonella)
and to simultaneously create a desirable texture via pro-
tein denaturation during cooking. Table 107.1 lists several
other examples of how heat plays a positive (�) and neg-
ative (�) role in achieving various processing goals.

Often, the best opportunities for improving these types
of thermal process occur when operational experience
melds with a sound understanding of the fundamental prin-
ciples behind the process of interest. Operational experience
is a valuable asset in food processing; however, without an
understanding of the basic principles of heat and mass trans-
fer, attempts at process improvement can result in a hap-
hazard series of hit-and-miss adjustments to a given process.
For example, an oven operator might observe that an
increase in air velocity in an air impingement oven increases
product temperature and therefore enables an increase in
product throughput; however, that same operator might
not recognize that this increase in velocity also increases
mass transfer (via convection), which might have an unde-
sirable effect on product quality, yield, and/or safety. In
fact, Deming (1), the “father” of many of the principles
embodied in total quality management and continuous
quality improvement paradigms, noted that experience
alone cannot ensure continuous process improvement.
Deming calls for a “system of profound knowledge,” in
which one must first seek to understand the fundamental

characteristics/properties/behaviors of a process or system
before attempting to improve that process. In the case of
thermal processing of food products, the primary foundation
of that “profound knowledge” is comprised of the principles
of heat and mass transfer. Only when these fundamental
principles are well understood can the food engineer help
ensure that any changes in process design or operation are
directed toward improvements in the process outcome,
whether that is in product safety, quality, or yield.

Therefore the overall goal of this chapter is to outline
the general principles of heat and mass transfer that are
essential background for a wide range of specific thermal
operations that are detailed in subsequent chapters. This
introduction is focused on principles most relevant to
thermal processing of foods, and therefore cannot cover
every aspect of heat and mass transfer. For comprehensive
treatment of heat and mass transfer principles, the reader
is directed to any of several good monographs or text-
books on the subject (2–5).

B. CATEGORIZING PRODUCTS

Before outlining the underlying principles of thermal pro-
cessing, it is necessary to define the domain of interest
and application. There are a variety of schemes for cate-
gorizing food processing operations. With respect to heat
and mass transfer, there are two different categorizations
that are important — one based on the product and one
based on how the product is exposed to the environment
within the operation of interest.

In terms of the physical state of the food product, almost
every product is actually comprised of matter in a mixture of
phases: solid, liquid, and gas. For example, baked bread is a
solid matrix containing a gaseous phase in the crumb.
At �5°C, a raw meat product is comprised of an aqueous
solution, solid water (ice), and insoluble solids (i.e., fats and
certain proteins). The physicochemical complexity of such
food products can make a detailed, rigorous analysis of heat
and mass transfer during processing a very challenging
task. Therefore, it is common to describe these products in
a simplified manner, in order to make the heat and mass
transfer analysis feasible and practical. Therefore, we can
presume to place all food products into three distinct cat-
egories, according to physical state: (1) fluid foods (e.g.,
milk, ketchup, applesauce), (2) solid foods (e.g., meat pat-
ties, breakfast cereals, dried pasta), and (3) mixed phase
foods (e.g., soups with particulates, canned beans in water).
The third category (mixed phase) will be reserved to
describe those products that have macroscopically distinct
phases (i.e., “chunks and pieces”), rather than the cellular
level mixture of phases that is common to many food ingre-
dients and products.

It is also important to categorize food products accord-
ing to how they are exposed to the processing environ-
ment. The two categories are: (1) packaged products and
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TABLE 107.1
Examples of How Heat Affects Various Thermal
Processing Targets, Either as a Positive (�) or Negative
(�) Influence

Processing Target

Product Microbial Target Enzyme Quality Factor

Canned green (�)C. botulinum (�)Pectin (�)texture
beans spores methylesterase (�)vitamin 

content
Baked goods (�)crust/crumb

texture
(�)color

Pasteurized (�)Coxelliae 
milk burnettii

(�)spoilage 
organisms

Ready-to-eat (�)Salmonella (�)flavor
meat products (�)E. coli (�)texture

O157:H7
(�)Listeria (�)color

monocytogenes



(2) unpackaged products. Although the distinction is sim-
ple, the impact on thermal processing is significant. An
impervious package (e.g., can, jar, bag) containing a prod-
uct has the critically important effect of essentially stopping
mass transfer in and out of the product during processing.
Of course, some types of packaging, such as plastics, have
various degrees of permeability to gases, with oxygen and
water vapor being the most important. However, because
these permeabilities are relatively low, the time scale for
gas movement through the packaging is relevant to product
transportation and storage (days to months), rather than to
thermal processing operations, which are generally rela-
tively short events (on the order of minutes). Thermal pro-
cessing of packaged products is therefore primarily a heat
transfer operation.

In contrast, unpackaged products are exposed to the
heating medium, such as air, water, or oil. Consequently,
thermal processing of unpackaged products is both a heat
transfer and mass transfer operation. This adds an additional
degree of complexity to the analysis of such operations, as
heat transfer and mass transfer are rarely independent
processes. For example, mass transfer can create a heat
transfer effect when water diffusing to the surface of a
product evaporates and creates a cooling effect on the
product surface, due to the latent heat of vaporization.
Also, oil diffusing into a product in an immersion fryer
will carry heat energy into the product. Heat transfer can
also create a mass transfer effect when, for example, the
heating of a product changes the solid-vapor equilibrium
for water in the product and in the surrounding air, and
thereby affects drying operations.

Given the limitless combinations of product state, pack-
aging, and processing operations, it would be impractical
to describe and analyze heat and mass transfer for every
application. Therefore, this chapter focuses on the funda-
mental principles of heat and mass transfer that underlie
every thermal process. After the basic principles are cov-
ered, a variety of product/process applications will be
examined to illustrate how heat and mass transfer princi-
ples are relevant to process design and operation.

II. HEAT TRANSFER PRINCIPLES

A. GENERAL CONCEPTS

If a system is in thermal equilibrium, then the temperature
is the same at every point in the system. In this state, there
is no driving force for heat to flow. If the system is not in
thermal equilibrium, then a temperature differential
becomes the driving force for heat energy to flow through
the system. As is the case in most energy transport phe-
nomena, it can be stated, in the most general terms, that:

energy flux � (107.1)

In heat transfer, the driving force is related to the tem-
perature differential mentioned above, and the resistance
is a property of the system.

With respect to the thermal processing of foods, the
“system” might be the food product itself, some element of
the processing equipment, or the walls surrounding the pro-
cessing facility. In all of these cases, a temperature differ-
ential will cause heat to flow. There are three basic
mechanisms by which this occurs: conduction, convection,
and radiation. The subsequent sections describe these
mechanisms, outline rate laws for each, and illustrate simple
analysis methods applicable to thermal processing of foods.

B. CONDUCTION

1. Fourier’s Law

Temperature is a measure of the mean kinetic molecular
energy of matter. As molecules with higher energy collide
with or interact with nearby molecules of lower energy,
energy is transferred from the higher energy molecule to
the lower energy molecule. This molecule-to-molecule
interaction is the basis of heat conduction.

If we consider a simplified slab of solid material that
has a higher temperature (T1) on one face than on the
other (T2), the molecule-to-molecule energy transfer
described above will result in a net heat flow (q) from the
hotter to colder surface (Figure 107.1). This conduction
heat transfer is described by Fourier’s Law:

� �k (107.2)
dT
�
dx

q
�
A

driving force
��

resistance
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FIGURE 107.1 One-dimensional heat conduction through a
slab, from higher temperature to lower temperature.



Where q is the heat flow due to conduction (Watts or
Btu/h), A is the cross-sectional area of the slab, q/A is the
heat flux (W/m2), dT/dx is the temperature gradient across
the slab, (T2 � T1)/∆x, and k is the thermal conductivity
of the material (e.g., W/mK).

In order to illustrate the general principle of heat
transfer stated earlier (Equation 107.1), we can rearrange 
Equation 107.2 to show that:

� ⇒ flux � (107.3)

Therefore, in conduction, the driving force for energy
transfer is the temperature differential (∆T) across a finite
distance, and the resistance is determined by the thickness
(∆x) and thermal conductivity (k) of the material. This
resistance term (∆x/k) is commonly referred to as the “R
value” for building and construction materials. The concept
of thermal resistance in food processing will be further
illustrated and applied in subsequent sections.

Within the resistance term, thermal conductivity is an
intrinsic property of a given material. From Equation
107.2, it can be seen that a material with a large thermal
conductivity conducts heat well, whereas a material with a
lower thermal conductivity conducts heat relatively poorly.
Table 107.2 lists values of k for a variety of relevant mate-
rials. Obviously, metals have a thermal conductivity sev-
eral orders of magnitude above those of food materials. In
fact, the relatively low thermal conductivity of most food
materials presents the food engineer with the special chal-
lenge of designing thermal processes that optimally match
equipment capacities with product characteristics and the
particular processing goals (e.g., heating time).

Additionally, there is a wide range of k values among
food materials, which depends on chemical composition,
physical structure, and temperature. In particular, k is 2–4
times higher for frozen foods than for the same foods in the
unfrozen state. Additionally, k increases with moisture con-
tent of the food material.

Acquiring accurate k values (and other thermophysical
properties) can be one of the most significant challenges
in conducting heat transfer analyses of thermal processes for

foods. There are essentially three choices for getting k val-
ues: (i) finding appropriate values in published sources, such
as research articles or handbooks (6), (ii) using predictive
equations, usually based on composition and temperature
(6,7), or (iii) making experimental measurements with the
product of interest, using a thermal conductivity probe
(8). The choice of method depends on the application and
required accuracy. Using published values is convenient,
and suitable estimates can typically be found this way for
preliminary or rough analyses involving relatively com-
mon, unprocessed food products (e.g., raw meat or veg-
etables). However, it is difficult to find published values
for most processed food products. In contrast, general pre-
dictive equations are relatively straight forward, and
account for the composition and temperature of the prod-
uct of interest (assuming these are known); however, most
of these general equations were developed for liquid or
semi-liquid foods, so any degree of physical structure
(e.g., porosity) within a food product can create apprecia-
ble errors from the equation-predicted values of k (9).
Lastly, thermal conductivity probes can be constructed or
purchased commercially, and allow for direct measure-
ment of k for the product of interest. The downside is that
the cost and time required for high quality measurements
are quite high, and therefore must be weighed against the
goal of the analysis and the importance of accuracy.

2. Governing Equation

Fourier’s Law (Equation 107.2) describes heat flux at an
instant in time and a point in space. If Fourier’s Law and
the first law of thermodynamics (i.e., conservation of
energy) are applied to a control volume, a general govern-
ing equation can be derived to describe one-dimensional
heat transfer in a system, under any condition:

�cp � �cp (uT) � �k � � Q

storage bulk flow conduction generation
(107.4)

Where ρ is the material density, cp is the material specific
heat, u is the bulk movement/velocity of the material
through the control volume, and Q is a heat generation
term (W/m3).

Each of the four terms in Equation 107.4 represent a dif-
ferent aspect of thermal analysis. Therefore, this general
equation is the starting point for all subsequent analyses of
conduction heat transfer in food materials. However, solu-
tion of the complete equation is rarely needed, because one
or more of the terms can usually be neglected for a given
analysis. The storage term represents the net change in ther-
mal energy in the control volume over time. For a steady-
state problem (discussed in the next section), temperature

∂T
�∂x

∂
�∂x

∂
�
∂x

∂T
�
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��
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∆T
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TABLE 107.2
Typical Thermal Conductivities of Various
Example Materials
Material k (W/mK)

Aluminum 200
Stainless steel 16
Plywood 0.12
Expanded polyurethane 0.02
Chicken breast (unfrozen) 0.41
Chicken breast (frozen) 1.50
Butter 0.20

� � � �



varies with location but not time; therefore, the storage term
can be ignored for that case. The bulk flow term represents
energy moving in or out of the control volume due to mass
flow. This is relevant to problems with fluid foods or mate-
rials; however, this term can generally be ignored for analy-
sis of heat flow in solid materials. The conduction term
describes the change in conductive flux across the control
volume, and can rarely be ignored in food processing appli-
cations (see next section). Lastly, the heat generation term
represents heat that might result from biological activity
(e.g., respiration of microorganisms) in a food material or
from exothermic chemical reactions occurring during pro-
cessing. In most cases, heat from biological activity is more
relevant to food storage applications than to thermal pro-
cessing applications, where the thermal energy applied by
the system (e.g., ovens, retorts, fryers) is orders of magni-
tude greater than energy resulting from biological activity
within the food product. The next few sections detail the
general solution methods for each of these specific cases, as
relevant to thermal processing of foods.

3. Steady-State Conduction

If the temperatures in a system are constant, but unequal
(e.g., Figure 107.1), then the flow of heat is constant, and
this case is called steady-state conduction. Given that the
purpose of thermal processing operations is to change the
temperature of the food product, steady-state analysis is not
directly relevant to heat transfer in food products, and there-
fore will not be addressed in detail. Such analysis would,
however, be relevant if analyzing heat loss or gain through
the walls of a piece of equipment, where the exterior and
interior surfaces would be at different, but relatively con-
stant, temperatures. In that case, the steady-state heat flux
through the equipment wall could be estimated by:

� (107.5)

Where ΣR is the sum of the R-values for each “layer”
comprising the wall of the equipment (e.g., a layer of
insulation material sandwiched between two layers of
stainless steel sheet).

4. Unsteady-State Conduction

Most thermal processing applications entail unsteady-state
conduction of heat through the food material. In these
cases, the goal of heat transfer analysis is generally to esti-
mate the product temperature at a given time or to estimate
the time required to achieve a target product temperature.
For a rigorous analysis of any such process, Equation 107.4
(or the relevant 2-D or 3-D version of the governing equa-
tion) needs to be solved, given the boundary conditions for
that analysis. For irregular shapes or non-homogeneous

materials, this analysis typically requires numerical solu-
tions methods, such as finite element methods or finite dif-
ference methods. However, in some applications (e.g., with
a solid, packaged product), it is feasible to conduct a sim-
plified analysis to estimate the desired quantities and/or to
evaluate the effects of various product or process parame-
ters (e.g., product thickness) on the process outcome. The
next few sections briefly present several of these methods.

In all of these cases, the boundary conditions around
the product are necessary to solve for the product temper-
ature or processing time. There are three possible bound-
ary conditions:

Type 1: Fixed surface temperature

T � Tsurface � constant (107.6)

Type 2: Fixed surface heat flux

� �k �
surface

� constant (107.7)

Type 3: Convection at the surface

�k �
surface

� h(Tsurface � T∞) (107.8)

Where T∞ is the bulk temperature of a fluid (air, water, or
oil) surrounding the product, and h is the convective heat
transfer coefficient (W/m2K). This parameter is a function
of the fluid properties, velocity, and product/flow geome-
try, and will be discussed in more detail in a subsequent
section. In analyzing a thermal process, values of h are
generally: (i) provided by an equipment manufacturer, (ii)
estimated by predictive correlations (see Section II.4.c),
or (iii) experimentally determined. In the third boundary
condition, note that Tsurface is not a constant, but instead
varies with time. If h is large enough, then Tsurface

approaches T∞, and thereby approximates the first type of
boundary condition, which simplifies several of the solu-
tions presented in the following sections.

a. Conduction with negligible internal resistance
As previously mentioned, in rare cases, the conduction
term in Equation 107.4 can be neglected in the analysis,
which leads to a simplified solution to the conduction
problem. For a solid product, this condition can be tested
via a dimensionless number called the Biot number (Bi).
The Biot number reflects the ratio of the internal to exter-
nal resistance to heat flow:

Bi � � (107.9)
internal (conductive) resistance
����
external (convective) resistance

dT
�
dx

dT
�
dx

qsurface
�

A
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�ΣR
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�
A
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Where L is a characteristic dimension of the product,
calculated as the ratio of volume V to surface area A.
Therefore, Equation 107.9 can be rewritten as:

Bi �

h� �
k

(107.10)

For cases where the internal resistance is more than an order
of magnitude less than the external resistance (Bi � 0.1),
then the following simplified solution of Equation 107.4,
known as the lumped parameter method, can be used with
solution errors typically less than 5%:

� e
�� �t�

(107.11)

Where A, m, and cp are the surface area, mass, and spe-
cific heat of the product, respectively, Ti is the initial tem-
perature, t is time, and T is the product temperature at that
time. This solution is typically valid only for very con-
ductive materials, such as metals. However, the Bi � 0.1
condition can also be satisfied for very low airflows
around an object, which corresponds to higher external
resistances (i.e., less effective convective heat transfer at
the surface).

Example

An apple (diameter � 8.5 cm; assuming a sphere) is being
cooled with low velocity air. The thermal conductivity of
the apple is 0.42 W/mK. How low must the air velocity be
to satisfy the Bi � 0.1 criterion and thereby make
Equation 107.11 a valid solution method?

Want Bi � 

h��
V

A
��

k
� 0.1

�
4
3

�πr3

h�
4πr2� h��

3

r
��

k
�

k
� 0.1

� h �
(0.1)(k)

�
(0.1)(0.42 W/mK)

� � � �
h � 3.0 W/m2K

Although this is a very small value of h, it is a feasible num-
ber at very low airflow (�5 cm/s for the given geometry),
which is on the order of natural convection conditions.
Therefore, in such a case, the lumped parameter method
(Equation 107.11) could be used to solve for the product
temperature. However, this would be very unusual for any
thermal processing applications.

b. Conduction for very thick materials or 
very short times

This special case is typically referred to as the solution for
a semi-infinite geometry. In this case, the object/body is so
thick, relative to the processing time of interest, that it can
be assumed to have only one surface, and to extend to an
infinite depth below that surface. This assumption is valid
if the following is true:

L � 4��	t	 (107.12)

Where L is the thickness of the object (half-thickness 
if the object is symmetrically exposed to the boundary
condition), α is the thermal diffusivity of the object
(α � k/ρcp), and t is the time of interest. If Equation
107.12 is true for any given case, then the following solu-
tions can be applied for each of the three boundary condi-
tion types (2), where x is the distance below the surface:

Type 1: � erf� � (107.13)

Type 2: T � Ti � � �� �� �
1/2

exp� �
� � � �1 � erf� ��

(107.14)

Type 3: � erf� � � exp� � �
	 �1 � erf� � ��

(107.15)

Where the error function is defined as:

erf (φ) � 
φ

0

e�φ2 dφ (107.16)

for which tabular values can be found in most heat trans-
fer books (2,3,4) or engineering handbooks.

Clearly no food product is infinite in thickness.
Therefore, this solution method becomes relevant for very
short process times. In these cases, the goal might be to
evaluate the surface temperature, or the temperature just
under the surface, given a short-time heating process.

Example

A ham steak (2.5 cm thick) is packaged after slicing and
subjected to a post-process, surface pasteurization treatment

2
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in a saturated steam environment. The package film is
1 mm thick and has the same thermal diffusivity as the
ham (1.05 	 10�7 m2/s). The ham is initially at 7°C, and it
is exposed to the condensing steam (100°C) for 30 seconds.
The condensing condition results in a very high effective
h (and therefore a very low external resistance), so that we
will assume that Tsurface � T∞ � 100°C. We want to deter-
mine the product temperature at the surface between the
ham and the package (i.e., 1 mm depth) after 30 s.

To determine whether the semi-infinite solution is valid
for this case, we test the condition from Equation 107.12:

4�α	t	 � 4�(1	.0	5	 		 1	0	�	7 m	2/	s)	(3	0	s)	 � 0.007 m

which is less than the half-thickness of the ham slice
(0.0125 m). This test implies that for the given conditions
and time, the center temperature of the ham slice does not
change appreciably. Therefore, given an assumption of a
type 1 boundary condition, Equation 107.13 can be used to
solve for T(x � 0.001 m; t � 30 s):

� erf� �
� erf [0.281] � 0.3085

(where erf [0.281] was taken from table values (2))

� T(x � 0.001m; t � 30 s) � 71.3°C

It should be noted that the above solution method requires
a uniform initial temperature within the product. For this
case, however, the solution for a semi-infinite solid can be
a relatively useful solution technique to estimate short-
time/surface heating processes.

c. Conduction with non-negligible internal 
resistance and long times

When the test criteria for the lumped parameter method
and the semi-infinite method are not valid, Equation 107.4

can be solved as an infinite series solution (2), where, for
the case of an infinite slab (of thickness 2L, with type 1
boundary condition):

� �
∞

n�0 

cos� �
	 e��� �

2
t

(107.17)

Fortunately, graphical representations of Equation 107.17
(truncated) are often employed for the simplified case of
1-D conduction in an infinite slab, an infinite cylinder, or
a sphere, given uniform initial temperature, constant
boundary conditions, no internal heat generation, and con-
stant thermal properties (2–4). A portion of such a graph
is shown in Figure 107.2 to illustrate how these graphs are
used. Whereas the solution for a semi-infinite solid was
valid for very short times, the graphical solutions (known
as the Heisler charts) are valid for longer times, because
they represent the truncated (single term) version of
Equation 107.17. Therefore, in order to use the charts, the
following condition must be true:

Fo � 
 0.2 (107.18)

where Fo is the Fourier number, which is a dimensionless
time parameter, and L is the half thickness of a symmetri-
cal, infinite slab. For the cases of infinite cylinders or
spheres, L is the radius.

The Heisler charts involve four dimensionless param-
eters, as follows:

m � (ratio of external to internal resistance) (107.19)

n � (n � 0 for center and 1 for surface) (107.20)
x
�
L

k
�
hL

αt
�
L2

(2n�1)π
�

2L

(2n � 1)πx
��

2L
4(�1)n

��
(2n � 1)π

T � Tsurface
��
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��
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���
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��
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special case of m � 0.



Fo � (107.21)

� (107.22)

where Ti is the initial temperature, T∞ is the medium (air,
water, or oil) temperature, x is the distance from the center
line of symmetry in the slab, and the thermal properties
(k, α) are those of the product (not the heating medium).
In applying graphical solutions, the user can solve for any
of the above four parameters, given the other three. For
example, one can solve for the product center temperature
at a specific time, if the process conditions (h, T∞, t) and
product properties (k, α, R) are known. Conversely, one
could estimate the time required to achieve a certain Tcenter

if the product properties and process conditions (h, T∞)
were known. As an aside, in many thermal processing
operations, which involve very high convective coeffi-
cients, m becomes sufficiently small (�0.1) to be
assumed to be �0 when using the graphs.

Example

Consider the packaged ham steak from the previous exam-
ple (2.5 cm thick), which is now to be fully cooked in flow-
ing hot water. The initial product temperature is 5°C. The
thermal conductivity of the product is 0.41 W/mK, and
the thermal diffusivity is 1.05 	 10�7 m2/s (assumed to be
constant). The water temperature is 95°C, and the convec-
tive coefficient (h) is 430 W/m2K. We want to know the
center temperature of the product after 8 minutes (480 s)
of cooking.

First, assuming that the diameter of the slice is large
enough to treat it as an infinite slab (i.e., d 

 L), we test
whether the graphical solution method is valid by testing
whether Fo 
 0.2:

Fo � �
(1.05 	 10�7 m2/s)(480 s)

� �
2

� 0.322

which indicates that the truncated series (graphical) solution
method is acceptable. Now, we calculate the other two
dimensionless parameters:

m � � 0.076 � 0

n � � 0

Now, given Fo � 0.322, m � 0, and n � 0, we can esti-
mate (from Figure 107.2) that:

� 0.6 � �

� T(x � 0; t � 480 s) � 41°C

It is important to reiterate that the graphical solutions are
only valid for uniform initial temperature, constant bound-
ary conditions, and for cases where significant mass trans-
fer (e.g., evaporation) is not affecting the energy balance at
the product surface.

d. Multi-dimensional conduction
The graphical solution introduced above for infinite slabs,
infinite cylinders, or spheres can also be used to estimate
the temperature in a 2-D or 3-D object. For example, a
typical cylindrical metal can of food (diameter D and
height H) is not sufficiently long to be treated as an infi-
nite cylinder. At any point within the product, the temper-
ature is obviously affected by heat flow through both the
side and the ends of the can. Therefore, both dimensions
must be considered in the analysis. In order to accomplish
via the graphical solutions, the can is treated as the inter-
section of an infinite cylinder (diameter D) and an infinite
slab (thickness H), so that 

� � �
infinite cylinder

	 � �
infinite slab

(107.23)

where the dimensionless temperature terms for the infinite
cylinder and infinite slab are estimated independently,
using the appropriate Heisler charts. The same principle
would hold for a rectangular solid, which would be treated
as the intersection of three infinite slabs.

C. CONVECTION

In the previous section, the solution of various heat conduc-
tion problems required an h value to describe the convec-
tive boundary condition, and these coefficients were given
as known values. Convective heat transfer coefficients vary
widely, depending on fluid properties, flow conditions, and
flow geometry (Table 107.3). However, actually determin-
ing h values for a thermal processing operation can be a
significant challenge, depending on the complexity of the
product and process. This section briefly describes the
principles behind the convective heat transfer coefficient,
general concepts for predicting h, and a basic technique
for experimentally determining h.

T(z, t) � T∞
��

Ti � T∞

T(r, t) � T∞
��

Ti � T∞

T(r, z, t) � T∞
��

Ti � T∞

T � 95°C
��
5 � 95°C

T � T∞
�
Ti � T∞

Θ
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0
�
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���
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TABLE 107.3
Typical Values for Convective Heat
Transfer Coefficients
Flow Type h (W/m2K)

Natural air 10
Forced air (fan) 30
Air impingement (dry) 100�

Moving water �1,000



1. Newton’s Law of Cooling and Boundary
Layer Concepts

Newton’s Law of Cooling describes heat flux between a
solid surface and a fluid passing over the surface (Fig-
ure 107.3), so that:

� h(Tsurface � T∞) (107.24)

where h is the convective heat transfer coefficient
(W/m2K). As we did for conduction, we can rearrange
Equation 107.24 to yield:

� ⇒ flux � (107.25)

Therefore, the driving force for convective heat transfer is
the difference between the bulk fluid temperature (T∞)
and the surface temperature, and the resistance is 1/h.

Physically, the convective resistance to heat flow results
from the formation of a boundary layer near the surface
past, which the fluid is flowing (Figure 107.3). Assuming
that Tfluid,surface equals Tsolid,surface and a no-slip condition for
the fluid at the surface (i.e., vsurface � 0), then profiles for
temperature and velocity are found near the surface
(Figure 107.3). The boundary layer thicknesses (δT and
δv) are defined as the point where:

� 0.99 (for the temperature boundary layer)
(107.26)

v� � 0.99v∞ (for the velocity boundary layer) (107.27)

Equating conductive flux through the boundary layer with
convective flux at the surface yields correlations that
relate h to the fluid properties, flow conditions, and flow
geometry. These correlations are different for forced and
natural convection conditions, and they include several
dimensionless parameters, as follows:

Nusselt Number � Nu � (107.28)

Reynolds Number � Re � (107.29)

Prandtl Number � Pr � (107.30)

Grashof Number � Gr � (107.31)

Rayleigh Number � Ra � Gr 	 Pr (107.32)

where µfluid is the fluid viscosity, βfluid is the coefficient of
thermal expansion of the fluid (�1/T for an ideal gas),
and g is the gravitation constant.

2. Forced Convection

a. Predictive correlations
When a fluid is forced over a surface, the correlations to
predict h follow the general form:

Nu � f (Re, Pr) (107.33)

where each geometric case yields a different correlation.
These have been determined for various common geome-
tries, such as the following for flow over a flat plate:

Local: Nux � 0.332 Rex
1/2 Pr1/3 (107.34)

Average: NuL � 0.664 ReL
1/2 Pr1/3 (107.35)

where Re � 200,000

or for the case of forced flow over a spherical object:

NuD � 2 � (0.4 Re1/2
D � 0.06 Re2/3

D ) Pr0.4 (107.36)

where 3.5 � ReD � 7.6 	 104 and 0.71 � Pr � 380

Additionally, the general form of Equation 107.33 has been
used to develop a variety of product specific correlations (6),

βfluid g ρ2
fluid L3 ∆T

��µ2
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��αfluid

v∞ ρfluid L
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�
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such as the following for airflow over an egg (10), which
was developed for an equivalent diameter of 3.4 cm and air
velocity from 2 to 8 m/s:

Nu � 0.46 Re0.56 (107.37)

Example

Calculate the convective heat transfer coefficient for hot
air (220°C) blowing over a pea (Ti � 14°C; 0.85 cm
diameter) at a velocity of 3.5 m/s.

In calculating the relevant dimensionless parameters,
the fluid properties need to be determined, generally 
from table values. Because fluid properties can be quite
temperature dependent, they should be evaluated at an
average temperature called the film temperature: Tfilm �
(T∞ � Tsurface)/2. So, for the case of the pea, at the start 
of the process, Tfilm � (220 � 14°C)/2 � 117°C. There-
fore, from tables, the following property values were
found: ρ � 0.9050 kg/m3; µ � 2.2447 	 10�5 kg.m/s;
kf � 0.03295 W/mK; α � 3.5942 	 10�5 m2/s; and Pr �
0.690. Now,

Re � �

� 1,199

which is within the acceptable range for Equation 107.36.
Although the Pr value (0.690) is slightly below the range for
Equation 107.36, we will go ahead and use that equation
(lacking any better option and assuming the slight deviation
to have a very minor effect on the correlation validity).

NuD � �

� 2 � (0.4(1,199)1/2 � 0.06(1,199)2/3)0.6900.4

� h � 76.7 W/m2K

Obviously, many real factors, such as the surface charac-
teristics of the food product, would affect the accuracy of
these Nu correlations when predicting h values for forced
convection. However, the correlations are useful for gen-
erating order of magnitude estimates and for estimating
the effects that would result from changing product or
process parameters (e.g., increasing fluid velocity).

b. Experimental determination
For irregular product or flow geometries, the basic Nu
correlations will not work; however, it is reasonably sim-
ple to conduct experiments to determine h for a given case
(assuming that the processing system/equipment is avail-
able). The first step is to create a metal replica of the food
product of interest. With aluminum, almost any food prod-
uct geometry is sufficiently small to meet the Bi � 0.1
criterion and thereby make the lumped parameter method

(Equation 107.11) an appropriate solution. Therefore,
Equation 107.11 can be rewritten as:

ln� � � � �t (107.38)

Now, a temperature sensor should be placed in the center of
the model (metal) food product, and temperature data should
be collected as the metal model is exposed to the processing
environment, as if it were being processed like the food
product of interest. Given known properties of the metal and
known fluid temperature, a linear regression of the time-tem-
perature data (in the form of Equation 107.38) will yield an 
estimate for h. Depending on the process, one should be 
cautious that the resulting data indicate a relatively constant
h, and that the data are not strongly influenced by mass
transfer (e.g., via evaporation of condensation at the surface).
Otherwise, the regression will not yield a true h value for the
process. Continuously varying boundary conditions create a
special challenge for analysis of convective coefficients,
which is beyond the scope of this chapter; however, one
needs to be aware if this case is encountered.

Natural convection
Even when a fluid is not being mechanically forced past a
food product, it is possible for convection to occur. This
phenomenon, known as natural convection, is driven by
buoyancy differences in the boundary layer near a product
surface that is at a different temperature than the surround-
ing fluid. Analogous to the Nu � f(Re, Pr) correlations for
forced convection, correlations for natural convection are
typically of the form:

Nu � f (Ra, Pr) (107.39)

Obviously, h values for natural convection are much lower
than those for forced convection, and thermal processes
for food products are rarely designed for natural convec-
tion conditions. Therefore, correlations for these cases are
not presented here, but can be found in most heat transfer
texts (2–4).

D. RADIATION

In contrast to conduction and convection, radiation heat
transfer does not require a transfer medium or directly
physical contact. In radiation heat transfer, thermal energy
is transferred via electromagnetic waves. Every object emits
thermal energy in this way, with hotter objects emitting
more energy, as described by the Stefan-Bolzmann Law:

� ε�T 4 (107.40)

where ε is the emissivity of the object, T is the absolute tem-
perature (K) of the object, and σ is the Stefan-Bolzmann
constant (5.676 	 10�8 W/m2K4).

q
�
A

�hA
�
mcp

T � T∞
�
Ti � T∞

h(0.0085 m)
��
0.03295 W/mK

hD
�
kfluid

(0.9050 kg/m3)(3.5 m/s)(0.0085 m)
����

2.2447 	 10�5 kg  m/s
ρvD
�µ
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The emissivity of a material is a function of its com-
position and surface characteristics, and can range from 0
to 1. For an ideal “black body,” which is a perfect emitter,
ε � 1. For a perfect reflector, ε � 0. Most food materials
(and most biological materials, in general) have relatively
high emissivities, in the range of 0.90 to 0.95.

While Equation 107.40 describes the total thermal
energy radiated by an object, it is generally of more practi-
cal interest to evaluate the net radiative flux between two
objects. For the most general case, with object 1 and object
2:

q1–2 �
�(T 4

1 � T 4
2)

� �

(107.41)

where F1–2 is a dimensionless view factor that quantifies (0
to 1) the fraction of total radiation emitted that is exchanged
between two objects, given their geometry and orientation.

For the special case when one of the two objects
(object 1) is completely enclosed inside the other (Fig-
ure 107.4), Equation 107.41 can be simplified to yield:

� ε1� (T 4
1 � T 4

2) (107.42)

where A1, ε1, and T1 are the properties of the enclosed
object. Keeping with our general concept of driving 
forces and resistances, it can be seen in Equation 107.42
that the driving force for radiation heat transfer is the dif-
ference between T4 values, and the resistance is 1/ε, a
property of the product.

Example

An infrared/radiative tunnel oven is being proposed to
brown the surface of a meat roast before it is cooked in a
moist-air oven. The initial temperature of the roast is 6°C
(�279 K), and it has an emissivity of �0.93. The surface
temperature inside the oven is 815°C (�1,088 K). What is

the initial radiative flux to the surface of the roast when it
enters the oven?

Using Equation 107.42:

� (0.93)(5.676 	 10�8 W/m2K4)(2794 � 1,0884 K4)

� �73.6 kW/m2 (The negative sign reflects energy
into the roast.)

III. MASS TRANSFER PRINCIPLES

A. GENERAL CONCEPTS

As was the case with heat transfer, mass transfer occurs
when a system is not equilibrium, so that an analogous
generalized transport equation for mass transfer can be
stated as:

mass flux � (107.43)

where the mass flux describes the movement of a single
species (e.g., water or oil) through a system (e.g., a food
product). The distinction between heat transfer analyses and
mass transfer analyses is primarily related to the characteri-
zation of equilibrium state. In heat transfer, equilibrium is
characterized by equal temperature throughout the system.
However, in mass transfer, equilibrium is not necessarily
characterized by equal concentration throughout the system.

Rather, specific relationships define the equilibrium
states at gas-liquid, gas-solid, and liquid-solid interfaces.
For a gas-liquid interface, the equilibrium state is defined
by Henry’s Law:

pA � HxA (107.44)

where pA is the partial pressure of component A in the gas,
xA is the molar concentration of A in the liquid, and H is
Henry’s constant, which is specific for a given liquid, gas,
and temperature. For a gas-solid interface, the equilibrium
state is defined by equilibrium (sorption) isotherms that
relate (for example) the moisture content of a food mate-
rial to the humidity in the surrounding air. These isotherms
are product specific and very dependent on product com-
position. Therefore, they are typically determined experi-
mentally for each food product. Lastly, at liquid-solid
interfaces, equilibrium isotherms also describe the rela-
tionship between the concentration of A in the liquid and
in the solid. In small ranges of concentration, this rela-
tionship is often characterized for a given case by a parti-
tion coefficient (K*), where:

K* � (107.45)
CA,solid
�
CA,liquid

driving force
��

resistance

q1–2
�
A1

q1–2
�
A1

1 � ε2
�ε2A12

1
�
A1F1–2

1 � ε1
�ε1A1
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The next sections will show that the mass transfer rate laws
are directly analogous to those for heat transfer. However,
it is important to note that accurate mass transfer analyses
are highly dependent on good information regarding the
equilibrium relationships. Although in-depth analysis of
these relationships are beyond the scope of this chapter, the
food engineer generally is left to seek out product specific,
empirical data for the particular application being analyzes.

B. DIFFUSION

Transport of a species (e.g., water) through a real food
product can result from the combined effect of several
mechanisms, including capillary forces, gravitational
forces, osmotic potential, and molecular diffusion, mak-
ing a detailed analysis of a complete mass transfer prob-
lem fairly complex for most food products. Transport of a
liquid through a porous medium is often described by
Darcy’s Law:

n � �K (107.46)

where n is the volumetric flux (m3/m2s), K is the hydraulic
conductivity (m/s), and H is the hydraulic potential (m),
which is the sum of the various potential differences driv-
ing flow. Many food products are, in fact, porous media,
with several of the above flow potentials present. However,
it is fairly difficult to isolate and independently describe
each of these potential terms.

In contrast, concentration-driven flow of one species
(e.g., water) through another (e.g., fruit to be dried) can be
described by Fick’s Law:

jA � �DAB (107.47)

where jA is the diffusive flux (kg/m2s) of species A, DAB

(m2/s) is the mass diffusivity of A in B (e.g., water in fruit),
and cA (kg/m3) is the concentration of A in B. Unlike ther-
mal properties (e.g., k), which are relatively easy to find in
the literature, to predict, or to measure, mass diffusivity is
experimentally more difficult to measure and therefore far
more scarce in the literature. Therefore, it is often necessary
to make use of estimates based on data found in the litera-
ture for similar food products.

C. CONVECTION MASS TRANSFER

Convection mass transfer at a surface can be described via
an analogy to Newton’s Law of Cooling, so that:

� hm(cA,fluid,surface � cA,fluild,∞) (107.48)

As with heat transfer, hm can be predicted by correlations
analogous to the Nu � f(Re, Pr) relationships. In fact, the
same correlations can be used simply by substituting two
of the dimensionless numbers. The Sherwood number
(Sh) replaces the Nusselt number, and the Schmidt num-
ber (Sc) replaces the Prandtl number, where:

Sh � (107.49)

Sc � (107.50)

where DAB is now the diffusivity of A in the fluid (not the
solid).

It is also important to point out that cA,fluid,surface in
Equation 107.48 is the concentration of A in the fluid at
the surface, rather than the concentration of A in the solid
at the surface. As mentioned earlier, cA,fluid,surface and
cA,solid,surface are two distinct quantities, which are directly
related via equilibrium (sorption) isotherms.

D. CONDENSATION AND EVAPORATION

Condensation and evaporation are often treated as distinct
mechanisms of heat transfer; however, both are actually
mass transfer phenomena that can create a significant heat
transfer effect. In the case of moist air, condensation to a
food product surface occurs when cA,air,∞ 
 cA,air,surface, which
also corresponds to the state when Tair,dewpoint 
 Tproduct,surface.
In fact, in condensing conditions, cA,air,surface can be assumed
to be the saturation vapor concentration in the air at the sur-
face temperature. Evaporation is simply the opposite phe-
nomenon, which occurs when the converse of the above
inequalities are true.

Condensation can be a particularly important mecha-
nism in thermal processing, as condensing steam can
transfer significant energy to a product surface. When a
condensing-convective boundary condition occurs, the
heat flux at the surface becomes:

� h(Tsurface � T∞) � �vhm(cair,surface � cair,∞)

convection condensation (107.51)

where λv is the latent heat of vaporization (2,070 kJ/kg 
for water). Along the course of a dynamic thermal process-
ing operation (e.g., in a continuous, moist-air oven), the
driving forces (∆T and ∆c) would vary, while the resis-
tances (1/h and 1/hm) would typically remain relatively
constant. From the perspective of fundamental principles,
this is an important point to consider when designing sys-
tems that appropriately match product objectives with
process capabilities.

q
�
A

µfluid/�fluid
��

DAB

hmL
�
DAB

jA
�
A

dcA
�
dx

∂H
�∂x
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IV. APPLICATION CONCEPTS

The purpose of this section is to illustrate how the various
principles introduced in this chapter can be used to evalu-
ate the relative importance of heat transfer mechanisms on
thermal processes or to evaluate the impact of changing
one or more product/process parameters.

Example

In a dry air impingement oven, with a very large convec-
tion coefficient (�110 W/m2K), which mechanism (con-
vection or conduction) presents the largest resistance to
increasing the product core temperature at the beginning
stages of baking a cookie (0.8 cm thick, with an estimated
k of �0.39 W/mK)?

The conductive (internal) resistance is calculated as
L/k, where L is the half-thickness (assuming symmetrical
boundary conditions on the top and bottom). Therefore
L/k � (0.004 m)/(0.32 W/mK) � 0.012 Km2/W. In com-
parison, the convective (external) resistance is 1/h �
1/(110 W/m2K) � 0.009 Km2/W. (Recall that the Biot
number, Bi, is a dimensionless measure of the ratio of
these resistances.) Although the conductive resistance is
slightly larger in this case, the two resistances are of the
same order of magnitude. From an equipment or process
design perspective, this is a fairly reasonable place to be.
If the internal resistance were significantly larger than the
external resistance, then we are probably putting too
much energy (i.e., via fan size) into achieving a very high
convection coefficient, when the internal resistance is the
rate-limiting factor. Conversely, if the external resistance
were much larger than the internal resistance, then we
may have under-engineered our processing system,
assuming that rapid heating is a desirable outcome. Even
without conducting a complete analysis of the heat trans-
fer in this process, this example illustrates that the basic
principles of heat transfer can be used to evaluate various
aspects of the process and product design.

Example

In the impingement oven mentioned above, can radiation
be ignored in the heat transfer analysis, if the oven air
temperature is 205°C (�478 K), the product surface tem-
perature is 10°C (�283 K), and the product emissivity 
is 0.9?

For the convection component:

qconv/A � h(T∞ � Tsurface)

� (110 W/m2K)(205 � 10°C) � 21,450 W/m2

For the radiation component, assuming that the walls in
the oven are the same temperature as the air:

qrad/A � εσ[(T∞)4 � (Tsurface)
4]

� (0.9)(5.676 	 10�8 W/m2K4)(4784 � 2834 K4)

� 2,339 W/m2

The convection component is approximately 10 times
greater than the radiation component, so that the radiation
component can probably be neglected for most simple
analyses of this process. However, keep in mind that both
of these components of the flux will decrease as the
process continues, thereby affecting their relative impor-
tance to the process outcome.

Example

In a moist-air, convection oven, which contributes more
energy to the product, convection or condensation?

Consider the following set of conditions, which were
taken as a “snapshot” from actual experimental trials in a
commercial-scale oven: T∞ � 127°C; c∞ � 0.45 kg/m3

(corresponds to 83% moisture by volume in the air);
Tsurface � 30°C; csurface � 0.0296 kg/m3 (based on the satu-
ration vapor concentration at Tsurface); h � 100 W/m2K; and
hm � 120 mm/s. Now, from Equation 107.51, we can cal-
culate the instantaneous convective and condensing fluxes:

For the convection component:

qconv/A � h(T∞ � Tsurface)

� (100 W/m2K)(127 � 30°C) � 9,700 W/m2

For the condensing component:

qcondensing/A � λvhm(c∞ � csurface)

� (2,070 	 103 J/kg)(0.120 m/s)

	 (0.45 � 0.0296 kg/m3)
� 104,427 W/m2

Clearly, at the instant in time presented, condensation is
responsible for more than 90% of the heat flux into 
the product. However, as the product temperature rises,
eventually csurface will approach and exceed c∞, thereby
eliminating condensation and potentially causing evapo-
ration, depending on the product.

Example

How does doubling the air velocity affect the heating time
for any thermal process? Does it cut it in half?

The principles of convection and unsteady-state con-
duction have shown that the heat transfer mechanisms are
non-linear, so that a one-to-one relationship should not be
expected between process parameters and product out-
comes. In this case, the Nu � f(Re, Pr) correlations show
that doubling of the fluid velocity will double Re, but will
result in something less than doubling of h, given Ren,
where n � 1. Additionally, depending on the processing
goal, and therefore the solution method used, the rela-
tionship between h and processing time is also non-linear.
However, for any specific case, the basic principles intro-
duced in this chapter could be used to evaluate the relative
impact that any process or product change would have on
the outcome.

Thermal Processing of Foods: Principles and Applications 107-13



REFERENCES

1. Deming, W.E. The New Economics: for industry, gov-
ernment, education. 2nd ed. The MIT Press. Cambridge,
MA, 1994.

2. Datta, A.K. Biological and Bioenvironmental Heat and
Mass Transfer. Marcel Dekker, Inc. New York, NY, 2002.

3. Geankoplis, C.J. Transport Processes and Unit Operations.
3rd ed. PTR Prentice Hall. Englewood Cliffs, NJ, 1993.

4. Incropera, F.P. and D.P. Dewitt. Introduction to Heat
Transfer. 4th ed. J. Wiley. New York, NY, 2002.

5. Bird, R.B., W.E. Stewart, and E.N. Lightfoot. Transport
Phenomena. 2nd ed. J. Wiley. New York, NY, 2002.

6. ASHRAE. Handbook: Refrigeration. American Society
of Heating, Refrigeration, and Air-Conditioning Engi-
neers. Atlanta, GA, 1998.

7. Choi, Y. and M.R. Okos. Thermal properties of liquid
foods — Review. In Physical and Chemical Properties of
Food. M. R. Okos (ed.). American Society of Agricultural
Engineers. St. Joseph, MI. pp. 35–77, 1986.

8. Murakami E.G., V.E. Sweat, S.K. Sastry, E. Kolbe,
K Hayakawa, and A. Datta. Recommended design
parameters for thermal conductivity probes for non-
frozen food materials. J. Food Eng. 27:109–123, 1996.

9. Murphy, R.Y. and B.P. Marks. Apparent thermal 
conductivity, water content, density, and porosity of
thermally-processed chicken patties. J. Food Proc. Eng.
22:129–140, 1999.

10. Chuma, V., S. Murata, and S. Uchita. Determination of
heat transfer coefficients of farm products by transient
method using lead model. J. Soc. Ag. Engineering.
31:298–302. Cited in (6), 1970.

107-14 Handbook of Food Science, Technology, and Engineering, Volume 3



108-1

108 Heat Transfer

Lorna Zach
System Solutions for the Food Industry

CONTENTS

Definition of Variables ................................................................................................................................................108-1
Symbols ......................................................................................................................................................................108-2
Subscripts ....................................................................................................................................................................108-2

I. Heat Processing of Food Products ....................................................................................................................108-3
A. Liquids and Semi-Solids ............................................................................................................................108-3

1. Heating Medium ..................................................................................................................................108-3
2. Fouling ................................................................................................................................................108-3
3. Plate, Tubular, Shell-in-Tube, and Scraped-Surface Heat Exchangers ..............................................108-3
4. Steam Injection Heat Exchangers ........................................................................................................108-5

B. Solids ..........................................................................................................................................................108-6
II. Thermal Properties of Food ..............................................................................................................................108-6

A. Specific Heat ..............................................................................................................................................108-7
B. Thermal Conductivity ................................................................................................................................108-7
C. Thermal Diffusivity ....................................................................................................................................108-7

III. Steady-State Heat Transfer ................................................................................................................................108-8
A. Conductive Heat Transfer ..........................................................................................................................108-8

1. Fourier’s Law ......................................................................................................................................108-8
2. Heat Conduction in Multi-Layered Systems ......................................................................................108-9

B. Convective Heat Transfer ........................................................................................................................108-10
1. General Theory ..................................................................................................................................108-10
2. Boundary Layer Theory ....................................................................................................................108-10
3. Estimating the Convective Heat Transfer Coefficient ......................................................................108-11
4. The Overall Heat Transfer Coefficient ..............................................................................................108-13
5. Design of a Tubular Heat Exchanger ................................................................................................108-14

C. Radiative Heat Transfer ............................................................................................................................108-16
1. Radiative Flux ..................................................................................................................................108-16
2. Radiative Heat Transfer Between Two Objects ................................................................................108-16

IV. Unsteady-State Heat Transfer ........................................................................................................................108-17
A. Use of the Fourier Relationship ..............................................................................................................108-17
B. External and Internal Resistance to Heat Transfer ..................................................................................108-18
C. Finite Internal and External Resistance to Heat Transfer ........................................................................108-18
D. Use of the Temperature-Time Charts for Unsteady-State Heat Transfer in Finite Objects ....................108-19

Acknowlegment ........................................................................................................................................................108-19
References ................................................................................................................................................................108-19

DEFINITION OF VARIABLES

A � cross-sectional area (m2)
a � variable power
b � variable power

Bi� Biot number �

� � (dimensionless)UL
�

k
hL
�
k

internal_resistance
���
external_resistance



C � a constant

Cp � heat capacity (kJ/kg°C)

D � diameter of the pipe (m),

D � (in section 4 on unsteady-state heat transfer), D 
refers to the critical dimension of a geometry, as 
defined in the text. This is in general useage.

Dh � hydraulic diameter (m)

E � electromagnetic energy

F1–2 � shape factor for radiation absorption

Fo � Fourier number

�

� (dimensionless)

f � friction factor

h � the convective heat transfer coefficient (W/m2°C)

k � thermal conductivity (W/m°C)

l � characteristic length

L � length of the cylinder (m)

Nu � Nusselt number

�

� (dimensionless)

Pr � Prandtl Number

�

� (dimensionless)

qr � rate of heat or energy flow in radial direction 
(W) or (kJ/s)

qx � rate of heat or energy flow in x direction (W) or 
(kJ/s)

q1-2 � heat radiated by surface 1 to surface 2

Rt � total thermal resistance

Rmi � resistance of the metal on the inside

Rins � resistance of the insulation

Rmo � resistance of the metal on the outside

Re � Reynolds number

� � (dimensionless)

ro � outside radius (m)

ri � inside radius (m)

T � Temperature in °C or °K

T1 at x1 � temperature at point x1 (°C or °K)

T2 at x2 � temperature at point x2 (°C or °K)

Ti � temperature on inside surface (°C or °K)

To � temperature on outside surface (°C or °K)

Ts � temperature of the solid surface (°C or °K)

T∞ � temperature of the bulk fluid (°C or °K)

�Tlm � log mean temperature difference (°C or °K)

U � overall heat transfer coefficient (W/m2°C).

v � fluid velocity in m/s

w � mass flow rate (kg/s)

x � lineal distance (m)

SYMBOLS

α � thermal diffusivity units of m2/s

∆ � difference

ε � represents the emissivity

ρ � density (kg/m3)

δ � thickness of the boundary layer

σ � Stephan-Boltzman constant � 5.669 (10)�8 W/m2K4

ζ1–2� accounts for both the shape factor and the emissivity
of both surfaces 1 and 2

µ � fluid viscosity (Pa � s)

µb � bulk fluid viscosity

µw � viscosity of the fluid at the hot wall

SUBSCRIPTS

CF � cool fluid

HF � hot fluid

Heat transfer refers to the rate or speed at which the tem-
perature changes with time and across a distance. Heat
transfer applies to processes of cooking, pasteurization,
blanching, commercial sterilization, baking, and evapora-
tion, to name a few. In this chapter heat processing equip-
ment and mathematical models of various types of heat
transfer are presented. Because this short chapter covers an
extensive area, the author recommends several excellent
textbooks, which give a detailed coverage of specific areas.

Several mathematical expressions will be given
without derivations. For additional background material
the reader is referred to the following texts by Holman
(1), Bird et al. (2), and Chapman (3). In addition, spe-
cific examples of heat transfer theory, as it applies to the
food processing industry, can be found in some excellent
general food engineering texts, Singh and Heldman (4),
and Hallström et al. (5). These texts also give the reader
thermal property data for a variety of foods and some
good examples of the various principles. Finally, Perry’s
chemical engineer’s handbooks (6, 7) have a great 
deal of general thermal property data and design factors

Dvρ
�µ

inertial_ forces
��
viscous_ forces

Cpµ
�

k

diffusivity_of_momentum
���

diffusivity_of_energy

hl
�
k

diffusivity_by_convection
���
diffusivity_by_conduction

αt
�
D2

rate of heat conduction across D in volume D3

�����
rate of heat storage in volume D3
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for heat exchangers, as well as good references for diffi-
cult-to-find information.

This chapter will broadly cover heat transfer, as it
applies to common food processing operations. First, the
various heat processing equipment for food products will
be addressed. Section II covers thermal properties of food
that are necessary for heat transfer estimations, with refer-
ences to tabulated thermal property data. Three major
types of heat transfer will be discussed and methods for
estimating each type will be reviewed in section three.
This includes methods to estimate heat conduction in a
solid, as well as methods to estimate convection in fluids,
and radiative heat transfer from hot surfaces. Also a brief
section on simple heat exchanger design is included.
Finally, two more areas will be addressed, steady-state
and unsteady-state heat transfer.

I. HEAT PROCESSING OF FOOD
PRODUCTS

Heat is used to process food in a variety of forms: liquids
and slurries, semi-solids, and solids. Sometimes the form
changes with heating, for example, water evaporates, fat
melts, starches gelatinize, a thin fluid may change into a
viscous one with different heating characteristics. The
process and the equipment chosen depend, among other
things, on the physical properties of the food both before
and after heating. This section will cover descriptions of
methods of heat processing and equipment used.

A. LIQUIDS AND SEMI-SOLIDS

Liquids, slurries, and semi-solids are most efficiently heat
processed in continuous heat exchangers, although stirred,
jacketed kettles are still used in smaller operations. Types of
heat exchangers include plate, tubular (also called shell-in-
tube), and scraped-surface heat exchangers. Swept-surface,
jacketed kettles are similar, theoretically, to scraped-surface
heat exchangers. These heat exchangers keep the heating
medium (for example, hot water or steam) separate from
the food and are sometimes referred to as indirect heat
exchangers. Heat exchangers that allow direct contact of
the heating fluid, usually steam, with the food product are
in a separate category from the above. The one type of heat
exchanger that will be discussed in this category is termed
a steam injection heat exchanger. For further, more detailed
information on heat exchanger design and useage condi-
tions, see the following general texts: Hallström et al. (5),
Singh and Heldman (4), or find information directly from
heat exchanger manufacturers on the Internet.

1. Heating Medium

The heating medium is usually treated water or pressur-
ized, treated steam. However, significant energy savings
can be realized if heat regeneration can be used. In this

case, the already-heated product is cooled by preheating
the incoming product stream. This will be discussed fur-
ther in the plate heat exchanger section and is addressed
well in Singh and Heldman (4).

As a heating medium, pressurized steam provides the
most efficient heat transfer due to its high temperature and
release of latent heat of condensation as it changes state.
However, especially in viscous fluid applications, hot water
is often a more popular heating medium than steam. This
is because it provides for finer temperature control at the
heating metal surface. Poor temperature control can lead
to under-processed or over-processed product, as well as
product deposition (fouling), or sometimes burn-on, which
can decrease heat transfer. The disadvantage of hot water
is that heating rates are not as efficient as steam.

2. Fouling

No matter what heating medium is used with indirect heat
exchangers, deposition, also referred to as surface fouling,
will decrease the heat transfer rate from the heating medium
to the product. For example, during pasteurization, milk
proteins will deposit onto the hot metal surfaces, and as
the deposition increases with time, the heat transfer rate
will decrease. This will increase the time needed for heat
penetration. Over a long period of time, the flow rate will be
constricted and the pressure drop will increase. Eventually
the process is stopped and the fouled surfaces are cleaned.

The fouling on the food product side should be mini-
mized because time required for cleaning is lost processing
time. For dairy products that require ultra-high tempera-
ture processing, the operational time of a heat exchanger
may be limited to 3 or 4 hours before the heat exchanger
surfaces must be cleaned, see Petermeier et al. (8).

Fouling also occurs on the heating medium surface
side. The fouling on the heating medium side is mini-
mized by treatment of steam and hot water with anti-foul-
ing chemicals, such as treatment for water hardness and
also by addition of corrosion inhibitors. This surface
should be checked at least yearly.

3. Plate, Tubular, Shell-in-Tube, and Scraped-
Surface Heat Exchangers

a. Plate heat exchangers
These units consist of a series of parallel, closely spaced
stainless-steel rectangular plates pressed together in a
frame, see Figure 108.1. Gaskets made of natural or syn-
thetic rubber, which can be chosen to fit the specific needs
of the fluids to be processed, are used to seal the plates
together to prevent leakage. These gaskets are also used
around the ports for inflow and outflow and this prevents
intermixing of the heating fluid and the product stream. The
flow through the plates can be arranged for co-current flow
(also called parallel flow, where the heating stream and the

Heat Transfer 108-3



product stream flow in the same direction) or countercur-
rent flow, (where the respective streams flow in opposite
directions). The plates are corrugated to induce turbulence
at low lineal flow rates in the flowing liquid and therefore
to increase the heat transfer rate for particular viscosities.
Corrugation also increases heat transfer by preventing
channeling across the plates. A variety of corrugation pat-
terns is available for these purposes. The food product flows
over the plate heat transfer area in a thin film, therefore
the retention time is designed to be short. This may reduce
thermal damage to the food product, see Kim et al. (9).

Plate heat exchangers are designed for low viscosity flu-
ids (Cherry-Burrel Inc. suggest viscosities less than 5 Pa � s)
with no particulates, or very small particles (less than
3 mm), depending on the corrugate pattern pressed into the
heat exchanger plate. Larger particles can get caught
between the plate contact points and burn on, making it
difficult to remove using automatic cleaning procedures.

These units provide fast, efficient heat exchange. 
The plates can be configured for energy savings by using a
flow pattern that will take advantage of waste heat by heat
regeneration. In the example of pasteurization of juice or
milk, the heat given up for cooling can be used to preheat
the product for significant energy savings. Plate heat
exchangers also have the advantage that they can be easily
disassembled and re-assembled for cleaning or inspection.
This provides for a sanitary design and is particularly
important with heating fluids that cause surface fouling,
such as UHT milk. Although, disassembly and re-assembly

is a comparatively fast and efficient process compared with
other heat exchangers, this time should be minimized. Also,
they offer excellent temperature control for comparably low
capital investment and their capacity can easily be
increased by adding more plates to the frame.

b. Tubular heat exchangers
Tubular exchangers are a simple, less expensive type of heat
exchanger. This heat exchanger consists of a pipe located
concentrically inside another pipe and the two streams flow
in the annular space and the inner pipe, respectively (see
Figure 108.2). These two streams may flow in the same
direction (co-current flow) or in opposite directions
(counter-current flow). Shell-and-tube heat exchangers are a
variation of the tubular unit, where one of the streams flows
inside many small tubes, while the other stream is pumped
over the tubes through the shell. Baffles are often present in
the shell making the flow pattern over the tubes to be more
similar to cross-flow. This allows high rates of heat transfer.

Tubular and shell-and-tube heat exchangers are pre-
ferred for their low capital cost and also the smaller heat
exchanger surface required per unit length of tube, although
they are less commonly used in food contact. Examples
include preheating and then cooling juices to below ambient
temperatures, prior to freezing.

Cleaning such a heat exchanger is similar to cleaning
pipes in a manufacturing facility, the automatic CIP (clean-
in-place) system is used. Especially with this unit, it is
important to avoid heating situations where fouling on the
food surface can occur. Compared to the plate heat
exchanger, cleaning is time consuming and it is difficult to
disassemble by hand to examine for problems such as
build up of bio-films or plugging of some of the small
tubes.

In contrast to usual uses of this heat exchanger,
Satyanarayana et al. (10) found a simple triple-tube heat
exchanger, to be useful for short runs of UHT milk pro-
duction for rural, tropical co-operatives. Its low investment
cost and high heat transfer per unit length was thought to
be better suited to small-scale operations. The triple-tube
unit was used to produce UHT milk, using steam in the
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FIGURE 108.1 The gasketed, sanitary plate heat exchanger is
specially designed for pasteurizing and general heating or cool-
ing of beverages, dairy products, brewery products and other
viscous products. (Photo courtesy of Alfa Laval, Inc.)

FIGURE 108.2 ViscoLine sanitary corrugated tubular heat
exchangers are designed for food products with a viscosity range
between that of Plate-and-Frame Heat Exchangers and that of
Scraped-Surface Heat Exchangers such as juices, tomato sauces,
puddings, icings, soups and high-acid foods, the production of
hot water with steam and heating of CIP solutions with steam.
(Photo courtesy of Alfa Laval, Inc.)



innermost and outermost tubes, with the product flowing in
the annular space between the two heating fluids. Although
the investment costs are attractive, it is apparent that the
application will require further examination, especially
given an application where milk-side fouling rates are high.

c. Scraped-surface heat exchanger
Scraped-surface heat exchangers are good for heat pro-
cessing viscous fluids and slurries, including fluids that
may have high surface deposition. Although these units
have higher capital costs than the previous units discussed,
they are chosen because previously discussed units would
not address the special needs of the food product. See
Figure 108.3. This heat exchanger consists of a cylindrical
tube with a rotator shaft mounted in the center. Scraper
blades are mounted on the center rotator shaft so that they
are pushed against the inside of the cylindrical surface
when the shaft is rotated. Food material is pumped into
the annular space between the heated wall and the rotator
shaft. The general public may identify this type of heat
exchanger as an ice cream freezer, because originally, it
was developed for this purpose. The rotating blades on the
center shaft were meant to physically scrape frozen cream

particles off the chilled surface of the freezer, resulting in
smaller-sized ice crystals and a smoother-textured ice
cream. These units continue to be used in the ice cream
making industry, but in this chapter, the designs for heat-
ing purposes are described.

The scraping-action of the rotator blade against the
wall results from centrifugal force of the shaft rotation. In
modern units, the blades may not actually contact the
inside of the wall, although this depends on the design of the
blades and the material of construction. Some blades are
made from stainless steel and are meant to physically scrape
the processed food from the heated wall, while others are
made of fiberglass and are designed to more gently (but
more efficiently) process a viscous or particulate-laden
fluid by creating turbulence at the fluid boundary with the
heated surface. In this way the thickness of the fluid bound-
ary at the wall is decreased, resulting in higher efficiency
heat transfer.

In general, scraped-surface heat exchangers increase the
fluid turbulence at the tubular wall. However, the rotator
blades will not prevent fouling, they will only minimize it.
The rotation speed of the blade-mounted shaft varies
between 150 and 500 rpm. The higher rotational speed
allows for better heat transfer, especially at high viscosities,
and the mechanical action provides a whipping action that
may impart desirable attributes for some products.
However, the mechanical action may also cause mashing
of particulates and, in some cases, may significantly reduce
product viscosity of some starch-based sauces.

The heat transfer in the scraped-surface heat exchanger
is controlled by three major steps.

1. The rate at which the heat is conducted from
the heating medium to the metal wall and the
rate of conduction through the metal wall.

2. The rate of heat transfer (conductive) from the
metal wall into the thin product, surface-
boundary layer.

3. The rate at which the thin product layer is
removed by turbulence or direct scraping and
then mixed in to the bulk fluid.

The rotation speed controls radial mixing, and the overall
product flow rate controls axial mixing and some radial
mixing. Both flow mechanisms influence the rate at which
the thin boundary layer at the wall is mixed into the bulk
fluid. Often there may be one optimum rotator speed for
heat transfer and a different optimum rotator speed for
product qualities such as viscosity, and particulate
integrity.

It is important to note that a certain amount of axial
back-mixing may occur over the length of the heat trans-
fer cylinder. This can contribute to a lower temperature
driving force and therefore, poorer heat transfer. Harrod
(11) reviewed both the flow mixing mechanisms as well
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FIGURE 108.3 The Contherm Scraped-Surface Heat
Exchanger is particularly suitable for viscous and sticky prod-
ucts including those that contain particulate matter such as fruit
or vegetable pieces. (Photo courtesy of Alfa Laval, Inc.)



as the heat transfer in scraped-surface heat exchangers.
Results from experimental studies are summarized as well
as theoretical and empirical correlations. It is important to
remember that many of the theoretical correlations devel-
oped over-predict the heat transfer in these units because
of the assumption of complete equalization of temperature
in the liquid film at the surface.

4. Steam Injection Heat Exchangers

Steam injection or so-called direct contact heat exchang-
ers are specialized units that may be higher in capital cost
than other heat exchangers on a per liter processed basis.
One of the major reasons for this is that high quality, food-
grade steam is needed for direct contact with the product
in the injection process. This special steam must be avail-
able as a plant utility or the unit must make its own. This
special food-grade steam is termed culinary steam because
any steam additives, such as anti-corrosives or anti-foulants
must be food-grade chemicals. The advantage of this
direct steam injection is that processors may take advan-
tage of the latent heat of condensing steam. This allows
for large amounts of heat to be transferred directly to the
product. Although the viscosity of the product determines
the application, this type of heat process works best when
the liquid or slurry is applied through a spreader in a
chamber as a thin sheet or in droplets. The process is very
efficient, but care must be taken in the application so that
over-heating does not occur. This type of heat exchanger
has been used in cooking or sterilizing a variety of prod-
ucts including puddings, concentrated soups, and milk.

B. SOLIDS

Heat processing of solids includes such operations as
blanching vegetables and fruit in water or steam, frying
potato chips or chicken, retort canning, cooking items such
as steaks and hamburgers for process-prepared frozen
meals, baking, and surface cleaning (steam or hot water) of
fruits and vegetables for fresh market, as well as surface
cleaning of meat carcasses, or seed for sprouting.

Surface cleaning of fresh fruits and vegetables for the
fresh produce market has become more important as more
virulent strains of pathogenic microorganisms evolve (12,
13). Surface cleaning of fresh fruits and vegetables with
steam or hot water prior to cutting may be one weapon in
the arsenal to prevent pathogenic food-borne contamina-
tion (see Figure 108.4). Similar high-temperature, short
time surface heat treatments are being investigated for san-
itizing fresh food items from alfalfa sprout seeds to beef
carcasses.

Steam blanching is generally carried out on a stainless
steel mesh belt in a steam tunnel for a prescribed amount
of time to deactivate enzymes, remove tissue air for further
packing, and preserve color. Because the blanch end-point

is determined by the needs of the specific fruit or vegetable
(that is, the temperature at which appropriate enzymes are
activated or deactivated), heat treatment is usually deter-
mined for each specific instance in the laboratory. Factored
into this treatment is the largest piece size, as well as the
needs of the process.

Fluidized beds are used for large volume, continuous
heat processing situations. They would commonly be used
in the freezing of, for example, green peas, but they are
also used in such large-scale operations as roasting coffee
beans. They provide uniformity of product and good
process control. However, when particles are large (in
some cases large might be �5 mm) or unevenly shaped,
unstable fluidization patterns (slugging or sticking) can
occur which result in poor process control.

The retort canning process is an example of unsteady-
state heat transfer. Heat transfer is greater if the can is rolling
in a retort rather than stationary. In either case, the center can
temperature must be tested to meet time-temperature regu-
lations. If the can contents are liquid with solid pieces, such
as green beans or consumé, the faster heat transfer mecha-
nism of convection will predominate inside the can. If, how-
ever, the contents are very thick and almost solid, such as
thick, chunky beef stew, the slower heat transfer mechanism
of conduction will predominate. Therefore, attaining the
objective of commercial sterilization in the canning retort
will be achieved faster in the can with liquid contents.
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FIGURE 108.4 The Thermosafe process uses steam to
reduce the microbial load on the outside surface of cleaned,
fresh fruits and vegetables by at least 5 logs. (Photo courtesy of
Biosteam Technologies, Inc.)



II. THERMAL PROPERTIES OF FOOD

The rate of heat transfer depends not just on the equip-
ment or process being used but also on the properties of
the food being heated. Estimating the heating rate of pure
substances such as water or oil is a relatively easy exercise
compared to estimating the heating rate of chili or of a
steak. Not only is chili a compound mixture with a non-
Newtonian viscosity, but it is also heterogeneous, and
many of the solid particles in it are non-isotropic.

Furthermore, on heating, the many components
respond to latent heats of fusion and evaporation at a vari-
ety of temperatures, depending on composition (14, 15).
A change of state can complicate an otherwise straight-
forward estimate of temperature profile in a substance.
Not only does steak have some of the same change of state
issues as chili, but also moisture and fat vary with each
slice, as does the fiber orientation. This makes estimation
of heat transfer properties and rates in food materials
more challenging to estimate, but also more fascinating.

Specific heat, thermal conductivity, and thermal diffu-
sivity are important parameters that are discussed in this
section, however, other properties impact thermal esti-
mates and are not covered here. These material properties
include density, enthalpy, latent heat, dielectric properties,
and viscosity. These are discussed in detail in previous
sections of this reference volume as well as in Hallström
et al. (5).

A. SPECIFIC HEAT

Specific heat of a food is a measure of the amount of
energy required to raise the temperature of a unit mass of
the food by one degree of temperature. The property is
generally represented by the symbol, “Cp,” and the units
for this value are kiloJoules per kilogram per degree of
absolute temperature difference, kJ/(kg°K) or, in this case,
equivalently, kJ/(kg°C). Specific heat, also called the
mass heat capacity, has been determined experimentally
by several methods including the method of mixtures,
method of the guard plate, and using a differential scan-
ning calorimeter (16).

Specific heat is a material property that is relatively
constant with changing temperature but that varies with
food composition (for example, moisture), and that varies
with change of state. Therefore, the specific heat of ice
at �2°C is 2.09 kJ/kg°C and steam at 110°C and atmos-
pheric pressure is 2.01 kJ/kg°C, while the specific heat of
water at room temperature is 4.18 kJ/kg°C (see Table 108.1).
Furthermore, the specific heat of a raw food compared to
the specific heat after a cooking process may also be
markedly different because the composition of the food
may have changed. For example, when meat cooks the fat
melts and may flow away, the moisture evaporates, and
the proteins denature.

The specific heat of a food depends on the composi-
tion of the food. For example, the specific heat of fat is
1.67 kJ/kg°C, while the specific heat of water is
4.18 kJ/kg°C. See Table 108.1. A number of correlations
to predict specific heat have been developed by Siebel
(17) for high moisture foods above the freezing point, and
by Charm (18), and Choi and Okos (16) for liquid foods,
based on food composition. The food composition
includes moisture and fat, the two most critical parame-
ters, as well as protein, fiber, carbohydrate, and ash. Food
composition values can be found in Agriculture Handbook
No. 8 (19) and selected values may be found in Singh and
Heldman (4).

B. THERMAL CONDUCTIVITY

Thermal conductivity is the rate at which heat will be con-
ducted through a unit thickness of material if a unit temper-
ature gradient exists across that thickness. This property is
generally represented in mathematical formulae as the sym-
bol, k, and the units for this value are Joules per second per
meter per degree of temperature gradient, (J/sm°C), or
equivalently, Watts per meter per degree of temperature gra-
dient, (W/m°C). The conduction heat transfer equation relat-
ing this constant to the rate of heat conduction is equation
108.2 in Section III. The relative thermal conductivities for
a variety of food constituents and materials are shown in
Table 108.1. Note that metals, which are good conductors of
electricity, are also good conductors of thermal energy.

Similar to specific heat, the thermal conductivity
varies with food composition but, unlike the property of
specific heat, it varies more with temperature; see Singh
and Heldman (4) for graphs of these properties as a 
function of temperature. Thermal conductivity in hetero-
geneous, non-isotropic food materials, particularly fibrous
foods such as meat, also varies with the heat flow direc-
tion in relation to the orientation of the fibers. Tabulated
values that have been determined experimentally are
available in Singh and Heldman (4) and Sweat (20, 21). In
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TABLE 108.1
Thermal Properties of Food Constituents at Approxi-
mately 20°C

Spec. Heat Thermal Conductivity
Component (kJ/kg°C) (W/m°C)

Water 4.18 0.60
Carbohydrate 1.42* 0.58*
Protein 1.55* 0.20*
Fat 1.67* 0.18*
Air 0.96 0.025
Ice 2.09 (at �2°C) �2.4 (below zero °C)**
Inorganic minerals �0.84*
Metals 0.05–1.0 50–400

* Hallström et al. (5).
** Singh and Heldman (4).



addition, both these references have regression equations
to estimate this constant based on food composition.

C. THERMAL DIFFUSIVITY

Thermal diffusivity, α, is a property of a material incor-
porating previously defined properties of thermal conduc-
tivity, k, density, ρ, and the heat capacity, Cp. It is
represented by the symbol, “α,” and has the units of m2/s.
It is defined as follows:

α � (108.1)

and is more often encountered in complex solutions to
steady-state and unsteady-state problems. This material
property constant was developed prior to computational
analysis of differential equations, as a way to conceptualize
and solve complex thermal relationships. For example,
thermal diffusivity is linked intimately to both density, and
moisture during the process of bread baking. See Zanoni 
et al. (22) for an example of the estimation of this continu-
ally changing property for the process of baking bread. This
is a fascinating example because density and moisture both
change appreciably during the baking process. Therefore
heat capacity, thermal conductivity, and of course, thermal
diffusivity change as well. In addition, because of crust for-
mation, those changes are not homogeneous.

III. STEADY-STATE HEAT TRANSFER

Three types of heat transfer will be discussed in this section:
conduction, convection and radiation in the steady-state case.
Heat is transferred conductively in a solid when there is only
molecular vibrational movement from the cold end to the hot
end. Heat is transferred convectively from a solid to a liquid
(or vice versa) when, for example, a cool liquid flows over a
hot pipe surface. Finally, heat is transferred radiatively when,
for example, meat is baked in an oven (neglecting the heat
transferred convectively from the moving air).

Furthermore, these types of heat transfer will be dis-
cussed in the idealized case, that of steady-state. Steady-state
conditions are defined such that the energy going into a sys-
tem or an object is equivalent to the energy going out of the
system or object. This implies that time has no influence on
the temperature distribution within the system or object. An
example of steady-state heat transfer is taken from Section I
of this chapter, the plate heat exchanger that might be used
to pasteurize milk. If we look at a short section of the heat
exchanger at the entrance, where the temperature of the hot
water going into the heat exchanger is constant, at 98°C, and
the temperature of the milk coming into the heat exchanger
is constant, at 4°C, then the heat transfer through the metal
wall separating the two streams is at steady state. The tem-
perature of the metal between the two surfaces will vary with
thickness of the metal wall, but, as long as the system is at
steady-state, it will not vary with time.

However, in real life, the system may be at steady-state
for only brief periods of time. For example, during the
start-up phase the equipment must heat up. Also, the hot
water will vary around a set point, perhaps between 95°C
and 99°C, and the incoming milk will vary with the bulk
temperature of the milk coming in, for example, if a fresh
batch of milk from a tanker truck, at 10°C, were added to
a steady-state system where the initial bulk milk tempera-
ture was 4°C. When the temperature of the incoming hot
water is changing or the temperature of the incoming milk
is changing, the temperature profile through the metal
wall changes with time as well as location.

A. CONDUCTIVE HEAT TRANSFER

In conductive heat transfer there is no physical movement
of the material. It is the common mode of heat transfer in
heating of solid media. Conduction is the mode of heat trans-
fer in which the transfer of energy takes place at the molec-
ular level. As a molecule gains thermal energy it vibrates in
its own location. As the level of thermal energy increases,
so does the amplitude of the vibration. These vibrations
are then transmitted from one molecule to another.

1. Fourier’s Law

Conductive heat transfer takes place in a solid body when
a temperature gradient exists, that is, heat will flow from
the high temperature region to the low temperature region.
This heat flux, q/A (or energy per unit area), is propor-
tional to the temperature gradient. The constant of pro-
portionality required to make the proportion an equation
is k, the thermal conductivity. If the heat, q, is flowing per-
pendicularly through a cross-sectional area, A, and T is
the temperature and x is the lineal distance through the
cross-sectional area that the heat traverses, then the heat
flux is defined mathematically as:

� �k (108.2)

Equation 108.2 is known as Fourier’s law for heat con-
duction. The negative sign in equation 108.2 indicates that
the heat will flow from the higher temperature to the
lower temperature, dT/dx representing a negative gradi-
ent. If there were no negative sign, then the negative dif-
ferential would result in a negative heat flux.

Fourier’s law can be solved for many scenarios includ-
ing rectangular, cylindrical, and spherical geometries and
both steady and unsteady-state. It can even be solved for
heat transfer situations where there is heat generation,
such as cool storage for respiring fruits or vegetables.

a. Fourier’s Law for rectangular co-ordinates
If one assumes steady-state conductive flux in a rectangu-
lar slab of cross-sectional area, A, and the temperature is

dT
�
dx

qx
�
A

k
�ρCp
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T1, at x1 and T2 at x2, then, integrating equation 108.2 for
those boundary conditions, the solution is:

� � (108.3)

Equation 108.3 refers to Figure 108.5 where the heat
energy is shown flowing from the hot side of a rectangle
through the thickness of the rectangle, to the cool side.
This rectangle could represent a cross-section of the insu-
lated stainless-steel wall of a hot water vegetable
blancher.

In this heat transfer estimate we will neglect the resis-
tance due to the inside and outside layers of metal skin of
the blancher. We will also assume that the system is at
steady-state. This means that the hot water inside the
blancher is boiling at 100°C and the heat flux is constant,
flowing through the wall so that heat is given off to the
outside surface as fast as it is supplied by conduction
through the wall. When the blancher is started at the
beginning of the day, the metal walls will have to warm
up; this is the unsteady-state time period, which we will
not evaluate here. For this example the following condi-
tions hold: wall thickness � 0.075 m, inside blancher
temperature, T1 � 100°C, ambient outside temperature,
T2 � 27°C, thermal conductivity of insulating material is
approximately 0.0360 W/m°C for insulation.

Therefore,

� � (108.4)

and the estimated heat flux through the insulated
blancher wall is equivalent to 35.04 W/m2. If the sides
and the top of the blancher walls were the same thickness
and had uniform inside temperatures and uniform outside
temperatures and if the total area was 48 m2, then the total
conductive heat flux would be 1685 W. Conversely, if the

heat flux could be measured, this equation may also be
used to predict the temperature profile through the wall
of the blancher. In this case, that temperature profile
would be linear.

b. Fourier’s Law for other geometries
Solutions to Fourier’s Law for other geometries such as the
cylindrical case for cans, pipes, and tubular heat exchang-
ers (or even baking bread) and the spherical case for roasts
are available in the basic texts noted at the beginning of
the chapter. The solution to Fourier’s equation in radial
coordinates for a hollow tube is:

qr �
2πLk(Ti � To)

ln� �
(108.5)

Where the boundary conditions are T � Ti at r � ri and
T � To at r � ro where “i” refers to the inside and “o”
refers to the outside. Also, L, refers to the length of the
cylinder, ro refers to the outside radius, ri refers to the
inside radius, so that the heat flux area is defined by 2πrL,
and in the process of integration becomes a logarithmic
term.

2. Heat Conduction in Multi-Layered Systems

In order to discuss conduction in multi-layered systems, we
will go back to the example in Section III.A.1, regarding
one dimensional heat conduction in the rectangular coordi-
nates of the insulated walls of a vegetable blancher. In this
example, for reasons of simplicity, we neglected heat con-
duction in the metal layer on the inside of the blancher, next
to the hot water and vegetables and we neglected heat con-
duction in the metal layer on the outside of the blancher
next to the ambient air. In order to estimate the amount of
heat conduction through several materials of different
thicknesses and of different conductivities (and sometimes
at different temperatures) one must first estimate the total
resistance from the composite materials. Firstly, we must
assume that the materials are in complete and full contact
with no gaps. Estimating this total resis-tance to heat trans-
fer is similar in theory to estimating the total resistance of
several resistors in a series circuit. Therefore, Singh and
Heldman (4) show the more detailed derivation from
Ohm’s law and from equation 108.3:

qx � where Rt � � � (108.6)

such that Rt represents the thermal resistance. Thermal
resistance is additive, so that the heat conduction, qx,
through the composite blancher wall would be written:

qx � (108.7)
T2 � T1

��
Rmi � Rins � Rmo

x2 � x1
�

kA
T2 � T1
�

Rt

ro
�
ri

0.036(W/m°C)[100°C � 27°C]
����

[0 m � 0.075 m]
qx
�
A

k(T1 � T2)��(x1 � x2)
qx
�
A
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FIGURE 108.5 Heat conduction through a section of wall.
Heat flows from the hot side of a section of wall at temperature
T1 to the cold side at temperature T2. The thickness of the wall
is equivalent to the difference between x1 and x2.



Where Rmi is the resistance of the metal on the inside of
the blancher, Rins is the resistance of the layer of insula-
tion, and Rmo is the resistance of the metal on the outside:

Rmi � and Ri � and Rmo �

(108.8)

The xmi refers to the lineal distance, in the cross section that
the heat flows through the inside metal skin, the insulation,
and so on. Therefore, the heat loss for one square meter of
a blancher wall, where the metal on the inside and outside
surface is stainless steel (k � 19 W/m°C) and assuming
metal thickness of 0.005 m:

(108.9)

qx �

� � 35.037 W (108.10)

Therefore the conductive heat flux is 35.037 W for one
square meter of surface area. This compares closely to equa-
tion 108.4 where the heat flux was estimated at
35.040 W/m2. In this case, the initial assumption to neg-
lect the resistance of the stainless steel skin was justified.

B. CONVECTIVE HEAT TRANSFER

1. General Theory

Convective heat transfer occurs when a fluid, such as a
liquid or a gas, flows over a solid, such as pipe wall, or a
solid food item. Heat will be transferred between the solid
surface and the liquid when there is a temperature differ-
ence between the two. The rate of heat transferred con-
vectively is not only dependent on the temperature gradient,
but also on the properties of the fluid and the fluid flow
characteristics. The resistance to heat transfer between the
solid and the fluid is thought to be localized in a bound-
ary layer within the fluid, between the flowing fluid and
the solid surface. This concept was hypothesized for an
ideal system by Prandtl (3), but has been widely used in
studying many types of non-ideal systems.

2. Boundary Layer Theory

The boundary layer concept for the rate of convective heat
transfer, q, through an area, A, may be written as

� (Ts � T∞) (108.11)

where k is the thermal conductivity, δ is the thickness of
the boundary layer, Ts is the temperature of the solid sur-
face (and hence also the temperature of the infinitesimally
thin layer of fluid on the surface), and T∞ is the tempera-
ture of the bulk fluid, far away from the hot surface. The
thickness of the boundary layer is not readily measurable
and so the coefficient k/δ is expressed as “h,” the convec-
tive heat transfer coefficient (also referred to as the surface
heat transfer coefficient). This coefficient is expressed 
in units of W/m2°C and has been measured by a number 
of researchers for a variety of conditions. Some approxi-
mate ranges of values are shown in Table 108.2. The higher
the heat transfer coefficient, h, the faster the heat transfer.

There are two types of convective heat transfer: 1)
forced convection, where the fluid is pumped or blown
over the hot surface, and 2) natural (or free) convection,
where the fluid rises from the surface due to localized
heating and the resulting density differences induced by
the temperature gradients. Natural convection is slower
and therefore is less often used in food processing and
will not be addressed in this chapter; see Hallström et al.
(5) or any other basic heat transfer text.

The flow rate of the fluid affects the rate of heat trans-
ferred and therefore, a slow flow rate (characterized by the
laminar flow regime) or fast flow rate (characterized by
the turbulent flow regime) will affect the thickness of the
boundary layer and also how fast the moving fluid can
remove heat from the hot surface.

An example of convective heat transfer that is easy to
visualize is how air (the fluid) will cool the surface of a
hot spoonful of soup (the “solid” in this example). The
heat from the liquid surface and the vapor will naturally
rise in a curling fashion from the hot surface of the soup
into the cooler ambient air. The air at the soup/air inter-
face is much warmer than the air several inches above and
therefore, the warmer air will be more buoyant than the
cooler air and so it will rise. The liquid in the spoonful of
soup will cool by natural convection.

However, if we blow gently across the surface of the hot
liquid, the warm air interface directly above the hot liquid
will be disturbed and cooler air will be forced to flow past

k
�δ

q
�
A

73
�
2.08352

73°C
����
(0.00026 � 2.083 � 0.00026)°C/W

∆xmo
�
kmo A

∆xins
�
kins A

∆xmi
�
kmi A
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TABLE 108.2
Ranges of Values of the Convective Heat Transfer
Coefficient

h, Convective Heat Transfer
Fluid and Mechanism Coef. (W/m2°K)

Air – Natural convection 5–50
Air – Forced convection 25–500
Water – Natural convection* 20–100*
Water – Forced convection 250–15,000
Boiling water 2,500–25,000
Condensing water vapor 5,000–100,000

* Singh and Heldman (4).
Source: Holman (1).

qx �
[100°C � 27°C]

� �
0.005 m

��
(19W/m°C)(1 m2)

0.075 m
���
0.036(W/m°C)(1m2)

0.005 m
��
(19W/m°C)(1m2)



the hot liquid. In this way, the air boundary-layer will
become thinner when we blow on the liquid and the spoon
of hot liquid will cool more quickly through forced convec-
tion than if it is allowed to cool via natural convection.

Convective heating is the dominant heat transfer mech-
anism in heating of liquids, such as milk and juice pasteur-
ization, and often may be important in the heating of solids,
such as frying and blanching. See Martens et al. (23) for an
example of convective heat transfer to a broccoli stem in a
blancher, then conductive heat transfer inside the stem. A
mathematical model was used and correlated with experi-
mental results so that the blanch time and temperature could
be estimated for appropriate enzyme inactivation. Convec-
tive heating mechanisms are also used for modeling the dry-
ing of food pieces (or drops of milk) when a current of dry
air is blown across the surface (spray drying).

3. Estimating the Convective Heat Transfer
Coefficient

Estimation of the convective heat transfer coefficient
involves an understanding of the rate and quality of fluid
flow over the hot surface. Neglecting entrance effects of
the fluid and unsteady state heating of the surface, let us
look directly at the steady-state case.

The convective heat transfer coefficient is dependent on
properties of the fluid, such as the thermal conductivity, den-
sity, heat capacity, and viscosity, as well as the temperature
difference, the velocity of flow, and the geometrical shape of
the solid giving up the heat. Researchers have developed a
variety of correlations, based on these parameters, to predict
the convective heat transfer coefficient for a specific situa-
tion. The correlations are both theoretical and empirical, see
Bird et al. (2) and Perry et al. (6). The parameters are gen-
erally grouped for analysis into dimensionless numbers.

a. A word about dimensional analysis
Dimensional analysis is also referred to in terms of
dimensionless numbers. Long before CFD (computational
fluid dynamics), equations of momentum were used to
theoretically model situations were a fluid flowed over a
hot surface. The so-called Equations of Change in Bird 
et al. (2) were partial differential equations used to repre-
sent the mechanisms of all possible operations within a
fluid. Occasionally these equations were able to be sim-
plified enough so that they could be solved analytically.
But few interesting problems could be simplified enough
to be solved analytically. Finally, when computers came
into more common usage, it became easier to solve the
more complex equations using numerical techniques.

However, before it became routine to numerically solve
these partial differential equations, engineers found alterna-
tive ways to solve practical problems using empirical meth-
ods based on theory. Certain groups of key variables and
constants seemed to appear again and again in the solutions
and equation set-ups. Therefore, these resourceful engineers

concluded that any theoretical analytical solution must
somehow incorporate these key variables and constants.
Hence, such dimensionless groups for heat transfer as the
Reynolds number, the Prandtl number and the Nusselt num-
ber were born. These dimensionless groups are essentially
ratios of critical quantities of fluid and heat flow, which
effect the boundary layer for the fluid and the boundary
layer for the thermal transfer. Notice that the groups are
dimensionless. That is, the units of meters and watts and so
on, cancel each other out. This made it easier to find mis-
takes when long, complex manual calculations were made.

Reynolds Number: Re �

� (108.12)

Prandtl Number: Pr �

� (108.13)

Nusselt Number: Nu �

� (108.14)

In the Reynolds number, D is a critical dimension, usually
the diameter of the pipe in meters, v is the fluid velocity
in m/s, ρ is the density of the fluid in kg/m3, and µ is the
fluid viscosity in Pa � s.

In the Prandtl number, Cp is the heat capacity of the
fluid in kJ/kg°C, µ is the fluid viscosity in Pa � s, and k, is
the thermal conductivity, in W/m°C.

The Nusselt number, in effect, represents the bound-
ary layer heat transfer coefficient, h, in dimensionless
form in units of W/m2°C. This number also uses two other
values, “l,” a characteristic length in meters (such as the
pipe diameter if the heat transfer is occurring inside a
pipe), and, k, the fluid thermal conductivity in W/m°C.

The relationships that use these dimensionless groups
are empirical, experimentally based correlations devel-
oped for specific ranges of fluid flow rate and geometry
(among other variables that will not be discussed here).
The relations are not the elegant, analytically derived the-
oretical equations, similar to the Fourier equation, but
they are useful in practice and they really work; indeed,
commercial heat exchanger design is based on them.
Although a great deal of experimental data must be gen-
erated in order to predict film coefficients for the variety
of flow rates, geometries, viscosities, etc., the dimension-
less groups greatly simplify the organization of the data.

In order to estimate a heat transfer coefficient, h,
dimensionless numbers are used in the following way.

hl
�
k

diffusivity_by_convection
���
diffusivity_by_conduction

Cpµ
�

k

diffusivity_of_momentum
���

diffusivity_of_energy

Dvρ
�µ

inertial_ forces
��
viscous_ forces
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The experimenter is looking for a relationship that is in
the form of the following expression:

Nu � C Rea Pr b (108.15)

Where “C” is a constant, and “a” and “b” are powers for
the Reynolds number and the Prandtl numbers. The data
from a specified range of flow rates and geometries is plot-
ted on log-log paper with the Nusselt number plotted as a
function of the Reynolds number for a variety of Prandtl
numbers. If the data fall into relatively straight lines, the
coefficients are determined for the best fit and hence the
constant “C” and powers “a” and “b” are determined.

b. Estimation of the convective heat transfer
coefficient using empirical correlations

In previous sections and in basic textbooks in fluid
mechanics, the velocity profile is estimated and modeled
for a variety of channels, pipes, vortices in stirred vessels,
and flow around, for example, cylindrical objects.
Understanding the velocity profile is critical for estima-
tion of the convective heat transfer coefficient.

The velocity profile
A velocity profile develops in the fluid when it flows over a
surface because of the viscous properties of the fluid mate-
rial. Similarly, a boundary layer develops in the flowing
fluid and the thickness of the boundary layer will depend on
the viscosity of the fluid (and whether the viscosity is a
function of temperature, and shear force), as well as the flow
rate, or in effect, the flow regime of the moving fluid.

In the case of fluid flow in a pipe at the lower flow
rates, the velocity profile of the fluid will be parabolic so
that the highest velocities will be found in the center of the
pipe. This regime of fluid flow is referred to as the laminar
regime and this regime exists for Re � 2100 for pipe flow.

As fluid velocities increase, the flow enters the 
so-called transition region where flow patterns are too
variable to predict and the charts in Perry and Chilton (7)
should be consulted. Even so, the uncertainty of estima-
tion in this regime is greater than the other two regimes.
Reynolds numbers for this regime are between 2100 and
10,000 for flow in pipes.

The regime for the highest liquid flow velocities is the
turbulent regime, (see charts for flow in pipes in Perry and
Chilton (7)). In the turbulent regime, the thin film next to the
hot surface is thinner than in the laminar regime, but the
velocity profile is no longer parabolic in a pipe. Instead, the
fluid above the surface film is filled with eddies and swirls
and the velocity profile in this regime is considered to be rel-
atively flat. Good mixing occurs in flows of high turbulence.

Approach to determine the convective heat 
transfer coefficient, “h”
An experimental approach was described in Section
III.B.3.a to determine the coefficients for an empirical

correlation for finding the convective heat transfer coeffi-
cient, “h.” But we may not want to do an experiment every
time we need to estimate this number. We would like to
look up values in tables and estimate these coefficients
using similar scenarios. Therefore, correlations already
developed and published may be used. Care must be taken
to use this published experimental work judiciously, for
the specific conditions, ranges of flow, and assumptions
used in the referenced heat transfer work. The following
guidelines can be used to check the similarity of correla-
tions to specific needs.

a) Identify the geometry of the flow situation and
the characteristic dimension.
The shape and dimension of the solid surface in
contact with the fluid must be identified. Flow
in pipes is the classic example, but flow in non-
circular ducts, such as plate heat exchangers is
also common. The characteristic dimension
required for the various dimensionless numbers
is the diameter or the equivalent diameter. For
flow in pipes this is the pipe diameter, D, but
for a non-circular duct, this is referred to as the
hydraulic diameter, Dh and is defined:

Dh � (108.16)

Flow around immersed objects has, in the past,
concentrated on flow around single spheres or
cylinders oriented in a specific way to the flow.
However, these models simulate many food
processing situations poorly. Multiple pieces
vary in orientation to the flow, for example,
roasting coffee beans in hot air, blanching
broccoli stems, or aseptic processing of green
peas. In such situations where the suspension
of particles is 15 to 30% of a flow,
Chakrabandhu and Singh (24) suggest use of
the packed bed flow geometry, where the
hydraulic radius of the duct is the important
geometry. They found this better represented
the characteristic dimension.

Ghisalberti and Kondjoyan (25) investigated
forced air-flow around a variety of geometries
including cylinders, truncated cones, and
square-sectioned bars. The characteristic
dimension was the height to diameter ratio for
these objects, depending on flow direction.
They found that the fluid flow properties were
more significant predictors of the heat transfer
coefficient than the geometries for the forms
studied in the turbulent regime. Because heat
processing situations vary considerably, this
important characteristic dimension should be
checked with the heat exchanger manufacturer,

4( flow_area)
���
(wetted_ perimeter)
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the published literature, or in Perry and Chilton
(7) for the exact situation.

b) Identify the fluid and determine property data.
The fluid may be water, air, or a liquid food
product. The bulk fluid temperature (far from
the heating surface) or the average temperature
between the inlet and outlet should be the 
temperature at which to obtain the physical and
thermal properties of the fluid. Examples are
density, viscosity, and thermal conductivity. If
these properties vary substantially with temper-
ature between the inlet and outlet temperatures,
then two possibilities exist: 1) an overall con-
vective heat transfer coefficient may be calcu-
lated based on average properties, or 2) if, for
example, the linear average does a poor job of
representing the exponential increase of density
and viscosity with temperature, then calculate
the convective heat transfer coefficient for sev-
eral short sections of the exchanger.

If the fluid is non-Newtonian, as is common
in fluid food product applications, the viscosity
must be handled in a slightly different manner
and special empirical correlations are available
to treat this special case, see Heldman and
Singh (26) or Bird et al. (2).

In some cases, the ratio of the bulk fluid vis-
cosity to the viscosity of the fluid at the hot wall
(µb /µw), is important and the viscosities should
be evaluated at these appropriate temperatures.

c) Calculate the Reynolds number.
Using the characteristic dimension, the fluid
properties and the fluid velocity, calculate the
Reynolds number. The Reynolds number is nec-
essary to determine the flow regime (laminar,
transition, or turbulent). This is critical to selec-
tion of the appropriate empirical correlation.

d) Select the appropriate empirical correlation.
Use the calculations from guidelines a) to c) to
choose a correlation that will fit the scenario of
the heat process. Calculate the Nusselt number
and then finally the convective heat transfer
coefficient.

Examples of empirical relations for simple cases 
three flow regimes
Laminar Regime
For Newtonian fluid flow, Reynolds numbers less than
2100, and flow in a horizontal pipe of diameter, D, and
length, L, and for conditions where

(Re)(Pr)� � 	 100, then (108.17)

Nu �1.86�Re Pr �
0.33

� �
0.14

(108.18)

Therefore, the convective heat transfer coefficient
between the hot pipe wall and the Newtonian fluid in the
pipe is equivalent to h. This is found by solving the Nusselt
number so that

h � (108.19)

where k is the thermal conductivity of the fluid in the pipe.

Transition Regime
For Newtonian fluid flow in a pipe at Reynolds numbers
greater than 2100 and less than 10,000:

Nu � (108.20)

Where, similar to the laminar correlation for pipes, the
fluid properties are evaluated at the average fluid temper-
ature. The variable, f, is the friction factor and is estimated
for smooth pipes in charts in Perry and Chilton (7) or by
using the following correlation:

f � (108.21)

Turbulent Regime
The following correlation for the convective heat transfer
coefficient is used for Reynolds numbers greater than
10,000 in pipes for Newtonian fluids:

Nu � 0.023Re0.8 Pr0.33� �
0.14

(108.22)

Kim et al. (9) found good correlation of experimental val-
ues with the following expression for the convective heat
transfer coefficient of orange juice in turbulent flow con-
ditions in a specific plate heat exchanger:

Nu � 1.12(10)�5 Re1.39 Pr1.63 (108.23)

This holds true for Re between 156 and 567 and Pr
between 41 and 98.

4. The Overall Heat Transfer Coefficient

In common heating situations convective and conductive
heat transfer occur at the same time. For example, in the
plate heat exchanger, the hot water from the plant boiler
transfers its heat to the plate metal wall by means of con-
vection, then the heat conducts through the metal wall,
and finally the metal wall heats the food product by means
of convection. The method to combine these series ther-
mal resistances is similar to that used previously in
Section III.A.2, combining resistances in series in heat

µb
�µw

1
���
(0.790 ln Re �1.64)2

( f/8)(Re �1000)Pr
���
1�12.7( f/8)0.5(Pr0.67 � 1)

Nuk
�

D

µb
�µw

D
�
L

D
�
L
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conduction. Therefore the total resistance Rt is equiva-
lent to:

Rt � RHW � RM � RP � � � �

(108.24)

Where RHW is the resistance due to convective heat 
transfer from the hot water to the metal plate wall in this
example, RM is the resistance due to the conductive heat
transfer through the metal wall, and RP is the resistance due
to convective transfer from the hot metal to the product.

Summing the resistances for rectangular coordinates,
where areas are equivalent, yields:

q �
(Thw�Thotm) 

�
(Thotm�Tprodm) 

�
(Tprodm�Tp)

(108.25)

In this equation, hHW is the convective heat transfer coef-
ficient on the hot water side of the plate, and THW and
Thotm are the temperatures of the hot water and hot metal
respectively. In addition, km is the thermal conductivity of
the metal, ∆x is the thickness of the metal, and Thotm and
Tprodm is the temperature driving force (the temperature of
the water and product sides of the metal, respectively). In
addition, hp is the convective heat transfer coefficient on
the product side of the plate and Tprodm and Tp provide the
temperature boundary layer gradient, the temperatures of
the metal on the product side, and the temperature of the
bulk product, respectively.

The two convective heat transfer coefficients and 
the conduction term are often combined into an overall
heat transfer coefficient, noted as “U,” as in equation
108.24. This is a more useful term because the tempera-
ture driving force for the overall coefficient, that is, the
bulk hot water and the bulk product temperature, is easier
to measure than the film temperatures at the metal wall.
Usually the manufacturer will suggest a range of 
overall heat transfer coefficients, U, based on their own
experimentation with the heat exchanger and for the con-
ditions and the product in the range of flow rates that 
are expected to be used. Therefore, equation 108.25 has 
been rewritten using the overall heat transfer coefficient
and the overall temperature gradient for the specific heat
flux area:

q � UPlateHE AplateHE(THW � Tp) (108.26)

This example used rectangular coordinates, where area is a
constant, but cylindrical coordinates, used with pipes, tubu-
lar, and swept-surface heat exchangers, are significantly
different because the radius, hence the area of each heat

transfer surface, varies with each thickness considered,
hence:

q � Ui Ai (THW � Tp) (108.27)

Where Ui and Ai are the overall heat transfer coefficient
and areas based on the inside area of the tube and THW is
the outside temperature of the bulk heating medium and
TP is the inside temperature of the bulk heated product.
The definition of the term UiAi, which incorporates the
three thermal resistances, based on each area is:

1
�

1
�

ln� �
�

1
UiAi hiAi 2πLk hoAo

(108.28)

The subscript “i” refers to the dimensions of the inside 
of the pipe, while the dimension “o” refers to the outside
dimensions of the pipe. An example of the estimation 
of the overall heat transfer coefficient and the resulting
heat loss is an insulated hot water pipe, see Heldman and
Singh (26).

5. Design of a Tubular Heat Exchanger

In Section I of this chapter a variety of heat exchange
equipment was discussed. An objective of this chapter
was to determine the capacity or the size of the process
unit needed to provide the necessary heat based on the rate
at which the heat can be transferred. This section will
address the calculations necessary to design a simple
tubular heat exchanger to meet those needs.

In order to determine the required capacity of a heat
exchanger for a given application, the needed heat trans-
fer area must be estimated. The following assumptions
will be used:

a) Heat transfer is under steady-state conditions.
b) The overall heat transfer coefficient is constant

over the length of the pipe.
c) There is no longitudinal or axial conduction of

heat in the metal pipe.
d) The heat exchanger is well insulated so that

heat is only transferred between the two liquid
streams in the exchanger. There is negligible
loss to the surroundings.

First, the change in the heat energy, q, of a liquid stream,
flowing at a mass flow rate of “w” kg/sec is estimated by
the change in the temperature from T1 to T2:

q � wCp(T1 � T2) (108.29)

where Cp is the heat capacity (kJ/kg°C) of the liquid
stream. In this example, T1 is the inlet temperature and T2

is the outlet temperature.

ro
�
ri

1
�
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�
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1
�
hHWA

1
�
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Figure 108.6 shows an example tubular heat
exchanger. In this example the hot fluid could be either
water or product and will be noted as HF. It enters the
inner tube of the heat exchanger at point 1 and exits at
point 2. Its temperature decreases from THF,inlet to THF, exit.
Similarly the second fluid, CF, is the cool fluid that enters
the annulus, between the inner tube and the outer tube, at
point 1 and exits at point 2. Its temperature increases from
TCF,inlet to TCF,exit. Because there is perfect insulation
around the exchanger and because the unit is operating at
steady-state conditions, all the heat given up by the hot
fluid must be taken up by the cold fluid. Therefore, an
energy balance for the rate of heat transferred between the
two fluids is:

q � wHFCpHF(THF,inlet � THF,exit)

� wCFCpCF(TCF,exit � TCF,inlet) (108.30)

Where wHF and wCF are mass flow rates of the hot and
cold fluids, respectively, in units of kg/s, and CpHF and
CpCF are the heat capacities of the hot and cold fluids,
respectively, in units of kJ/kg°C. This equation determines
the needed rate of heat transfer, or heat flux, q, in units of
kJ/s or W for the heat process to be successful. This equa-
tion is the place to include any phase change information,
such as, for example, the heat of condensation for steam,
or the heat of fusion for melting fat. However, phase
changes will not be considered in this example.

The next step is to determine the heat transfer per-
pendicular to the direction of flow. The estimation of the
convective transfer coefficients and conduction through
the metal wall are used here. A simple differential equa-
tion can be used to describe the situation. For a thin slice
of heat exchanger, dA, perpendicular to the stream flow,
the amount of heat, dq, from the hot fluid to the cold fluid
will be estimated. The quantity, ∆T, is the difference in

temperature between the hot and cold streams for every
step, dA, from inlet to exit. Therefore,

dq � U∆TdA (108.31)

where U is the overall heat transfer coefficient for every
step, dA, from inlet to exit. In this example, one of the
assumptions was that the overall heat transfer coefficient,
U, would be constant over the length of the heat
exchanger. The term, ∆T, is not assumed to be constant
over the length of the heat exchanger. In fact, we already
know that this term at point 1 (THF,inlet – TCF,inlet) is differ-
ent from the term at point 2 (THF,exit – TCF,exit).

In order to easily solve equation 108.31 the term, ∆T,
must be constant. In addition, we do not know the temper-
ature at every point along the fluid flow stream, so we must
use something similar to the average value, a value, prefer-
ably, that is easily measured. Using an arithmetic average
temperature would imply that the temperatures are linear
along the fluid flow stream and this is not true. Therefore,
another method will be used to develop ∆T.

If we were to slice through the tubular exchanger per-
pendicular to the stream flow we would have two con-
centric rings. A small differential ring element, using the
energy balance for the hot stream would yield:

dq � �wHF CpHF dTHF (108.32)

and similarly for the cold stream. Solving for dTHF and
dTCF:

dTHF � � and dTCF � (108.33)

Then, subtracting these two equations:

dTHF � dTCF ��dq� � � (108.34)
1

�
wCFCpCF

1
�
wHFCpHF

dq
�
wCFCpCF

dq
�
wHFCpHF
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Using equation 108.34 above, to substitute into equation
108.31:

��U� � �dA

(108.35)

Then integrating equation 108.35 from points 1 to 2:

ln ��UA� � �
(108.36)

At point 1, THF,inlet – TCF,inlet � ∆T1 and at point 2, THF,exit –
TCF,exit � ∆T2. Substituting these expressions into equation
108.36 and then substituting equation 108.30 into equation
108.36 gives

ln� � � � ��THF,inlet�THF,exit�� �TCF,exit�TCF,exit��

(108.37)

Substituting in the difference equations at points 1 and 2
and rearranging gives the equation for determining heat
exchanger design, area and overall resistance:

q � UA
∆T2�∆T1

ln

(108.38)

which is also seen in the form:

q � UA(∆Tlm), (108.39)

where ∆Tlm is the log mean temperature difference. This
equation is commonly used to calculate unknown exit
temperatures, as well as necessary area for heat exchange
purposes. Equation 108.39 was developed for a simplistic
example of a tubular heat exchanger, but this type of
exchanger is less common in the food industry. Consult
the general references of Hallström et al. (5) and Perry
et al. (6) for specific help in this area or check the Internet.

C. RADIATIVE HEAT TRANSFER

Radiative heat transfer is very different from conduction
and convection. Radiative heat transfer has an electromag-
netic mechanism, which allows energy to be transported at
the speed of light through regions of space that are a com-
plete vacuum. In comparison, for heat conduction to occur
there must be a temperature differential at neighboring
points in a material. For heat convection to occur there
must be a fluid that is free to move and transport energy
with it. Radiative heat transfer depends on the emissivity
and the absorptivity of the radiating surface as well as the
receiving surface, and the rate of heat transferred is also a

function of the temperature difference between the sur-
faces as well as the shape of the object.

Too often the radiative heat transfer in an operation is
neglected because it is considered too difficult to estimate
or assumed to be negligible in comparison to the other
forms of heat transfer. Radiative heat loss from the uninsu-
lated hot surface of a boiler or kettle can be substantial, as
can the heat load on the roof of a structure on a clear, sunny
day. In addition, radiative heat transfer in a cooking opera-
tion, especially one such as grilling or baking in a continu-
ous indirect gas-fired oven is significant; see Broyart and
Trystam (15). Utilization of solar radiative energy is impor-
tant in a variety of operations including drying, and water
and air heating. Furthermore, infrared ovens are gaining in
popularity because of three basic characteristics: high heat
transfer capacity, heat penetration directly into the product,
and fast regulation response; see Hallstrom et al. (5),
Shilton et al. (14), and Sheridan and Shilton (27).

1. Radiative Flux

The rate of radiative energy transport between two fully
absorptive bodies in a vacuum is proportional to the dif-
ference of the fourth powers of their absolute tempera-
tures. The energy radiated from a surface is also dependent
on the surface characteristics of the body that is emitting
the radiation. A so-called “black body” has a perfect emis-
sivity, that is, emissivity is equivalent to 1. The symbol, ε,
for emissivity, represents the degree to which the surface is
similar to a black body. The heat flux emitted or radiated
from a surface is expressed with the following equation:

� σεT 4
A (108.40)

In this equation, q/A represents the heat flux in W/m2, σ,
represents the Stephan-Boltzman constant, equal to 5.669
(10)�8 W/m2°K4, ε, represents the emissivity, and TA is the
temperature of the emitting body in the absolute tempera-
ture scale, Kelvin. At a temperature of 0° Kelvin the emis-
sion of radiation stops.

The wavelength, in the electromagnetic spectrum, gets
smaller as the temperature increases, for example, the radi-
ation emitted by the sun has a much smaller wavelength than
the radiation emitted by the element in an electric oven. The
infrared part of the electromagnetic spectrum covers the
wavelengths between visible light (including solar) and
radiowaves (0.6–1000 µm). Infrared energy is naturally
emitted by all objects as a result of the thermal vibrations of
the molecules and this increases as the temperature is raised.
For more discussion of wavelength in radiative heat transfer,
as well as the general theory, see Watson and Harper (28).

2. Radiative Heat Transfer Between Two Objects

In order to estimate how much heat is received from the
mechanism of radiation, one must consider both the amount

q
�
A

∆T2
�∆T1

UA
�

q
∆T2
�∆T1
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�
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1
�
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(THF,exit � TCF,exit)
��
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1
�
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of radiation emitted as well as the incoming radiation. The
difference between these two streams is the net exchange
and this must always be in the direction of higher to lower
temperature.

When electromagnetic energy, E, of a certain wave-
length falls on matter, part of it will be absorbed, EA, to
cause heating, part will be reflected, ER, and part will be
transmitted, ET.

E � EA � ER � ET (108.41)

In addition, in an isothermal system, Kirchoff’s law 
states that the emissivity of a body surface is equal to its
absorptivity for the same wavelength. Emissivity is a
property of the material of a surface and tables of emis-
sivities for various material surfaces are available in
many heat transfer references including Watson and
Harper (28), as well as Singh and Heldman (4). In gen-
eral, emissivities (and absorptivities) of common sur-
faces are close to the maximum, so-called, blackbody
value of 1, although polished (and even unpolished)
metal surfaces have low emissivities. See Table 108.3 for
selected examples of emissivities for two temperatures
and wavelengths.

The heat transferred by radiation between two sur-
faces is dependent on the emissivity as well as the absorp-
tivity of the radiating surface. The expression used to
describe and estimate the heat, q1–2, radiated by surface 1
and fully absorbed by surface 2, is as follows:

q1–2 � Aσ(ε1T
4
A1 � EA(1–2)T

4
A2) (108.42)

where A is the area of the emitting surface (assuming full
absorption), σ represents the Stephan-Boltzman constant,
ε1 and TA1 represent the emissivity and temperature,
respectively, of surface 1, and EA(1–2) represents the absorp-
tivity of surface 2 for radiation emitted from surface 1, at
the surface 2 temperature of TA2. It is important to point
out that the caveat in equation 108.42 is the assumption
that all the heat radiated by surface 1 is absorbed by sur-
face 2. This is generally a poor assumption because the
geometry as well as the angle of the receiving surface
determines how much radiation is absorbed. So in order to
account for the variety of shapes, including disks, squares,

and rectangles at various incident angles to each other, a
shape factor, F1–2, is introduced:

q1–2 � σF1–2A1(T
4
A1 � T 4

A2) (108.43)

This shape factor represents the fraction of the total radi-
ation leaving the surface A1 that is intercepted by the sur-
face A2. Singh and Heldman (4) and also Bird et al. (2)
have some figures of shape factors (also termed view fac-
tors) for various dimension ratios. More comprehensive
view factors may be found in Hottel (29).

An alternative to using a shape factor is to use
Lambert’s law, derived in Bird et al. (2), for the incidence
at angle θ from the normal to the surface. The example
illustrating this is the radiant heat flux entering the earth’s
atmosphere from the sun, also termed the solar constant.
This radiant energy is important in solar energy utiliza-
tion, in particular, and solar food drying operations. Bird
et al. (2) solve the radiant heat transfer equation using
black body assumptions for the sun and the receiving 
surface on earth and estimate the radiant heat flux to be
1355 W/m2.

The shape factor in equation 108.43, however, assumes
perfect emissivity and absorptivity, i.e., blackbodies and
avoids derivations using Lambert’s law. In order to account
for both shape and emissivity the expression becomes:

q1–2 � σζ1–2A1(T
4
A1 � T 4

A2) (108.44)

where ζ1–2 accounts for both the shape factor as well as the
emissivity of both surfaces 1 and 2 and is defined as such:

ζ1–2 �
1

� � � 1� � � � 1�
(108.45)

Therefore, equations 108.44 and 108.45 may be used to
compute the net radiant heat transfer between two gray
bodies, each at their own uniform temperature. For further
discussion of this useful mode of heat processing see
Chapman (3). Hallström et al. (5) give some interesting
examples of this type of heating in industrial use.

IV. UNSTEADY-STATE HEAT TRANSFER

Unsteady-state heat transfer conditions mean the temper-
ature changes not only with location, but also with time.
Steady-state conditions, in comparison, mean the temper-
ature varies only with location. In spite of the fact that
transient operating conditions are common, and steady-
state conditions are uncommon, steady-state is more often
an assumption made in a mathematical analysis because it
is simpler than unsteady-state.

However, during the unsteady-state period many
important reactions take place. Furthermore, in some oper-
ations the unsteady-state period is the major component of

1
�ε2

A1
�
A2

1
�ε1
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TABLE 108.3
Emissivities of Selected Materials for Specified
Wavelengths and Temperatures

9.3 µµm Wavelth. 0.6 µµm Wavelth.
Material and 38°C and Solar

Polished aluminum 0.04 �0.3
Anodized aluminum 0.94
Lampblack paint 0.96 0.97
White paint (ZnO) 0.95 0.18

Source: Singh and Heldman (4).

1
�
F1–2



the process. This is especially the case with heating cans
for commercial sterilization or cooking, cooling, or freez-
ing solid foods. We cannot use steady-state conditions
because the time frame of interest is when the temperature
is changing with time and, in the case of canning, microbes
are being killed.

A. USE OF THE FOURIER RELATIONSHIP

In order to mathematically model unsteady-state conduc-
tive heating in one dimension, we will use equation 108.2,
Fourier’s law, and a basic energy equation to result in
equation 108.46. For a detailed derivation see Myers (30),
Holman (1), Bird et al. (2), or Chapman (3).

� � � (108.46)

Therefore, the time evolution of temperature is a function
of the combination of material properties, k/ρCp (also
defined as the thermal diffusivity, α, from equation 108.1),
and the second derivative of the temperature as it varies
with distance in the x direction. (This partial differential
equation is also the diffusion equation.)

Equation 108.46 has been solved analytically for sim-
plified geometrical shapes (see Myers (30)) such as the
sphere (possibly a roast), an infinite cylinder (perhaps a
can), and an infinite slab (possibly cooking a hamburger
or a box of spinach to be plate-frozen). Take care when
using these simplified geometries for real situations that
end effects are not significant. For most interesting prob-
lems, analytical solutions are not available and advanced
computational techniques are generally required to solve
the equation.

For reasons similar to those discussed in the dimen-
sional analysis, Section III.B.3.a, food processors found
alternative ways to solve practical unsteady-state problems
using empirical methods based on theory. In the develop-
ment of these empirical methods certain groups of key
variables and constants seemed to appear again and again
in the solutions and equation set-ups. In unsteady-state heat
transfer these groups include the Nusselt number, Nu,
thermal diffusivity, α, the Fourier number, Fo, and the
Biot number, Bi. The Nusselt number and the thermal dif-
fusivity were defined previously and the Biot and Fourier
numbers will be discussed below.

B. EXTERNAL AND INTERNAL RESISTANCE TO

HEAT TRANSFER

If an object, say a pineapple at ambient temperature, were
placed in a retort of pressurized steam, the pineapple
temperature would start to increase, as a function of
material properties, time, and of the steam temperature.
The temperature profile from the outside surface to the
center or pineapple core would change for each second

that the whole pineapple was in the retort until the tem-
perature within the pineapple reached equilibrium with
the retort (something that might not be desirable). The
heat flowing into the pineapple will encounter two major
resistances: 1) the convective resistance outside the
pineapple of the steam flowing across the surface of 
the pineapple, and 2) the conductive resistance inside the
pineapple of the heat moving from the pineapple surface
toward the core.

The Biot number is another dimensionless number
and is the ratio of the internal resistance to heat transfer in
the solid pineapple to the external resistance to heat trans-
fer from the fluid to the pineapple surface:

Bi �

� � � (108.47)

In this equation, L is the characteristic dimension of the
object (the diameter for a cylinder or the thickness for a
slab), h (or U) defines the surface conductance, and k is
the internal conductance of the object.

For Biot numbers greater than about 40, there is gen-
erally negligible surface resistance to heat transfer, that is,
the “h” value is much greater than “k” value. An example
of this might be a metal can of salmon in a steam retort
where there is very efficient heat transfer from the flow-
ing, and condensing steam to the metal and also fast heat
transfer across the metal can surface, but relatively slow
heat transfer from the salmon touching the can through to
the center of the can. The heat transfer inside the can is
almost 100% conduction in meat, which has a relatively
small conductivity.

For Biot numbers less than about 0.1, there is a negligi-
ble internal resistance to heat transfer, that is, the “k” value
is much greater than the “h” value. Examples of this might
occur in the heating of a block of solid metal where the k
value, thermal conductivity, is relatively high, 2 to 3 orders
of magnitude (see Table 108.1), compared to foods. A more
realistic example of this case for the food industry might be
a well-stirred liquid in a hot water–jacketed kettle, where the
temperature profile is uniform across the container due to
the agitation. No temperature gradient with location occurs
because the heat transfer is immediate to the bulk liquid.

Between Biot numbers of 0.1 and 40 there is a finite
internal and external resistance to heat transfer.

C. FINITE INTERNAL AND EXTERNAL RESISTANCE

TO HEAT TRANSFER

The empirical solution to equation 108.46 when the Biot
number is between 0.1 and 40 has been simplified to tem-
perature-time charts for the three main geometrical shapes.
See time-temperature charts in (4) and (28). In these charts,

UL
�

k
hL
�
k

L/k
�
1/h

internal_resistance
���
external_resistance

∂2T
�∂x2

k
�ρCp

∂T
�∂t

108-18 Handbook of Food Science, Technology, and Engineering, Volume 3



a dimensionless unaccomplished temperature is plotted as a
function of the thermal diffusivity for several Fourier num-
bers. The dimensionless unaccomplished temperature is
defined as (To � T)/ (To � Ti), where To is the outside tem-
perature (also referred to as the temperature of the sur-
rounding medium), Ti is the initial temperature, and T is the
variable temperature changing with time. This temperature
ratio indicates the change of temperature with time com-
pared to the maximum possible temperature difference. It is
not initially obvious that the dimensionless unaccom-
plished temperature change should be useful for both infi-
nite and finite objects of a slab, as well as a cylinder. Myers
(30) provides convincing mathematical derivations.

The dimensionless Fourier number, Fo, is the ratio of
the rate of heat conduction across D in volume D3 (in
Watts per degree C) to the rate of heat storage in volume
D3 (in Watts per degree C) and is defined by:

Fo �

k� �D2

� (108.48)

ρCp

where D is a characteristic dimension that might be the
shortest distance from the heated surface to the center of the
object. For the purposes of this relationship, the character-
istic dimension, D, refers to half of the thickness of an infi-
nite slab, the radius of an infinite cylinder and the radius of
a sphere. Heldman and Singh (26) suggest another way to
think about this parameter: Fo is a measure of the rate of
heat conduction per unit of heat storage for a given volume
element. Therefore, a larger Fo number indicates a deeper
heat penetration into the solid in a given time period.

D. USE OF THE TEMPERATURE-TIME CHARTS FOR

UNSTEADY-STATE HEAT TRANSFER IN

FINITE OBJECTS

In order to use the temperature-time charts for estimation
of heat transfer rates in appropriately shaped geometries
the following steps may be used:

1. Calculate the Fo number using the radius of the
cylinder (or half of the height of a slab, or the
radius of a sphere) as the characteristic dimen-
sion, D.

2. Calculate the Bi number using the radius of the
cylinder (or half of the height of a slab, or the
radius of a sphere) as the characteristic dimen-
sion, D.

3. Use the appropriate temperature-time chart to
estimate the unaccomplished temperature ratio,
above. From this ratio the center temperature may
be calculated providing the initial temperature,
Ti and the outside temperature To are known.

Be aware that the assumptions within this method are for
infinite geometric shapes so that end effects can be quite
significant. For example, if the height of a can is smaller
than its diameter, then it might be appropriate to treat the
short cylinder as a slab in the initial analysis.

For further discussion of unsteady-state heat transfer
and use of Schmidt plot, Gurney-Lurie charts and thermal
processing examples (1, 4, 5, 30, 31).
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I. INTRODUCTION

The principles of heat processing discussed in the
chapters in the heat processing section, and in particular
those that refer to the heat resistance of the microorgan-
isms and the mechanisms and rates of heat transfer, are
among the absolutely necessary information in estab-
lishing a heat treatment for a particular product. No mat-
ter if one is interested in establishing a process for steam
sterilization or thermal pasteurization, or is aiming in
enzyme inactivation through a water blanching proce-
dure, or is simply heating the product as an intermediate
step during a particular process, the basic principles are
the same. Thus, the concepts that will be presented in
this chapter, although they will be, most of the time,
focused and referred to thermal processes used for

commercial sterilization, they are of general applicabil-
ity, independently of the severity or the goals of a par-
ticular heat treatment.

Products with different characteristics will, most
probably, require processing at different temperature–
time combinations in order to accomplish the objectives set
in a particular process. Any change in product or process
characteristics requires reevaluation of the necessary time–
temperature treatment. It is somewhat intuitive that what
could be achieved by heating the product at a given
process temperature for a given process time, it can be
also achieved by heating the product at a higher tempera-
ture for less time. Quantifying this idea will be the task of
this chapter.

By introducing more than one objective during a heat
treatment, it is usually possible to optimize the process.



Product safety coupled with quality is the basis for proper
thermal process design. The required theoretical back-
ground and the mathematical procedures, with example
calculations, used in designing and evaluating a thermal
process will be presented in the remainder of this chapter.

II. BASIC PRINCIPLES

The extent of thermal destruction of a heat labile sub-
stance during thermal processing is a function of the 
sensitivity (or the “thermal resistance”) of the particular
substance to the various temperatures at which it is
exposed and the time that the substance remains at each
one of these temperatures during the process. Substances
with different thermal resistances will be affected differ-
ently, even if they are processed under identical time–
temperature conditions. Thus, the severity of a thermal
process relates to a particular substance or food attribute
and it can be assessed by measuring or evaluating the
degree of destruction of that substance or attribute after
the process (e.g., remaining microbial spores per can).

The heat labile nature of the microorganisms and the
other agents of spoilage makes preservation of foods by
heat treatment possible. However, the same destructive
effect of a heat treatment on quality factors requires pre-
cise and accurate design and control of a thermal process.
Differences in thermal sensitivities between the various
undesirable and quality agents [1, 2] are in fact what make
a thermal process effective.

To facilitate our presentation, in the remainder of this
chapter, we will assume (unless otherwise explicitly
stated) that the target (undesirable) heat labile substances
that we refer to are heat resistant microbial spores. With
this note, and before attempting to fully quantify the ideas
behind the design of a thermal process, let us introduce
and define the term equivalent processes. Two thermal
processes are considered equivalent only if they produce
the same destructive effect on a microbial population, that
is, if the number of spores surviving after each process is
the same, providing that the two processes are applied to
the same type and initial load of spores with all condi-
tions, except the time-temperature exposure of the spores,
being the same for the two processes [3].

So, let us assume that by holding a sample of spore
suspension at a lethal constant temperature, T1, for a time
period, t1, we reduce its initial number of spores by 90%.
The same 90% reduction can be presumably achieved by
heating the sample at a different, higher temperature, T2,
for a shorter time period, t2. One must very precisely esti-
mate (by experimentation or calculation) this new, t2, pro-
cessing time in order to achieve exactly the desired
amount of 90% destruction. Obviously, one might choose
any appropriate temperature and estimate the required, for
90% destruction, processing time, or, in a similar way,
find equivalent processes for any given degree of microbial

destruction. If the temperature of a food sample going
through a thermal treatment is not constant throughout the
process (the usual scenario), there still exists an equivalent
process at any desired constant reference temperature.

With the above introductory remarks, we can now
approach the subject in quantitative terms. Assuming that
thermal destruction of microbial spores follows first order
kinetics [4], then the rate of spore destruction (e.g., con-
centration change, C, over time) during processing at a
constant temperature T, is given by Equation (109.1).

� � kTC (109.1)

The subscript T in the reaction rate constant, kT, denotes
its temperature dependence. Integration of Equation
(109.1) between the beginning, ta, of the process (where
spore concentration is Ca) and the end, tb, of the process
(where spore concentration is Cb) gives:

�Cb

Ca

� � �tb

ta

kT dt � f(Ca,Cb) (109.2)

or

ln(Ca) � ln(Cb) � �tb

ta

kT dt (109.3)

The type of the f(Ca,Cb) function defined by Equation
(109.2) is determined by the kinetics the thermal destruc-
tion obeys. For first order reactions, comparison of
Equations (109.2) and (109.3) reveals:

f(Ca,Cb) � ln(Ca) � ln(Cb) (109.4)

Different reaction kinetics give rise to different types
of f(Ca,Cb) functions. Thus, for zero and for nth order
reactions (n � 1) the f(Ca,Cb) functions (also referred to
as quality functions when the change — destruction — of 
a quality attribute is examined) are given by Equations
(109.5) and (109.6) respectively [5].

f(Ca,Cb) � Ca � Cb (109.5)

f(Ca,Cb) � (Cb
1�n � Ca

1�n) (109.6)

As it can be inferred from the right hand side of
Equation (109.2), the value of f(Ca,Cb) depends upon the
time temperature process conditions (beyond the destruc-
tion kinetics). Note that kT, is a function of temperature
while time explicitly appears in Equation (109.2).
Furthermore, from the definition of equivalent processes,
it is inferred that the f(Ca,Cb) value must be the same for
two processes to be equivalent. We must clarify here that it
is not necessary that the values of the initial and final con-
centrations of two processes be the same, in order for the
values of the f(Ca,Cb) function of the two processes to be

1
�
n � 1

dC
�
C

dC
�
dt
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equal. For example, for inactivation following first order
kinetics, the value of ln(Ca) – ln(Cb) or ln(Ca/Cb) or finally
the value of Ca/Cb, that is, the ratio of the initial over the
final concentration must be equal for the values of the
f(Ca,Cb) to be equal, and, therefore, for the two processes
to be equivalent. Thus, a process with Ca � 109 spores/can
and Cb � 103 spores/can is equivalent to a process with
Ca � 106 spores/can and Cb � 1 spore/can under the ear-
lier mentioned assumptions.

A thermal process at time varying temperature condi-
tions resulting in an f(Ca,Cb) value, as it is calculated from
the right hand side of Equation (109.2) for a particular
heat induced change, has an equivalent process at any
constant, reference, temperature Tref. The required process
time at Tref, in order for the two processes to be equivalent,
can be estimated by evaluating the last integral in
Equation (109.2). This, for the process at constant tem-
perature (kT � kTref

� constant, and for t1 being the begin-
ning and t2 the end of the process) gives:

f(Ca,Cb) � kTref
(t2 � t1) (109.7)

where (t2 � t1) is the total (required) processing time at
the constant reference temperature. Note that we assumed
that processing at the reference temperature starts at t1 and
ends at t2 to explicitly indicate that processing time at Tref,
i.e., t2 � t1, does not have to be equal to the processing
time tb � ta of the process with the variable temperature.
It is customary to denote that time with FTref

(the index Tref

in the “F” symbol denotes the reference temperature used
in calculating the required time) that is,

FTref
� t2 � t1 (109.8)

and through Equations (109.2), (109.7) and (109.8), we
obtain

FTref
� �tb

ta

kT dt (109.9)

With the presentation so far we arrived to the funda-
mental concept in thermal process design and evaluation,
the F value. The F value of a process is the equivalent pro-
cessing time of a hypothetical thermal process at a con-
stant, reference, temperature that produces the same effect
(in terms of spore destruction) as the actual thermal
process. Note that the mathematical definition of the 
F value through Equation (109.9) is independent of the
order of the thermal destruction kinetics.

The reaction rate constant depends upon a variety of
factors, but in the context of the present issue we will only
focus upon the temperature dependence of the kT value.
Using the Arrhenius equation to express the effect of tem-
perature on kT, that is, in one representation [6]

kT � kTref
10

�

(109.10)

Equation (109.9) reduces to:

FTref
� �tb

ta

10
�

dt (109.11)

Note that the parameters T ant Tref in Equations (109.10)
and (109.11) are representing absolute temperatures (i.e.,
expressed in K).

In the classical thermobacteriological approach [7–9]
but also in the majority of the recent thermal processing
literature, the DT and z values are used in place of the kT

and the Ea (or better Ea/Rg) parameters. The DT value
(decimal reduction time) is defined as the time, at a con-
stant temperature T, required to reduce by 90% the initial
spore load. The same definition applies for any heat labile
substance. Traditionally, DT is estimated from a semilog-
arithmic plot of the number of (surviving) spores, N, vs
processing time, t, as they are experimentally measured
during treatment at constant temperature T. A “straight
line” fit of the experimental data (according to the first
order destruction kinetics) can be drawn (Thermal Death
Rate Curve or Survivor Curve of Figure 109.1) and the DT

value can be measured directly on the graph, as the time
required for the straight line to traverse a logarithmic
cycle (a logarithmic cycle corresponds to 90% reduction).

Alternatively, the DT value can be calculated from the
slope of the Thermal Death Rate Curve. The slope of the
straight line, the Thermal Death Rate Curve (Figure 109.1),
is given as:

slope � � (109.12)

(for 1 and 2 representing any two points on the straight
line). For N2 � 0.1 · N1 we are referring to 90% destruction,
where, by definition, t2 � t1 � DT. Under these conditions
Equation (109.12) reduces to:

slope � or DT � �

(109.13)

Thus, a statistical linear least square regression can be
applied to the experimental log(N) vs t data, and DT can
be calculated from the slope of the line through Equation
(109.13).

Referring to isothermal conditions, Equation (109.1)
suggests a linear relationship, with slope equal to �kT,
between ln(C) (or equivalently ln(N)) and t. Going from
natural to base 10 logarithms, the following relationship is
obtained between DT and kT:

DT � (109.14)

As already said, the activation energy, through 
the Arrhenius equation, is used to express the effect of tem-
perature on kT. In a similar way, in thermobacteriological

ln(10)
�

kT

1
�
slope

log(0.1N1) � log(N1)
���

DT

log(N2) � log(N1)
��

t2 � t1

d(log(N))
��

dt

(Tref�T)
�

TrefT
Ea�

ln(10).Rg

(Tref�T)
�

TrefT
Ea�

ln(10).Rg

1
�
kTref
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terms, the z value is used to express, through Equation
(109.15), the effect of temperature on the decimal reduction
time, DT.

DT � DTref
10 (109.15)

The z value is defined as the temperature difference
required to achieve a decimal change of the DT value. In
converting z values from one system of units to another, we
must remember that z represents a temperature difference.
Thus a z value of 10°C is equivalent to a z of 10 K or a z of
18°F. Equation (109.15) is an empirical equation resulted
from the observed linear relationship between log(DT) and T
values. In an analogous way as for the DT value, the z value
can be measured directly on log(DT) vs T plots (Phantom
Thermal Death Time Curve, Figure 109.1), as the tempera-
ture interval required for the straight line to traverse a loga-
rithmic cycle. Obviously, estimation of the z value requires
kinetic (destruction) experiments at different temperatures.

Comparison between Equations (109.10), (109.14)
and (109.15) allows for a relation between Ea and z to be
determined:

z � (109.16)

Note that in Equation (109.16) the temperatures T and Tref

are representing absolute temperatures (i.e., expressed in K)
while the z value is either in °C or K. Furthermore note that
although both Ea and z are assumed independent of temper-
ature (it is inherent in the nature of Equations (109.10) and
(109.15)) Equation (109.16) suggests the opposite. The con-
tradictory nature of the two models (Equations (109.10) and
(109.15)) is given [10]. However, as long as we are not
extrapolating beyond the experimental temperature range
used for collecting thermal destruction data, both models are

considered satisfactory for microbial destruction calculations
[11–13]. At this point we should mention that although devi-
ations of microbial thermal destruction from first order kinet-
ics do exist, the “straight-line semilogarithmic model”
presented so far (Figure 109.1) is considered as an appropri-
ate engineering tool for thermal process design [14].

As mentioned earlier, the classical thermobacteriolog-
ical analysis is still followed in the thermal processing liter-
ature and industry [2]. From the equations presented so far
following the kT, Ea approach, by appropriate substitutions
(through Equations (109.14) and (109.16)), one can obtain
the fundamental equations that govern thermal processing in
the D, z notation. Nevertheless, for better comprehension,
we will, at the risk of being redundant, in brief derive them
based on the new nomenclature. Thus, from Equations
(109.12) and (109.13) we obtain:

or � � (109.17)

Upon integration, between ta (where spore concentration
is Ca) and tb (where spore concentration is Cb) Equation
(109.17) gives

�Cb

Ca

d log(C) � �tb

ta

� dt

⇒ log(Ca) � log(Cb) � �tb

ta

dt (109.18)

For equivalent processing at constant temperature, Tref,
(DT � DTref

� constant, and for ta � t1, tb � t2, where by def-
inition FTref

� t2 � t1) integration of Equation (109.17) gives:

log(Ca) � log(Cb) �

⇒ log(Ca) � log(Cb) � (109.19)
FTref�
DTref

t2 � t1
�

DTref

1
�
DT

1
�
DT

1
�
DT

d(log(C))
��

dt
d(log(N))
��

dt

ln(10) � Rg �Tref�T
���

Ea

Tref�T
�z
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Comparison between Equations (109.18) and (109.19)
results to (note the analogy between Equations (109.9)
and (109.20)):

FTref
� DTref

�tb

ta

dt (109.20)

Finally, for variable T, substitution of DT from Equation
(109.15) into Equation (109.20) gives:

FTref
� DTref �tb

ta

1
dt

DTref
10

⇒ FTref
� �tb

ta

10 dt (109.21)

By putting together Equations (109.19) and (109.21) we
have:

F
z
Tref

� DTref
(log(Ca) � log(Cb)) � �tb

ta

10 dt (109.22)

Note that a superscript z is introduced in the notation of
the F value. This is to indicate that, as suggested by the
right hand side of Equation (109.22), heat induced
changes to attributes with different z values correspond to
different F values, even if they occur during the same
time–temperature conditions. (The symbol Fo is uniquely
used for a reference temperature of 250°F and a z value of
18°F.) Equation (109.22) represents the fundamental equa-
tion in thermal processing. It uniquely indicates the method-
ologies to be used for thermal process design and evaluation.

There are a few points that must be noted before going
further. While different thermal processes can be com-
pared based on their corresponding F values, the accom-
plishment of the objectives of a process (e.g., commercial
sterilization) can be assessed by comparing the F value of
the process (which we will term Fprocess) with an F value
corresponding to a process known to meet our objectives
(which we will term Frequired). Given the relationship
between concentration and F value (left hand side of
Equation (109.22)) the Frequired value can be defined as the
time, at a constant temperature, required to destroy a
given percentage of microorganisms whose thermal resis-
tance is characterized by a particular z value.

Furthermore, unless the temperature of the sample is
uniform during processing, something that is not the usual
case (see the chapter on heat transfer), Equation (109.22)
can be used to calculate the F value of a process at a single
“point” in the sample where temperatures or concentra-
tions are known throughout the thermal process (termed
point F value). The objectives of a process have been met
throughout the whole product, if they have been met at the
critical point of the product, that is, the point that receives
the least effects, in terms of spore destruction, of the heat
treatment (the F value at the critical point is noted as Fc).
Integration of the effect of the heat treatment for each of
the volume elements of the sample must be performed if
equivalent processes in terms of remaining concentration

for the total volume of the food sample have to be defined.
This (second) integration enables calculation of integrated
F values (Fs). The significance in calculating Fs values is
obvious when we are interesting in quality retention calcu-
lations. In microbial destruction calculations, according to
Hayakawa [15] the two procedures (Fc vs Fs calculations)
produce similar results. A further discussion on this matter
is given by Stoforos [16]. The relative simplicity in calcu-
lating point F values compared to integrated ones gives 
an advantage to the former procedures, and most of the
discussion in the remainder of this chapter will be devoted
to them.

The integrated time-temperature effect of a thermal
process on a heat labile substance can be evaluated using
in situ, time-temperature integrators (TTI), or physical-
mathematical procedures [17]. The in situ measurements
as well as the use of TTIs involve direct monitoring of the
concentration, before and after processing, of either the
heat labile substance of interest itself (in situ method) or
of another heat labile substance, chosen so as to mimic the
original substance as far as its response to thermal treat-
ments is concerned (TTI approach). F value calculations
associated with these two methods involve use of the left
hand side of Equation (109.22). The basic requirement in
using TTIs in thermal process calculations is that the acti-
vation energies, or the z values, of the TTI and the sub-
stance of interest should be the same [5, 17]. When this is
not attainable, the use of multi-component TTIs (with
each component having its own activation energy or z
value), and correlation of the responses of these multi-TTI
systems with the thermal degradation of the substance of
interest has been proposed as an alternative [17–20].

Physical-mathematical procedures rely on temperature
data, of the product undergoing a thermal process, which
together with appropriate thermal destruction kinetics can
be used to evaluate the lethal effects of the process. F values
by these physical-mathematical procedures are calculated
through the evaluation of the integral in Equation (109.22).
While the in situ or the TTI approach can be the only choice
in several cases where time temperature data are not avail-
able (e.g., during aseptic processing of liquid/particulate
foods) due to inherent difficulties in working with these two
procedures [21] physical-mathematical methods are consid-
ered to be the most appropriate procedures when product
temperature data can become available [22].

III. MATHEMATICAL PROCEDURES FOR
THERMAL PROCESS CALCULATIONS

There is a large number of publications dealing with the
issue of thermal process calculations through mathematical
methods. The core of all these procedures is the right hand
side of Equation (109.22). Methodologies have been
reported for calculation of point F values from discrete
(usually experimental) product temperatures (General

T�Tref�z

T�Tref�z

Tref�T
�z

1
�
DT



Methods) or from time-temperature curves obtained
through appropriate models (Formula Methods). Critical
reviews of these methodologies have been presented in
the literature [3, 15, 23]. Procedures for evaluating the
effects of a thermal process through calculation of inte-
grated F values are also available and have been reviewed
[15, 23, 24].

The objectives of any methodology on thermal
process calculations consist of:

1. Process evaluation (first type of problem): This
refers to the evaluation of the F value of a given
process (that is, calculation of Fprocess value).
Information on the process (in particular pro-
cessing time and processing (retort) tempera-
ture, etc.) and on the product is available. This
is a rather straightforward step.

2. Process design (second type of problem): This
step involves the estimation of the proper pro-
cessing time in order to achieve a particular
required F value. A variety of parameters needed
for the calculations (e.g., retort temperature,
initial product temperature, cooling medium
temperature, speed of rotation (if any), can size,
headspace volume, etc.) can become available.
Obviously this step needs some “predictive”
work. Before answering this question we must
notice that a cooling cycle always follows the
heating cycle in a thermal process in order to
control and cease the destructive effects of the
elevated temperatures. So, in the design prob-
lem we are in fact interested in calculating the
time needed to end the heating cycle, i.e., the
steam-off time. (The exact duration of the cool-
ing cycle, provided that it is long enough to
allow for the food temperature to fall below
lethal temperatures, is not important as far as
microbial thermal destruction is concerned.) In
terms of mathematical representation of this
step, dividing the thermal process into the two
cycles, Equation (109.22) can be written as:

Fz
Tref

� �tg

0

10(T�Tref)/z dth � �tcb

0

10(T�Tref)/z dtc

(109.23)

where the first integral is associated with the
heating and the second integral with the cooling
cycle of the thermal process. What we are in fact
looking for, is the value of tg (steam-off time) —
upper limit of first integral — in order for the
whole process to result in a given Frequired value.

Equation (109.23) gives the desired F vs tg

relationship. The ultimate objective of all ther-
mal process calculation procedures is to

express the F value as an explicit function of the
total heating time (and vice versa). An analytical
solution of Equation (109.23) can be obtained
for only a few product temperature profiles.
Given the complexity of product temperature
profiles encountered, in most practical cases,
during thermal processing of foods, the
methodologies developed for thermal process
calculation rely on numerical or graphical pro-
cedures and/or make use of appropriate graphs
and tables. In the remainder of this chapter we
will mainly present two of the methodologies
used for thermal process calculations: the
General Method and Ball’s Formula Method.

A. GENERAL METHOD

The first ever scientific procedure for thermal process cal-
culations was the General Method introduced by Bigelow
and his coworkers at the National Canners Association over
80 years ago [25]. In approaching the first type of problem,
that is, calculation of the F value of a given process, the
method, in its original application, calculates the integral
appearing in Equation (109.22) graphically (that is why it is
also referred to as the Graphical Method) from discrete
data (usually experimental product temperature values at
the critical point vs time). It does not make any assumptions
about process or product characteristics (termed for this
General Method) and it calculates an exact (depending on
the accuracy of the graphical integration) Fprocess value.

Several complementary works were introduced to
make the General Method less laborious, consisting of the
use of a special coordinate paper [26–29], or of some
numerical integration scheme, such as trapezoidal rule
[30], Simpson’s rule [31], and Gaussian integration [32].
In fact, a numerical integration scheme is nowadays incor-
porated to any method that uses a computerized model for
product temperature predictions.

In attacking the second type of problem, that is, esti-
mation of the required processing time in order to achieve
a particular Frequired value, any method, including the
General Method, has to make some reasonable assump-
tions in extrapolating time–temperature data to different
conditions. The problem, in its simplest form, can be
stated as: Given experimental time–temperature data for a
particular product during a specific heat treatment (i.e.,
with specified retort temperature during both heating and
cooling cycles of the process, given initial product tem-
perature and steam-off time, specific product characteris-
tics and container type and size, etc.), determine the
steam-off time required to achieve a particular Frequired

value for all conditions being the same with those used to
obtain the experimental time–temperature curve. General
Method approaches this problem using a “geometrical sim-
ilarity,” that is, by assuming that the shape of the integrant in
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Equation (109.22) vs time curve, after steam-off time, is
geometrically the same irrespectively of the total heating
time. This is an approximation. With the exception for the
case where the product temperature had approached equi-
librium with the heating medium temperature, the shape
of the lethal rate curve during the cooling phase is a func-
tion of the difference between the product and the heating
medium temperature at the steam-off time. In the next
paragraphs, we will illustrate the application of the
General Method in process calculations by the following
example.

1. Example Problem

Experimental time–temperature data during processing of
canned fish in a still retort at 240°F are given in Table 109.1.
Determine the steam-off time for a required Fo value of
6 min.

2. General Method Approach

In one of its applications, General Method uses the lethal-
ity of process, that is, the ratio of Fprocess/Frequired as the
design variable.

lethality � (109.24)

For a process that meets our objectives, Fprocess must be
equal to Frequired, or, in other words, lethality must be unity.
That is,

lethality � 1 (109.25)

Using the right hand side of Equation (109.22) we obtain:

lethality � �tb

ta

10 dt (109.26)

or, by defining TDT (thermal death time) as

TDT � Frequired 10 (109.27)

Equation (109.26) can be written as

lethality � �tb

ta

dt (109.28)

Note that the TDT (thermal death time) is the equivalent to
the required FTref

time at a constant temperature T (one can
check this by evaluating the integral in Equation (109.22)
for constant temperature T and letting TDT � tb � ta) and
that the variable 1/TDT is called lethal rate.

Based on Equation (109.27) and the experimental data
from Table 109.1, the lethal rate (1/TDT) vs time curve is
plotted in Figure 109.2. The area under this curve (cor-
rected appropriately for the time and the lethal rate scales
used) gives the lethality of the process. In the particular
example, the area under the original (steam-off time � 60
min) lethal rate curve is equal to 663.7 small (dxdy)
squares. This area multiplied by the time scale and the
lethal rate scale used is converted to process lethality.
Specifically, for the example (Figure 109.2) we have:

lethality � 663.7dxdy� �

⇒ lethality � 1.33 (109.29)

(From the above value one can calculate, through Equation
(109.24), the F value of the process, as: Fprocess � 1.33·6 ⇒
Fprocess � 8 min. If one seeks the Fprocess value without know-
ing the value of Frequired — or is not interested in steam-off
time calculation — one can assume an Frequired value of
unity. In this case, the area under the lethal curve will give
directly the Fprocess value.)

The area under the curve that corresponds to unit
lethality (our goal) is called Unit Sterilization Area (USA)
and is calculated based on the particular time and lethal
rate scales used in constructing the lethal rate curve. That is,

USA � � (109.30)
1

��
lethal rate scale

1
��
time scale

0.010 min�1

��
5dy

1min
�

dx

1
�
TDT

Tref�T
�z

T�Tref�z1
��
Fz

Trefrequired

Fz
T

refprocess
��
Fz

Trefrequired
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TABLE 109.1
Heat Penetration Data
Product: Diced fish in sauce
Can size: 308 � 113
Process: Still retort at 240°F
Retort come up time: 10 min
Cooling water temperature: 78°F

Time Can Center Time End of Heating,
(Min) Temperature (°F) (Min) Start of Cooling 

Cycle*

0 77.4 57 237.5
3 86 60 238
6 112 End of heating,
9 132 start of cooling cycle.*

12 151 63 238.5
15 170.5 66 239
18 185 69 239
21 194 72 238
24 202 75 237
27 211 78 236.5
30 217 81 225.5
33 223 84 200
36 226 87 181.5
39 229 90 166
42 232 93 149
45 233 96 136
48 234.5 99 125.5
51 236.5 102 116
54 237 105 109

* Steam is turned off after 60 min of heating. Therefore, the 61st minute
is the end of the first minute of cooling.



and for our example,

USA �
1 1 ⇒ USA � 500 dx dy� 

(109.31)

A surface with area equal to USA (i.e., of 500 dx dy squares)
is pictured in Figure 109.2 corresponding to a total process-
ing time of 20 min at a temperature resulting to a lethal rate
(1/TDT) value of 0.050 min�1 (one can calculate from
Equation (109.27) that temperature to be equal to 240.59°F).

Thus, so far we calculated the lethality of the original
process (data from Table 109.1, steam-off time at 60 min).
Proceeding with our goal in finding the steam-off time that
gives the unit lethality, we will assume (following a trial
and error procedure) a steam-off time of 54 min (based on

the early calculations, it should be less than 60 min). We
do not know what the product temperature profile will be
when the steam will be turned off at 54 min (the only data
we have are the ones for 60 min steam-off time), but we
will assume, as the General Method dictates, that the new
lethal rate curve will follow the shape of the initial lethal
rate curve after steam-off time. Such a curve is presented
in Figure 109.2. The area under the new curve can be esti-
mated as being equal to 518.8 small (dxdy) squares. This
slightly exceeds our target value of 500 dxdy squares.

Repeating the procedure for a new steam-off time of
51 min we find an area under the new lethal rate curve of
453.1 dx dy squares. By interpolation between the three
values calculated so far, we obtain the steam-off time cor-
responding to the Unit Sterilization Area of 500 squares,
that is (Figure 109.3), 53.1 min.

0.010 min�1

��
5 dy

1 min
�

dx
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The problem we solved, as stated, was in its simplest
form. Going to different processing conditions, including,
for example, changes in retort temperature, calculations by
the General Method become more elaborated. To account
for variations in retort and initial temperatures beyond
the experimentally obtained values, the use of the
dimensionless temperature differences, in the form of
(TRT � T)/(TRT � TIT), as a function of time only, based on
pure conduction or ideal, perfect mixing, models (and for
constant TRT and uniform TIT), was suggested [26]. Based
on the analytical solution to the heat conduction equation,
a procedure to further convert heat penetration data from
one can size to another, during the heating cycle only, for
conduction heating products, was also suggested [33].
Recently, Simpson et al. [34] extended the idea of dimen-
sionless temperature ratios to include linear changing
retort temperature profiles, and expanded the applicability
of General Method to alternative processing conditions,
different than those used in collecting the experimental
heat penetration data.

Ending the presentation on General Method, we
should mention that the graphical approach followed here
was basically chosen for illustration purposes in an attempt
to underline some of the basic principles involved. In the
reality, the calculations shown here can be done (and were
done) in a computer environment following the General
Method principles. In the past, area estimations required
by the method were done by counting squares, approxi-
mating the area with regular geometrical figures of known
areas, use of planimeters, weight comparisons (with
known areas), etc. This made the method laborious and
difficult to use. Formula methods originated, at least in
part, in an attempt to make calculations simpler.

B. BALL’S FORMULA METHOD

Ball, in 1923 [35], introduced a new method for thermal
process calculations, named Formula Method from the
approach that he used in attacking the problem. He used
an equation, a formula, to describe the temperature as a
function of time at the critical point of a can, and then he
substituted the equation into Equation (109.22) (or better
into Equation (109.23)) and performed the integration.

Ball [35] introduced, basically, two empirical parame-
ters, the f and j values, to describe the time-temperature
curves of any product during thermal processing. Ball’s
basic assumption (and simplification) was that any heating
or cooling curve when appropriately plotted (as shown in
Figure 109.4 and Figure 109.5, respectively) after an initial
lag was asymptote to one (straight-line curve) or more
(broken-line curve) straight lines. Therefore, after that ini-
tial lag, the curve could be approximated by its asymptote.
So, for a straight-line heating curve, the following equation
has been suggested:

T � TRT � jh(TRT � TIT)10
�th/fh (109.32)

Both the fh and jh values can be determined from the
“heating curve,” an “inverted,” semi-logarithmic plot of
the difference between retort and product temperature (at
the critical point) vs time, as illustrated in Figure 109.4
(for the data presented in Table 109.1). The jh value, a
dimensionless correction factor, is defined as

jh � (109.33)

for TA being an extrapolated pseudo-initial product tem-
perature at the beginning of heating defined as the inter-
cept, with the temperature axis at time zero, of the
straight line that describes the late, straight, portion of
the experimental heating curve plotted as shown in
Figure 109.4.

The fh value is related to the slope of the heating curve.
It is defined as time required for the difference between
the medium and the product temperature to change by a
factor of 10, that is, in relation to Figure 109.4, as the time
needed for the straight line heating curve to traverse
through a logarithmic cycle.

With these definitions, it becomes clear that Equation
(109.32) is the “Exponential Equation” curve shown in
Figure 109.4, that is, the straight line that fits the portion
of the experimental data after an initial lag period.
Although Equation (109.32) approximates the experimen-
tal heating curve only after some initial time lag, Ball used
this equation for the entire heating curve, reasoning that
the thermal destruction taking place at the beginning of a
thermal process is negligible since, under common com-
mercial practices, the temperature of the product has not
yet reached the lethal temperature range.

Nevertheless, during the initial cooling phase, the
product experiences lethal temperatures, and an accurate
description of the product temperature during this stage is
necessary. Thus, Ball used a hyperbola (Equation (109.34))
to describe the initial part of the cooling phase for
0 	 tc 	 fc log(jc/0.657),

T � Tg � 0.3(Tg � TCW)

�1 � �1� �������
2

�����
2

��
(109.34)

and another, exponential equation — as for the heating
cycle — for the final, the “straight-line,” portion of the
cooling curve, i.e., for fclog(jc/0.657) 	 tc,

T � TCW � jc(Tg � TCW)10
�tc/fc (109.35)

Note that cooling time tc counts from the beginning of
the cooling cycle (tc � 0 at steam-off) and the fc and jc

parameters are determined from the cooling curve 

tc
�
fc

1
��
0.5275log(jc / 0.657)

TRT � TA
��
TRT � TIT
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(Figure 109.5) in the same way as the fh and jh values are
determined from the Heating Curve. In particular, jc is
defined as:

jc � (109.36)

Before substituting Equations (109.32), (109.34) and
(109.35) into Equation (109.23) and proceeding in obtain-
ing a relationship between F and tg, Ball, based on exper-
imental observations and conservative assumptions, fixed
the jc value at 1.41 and he further considered fc � fh. After
this, Ball proceeded with the substitution into Equation
(109.23) and thereafter he solved Equation (109.25)
(seeking unity lethality) for the lethality given by
Equation (109.24). He ended up with an equation [36] that
could not be integrated analytically. So, he graphically
evaluated the resulting integrals and he presented the
results of the integration in tabular or graphical forms.
This step involved some additional (usually minor)

assumptions (e.g., that there is no microbial destruction
after product center temperature falls 80°F below heating
medium temperature).

Ball’s final results correlated, graphically, the fh/U
values vs log(g) having only the z and the m � g values as
parameters. The parameter U is the F value at retort tem-
perature, TRT, that is,

U � F
z
Tref

Fi (109.37)

for

Fi � 10 (109.38)

U was used as the depended variable (instead of the FTref

value). The parameter “g” is the difference between retort
and product temperature (at the critical point) at steam-
off time and was used as the independent variable.
Steam-off time, B (in Ball’s notation), was related to g

Tref�TRT��z

TB � TCW
��
Th � TCW
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through the following formula (originated from Equation
(109.32)):

B � fh(log(jhI) � log(g)) (109.39)

for

I � TRT � TIT (109.40)

The parameter “m” was defined as the difference
between product temperature at steam-off and retort tem-
perature during cooling, resulting in the following
expression for m � g:

m � g � TRT � TCW (109.41)

In expanding the range of applicability of his Formula
Method, Ball further addressed some issues concerning
thermal process calculations. By providing additional

tables (and working equations) he allowed calculations
for broken-line (heating) curves, that is, heating curves
that could not be adequately described by a single straight
line but needed a set of straight lines (for practical pur-
poses two lines), each one with different slope, to be
described. In the same context, corrections for the case
where fc � fh were suggested. Finally, Ball accounted for
the contribution of the time period needed for the retort to
achieve the constant operating temperature during the
heating phase, the coming-up time (CUT). For this, based
on experimental observations, he concluded that a process
at constant retort temperature of duration equal to 42% of
the CUT was equivalent to the process at the variable
retort temperature profile during the CUT. So he sug-
gested to correct the heating time, by shifting the zero
heating time axis by 0.58 � CUT and apply his method, as
for a process with CUT � 0, based on this corrected
“zero” axis.
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In brief, the use of Ball’s method for determining the
F value of a given process involves the following steps:

1. Determination of the fh and jh values from the
experimental heating curve

2. Calculation of log(g) from Equation (109.39)
and the experimental steam-off time, B

3. Finding the fh/U value, for the log(g) value
calculated in step 2, from Ball’s graphs [7, 8,
35, etc.]

4. Calculation of F value (from the fh/U value found
in step 3) through the following equation (orig-
inated from Equation (109.37) (the definition
of U):

Fz
Tref

� (109.42)

The second type of problem, that is, estimation of the
required processing (steam-off) time in order to achieve a
particular Frequired value follows the same steps (in reverse
order) and will be illustrated for the problem solved ear-
lier with the General Method, that is, for the data given in
Table 109.1.

1. Ball’s Formula Method in Calculating Process
Time for the Example Data of Table 109.1

Since the data refer to a process at a still retort with 10 min
of come up time, the heating curve is replotted on Figure
109.6 to illustrate the correction for the zero time that
must be made. From Figure 109.6 we can estimate the
heat penetration parameters fh and jh as: fh � 28.7 min and
jh � 0.96.

fh
�
(fh/U)Fi

109-12 Handbook of Food Science, Technology, and Engineering, Volume 3

200.0

210.0

220.0

230.0
231.0
232.0
233.0
234.0

235.0

236.0

237.0

238.0

239.0

190.0

180.0
170.0
160.0
150.0
140.0

40.0

−60.0

−160.0

−260.0

−360.0
−460.0
−560.0
−660.0
−760.0

TIT=77.4°F I=TRT-IT=162.6°FTA=84°F jhI=TRT-TA=156°F

0 10 20 30 40 50 60 70 80

Time (min)

P
ro

du
ct

 t
em

pe
ra

tu
re

, 
T

 (
°F

)

1

10

100

1000

T
em

pe
ra

tu
re

 d
iff

er
en

ce
, 

T
R

T
 -

 T
 (

°F
)

Exponential equation

Experimental points

fh=28.7 min

Heating curve (CUT=10 min)

TRT = 240°F

0.96
TITTRT

TATRTjh ==

Corrected "zero" axis
(0.58×CUT=5.8 min)

FIGURE 109.6 Experimental straight-line heating curve (CUT � 10 min).



For

Fi � 10 ⇒ Fi � 10 ⇒ Fi � 3.5938

and Equation (109.37) for U, the value of the parameter
fh/U becomes:

fh/U � ⇒ fh/U �

⇒ fh/U � 1.33

From the fh/U vs log(g) diagrams [8], and specifically for
m � g � 160°F (the exact value being: m � g �
TRT � TCW, i.e., m � g � 240 � 78 � 162°F), z � 18°F
and for fh/U � 1.33, we find the value of the log(g) equal to:
log(g) � 0.0. Hence, for I � TRT � TIT (Equation (109.40)),
that is, I � 240 � 77.4 ⇒ I � 162.6°F from Equation
(109.39), we have: B � 28.7·  (log(0.96·162.6) � 0.0) 
⇒ B � 62.95 min.

Therefore, the time from steam-on to steam-off, tg, is

tg � B � 0.58·CUT � 62.95 � 0.58·10
⇒ tg � 68.8 min

Comparing this time with the corresponding time
found using the General Method, i.e., the 53.1 min found
earlier, we conclude that in this particular example, Ball’s
method overestimates processing time (assuming the
General Method’s answer as the basis) by about 30%.
This must be mainly due to the value of jc. Ball fixed that
value to 1.41. However, for our data (Figure 109.5) this
value was equal to 3.69. Ball’s assumption about a smaller
jc value means faster cooling than the actual, thus Ball’s
Formula Method has to allow for longer heating time. The
extensive lag period during the cooling cycle observed for
the experimental data used can be due to the retort cool
down period, that is the time needed for the retort to reach,
after steam-off, the cooling temperature (TCW). This is not
taken into consideration by any of the thermal process cal-
culation procedures (it can be viewed though as an addi-
tional safety factor).

The importance of the jc value was recognised by
Stumbo and his co-workers who in a series of publica-
tions [37–39] developed and published [9] a new set of
tables for thermal process calculations. The procedure in
calculating lethality or process time, through this new
set of tables, was identical as for Ball’s original formula
method. Nevertheless, Stumbo included jc as a parame-
ter (ranged in his tables from 0.40 to 2.00) and he pre-
sented values for a broader range as far as the z value is
concerned. In Ball’s graphs the z value lied between
10°F and 24°F, while Stumbo employed z values 
from 8°F to 200°F. While z values in the range of 
Ball’s graphs are sufficient for microbial inactivation,
higher z values characterize quality degradation. Aiming

in quality retention calculations Stumbo developed a
procedure for integrated F values calculations. Although
further discussion on this matter is beyond the scope of
this chapter, we must notice that quality retention calcu-
lations based on mass average values constitute the basis
for process optimization.

Several researchers, following Ball’s example, used
the empirical heat penetration parameters f and j in dif-
ferent formulas to describe the temperature inside the
product during thermal processing [40–46]. Although
empirical in nature, the use of these parameters resulted
in simple, flexible, and of wide applicability, independ-
ently of the mode of heat transfer involved, methodolo-
gies for thermal process evaluation and design.
Theoretical values of these parameters for conduction
heating foods under various conditions, as well as for
perfectly mixed, forced convection heating foods were
presented [7, 47–49]. Factors, used to convert f values
from one can size to another (for metal cans) or between
different types of containers (e.g., between glass jars and
metal cans) for pure conduction or perfectly mixed heat-
ing products, have been also reported [35, 50, 51]. So, it
is possible, to use Ball’s Formula Method to design
processes for conditions different from those used in
obtaining the experimental data (for example, for differ-
ent retort temperatures and can sizes).

IV. CONCLUDING REMARKS

This chapter focused on the basic principles involved in
establishing the necessary time–temperature combination
for an appropriate thermal process. Two of the basic math-
ematical procedures used for thermal process calcula-
tions, namely the General Method and Ball’s Formula
Method were presented in sufficient detail. Both methods
have contributed to the success of the canning industry.
Representative example calculations, with the above
methods, for establishing the necessary processing time
for commercial sterilization were given.

It should be noted that in our entire example calcula-
tions temperatures were in degrees Fahrenheit and time
units in minutes. This is because literature in thermal
process calculations, including working graphs and
tables, is traditionally and invariably using these particu-
lar units.

The analysis in this chapter referred to “in container”
processing. However, the principles presented are of gen-
eral applicability. Caution, though, must be taken with
regards to the assumptions involved in the development of
each method. Specific critical factors associated with par-
ticular processes must be considered. For example, resi-
dence time distribution during aseptic processing could
make calculations rather complex and should be properly
addressed.

28.7
��
6 � 3.5938

fh
�
Fz

Tref
� Fi

250�240
��18

Tref�TRT��z
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V. NOMENCLATURE

A. LATIN LETTERS

B steam-off time (measured from corrected
zero), s (unless otherwise explicitly stated)

C concentration of a heat labile substance,
number of microorganisms/ml, spores per con-
tainer, g/ml, or any other appropriate unit

CUT duration of retort come-up time, s (unless oth-
erwise explicitly stated)

DT (noted also as D) decimal reduction time or
death rate constant—time at a constant tem-
perature required to reduce by 90% the initial
spore load (or, in general, time required for
90% reduction of a heat labile substance), s
(unless otherwise explicitly stated)

dx the unit length of the x axis scale of a lethal rate
curve

dy the unit length of the y axis scale of a lethal rate
curve

Ea activation energy, J/mol
FZ

T (or simply F) time at a constant temperature, T,
required to destroy a given percentage of
microorganisms whose thermal resistance is
characterized by z, or, the equivalent processing
time of a hypothetical thermal process at a con-
stant temperature that produces the same effect
(in terms of spore destruction) as the actual ther-
mal process, s (unless otherwise explicitly stated)

Fc critical point F value
Fi factor defined by Equation (109.38), which

when multiplied by FTref
gives the F value at the

retort temperature, dimensionless
Fo a reference F value for Tref � 250°F and

z � 18°F
Fs integrated F value
f(Ca, Cb) function of initial and final concentrations and

the destruction kinetics, variable units
f time required for the difference between the

medium and the product temperature to change
by a factor of 10, s (unless otherwise explicitly
stated)

g difference between retort and product tempera-
ture (at the critical point) at steam-off time, °C
(unless otherwise explicitly stated)

I difference between retort and initial product
temperature, °C (unless otherwise explicitly
stated)

j a correction factor defined by Equations
(109.33) and (109.36) for the heating and cool-
ing curve, respectively, based on the intercept,
with the temperature axis at time zero, of the
straight line that describes the late, straight, por-
tion of the experimental heating or cooling
curve plotted in a semi-logarithmic temperature

difference scale as shown in Figures 109.4 and
109.5, respectively, dimensionless

kT reaction rate constant, s�1 for first order
reactions

lethality ratio of Fprocess over Frequired, dimensionless
m difference between product temperature at

steam-off and retort temperature during cool-
ing, °C (unless otherwise explicitly stated)

N spore load, number of spores
n apparent reaction order, dimensionless
Rg universal gas constant, 8.314 J/(mol � K)
T (product) temperature, °C (unless otherwise

explicitly stated)
TA extrapolated pseudo-initial product tempera-

ture at the beginning of heating defined as the
intercept, with the temperature axis at time
zero, of the straight line that describes the late,
straight, portion of the experimental heating
curve plotted as shown in Figure 109.4, °C
(unless otherwise explicitly stated)

TB extrapolated pseudo-initial product temperature
at the beginning of cooling defined as the inter-
cept, with the temperature axis at zero cooling
time, of the straight line that describes the late,
straight, portion of the experimental cooling
curve plotted as shown in Figure 109.5, °C
(unless otherwise explicitly stated)

Th product temperature at the beginning of the cool-
ing cycle, °C (unless otherwise explicitly stated)

t time, s (unless otherwise explicitly stated)
TDT (thermal death time) time at a constant temper-

ature, T, required to destroy a given percentage
of microorganisms, s (unless otherwise explic-
itly stated)

U the F value at TRT, defined by Equation (109.37)
USA (Unit Sterilization Area) area under the lethal

rate curve that corresponds to lethality of unity,
units of area, depending on the graph scales

z temperature difference required to achieve a
decimal change of the DT value, °C (unless
otherwise explicitly stated)

B. SUBSCRIPTS

1, 2 refers to a particular condition
a initial condition
b final condition
CW (water) cooling medium
c cooling phase
g condition at steam-off time
h heating phase
IT initial condition (for product temperature only)
process referring to process values
RT (retort) heating medium
ref reference value
required referring to required values
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I. INTRODUCTION

Thermal treatments of foods can be dated back to pre-
historic times when cavemen accidentally discovered the
wonder of fire (and heat): the sensory quality of roasted
animal carcasses was superior to the raw meats, and later
the healthful effect of cooked foods was also appreciated.
Frenchman Nicholas Appert, is credited as the one who
started the canning industry even though he did not under-
stand why canning techniques he invented prevented food
spoilage. It took the genius of Louis Pasteur, a half cen-
tury later, to discover the relationship between thermal
processing techniques on a scientific basis. Thermal
processes in modern-day food industry are more or less
designed to destroy undesirable microorganisms and
enzymes that are either harmful to human health or
destructive to food quality during storage. Thermal pro-
cessing of foods in food industry is generally referred to
heating of foods packaged in hermetically sealed contain-
ers and pasteurization of liquid foods (may contain some
particulates). It is carried out either continuously or batch-
wise in a consecutive process of heating, holding and
cooling. Eating quality (which includes sensory quality)
of foods is not always improved through thermal process-
ing. Loss of flavors and nutrients, and changes of textures

and colors are recognized as the commonest complaints
about thermally processed foods. As a result of this recog-
nition, new thermal processes such as high-heat-short-
time (HTST) and ultrahigh-temperature (UHT) have been
implemented in thermal processing of some foods, and
non-thermal processes (electrical pulse field, high-pres-
sure, ultraviolet light, and ultrasound) have also been
developed and tested for certain foods for possible
replacement of conventional heat processing (1). Aseptic
processing and packaging further reduce heat damage to
processed foods.

Thermal processes are generally not designed to ster-
ilize foods completely (or bacteriologically). Rather, they
are constructed on the objective of destroying microbial
pathogens, parasites and deleterious enzymes present in
foods, and of minimizing damage of heat on nutritional and
sensory profiles in foods by optimizing temperature and
heating time based on models of thermal processing. Even
in the heat treatment of canned foods, the objective of the
sterilization process is to produce a condition of “commer-
cial sterilization” in canned foods. Some thermophilic or
heat-loving microorganism spores could survive the ther-
mal treatment of a retort process, but these microorgan-
isms are not pathogenic or poisonous and therefore of no
significance regarding public health (2).



In order to determine the extent of thermal processing
for a particular food matrix in a particular environment,
several fundamental questions have to be answered:

1. The type of microbial flora associated with all
raw materials that are to be treated.

2. The pH value of the food.
3. The reaction kinetics that are related to micro-

bial inactivation, enzyme inactivation, chemi-
cal change, and physical change subject to heat
treatment.

4. The heating temperature and time combination
required to inactivate the most heat resistant
pathogens and spoilage microorganisms in a
particular food.

5. Heat-penetration characteristics in a particular
food including the packaging materials.

6. The thermal, surface, and physical properties of
the food and the container (for packaged foods
in hermetically sealed containers).

7. Heat transfers that produce the optimal condi-
tions (based on thermal death curves and a suf-
ficient margin of safety) that are required by (4)
and (5).

The rate at which microorganisms are killed at high
temperature is, of course, a very important study critical
to thermal processing of foods. Different microorganisms
have inherently different resistances to temperature, in that
vegetative cells and yeast are generally susceptible while
endospores are much more resistant, with virus between
these two extremes. The medium that surrounds the
microorganisms also has an extremely large influence,
especially pH, water activity, concentration, and type of
food components (3). The importance of pH is its link to
the death of vegetative cells or the ability of spores to ger-
minate and grow. The pH classification is of importance to
the canning industry since Clostridium botulinum, a highly
heat resistant and deadly bacterium, will not grow in foods
at pH 4.6 or below. The pH 4.6 is the demarcation line
between low-acid foods and acid foods (2).

The type of food to be thermally treated will have
associated microorganisms with a high thermal resistance.
These microorganisms must be inactivated to ensure the
safety of consumers. For example, in canning operations,
it is Clostridium botulinum that should be targeted to
eliminate to the extent that it will not pose a health threat to
consumers. Often, the other microorganisms that co-exist
with the targeted microorganism are also destroyed, along
with deleterious enzymes in the food. In pasteurization 
of liquid foods or solid-liquid mixtures, the thermal treat-
ment is mild and does not destroy the entire populations
of the targeted microorganisms due to the concern with
sensory quality of the processed food. It is imperative 
that pasteurized foods must be refrigerated after thermal 

processing and preserved with packaging or/and chemical
preservatives.

The death of microorganisms at constant elevated tem-
perature follows a first-order reaction kinetic, i.e.,

� �kN (110.1)

which can be integrated to give

N/N0 � 10�t/D (110.2)

Where D is the decimal reduction time, which is defined
as the time necessary for a 90% reduction in the microbial
population. N0 is the initial microbial population and k is
the rate constant.

Bigelow (4) showed a linear relationship between 
the logarithm of the decimal reduction time (also called 
D-value) for spores and their temperatures. Mathematically,
Bigelow’s model can be expressed as

� 10(T2�T1)/z (110.3)

where z is a constant over the temperature range for a 
particular microorganism. This so-called z-value is
defined as the increase in temperature necessary to cause
a 90% reduction in the decimal reduction time D. Another
model, with similar fashion, defines a Q10 value as the ratio
of decimal reduction time values at a temperature interval
of 10°C, i.e.,

Q10 � � 1010/z (110.4)

The most commonly used criterion for commercial
sterilization is the F value (5). It is defined as

F � ��

0

L dt � ��

0

10(T�Tref)/z dt (110.5)

where L is the lethality and Tref is a reference temperature.
The reference temperature should always be close to the
range of temperatures normally used in that process (3). For
commercial thermal processes, the determined F value is
always larger than F0 (reference thermal death time, defined
as the time for a given reduction in population of a micro-
bial spore with a z value of 10°C at 121°C).

Once the information with respect to thermal resis-
tance characteristics of the test microorganism (z and F0)
is known, the temperature history of the product going
through the process should be obtained before the thermal
processing schedule is formulated. This leads to the devel-
opment of a heat penetration curve. For detailed infor-
mation regarding heat penetration curves of packaged

DT
�
DT�10

D1
�
D2

dN
�
dt
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foods and F-values related to processing packaged foods,
the reader is referred to the chapter titled, “Thermal Pro-
cessing of Packaged Foods” by Chung, Papadakis and Yam
in this handbook.

II. STEADY STATE HEAT CONDUCTION:
FOURIER’S FIRST LAW

Thermal processing involves heat transfer between heating
sources and foods. Heat transfer is the movement of ther-
mal energy from one point to another driven by a difference
in temperature. When heat transfers between adjacent
materials due to temperature difference, the heat transfer
mode in this case is called heat conduction. Fourier’s law
of heat conduction prescribes the mechanism of heat con-
duction. Fourier’s first law of heat conduction can be
loosely interpreted as follows, the rate of heat flow
between point A of temperature T1 and point B of temper-
ature T2 under steady state conditions over a distance of y
is proportional to the area perpendicular to heat flow, and
(T1 � T2). The constant of proportionality is termed ther-
mal conductivity of the medium between points A and B,
k. It can be mathematically expressed as

Q � k A or q � � �k (110.6)

where q is the heat flux (unit: kJ/m2 s). However, strictly
speaking, a one-dimensional form of Fourier’s first law of
heat conduction should be

q � �k (110.7)

This equation often serves as the definition of k (6). If
the temperature varies in all directions, Fourier’s first law
of heat conduction in a Cartesian coordinate system would
be expressed as

qy � �ky , qx � �kx , qz � �kz

(110.8)

In an isotropic media of heat transport, kx � ky �
kz � k. For a cylindrical coordinate system (r, θ, z),
Fourier’s first law of heat conduction may be expressed as

qz � �k , qr � �k , qz � �k (110.9)

While in a spherical coordinates (r, θ, ϕ), the equations
would look like

qφ � �k , qr � �k , qz � �k

(110.10)

The heat conduction across a slab under steady state
conditions in a Cartesian coordinate system is expressed
as (see Figure 110.1)

q � k (110.11)

where S is the distance in the direction of heat conduction.
The term, k/y, in Equation (110.6) is actually a heat trans-
fer coefficient for heat conduction; the temperature differ-
ence (T1 � T2) is the driving force. Analogous to an
electrical circuit or mass transfer from the bulk of one phase
across the interface into the other phase, the reciprocal of the
heat transfer coefficient would be the heat conduction resis-
tance. For the case of steady-state conductive heat transfer
through a composite system made of several materials of
different thermal conductivities and thickness as shown in
Figure 110.2, the following resistance-in-series relation-
ship should hold:

� � � � … � (110.12)

or R � R1 � R2 � R3 � … � Rn (110.13)

where R signifies “resistance.” The heat flux through a
multiply-layer system (e.g., packaged food or composite
wall of a cold room) may be expressed as

q � (T1 � T2)/R (110.14)
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FIGURE 110.1 Schematic diagram of conductive heat transfer
in a rectangular slab under steady state conditions.
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FIGURE 110.2 Schematic diagram of conductive heat transfer
in a multilayered rectangular composite slab under steady state
conditions.



For composite cylindrical tubes (Figure 110.3) made of
multiple layers of different materials, the conductive heat
transfer rate (not flux) in the radial direction under steady
state conditions can be expressed as

Q � (T1 � T2)/R (110.15)

Where

R � R1 � R2 � R3 � … � Rn

� � � � …

� (110.16)

Heat conduction in a multilayered sphere with spherical
hollow core (Figure 110.4) can be written as

Q � (T1 � T2)/R (110.17)

Where

R � R1 � R2 � R3 � … � Rn

� � � � …

� (110.18)

The values of heat conductivities commonly encoun-
tered vary considerably in magnitude. For example, ther-
mal conductivities of metals range from 50 to
400 W/(m°C); alloys 10–120 W/(m°C); water 0.597 W/
(m°C) at 20°C; air 0.0251 W/(m°C) at 20°C; insulating
materials 0.035–0.173 W/(m°C) (Singh and Heldman,
2001). Many high-moisture food products have thermal
conductivities close to that of water and the thermal con-
ductivity values of dried, porous foods are highly affected
by the presence of air with its low value (similar to the
case of insulating materials). Several publications (7–9)
provide tabulated thermal conductivity values of a number
of common foods. Alternatively, empirical correlations of
thermal conductivities may also be used to estimate the
values in heat transfer process calculations where temper-
ature is not constant and/or the values of the temperature
entry cannot be found in the tables. Sweat (10) proposed
a predictive equation of thermal conductivity for fruits
and vegetables (little or no proteins) with moisture con-
tent exceeding 60%:

k � 0.148 � 0.493Xw (110.19)

where Xw is water content expressed as a mass fraction.
This equation is able to predict thermal conductivity val-
ues within �15% of experimental data. It is not suitable
for foods with low density or/and void spaces such as
apples since the values of thermal conductivity of these
types of foods would be underestimated using the 
equation. The reader is referred to the published experi-
mental data on these foods (7–9). Sweat (11) also 
proposed a predictive equation for meats and fishes 
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��
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�

4πkr3r4

r3 � r2
��
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FIGURE 110.3 Schematic diagram of conductive heat transfer
in a multilayered composite cylindrical object under steady state
conditions.
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fer in a multilayered composite sphere under steady state 
conditions.



(no carbohydrates) with moisture content ranging from
60–80% between 0–60°C:

k � 0.08 � 0.52Xw (110.20)

Equations (110.19) and (110.20) ignore the factor of com-
position of food solids in estimating thermal conductivities,
thus limiting their usefulness to high moisture content
foods where food solids have much lower values of ther-
mal conductivities. The compositions of most foods in
food industry are more complex and therefore an empiri-
cal equation of predicting thermal conductivities that
accounts for food composition is desirable. Sweat (12)
developed the following equation for calculating thermal
conductivities of foods at 25°C:

k � 0.25Xc � 0.155Xp � 0.16Xf � 0.135Xa � 0.58Xw

(110.21)

where X is the mass fraction and subscripts c, p, f, a, and w
stand for carbohydrate, protein, fat, ash, and water, respec-
tively. The coefficients in Equation (110.21) are the values
of the thermal conductivities for carbohydrate, protein,
fat, ash, and water. The thermal conductivity of pure 
water at 25°C is actually 0.606 W/(m°C). The value of
0.58 W/(m°C) betrays the fact that not all water in a food
matrix is free water. Notice Equation (110.21) does not
include a term for contribution from the thermal conductiv-
ity of fiber.

The equations proposed by Sweat (10–12) do not
address the issue of change in thermal conductivity due to
temperature change. Choi and Okos (13) have postulated
the following expression for liquid foods based on the food
composition and temperature:

k � �
n

i�1

kiYi (110.22)

The volume fraction Yi of each component is calculated
from the mass fraction, Xi, and the individual densities, ρi:

Yi � (110.23)

where Xi is the mass fraction and ρi is the density of ith
component.

The thermal conductivities in W/(m °C) and individual
densities in kg/m3 of water, ice, protein, fat, carbohydrate,
fiber, and ash are computed as functions of temperature in
°C and with first letter of each component name as sub-
script, shown in Tables 110.1 and 110.2.

While thermal conductivity, the rate of heat conduction
through a unit cross-sectional area when a unit tempera-
ture difference is maintained over a unit distance, describes
how fast heat can penetrate through foods and packaging
materials, it does not directly give out information on ther-
mal energy requirement for heating certain amounts of
foods to prescribed temperature levels. For that aspect of
thermal calculations and analyses, a thermodynamic prop-
erty, specific heat, defined as a measure of energy required
by a unit mass of food to raise a unit degree temperature
without a change in state, is more practical. Specific heat
values of foods can be experimentally obtained through sev-
eral methods (13). They can also be estimated by several
correlations. Dickerson (14) developed the following
equation for calculating specific heat of high-moisture
content foods in which the influence of the food composi-
tion and temperature on cp is not strong is:

cp � 1.675 � 0.025Xw (110.24)

where Xw is the water content expressed as water mass
fraction. If the food composition has to be taken into

Xi /ρi 
��

�
n

i�1

(Xi /ρi)
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TABLE 110.2
Temperature Functions of cpi in Equation (110.28)
(Ref. 13)
Major 
Components Temperature Functions (kJ/kg °C)

Fat cp � 1.9842 � 1.4733 � 10�3T � 4.8008 � 10�6T2

Carbohydrate cp � 1.5488 � 1.9625 � 10�3T � 5.9399 � 10�6T2

Fiber cp � 1.8459 � 1.8306 � 10�3T � 4.6509 � 10�6T2

Ash cp � 1.0926 � 1.8896 � 10�3T � 3.6817 � 10�6T2

Protein cp � 2.0082 � 1.2089 � 10�3T � 1.3129 � 10�6T2

TABLE 110.1
Coefficients of ki and ρρi in Equation (110.22) (Ref. 13)
Thermal Conductivity (W/m K) Density (kg/m3)

kw � 0.57109 � 0.0017625T � 6.7306 � 10�6 T2 ρw � 997.18 � 0.0031439T � 0.0037574T2

kic � 2.2196 � 0.0062489T � 1.0154 � 10�4 T2 ρic � 916.89 � 0.13071T
kp � 0.1788 � 0.0011958T � 2.7178 � 10�6 T2 ρp � 1329.9 � 0.51814T
kf � 0.1807 � 0.0027604T � 1.7749 � 10�7 T2 ρf � 925.59 � 0.41757T
kc � 0.2014 � 0.0013874T � 4.3312 � 10�6 T2 ρc � 1599.1 � 0.31046T
kfi � 0.18331 � 0.0012497T � 3.1683 � 10�6 T2 ρfi � 1311.5 � 0.36589T
ka � 0.3296 � 0.001401T � 2.9069 � 10�6 T2 ρa � 2423.8 � 0.28063T



account for calculations of specific heat, the expression
from Charm (15) is used in the following form:

cp � 2.093Xf � 1.256Xs � 4.187Xw (110.25)

The X is the mass fraction of each component. The sub-
scripts, f, s, and w, represent fat, non-fat solids, and water
respectively. The coefficients of Equation (110.25) are
actually the specific heat values for fat, solids, and water at
70°C. Heldman and Singh (16) expanded the approach
used by Charm (15) to include specific heat values of more
basic components into the following equation:

cp � 1.424Xc � 1.549Xp � 1.675Xf � 0.837Xa � 4.187Xw

(110.26)

where new subscripts, c and a, stand for carbohydrate and
ash, respectively. Notice the specific heat value for solid
fat is 1.675 kJ/kg°C while the specific heat value for 
liquid fat is 2.093 kJ/kg°C.

Further expanding Equation (110.26) leads to the fol-
lowing expression:

cp � 1.424Xc � 1.549Xp � 1.675Xf � 0.837Xa

� 1.9776Xfi � 4.187Xw (110.27)

where Xfi is the mass fraction of fiber in the food.
If the temperature dependence of specific heat values

is needed, the comprehensive mode proposed by Choi and
Okos (13) should be used. Their model is expressed as
follows:

cp � �
n

i�1

cpi Xi (110.28)

where Xi is the mass fraction of the ith component, n is
total number of components in a food, and cpi is the spe-
cific heat of the ith component.

III. CONVECTIVE HEAT TRANSFER

Convective heat transfer is the result of bulk fluid move-
ment in which a temperature gradient exists between the
solid surface and surrounding fluid. In any convective heat
transfer situation, heat conduction between the bulk fluid
and the solid does exist simultaneously but the magnitude
of heat conduction is far less than that of convective heat
transfer. There is no reason to analyze heat conduction in
a convective heat transfer situation. Instead, a heat con-
duction effect that is associated with convective heat 

transfer is automatically included in the convective heat
transfer analysis in the form of part of a lumped heat
transfer parameter called heat transfer coefficient.

It is widely believed that convective heat transfer resis-
tance comes from a thermal boundary layer near the solid
surface. The thickness of this “film” epitomizes the resis-
tance to heat transfer as is shown in the equation based on
Newton’s law of cooling (or heating) as follows:

q � (Ts � T) � h(Ts � T ) (110.29)

where δ is the thickness of the boundary layer or film 
and Ts is the temperature of the surrounding fluid. Since
the thickness of the film is not measurable, the use of the
heat transfer coefficient is the commonly preferred
method. The heat transfer coefficient, h, however, is not a
material property. It depends on physical properties of
fluid and solid as well as the hydrodynamic situation in
the region where heat transfer takes place. In general,
boiling liquids and condensing vapors have very high val-
ues of h and gases are poor heat transfer fluids. Steams are
often the choice of heating media and the presence of air
will reduce the effectiveness of heat transfer of steams
(17). Although analytical or numerical treatment of conti-
nuity equation, equation of motion and energy equation
under steady state, constant density conditions to get
temperature profile in the thermal boundary layer (as well 
as velocity profile in the hydrodynamic boundary layer) 
is theoretically possible, it is generally neither recom-
mended nor needed. Some classic literature provides
some case studies of very simple convective heat transfer
situations in the boundary layer (6, 19). Most convective
heat transfer calculations involving food thermal process-
ing are carried out using an empirical approach that is
based on experimental data in the form of dimensionless
number correlations.

There are two modes of convective heat transfer
depending on the fluid flow characteristics. Natural (or
free) convective heat transfer is due to fluid motion
caused by difference in density resulting from tempera-
ture difference. If the fluid flow is caused by artificial
means such as agitation, pumping, or blowing, the con-
vective heat transfer is named as forced convective heat
transfer.

A. DIMENSIONLESS QUANTITIES

Nusselt number (NNu) � hdc/k � ratio of external convec-
tive heat transfer to internal heat conduction.

Prandtl number (NPr) � �cp/k � ratio of kinematic
viscosity to thermal diffusivity.

k
�δ
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Reynolds number (NRe) � ρuD/µ � ratio of inertial
force to viscous force, where D is diameter and u is 
velocity.

Grashof number (NGr) � , where dc is char-

acteristic length, β is the coefficient of volumetric expan-
sion; ∆T is temperature difference between a solid surface
and the surrounding fluid.

Graetz number (NGz) � 0.25π[NReNPr(dc/L)] � �
m
k

	

L
cp
�.

B. DIMENSIONLESS NUMBER CORRELATIONS

Equations for calculating heat transfer coefficients usually
take the form of

NNu � f �NRe, NPr, � �, NGr, � �� (110.30)

The Grashof number is associated with natural con-
vection and (L/dc) is related to laminar flow. When cal-
culating these dimensionless numbers, the thermo-
physical properties of fluids at the arithmetic mean tem-
perature at the entrance and the exit are used. The vis-
cosity of the fluid at the wall (µw) is included in the
equations to account for the heating process since it
affects convective heat transfer. The correlations for
forced convective heat transfer can be expressed as a
general equation:

NNu � α(NRe)
β(NPr)

γ � �
δ

(110.31)

where α, β, γ, and δ are constants from correlation analysis
of experimental data and dc is characteristic diameter (19).

For Newtonian fluids in laminar-flow inside circular
pipes, the following equation is used:

NNu � 1.86�NRe NPr �
1/3

� �
0.14

(110.32)

The characteristic diameter, dc is the inside diameter of
the pipe, d. For fluids flowing outside of but parallel to the
pipes, substitute de for d in the Reynolds number calcula-
tion. The equivalent diameter is defined as

de � 4� � (110.33)

This equation can also be used to calculate dc for non-
circular ducts.

For Newtonian fluids in turbulent-flow inside circular
pipes and NRe 
 105, 0.7 � NPr � 700, and L/d 
 60, the
correlation of NNu (known as Sieder-Tate equation) is

NNu � 0.023(NRe)
0.8(NPr)

1/3� �
0.14

(110.34)

For Newtonian fluids flowing around a sphere, the fol-
lowing equation is used:

NNu � 2 � 0.60(NRe)
0.5(NPr)

1/3 (110.35)

This correlation is useful in predicting convective heat trans-
fer to or from droplets or bubbles. Another correlation that
has been proven useful is

NNu � 2 � (0.4(NRe)
0.5 � 0.06NRe

2/3)(NPr)
0.4� �

1/4

(110.36)

where the physical properties appearing in NNu and NRe, and
NPr are evaluated at the approaching stream temperature
(20). This correlation is recommended for 3.5 � NRe �
7.6 � 104, 0.71 � NPr � 380, and 1.0 � µ/µw � 3.2.

For Newtonian fluids flowing along a flat plate with a
sharp edge, oriented parallel to the flow, the local Nusselt
number correlation in the laminar region near the leading
edge, the following equation is used (18):

NNu � 2�� (NRe x)
0.5(NPr)

1/3 (110.37)

in which NRe x is the Reynolds number at the point that has
a distance of x from the leading edge.

For Newtonian fluids flowing around irregular shaped
objects

NNu � NNu,0 � 0.60(NRe)
0.5(NPr)

1/3 (110.38)

in which NNu,0 is the mean Nusselt number at zero Reynolds
number.

The Nusselt correlations for natural convection is more
complicated than those for forced convection. In general,
these correlations can be expressed as

NNu � α(NGr NPr)
β (110.39)

where α and β can be evaluated using the table provided
by Singh (8). Alternatively, simplified equations for natural
convection to air or water in several geometrical shapes
and arrangements is formulated by Toledo (19) based on
the data from McAdams (21). A similar set of simplified

37
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equations can also be found in Özisik’s (22) book. They all
have the following form:

h � C(∆T)0.25 or h � C(∆T/L)0.25 (110.40)

for laminar flows, and

h � C(∆T)1/3 or h � C(∆T/L)1/3 (110.41)

for turbulent flows where L is replaced by d for cylinders.
More heat transfer coefficient correlations can be found

in several books (6, 19). For correlations for non-Newtonian
fluids, the textbooks by Heldman and Singh (16) and Toledo
(19) are recommended.

C. OVERALL HEAT TRANSFER RESISTANCE

In most heat transfer processes, particularly those involving
indirect heating devices such as heat exchangers, there will
be more than one resistance to heat transfer. For a simple
heat exchanger, there are two convective heat transfers: one
inside and one outside, and one conduction: heat transfer
across the walls of the tubes in the heat exchanger. Often in
situations like that, an overall heat-transfer coefficient, U,
is used and can be calculated as:

� � � (110.42)

IV. UNSTEADY STATE HEAT TRANSFER:
FOURIER’S SECOND LAW

When heat transfer across a solid is not uniform, i.e., there
is a rate of change in temperature with time; this condition
is called unsteady state heat transfer. For example, in steril-
ization processes, temperature histories of heating and cool-
ing are vital to process operators determining the lethal
effect of the thermal processing on microbial populations.
Fourier’s second law of heat transfer guides unsteady state
heat transfer and is mathematically expressed as

� � � � �
� α� � � � (110.43)

Equation (110.43) is derived in a Cartesian coordinate
system. For cylindrical objects with temperature symme-
try in the circumferential direction, Fourier’s second law of
heat transfer takes the following form:

� α� � � � (110.44)

For sphere with symmetrical temperature profile, the gov-
erning equation becomes

� α� � �sinθ �� (110.45)

In order to solve Equations (110.43), (110.44), and
(110.45) to obtain temperature histories of foods, it is
important to know the relative importance of heat transfer
at the surface and the interior of an object submerging in
a heating environment. In many unsteady state heating
processes, the food often initially has a uniform low tem-
perature. Upon immersing in the heating fluid, the heat
transfer to the food object from the fluid will experience
two types of resistances: convective heat resistance and
conductive resistance. The ratio of these two resistances,
called Biot number, is defined as

NBi �

� (110.46)

For the case of negligible internal resistance to heat trans-
fer (NBi � 0.1) where the shape and size of food object are
irrelevant, the temperature history is expressed as

� exp� �t � exp(�NBiNFo) (110.47)

where Tm is the temperature of the heating fluid. Ti is the
initial temperature of the food object. NFo is Fourier num-
ber, a dimensionless number that is equal to αt/dc

2.
For the case of negligible internal resistance to heat

transfer (NBi 
 40) where the shape and size of food
object are relevant, the temperature history of an infinite
slab is expressed as

� �
�

n�1
(�1)n�1 cos exp��Cn

2 �
(110.48)

where x is the variable distance from the central axis, dc is
the half-thickness of the slab, and Cn is (2n � 1)π/2. Note
that Equation (110.48) is obtained by solving Equation
(110.43) for an infinite slab (one-dimensional conduction
through the thickness of the slab).

In cylindrical coordinates,

� �
�

n�1
J0 � � exp��Cn

2 �
(110.49)
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where r is the variable distance from the central axis and
dc is the radius of a cylinder.

J0(Cn) � 0 (110.50)

Note that Equation (110.49) is obtained by solving
Equation (110.44) for an infinite cylinder (one-dimen-
sional conduction in the radial direction).

In spherical coordinates,

� �
�

n�1
2(�1)n�1 sin exp��Cn

2 �
(110.51)

where dc is the radius of a sphere and r is the variable dis-
tance from the central axis. Cn � nπ.

Note that Equation (110.52) is obtained by solving
Equation (110.45) for a sphere (one-dimensional conduc-
tion in the radial direction).

For the case of finite internal and external resistances
to heat transfer (0.1 � NBi � 40) where the shape and size
of food object are relevant, the temperature history of an
infinite slab is expressed as

� �
�

n�1

cos

� exp��Cn
2 � (110.52)

where dc is the half-thickness of an infinite slab and x is the
variable distance from the central axis.

Cn tan Cn � hdc/k (110.53)

In cylindrical coordinates,

� �
�

n�1
J0� � exp��Cn

2 �
(110.54)

This expression is identical to Equation (110.49).
In spherical coordinates,

� �
�

n�1

� sin exp��Cn
2 � (110.55)

where Cn cot Cn � 1 � hdc/kT (110.56)

The analytical solutions to the governing equations in
Cartesian, cylindrical, and spherical coordinate systems
are not difficult to use to obtain temperature histories in
this age of super fast computer hardware and sophisticated
software. For example, a programmed spreadsheet (such
as MS Excel®) will crunch these numbers easily.
However, for someone who is uncomfortable with using
computer programs, there are simple temperature-time
charts available (8, 9, 23, 24). These charts are semi-log
plots of temperature distribution vs. Fourier number. The
charts in Singh and Heldman (9) cover a wide range of
Fourier numbers; however, the transient temperatures in
the charts are those in the geometrical centers of infinite
slab, infinite cylinder, and sphere. Although the other
charts mentioned above cover much narrower range of
Fourier numbers, the temperatures in those charts are not
limited to the geometrical centers. The general procedure
for using these charts is very simple. First one calculates
Fourier number and Biot number, then locate these num-
bers on the chart that is designated for the shape of an
object similar to one you are interested in (Fourier num-
ber is on the abscissas and Biot number is the slope of the
straight lines in the chart). Finally, one finds the corre-
sponding temperature distribution on the coordinate axis.

V. THERMAL PROCESSES

Thermal processes vary greatly in their severity ranging
from mild treatment of pasteurization to more severe such
as retort processes involving foods packaged in hermeti-
cally sealed containers. Commercial sterilization processes
can be categorized into two basic modes: conventional
canning in retorts and aseptic canning where foods and
containers are sterilized separately and assembled later in
a sterile environment. A wide range of food products, rang-
ing from less viscous fluids to high-viscosity fluids, can be
heat treated. The presence of particles (up to 25 mm in
diameter) poses a challenging problem for engineers
involved in multiphase heat transfer, as it becomes neces-
sary to at least heat both liquid and solids adequately and,
if possible, equally. Alternative technologies, such as
ohmic heating and microwave heating may help alleviate
some of the problems associated with heating of solid-
liquid mixture (25–29). The presence of air in either of
phases becomes a problem in thermal processing as it
escapes from the fluids when temperature increases. Also
air is a very poor heating fluid.

A. RETORT

Retort is a closed vessel or other equipment that is used for
thermal sterilization of packaged foods. The heating
medium is usually pure saturated steam. Canned foods are
not the only type of foods that can be treated to commercial
sterility. Retort pouches are also widely processed in retorts.
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The type of retort equipment includes discontinuous (batch),
non-agitating (still), and vertical or horizontal retorts.

Many factors contributing to the conditions necessary to
produce commercially sterile packaged foods, include [1]
pH, [2] the storage conditions after thermal treatment and
expected shelf-life, [3] the heat resistance of the targeted
microorganism(s), [4] the heat transfer characteristics of the
food, its container, and the heating medium, and [5] the ini-
tial load of microorganisms. For packaged low-acid foods, it
is C. botulinum spores that cause the greatest concern and
should be the target for destruction. The modes of heat trans-
fer in thermal processing of foods in retorts could be heat
conduction, convective heat transfer, or both, depending on
the viscosity of foods in the package and the retort equip-
ment (still or agitating), although conductive heat transfer is
probably the predominating heat transfer mode. For low-vis-
cosity foods such as juices, natural convection could arise
due to temperature differences in different locations of the
package. Many retorts can rotate and therefore forced con-
vection is induced in the package. In the rotating retort, the
headspace of the package (such as a can) becomes an impor-
tant factor to consider when one evaluates the combined
effect of natural convection and forced convection. It is
common to insert the thermocouple probe in the location
that is not the geometrical center of the package but slightly
below the center in the retort for measurement of the heat
penetration curve since this location is believed to be the
coldest spot in the package for low-viscosity foods. The
drawback with the thermocouple probe approach is that the
probe will disturb the flow patterns, which, in turn, distort
the measurement of temperature distribution in the package.
Various alternatives were considered and tested. Among
them are temperature time integrators (TTI). TTI is designed
to replace thermocouple probes and to validate overall
process of thermal processing of foods, especially for those
containing particulates. A marker is an alternative tempera-
ture probe used in TTI, be it a microorganism, or a spore, or
an enzyme, or a chemical or a physical marker whose degra-
dation kinetics are first-order, which is stable and has been
accurately measured. Markers may be intrinsic (already
present in the food) or extrinsic (added to the food) and are
immobilized in solid particulates (30). The advent of nan-
otechnology could revolutionize the TTI approach with
chemical markers. Computer simulations of food steriliza-
tion in packaged foods are also thriving as the computing
power goes up and the cost of computing declines. Many
papers have been published in this field (31–35).
Commercial computational fluid dynamics (CFD) software
package such as FLUENT and PHOENICS is a useful tool
available to food engineers and technologists to conduct
complex computer simulations (36, 37). The latest approach
to predicting temperature histories in retorts is the use of
artificial neural network (ANN) coupled with genetic algo-
rithms (GA) based on seminal works by Goldberg (38) and

Holland (39). Ramaswamy group of McGill University in
Canada has several publications in this area (40).

B. CONTINUOUS HEAT PROCESSING

Conventional continuous thermal processing of liquid or
liquid-particulate foods is intended to pasteurize the foods
while minimizes the thermal damage to food quality. Steam
or hot water is the common heating medium and the ther-
mal energy is delivered to foods through two means: direct
steam heating and indirect heating with steam or hot water
using one of several types of heat exchangers.

With direct steam heating, the food is heated to steril-
ization temperature by mixing it with steam. In the
process, some of steam may condense and release latent
heat of vaporization. Direct steam heating of foods is fast
but the processed product is dilute. The extra water some-
times has to be removed. Regardless the way of direct
heating is carried out, either the food is injected to steam
or steam is injected to the food; the mathematical model-
ing is not easy. A thermodynamics approach may be used
in calculating energy requirement.

Indirect heating involves using plate or tubular or
scraped surface heat exchangers. Each of these types of
heat exchangers has their own advantages and disadvan-
tages. Although designs of heat exchangers are many, in
principle the only significant difference between them is
the direction of flows of the two fluids. In general, there
are two designs of heat exchangers commonly used in
food industry: cross flow and parallel flow. Parallel flow
can be subdivided into concurrent flow and counter-cur-
rent flow exchangers. Under comparable conditions, more
heat is transferred in counter-current exchangers than in
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concurrent exchangers. Figure 110.5 illustrates the flow
arrangement for parallel flow exchangers. There are situ-
ations where cross flow exchangers may transfer more
heat than counter-current heat exchangers. Parallel flow
heat exchangers carry two fluids: one hot and one cold.
Heat is transferred to the cool fluid primarily through
forced convection.

The rate of heat transfer between the two fluids is

Q � UA(∆T)lm (110.57)

where

(∆T)lm � (110.58)

where (∆T) is the temperature difference at each end of the
exchanger and (∆T)lm is called the log mean temperature
difference.

Scraped surface heat exchangers are often used in
heating high-viscous foods or foods containing large par-
ticulates (often non-Newtonian fluids). Singh (8) provided
the following Nusselt number equation based on Higbie’s
penetration theory for calculating convective heat transfer
coefficient:

NNu � 2π�0.5(NRe NPr n)1/2 (110.59)

where n is the fluid behavior index for non-Newtonian
fluids.

Plate heat exchangers are commonly used in heating
applications in the dairy and food beverage industry. It
consists of a series of plates clamped together on a frame.
Channels are formed between the plates. The food prod-
uct and heat transfer medium flow through alternate chan-
nels. Because of the narrow channels, plate heat exchangers
can be designed to give a high level of induced turbulence
in the flowing streams of the food and heating medium.
This arrangement along with the small channel size
between the plates gives high heat transfer coefficients
(3). The plate heat exchangers are compact for any given
heating loads. The downside of the design is the narrow
channels preclude the flow of high-viscous fluids and liq-
uids containing particulates.

Tubular heat exchangers can be divided into two groups:
concentric tubes and shell-and-tube exchangers. Concentric
tube type of heat exchangers consists of one pipe inside
another. The walls of the inner pipe form the heat transfer
surface. Shell-and-tube heat exchangers consist of a bundle
of tubes enclosed by a shell. The arrangement allows for one
tube pass or multiple passes for the food. In a one-pass
arrangement, the product stream enters at one end and
exits at the opposite end. In a multiple-pass arrangement,
the product stream may flow back and forth through dif-

ferent tubes with each pass before finally exiting the heat
exchanger. Tubular heat exchangers can do the jobs that
plate heat exchangers cannot. Relatively large tubes of tubu-
lar heat exchangers can handle highly viscous fluids or
solid-liquid mixtures with ease. But the heat transfer area
per unit volume of tubular heat exchangers is smaller than
that of the plate exchangers and therefore the heat transfer
rate is slower.
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I. INTRODUCTION

Deep-fat frying is one of the oldest processes of food
preparation. For decades, consumers have desired deep-
fat fried products because of their unique flavor-texture
combination, ranging from potato chips, French fries,
doughnuts, extruded snacks, fish sticks, and the traditional
fried chicken products.

Frying is the process of cooking foods using oil as the
heating medium. In deep-fat frying, the food is immersed
in the oil, which should be enough to cover the food by at
least 2 cm. The objective of deep-fat frying is to seal the
food by immersing it in hot oil so that all the flavors and
juices are retained in a crisp crust.

A. DEEP-FAT FRYING SYSTEMS

The processes used to fry food products can be divided
into two broad categories: (1) those that are static and
smaller (whose capacity can range from 8 L–28 L of oil),
classified as batch fryers used in the catering restaurants;

and (2) those that fry large amounts of products in a moving
bed, used in the food industry, classified as continuous 
fryers (having a throughput that varies from 250 kg product
hr�1�25,000 kg product hr�1). These fryers can operate at
atmospheric and vacuum and high pressure conditions.

Deep-fat frying of foods is usually performed at high
temperature (around 190°C) under atmospheric pressure.
Excessive darkening or scorching of the product may
occur even before the product is completely cooked. In
addition, some of the oil decomposition products have been
implicated in producing adverse health effects when fried
oils degraded with continued use (Taylor et al., 1983).

High-pressure is another way of producing deep-fat
products. Pressure fryers were developed primarily to be
used in the food service industry for chicken frying. The
time required to fry chicken parts is faster in a pressure fryer
than in atmospheric (open) fryers and the food is more
moist and uniform in color and appearance. The process
increases the boiling points of frying oil and moisture in
the food, thus increasing the rate of heat transfer to the



interior of the food and reducing the frying time. The
result is a moist and flavorful food product. Pressure batch
fryers can be electric or gas fired and are available in
many sizes. Oil capacity can range from 11 L to 25 L and
food capacity from 5.6 kg to 10.9 kg. The operating tem-
perature of pressure fryers can vary from 160°C to 177°C
and the frying time from 7 to 10 min. Two pressure ranges
are used, some fryers employ 9–14 psi and others 28–32 psi
(Moreira et al., 1999). Some disadvantages of pressure
fryers are that the frying oil will degrade faster because
steam from the food is retained within the fryers thus
increasing buildup of free fatty acids. The oil must be fil-
tered more frequently because bread and crumbs can burn
or oxidize causing off flavors (Lawson, 1985).

In vacuum frying operations, food is heated under
reduced pressure (�60 Torr) in a closed system. In these
systems, the boiling point of the oil and the moisture in
the foods are lowered. Some of the advantages include:
(1) water in the product can be rapidly removed; (2) natural
color and flavors of the product can be preserved due to the
low temperature and oxygen content during the process;
and (3) vacuum frying has less adverse effects on oil qual-
ity (Shyu et al., 1998). In addition, under vacuum, food
products can be fried at much lower temperature (around
110°C) and yield products with lower oil content (e.g.,
potato chips) and same texture and less darkness than
those fried at traditional atmospheric fryers (170–190°C)
(Garayo and Moreira, 2002).

Continuous vacuum frying was a concept developed by
Florigo (H&H Industry Systems B.V., The Netherlands)
in the early 1970s to produce high quality French fries.
Due to the improvement in quality of the raw materials and
blanching techniques, the use of vacuum fryers almost
died out with the exception of one or two production com-
panies who still insist in producing a non-blanched product.
Today, the Florigo automatic continuous vacuum fryers are
used mainly to produce fruit-chips and very delicate snack
products.

French fries processed in a vacuum fryer can achieve
the necessary degree of dehydration without excessive dark-
ening or scorching of the product. With the natural preoccu-
pation with lowering the fat contents of diets, vacuum frying
can be an efficient way of reducing the oil content in fried
snacks. In addition, vacuum fryer can be an alternative to
produce dehydrated fruits and vegetables with high quality
in a short time.

II. FRYING OIL CHARACTERISTICS

During deep-frying, fats and oils are repeatedly used at ele-
vated temperatures in the presence of atmospheric oxygen
and receive maximum oxidative and thermal abuse. Heating
in the presence of air causes partial conversion of fats and
oils to volatile chain-scission products, nonvolatile oxidized
derivatives, and dimeric, polymeric, or cyclic substances.

By affecting the properties of the heat transfer medium
(cooking oil), deep-fat frying in turn affects the quality of
the fried food. Chemical and physical changes in the oil
can prolong the process time, increase the total amount of
oil in the product, induce toxicity, and lower food nutritional
value.

The term fat is used to refer to animal-origin fat while
oil is used for plant-origin fat. Fat is one of the body’s basic
nutrients, providing energy by furnishing calories. It is com-
posed primarily of triglycerides, which are three fatty acid
molecules joined by a glycerol backbone (Stockwell, 1988).
There are several fatty acids, but only about eleven are
common.

Glycerol can combine with these fatty acids through
esterification to form mono-, di-, and triglycerides. The
characteristics of a particular fat or oil and therefore its fry-
ing properties are dictated by the actual fatty acids that are
present in the individual triglyceride molecules. Some of
these component fatty acids are longer or shorter in chain
length than others.

The various fatty acids are placed in groups to reflect
their functionality in products (and in the human body). If a
fatty acid is composed of a chain of carbon atoms with no
double bonds, it is said to be saturated. These fatty acids
are generally solid at room temperature. It is possible for the
double bonds to occur in different places. In the case of
fatty acid with two double bonds, they can be sited close to
each other or far apart. The closer they are together, the more
unstable the molecule will be. The position of the double
bonds seems to be more important than the number of them.
A molecule with two double bonds close to each other is
likely to be more unstable than one with three positioned
well apart from each other (Stockwell, 1988).

From these descriptions, it should be clear that even
with only a few types of fatty acids, a larger number of dif-
ferent triglycerides are possible. With eleven distinct fatty
acids that occur commonly in nature, over 1300 different
triglycerides can be formed.

Unsaturated fats are derived primarily from plants and
are liquid (in the form of an oil) at room temperature.
Generally speaking, oils are composed (in varying percent-
ages) of both monounsaturated and polyunsaturated fats. In
general, the more double bonds in a fatty acid and the longer
its carbon chain length, the lower the temperature at which
an oil remains liquid. Also, the more double bonds, the
more unstable the oil is and the more likely it is to undergo
various forms of degradation (Stockwell, 1988). Thus, there
is a chemical basis for the trade off between stability
(polyunsaturated oils are less stable) and health benefits
(polyunsaturated oils are considered to be more healthy).

The three most widely used oils that are high in
monounsaturates are olive oil, canola oil, and peanut oil.
Polyunsaturated fats are also considered relatively healthy
and include the following, ranked in order, most to least,
of polyunsaturates: safflower oil, soybean oil, corn oil,
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and sesame oil (Stockwell, 1988). Soybean, safflower, sun-
flower, and canola oils are always partially hydrogenated
before being used for frying to increase their stability.
Cottonseed, corn, peanut, and olive oils are used as a stable
source of polyunsaturated fatty acids because of their low
linolenic acid content (Pavel, 1985). Other oils such as
jojoba oil have also been tested for frying (Clarke and
Yermanos, 1980; Saguy et al., 1996).

III. PRODUCT CHANGES DURING 
DEEP-FAT FRYING

Fried products absorb oil during frying and as they cool
which contributes to a high fat and high calorie product
(Moreira et al., 1999). Oil content in fried foods has been
related to initial moisture content (Gamble et al., 1987;
Moreira et al., 1995), pre-frying treatment (Gamble et al.,
1987; Moreira et al., 1997), structural changes during bak-
ing (Lee, 1991; McDonough et al., 1993; Rock-Dudley,
1993), and cooling time (Sun and Moreira, 1994). Bulk
density decreases, and porosity and oil uptake increase
with frying time during frying of tortilla chips (Kawas and
Moreira, 2000).

A. SHRINKAGE, POROSITY, AND TEXTURE CHANGES

In general, fried products will shrink during frying,
becoming more porous and crispy after frying.

Tortilla chips, for example, decrease in diameter by
about 9%, expand in thickness by 10%, and puff by 100%
by the end of frying. The chips become more porous by the
end of frying due to the decrease in bulk density caused by
the water loss during the process. As frying time increases,
the amount of large pores increases filling out the entire
chips’ structure in a normal distribution. Tortilla chips
become harder up to 30 s of frying, and then crunchy until
the end of frying (60 s). The chips’ crunchiness increases
during frying (Kawas and Moreira, 2000).

B. DEGREE OF STARCH GELATINIZATION

AND OIL ABSORPTION

The degree of starch gelatinization (and therefore the struc-
ture) of the product prior frying can affect the mechanism
of oil absorption during the process. Starch goes through a
series of transformations when heated. Gelatinization is
typically defined as a physicochemical phenomenon of
swelling of starch granules as they imbibe water. It occurs
as the starch system is heated above a gelatinization tem-
perature. Gelatinization is both a physical and a chemical
process. The physical process happens when the granules
hydrate and swell, and leach of amylose and amylopectin
molecules into the solution. The chemical process is per-
formed by water breaking molecular bonds and replacing
them with water-polysaccharide hydrogen bonds.

Experiments performed with tortillas prepared with dif-
ferent levels of starch gelatinization before frying showed
that the higher the amount of starch gelatinized the lower
the oil content after frying (Kawas and Moreira, 2001).

The structure of the chips formed during frying also
play an important role in the mechanism of oil absorption
(Kawas and Moreira, 2001). Tortillas chips that show higher
number of small pores uniformly distributed all over absorb
more oil during frying. Little diameter shrinkage and no
puffiness contribute to the chips higher oil content, which in
turn results in low porosity. These chips tend to be crunchy.

Tortilla chips that produce a structure during frying
with few large pores distributed all over the surface tend to
shrink and puff significantly resulting in higher oil content
at the surface and low at the core. These chips are also less
crunchy and very hard.

IV. FACTORS THAT AFFECT OIL 
ABSORPTION

Several factors affect oil absorption in fried foods, includ-
ing process conditions (temperature and residence time),
initial moisture content of product, raw material compos-
ition, slice thickness, pre-frying treatment, degree of starch
gelatinization prior to frying, and oil quality.

A. OIL TEMPERATURE EFFECT

During frying, the rapid drying is critical for ensuring the
desirable quality of the final product. However, the loss of
water results in a substantial absorption of oil by the prod-
uct. Higher oil temperatures lead to a faster crust forma-
tion thus favoring the conditions for oil absorption. As the
moisture is reduced with frying time, the ratio of oil con-
tent to the amount of water removed becomes independ-
ent of the oil temperature indicating that the oil content is
not directly related to the oil temperature but to the remain-
ing moisture present in the product.

B. SPECIFIC GRAVITY

Potatoes with high specific gravity (�1.10) and dry matter
(�24.0%) produce chips with lower oil content (Lulai and
Orr, 1979). French fries made from high dry matter con-
tent raw potatoes (around 24.0%) contain 9% less oil con-
tent than those made from potatoes containing lower dry
matter content (around 19.5%). Thickness of potato slices
is another factor that affects oil uptake in chips. The
thicker the potato slice, and thus the smaller surface area
relative to the chip volume, the lower will be the chip’s
volume oil content (Gamble and Rice, 1987).

C. PRE-FRYING TREATMENT

Oil uptake varies with the product pretreatment before fry-
ing. In producing French fries, blanching alone does not
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reduce significantly oil absorption in these products.
Blanching makes the fries’ color more uniform, reduces
oil uptake by gelatinizing the surface starch, shortens fry-
ing time, and improves the fries’ texture.

The amount of water in the raw material before frying
can affect the oil content of the fried product. Removing
some of the water prior to frying can help reduce oil
uptake after frying. However, depending on the drying
process used, the final product will develop a pore struc-
ture that will affect how the absorbed oil will be distributed
after frying. Microwave dried potato slices can produce
chips with lower oil content than chips that are only fried.
This drying process provides chips with heterogeneous
moisture distribution structure and with large oil-free zones.
In hot-air dried chips, the structure of the fried product
shows oil more uniformly distributed around the surface
than the fried only chips (which have most of the oil 
concentrated at the edges). Hot-air dried chips also have
less oil content than the microwaved potato chips. On the
other hand, freeze-drying will produce oily potato chips
after frying. Freeze-dried potato slices have shown no
major change in the product’s structure during freeze-
drying, thus resulting in an even distribution of oil all over
its surface after frying (Gamble and Rice, 1988).

Baking is used in the manufacturing of tortilla chips, for
example. The objective of baking is to reduce the raw tortilla
moisture content from about 55% wet basis (w.b.) to around
40%–38% w.b., to strengthen the product structure and to
develop its flavor. During baking, the raw tortilla is exposed
to high temperatures (320–420°C) resulting in severe starch
gelatinization (�40%) (Gomez et al., 1992). Baking time
can produce tortillas with different moisture contents and
consequently different degree of starch gelatinization
before frying.

D. PARTICLE SIZE DISTRIBUTION

Another important factor in oil uptake in fried products is
the level of particle size distribution in the dry mass flour.
Tortilla chips prepared from finely ground masa showed
excessive puffing and pillowing, resulting higher oil
absorption and lower porosity; tortilla chips made from
coarse particles presented the lowest oil content and no
puffing; and intermediate masa produced tortilla chips
with final oil content closer to the control sample. The
function of the coarse particles is to produce fissures in
the product that allow water to escape during frying and
reduce oil absorption, and to reduce the extent pillowing
during baking and frying (Gomez at al., 1987).

E. DEGREE OF STARCH GELATINIZED

The degree of starch gelatinization in the product before
frying can significantly affect oil absorption after frying.
Tortillas containing a high degree of starch gelatinized

(80%) before frying yielded chips with lower oil content
(14% w.b.) than tortilla chips made with tortillas contain-
ing 45% degree of starch gelatinized (23% w.b.) and those
made with tortillas having 5% degree of starch gelatinized
(35% w.b.). The degree of starch gelatinization affects the
oil distribution. The higher the degree starch gelatinized
the more oil will be at the chip’s surface than at the core.
Starch gelatinization and subsequent swelling of the starch
granules inhibits oil uptake in these products (Kawas and
Moreira, 2001).

F. OIL QUALITY

Used or poor quality frying oil will make the product look
oilier although the total oil content will be the same as
those fried in fresh oil. Most of the oil absorbed by chips
fried in degraded oil is concentrated on the surface. The
higher viscosity of the degraded oil could cause the oil to
adhere to the product’s surfaces thus making it more dif-
ficult for the oil to be drained off from the chip’s surface
during cooling (Tseng et al., 1996).

V. HEAT TRANSFER  AND THE 
MECHANISM OF OIL ABSORPTION

Heat transfer in deep-fat frying of foods is coupled to the
transport of mass. Heat is transferred from the hot oil to
the product surface by convection and from the surface to
the center of the chip by conduction. The liquid water
moves from the inside of the chips to the evaporation
zone, leaving the surface as vapor. The simultaneous
aspect of both heat and mass transfer in addition to the
fact that the physical properties of the material vary with
changing temperature and moisture content make theoret-
ical treatment more complicated. Many models have been
developed to predict the frying process, and the reader is
referred to Moreira et al. (1999) and Yamsaengsung and
Moreira (2002a,b) for detail descriptions of these models.

Moreira et al. (1997) showed that, during frying, only
a small amount of oil is absorbed (20 percent of the total
final oil content) during the first 0–5 s and remains con-
stant until the end of the process (60 s). It was shown that
for tortilla chips (Moreira et al., 1995) starch gelatinizes,
moisture evaporates, the crust develops, and the capillary
pores expand during frying. During the post-frying period,
the interfacial tension between oil and gas increases as
temperature decreases resulting in an increasing capillary
pressure which causes the surface oil to imbibe into the
porous chip, thus increasing its internal oil content.

Therefore, the frying process of potato or tortilla chips,
for example, can be divided into three distinct stages:

1. Pre-Frying: This stage is characterized by the
raw material conditions before frying. Oil con-
tent is zero at this stage. The product physical
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properties of importance are the initial moisture
content, initial porosity, and density of each com-
ponent of the product (solid, water, air, oil).

2. Frying: The product’s properties change during
this stage. Moisture content is reduced, the phys-
ical properties such as thermal conductivity,
specific heat, and bulk density decrease, porosity
increases as a result of water evaporation, and
the product’s thickness increases as a result 
of puffing. Only 20 percent of the total oil is
absorbed during this stage.

3. Post-Frying (Cooling): This period starts imme-
diately after frying, when the product is removed
from the fryer. The temperature inside the chip
decreases until it reaches the ambient (or cool-
ing) temperature. The water content is constant,
and the physical properties, with exception of
the bulk density, remain essentially the same.
Most of the oil is absorbed during this period.

The most important oil absorption process conditions are
product initial moisture content and cooling air temperature.
Surface tension and pore radius are also important but their
effects on final oil content of fried products are minor.

In conclusion, we can say that deep-fat frying is a
complex process that involves heat and mass transfer
mechanisms and a variety of physical and chemical
changes in both food and frying oil. Understanding the
mechanism of oil uptake is crucial to product quality con-
trol since oil content is one of the most important quality
factors of fried foods in deep-fat frying processes.
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I. INTRODUCTION

Developments in frozen storage in the 18th century estab-
lished the international food market. Further developments
in temperature control for chilled products have led to the
rapid expansion of the “fresh” food market. Refrigeration

is the most common form of food preservation and has
considerable further potential. The International Institute of
Refrigeration (IIR) estimates that 240MT of food is
refrigerated throughout the world. They believe that at
least a further 1800MT of food would benefit from refrig-
eration in its production and distribution.



Refrigeration stops or reduces the rate at which
changes occur in food. These changes can be biochemical
(growth of micro-organisms), physiological (e.g. ripening,
senescence and respiration), chemical and enzymatic reac-
tions (e.g. browning reactions, lipid oxidation and pigment
degradation) and physical (such as moisture loss). Effective
refrigeration produces safe food with a long high quality
shelf life.

A. SAFETY AND SHELF LIFE

The American Food and Drug Administration (FDA)
reckons — ‘conservatively,’ according to one official —
that there may be anywhere between 24 and 81 million
cases and 10,000 ‘needless deaths’ from food poisoning in
the US every year. In England and Wales reported cases of
food poisoning have increased nearly five-fold over the
last decade. In addition to the human cost the economic
loss in terms of working days and medical treatment in the
US is between $5 billion and $6 billion. A study of one
outbreak of Salmonella enteritidis in the UK calculated
that it cost the country between £224 and £321 million.
Even a superficial examination of the problem reveals that
temperature control is the prime factor that determines the
safe distribution life of most foods.

Temperature is one of the major factors affecting micro-
biological growth. Microbiological growth is described in
terms of the lag phase and the generation time. When a
microorganism is introduced to a particular environment
there is a time (the lag phase) in which no increase in num-
bers is apparent followed by a period when growth occurs.
The generation time is a measure of the rate of growth in
the latter stage. Microorganisms have an optimum growth
temperature at which a particular strain grows most rap-
idly, i.e. the lag phase and generation time are both at a
minimum. They also have a maximum growth temperature
above which growth no longer occurs. Above this temper-
ature, one or more of the enzymes essential for growth are
inactivated and the cell is considered to be heat-injured.
However, in general, unless the temperature is raised to a
point substantially above the maximum growth temperature
then the injury is not lethal and growth will recommence
as the temperature is reduced. Attaining temperatures sub-
stantially above the maximum growth temperature are
therefore critical during cooking and re-heating operations.

Of most concern during storage, distribution and retail
display of food is a third temperature, the minimum growth
temperature for a microorganism. As the temperature of an
organism is reduced below that for optimum growth then the
lag phase and generation time both increase. The minimum
growth temperature can be considered to be the highest tem-
perature at which either of the growth criteria, i.e. lag phase
and generation time, becomes infinitely long. The minimum
growth temperature is not only a function of the particular
organism but also the type of food or growth media that is

used for the incubation. Although some pathogens can grow
at 0°C, or even slightly lower (Table 112.1), from a practical
point of view the risks to food safety are considerably
reduced if food is maintained below 5°C.

Food may also become microbiologically unaccept-
able as a result of the growth of spoilage microorganisms.
Their growth can produce unacceptable changes in the
sensory quality of many foods and their rate of growth is
also very temperature dependent. The development of off
odours is usually the first sign of putrefaction and in meat
it occurs when bacterial levels reach approximately
107 cm�2 of surface area (1). When bacterial levels have
increased a further 10 fold slime begins to appear on the
surface and meat received in this condition is usually con-
demned out of hand. At 0°C beef with average initial con-
tamination levels can be kept for at least 15 days before
any off odours can be detected. Every 5°C rise in the stor-
age temperature above 0°C will approximately half the
storage time that can be achieved. So from a spoilage
point of view, and the underlying economic consequences
of extended storage/distribution life, temperature is again
a very important factor in food production.

B. QUALITY ASPECTS

Microbial safety and spoilage are not the only aspects of
food quality that are temperature dependent. The rate of
loss of vitamins from fruit and vegetables during storage
also depends upon the storage temperature. It is of inter-
est to note that it is not always a case of the lower the better,
especially with citrus and tropical fruits. The optimum
temperature for oranges is approximately 12°C with the
rate of loss increasing at temperatures warmer or colder
than this value.

Some foods exhibit particular quality advantages as a
result of rapid cooling. In meat the pH starts to fall imme-
diately after slaughter and protein denaturation begins. The
result of this denaturation is a pink proteinaceous fluid,
commonly called ‘drip,’ often seen in prepackaged joints.
The rate of denaturation is directly related to temperature
and it therefore follows that the faster the chilling rate the
less the drip. Investigations using pork and beef muscles
have shown that rapid rates of chilling can halve the amount
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TABLE 112.1
Minimum Growth Temperatures for Pathogens Asso-
ciated with Red Meats 

Minimum Temperature (°C)

Campylobacter spp. 30
Clostridia perfringens 12
Pathogenic Escherichia coli strains 7
Salmonella spp. 5
Listeria monocytogenes 0
Yersinia enterocolitica �2

Source: (25).



of drip loss (2). Fish passing through rigor mortis above
17°C are to a great extent unusable because the fillets shrink
and become tough (3). A relatively short delay of an hour
or two before chilling can demonstrably reduce shelf life.

However, chilling has serious effects on the texture of
meat if it is carried out rapidly when the meat is still in the
pre-rigor condition, that is, before the meat pH has fallen
below about 6.2 (4). A phenomenon known as cold short-
ening occurs, which results in the production of very tough
meat after cooking. As ‘rules of thumb’ cooling to tem-
peratures not below 10°C in 10 hours for beef and lamb
(5) and in 5 hours for pork (6) can avoid cold shortening.

The rate of sugar loss (sweetness) in freshly harvested
sweet corn is very temperature dependent. After 20 h at
30°C almost 60% of the sweetness is lost compared with
16% at 10°C and less than 4% at 0°C. Prompt cooling is
clearly required if this vegetable is to retain its desirable
sweetness. Similarly, the ripening of fruit can be controlled
by rapid cooling, the rate of ripening declining as temper-
ature is reduced and ceasing below about 4°C (7).

For several fruits and vegetables, exposure to temper-
atures below a critical limit, but above the initial freezing
temperature, may result in chilling injury. Typical symp-
toms of chilling injury are internal or external browning,
superficial spots, failure to ripen, development of off-flavour
and off-taste, etc. It is primarily fruits and vegetables from
the tropical and subtropical zones that are susceptible to
chilling injury; several Mediterranean products are also
susceptible (7).

The extent of damage depends on the temperature,
duration of exposure and the sensitivity of the fruit and
vegetable. Some commodities have high sensitivity, while
others have moderate or low sensitivity. For each commod-
ity the critical temperature depends on species and/or vari-
ety. In some cases, unripe fruits are more sensitive than
ripe fruits.

A final, but important, quality and economic advan-
tage of temperature control is a reduction in weight loss,
which results in a higher yield of saleable material. Meat
for example, has a high water content and the rate of evap-
oration depends on the vapour pressure at the surface.
Vapour pressure increases with temperature and thus any
reduction in the surface temperature will reduce the rate
of evaporation. The use of very rapid chilling systems for
pork carcasses has been shown to reduce weight by at
least 1% when compared with conventional systems (8).

II. REFRIGERATION COLD CHAIN

The complete refrigeration cold chain for a food will con-
tain many of the following unit operations: prechilling
preparation, primary or secondary chilling, freezing, thaw-
ing, tempering, storage, transportation and display. Storage,
transport and display are temperature maintenance opera-
tions. Chilling and freezing produce substantial decreases

in the mean temperature of the product. Thawing and tem-
pering produce substantial increases. Whilst during the
preparatory treatment there can be a range of temperature
responses from a large gain to a small decrease in the tem-
perature of the foodstuff.

The initial and final temperatures, and the maximum
and minimum desirable rates of temperature reduction
during chilling, depend on the food being processed. In all
cases the final product temperature must be above the ini-
tial freezing point of the food, but in a number of products
biological factors dictate higher storage temperatures.

The same fundamental modes of heat transfer govern
processes that change and those that maintain food tem-
peratures throughout the cold chain.

A. FUNDAMENTAL OF HEAT TRANSFER

The principle factors, which control the rate of heat and
mass transfer during cooling, are independent of the food-
stuff. Heat can be lost from the surface of a body by four
basic mechanisms: radiation, conduction, evaporation or
convection.

To determine the rate of heat transfer (Qr) by radiation
from food the following approximation may be applied:

Qr � εAσ(Ts
4 � Te

4), (112.1)

where ε is the emissivity and A is the surface area of the
food, σ the Stefan-Boltzman constant and Ts and Te the
temperature of the surface and the enclosure respectively.
To achieve substantial rates of heat loss by radiation large
temperature differences between the product and the enclo-
sure are required. Such differences are not normally present
during food cooling operations except in the initial chill-
ing of bakery products.

The rate of one dimensional heat transfer (Qcd) by
conduction is given by:

Qcd � kA , (112.2)

where k is the thermal conductivity of the medium
through which the heat is passing and ∂T/∂x the tempera-
ture gradient.

Physical contact between the product and a cooler
surface is required to extract heat by conduction. The
irregular shape of most foodstuffs precludes this mecha-
nism in many applications. Plate coolers are routinely
used to freeze fish and offal, which have soft pliable sur-
faces. Belt freezers are used for steaks, fish fillets and
other thin products. However, the rate at which heat can
be conducted away from the surface is not the sole crite-
rion that governs the time taken to cool a product. Heat
must also be conducted from within the product to its sur-
face before it can be removed. Most foodstuffs are poor

∂T
�
∂x
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conductors of heat and this imposes a severe limitation on
attainable chilling times for either large individual items
or small items cooled in bulk.

The rate of mass transfer (M) from the surface of an
unwrapped food is described by the equation:

M � mA(Ps aw � Pm), (112.3)

where m is the mass transfer coefficient, A the area, Ps the
saturated vapour pressure at the surface, aw the water
activity and Pm the vapour pressure above the food sur-
face. Qe, the heat loss due to evaporation, can be obtained
by multiplying M by the appropriate latent heat. The heat
lost in the evaporation of water from the surface of the
product is a minor component of the total heat loss for
most foodstuffs. In spray cooling systems, the rate of heat
removal is enhanced by evaporation from the surface.
However, the main advantage of spray cooling is a reduc-
tion in weight loss. In a number of specific cases i.e. vac-
uum cooling, evaporation is the primary cooling agent.

Most food chilling systems rely on convection as the
principal means of heat removal. The rate of one dimen-
sional heat transfer (Qc) by convection is given by:

Qc � hcA(Ts � Ta), (112.4)

where hc is the convection or film heat transfer coefficient
and Ta the temperature of the cooling medium. The most
common media are air or water, although salt solutions,
sugar brines and other refrigerants have been used. Each
combination of product and cooling system can be char-
acterized by a specific surface heat transfer coefficient.
The value of the coefficient depends on the shape and sur-
face roughness of the foodstuff and to a much greater
degree on the thermophysical properties and velocity of
the medium. Values range from 7 for still air to over
500 W m�2 K�1 for agitated water.

B. PRIMARY CHILLING

1. Chilling Methods for Solid Foodstuffs

a. Moving air
This is the most widely used method as it is economical,
hygienic and relatively non-corrosive to equipment.
Systems range from the most basic in which a fan blows
the cooled air around an insulated room, to products on
conveyors passing through blast chilling tunnels or spi-
rals. Low rates of heat transfer are attained in air cooling
systems, but this is not important if conduction within the
product is the rate-controlling factor. A major disadvantage
is excessive dehydration from the surface of any unwrapped
product, whilst the need to avoid surface freezing limits
the lowest air temperature that can be used in a single
stage system. In practice, air distribution is a major, often
overlooked, problem.

A batch system where warm food is placed in refrig-
erated rooms is the most common method of chilling.
Individual items such as carcasses, tuna or bunches of
bananas are hung from rails, smaller products are placed on
racks or pallets, and bulk fruits and vegetables in large bins.

Conveying products overcomes problems of uneven
air distribution since each item is subjected to the same
velocity/time profile. In the simplest continuous systems
the food is suspended from an overhead conveyer and
moved through a refrigerated room. This process is often
used in air chilling of poultry or in the prechilling of pork
carcasses. Some small cooked products are continuously
chilled on racks of trays, which are pulled or pushed through
a chilling tunnel using a simple mechanical system. In more
sophisticated plants the racks are conveyed through a chill-
ing tunnel in which the refrigeration capacity and air con-
ditions can be varied throughout the length of the tunnel.

In larger operations, it is more satisfactory to convey
the cooked products through a linear tunnel or spiral chiller.
Linear tunnels are far simpler constructions than spirals
but require more space.

b. Hydrocooling/immersion cooling
Hydrocooling is probably the least expensive method of
achieving rapid cooling in small products. The product is
immersed in, or sprayed with, cool water, either at ambient
or near 0°C. Practical systems vary from simple unstirred
tanks to plants where the product is conveyed through agi-
tated tanks or under banks of sprays. Such systems are typ-
ically used for celery, asparagus, peas, sweet corn, carrots,
peaches etc.

Immersion chilling also has application with larger
products. Most poultry to be frozen is initially cooled by
immersion in chilled water or an ice/water mixture. The
procedure is very fast and the birds gain weight during 
the process. The maximum weight gain is controlled by
legislation.

An alternative system to air or immersion is spray
chilling. Practical spray chilling systems use a combina-
tion of air and sprays for the initial part of the chilling
period and then air only for the rest of the chilling cycle.
The sprays of cold water at 2–3°C are not applied contin-
uously but in short bursts. The main advantage claimed
for these systems is reduced weight loss.

c. Plate cooling
With thinner materials a plate cooling system has the
potential to halve the cooling time required in an air blast
system. Continuous horizontal and rotary plate freezing
systems have been produced commercially and could be
modified to operate at higher temperatures. They tend to be
expensive, especially if automatic loading and unloading
is required, but have low running costs. Designs have been
produced for continuous belt coolers similar to those used
for belt freezing.
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d. Ice or ice/water chilling
Chilling with crushed ice or an ice/water mixture is sim-
ple, effective and commonly used for fish cooling. The
individual fish are packed in boxes between layers of
crushed ice, which extract heat from the fish and conse-
quently melt. The temperature of the ‘coolant’ remains at
a constant 0°C until all the ice has turned into water. The
process is labour intensive although automatic filling sys-
tems have been developed. Cabbage and root crops are
also cooled with crushed ice.

e. Vacuum cooling
Solid products having a large surface area to volume ratio
and an ability to release internal water are amenable to
vacuum cooling. The products are placed in a vacuum
chamber and the resultant evaporative cooling removes
heat from the food. In general terms, a 5°C reduction in
product temperature is achieved for every 1% of water
that is evaporated. Pre-wetting is commonly applied to
facilitate cooling without loss of weight.

Vacuum cooling is rapid and economical to operate
because of low labour costs, but the capital cost of the
large vacuum vessels is high. Large amounts of lettuce,
celery, cauliflower, green peas and sweet corn are vacuum
cooled.

f. Cryogenic cooling
Avoiding surface freezing of the product is the main prob-
lem in using liquid nitrogen or solid carbon dioxide for
chilling. Continuous chilling systems using liquid nitrogen
either immerse the product in the liquid, spray the nitro-
gen onto the surface or vaporize the nitrogen in a forced
draught and pass it over the surface of the foodstuff.

Direct spraying of liquid nitrogen onto a food product,
whilst it is conveyed through an insulated tunnel, is the
most common method. Surface freezing is still a problem
but an extra refrigeration effect is obtained by precooling
the food with the cold gas produced by the vaporization.

2. Chilling Methods for Liquid Foodstuffs

The majority of liquid foodstuffs require cooling after a
heat processing operation such as cooking, pasteurisation
or sterilization. Milk is cooled at the point of collection to
maintain its quality; unpasteurized fruit juices are cooled
immediately after production, whilst fermented beverages
are often cooled during primary and secondary fermenta-
tion, and before storage.

In simple or small scale processes containers of hot
liquids are allowed to cool in ambient air or placed inside
chill rooms. Other cooling systems for liquid foods rely 
on direct expansion refrigeration, the use of a secondary
refrigerant, which is passed through or around the foodstuff,
vacuum cooling, or a combination of liquid and vacuum.

Batch coolers for liquid foods range in capacity from
100 to 10,000 litres with the foodstuff contained in a

stainless steel vessel. The cooling medium may circulate
through the jacket of the vessel, through a coil immersed
in the liquid, or both. Most vessels are provided with agi-
tators to improve convective heat transfer and stop tem-
perature stratification. One common method used to
decrease cooling times in a closed vessel is to apply a vac-
uum to produce evaporative cooling.

Continuous cooling used to be achieved in falling film
or surface coolers in which the hot liquid was pumped
over the top of a horizontal bank of refrigerated coils and
flowed down over the cooled surfaces. Totally enclosed
coolers have now replaced these systems. Double pipe
coolers have also been employed in specialized applica-
tions but have a limited heat transfer surface. Multiplate
coolers are extensively used for liquid foods. They have
the highest available heat transfer surface, lowest material
requirements, maximum efficiency, are very flexible in
operation and easy to clean. In certain applications, such
as beer and wine cooling, multitube coolers that have a
much higher resistance to pressure and can use primary
refrigerants have advantages over multiplate coolers.

Scraped surface heat exchangers can have advantages in
the cooling of very viscous liquid foods and where surface
fouling is a potential problem. Currently there is interest
in the use of pumpable ice in the form of an ice ‘pig’ to clean
heat exchangers and pipeline systems for liquid foods.

C. FREEZING

The main aim of freezing is to extend the storage life of
the raw material or food product beyond that achieved at
temperatures above the initial freezing point of the mate-
rial. In a number of cases freezing is used to produce a
product i.e. ice cream, sorbet, ice-lollies, etc. that cannot
be produced in any other way.

1. Freezing Rate

The need for fast freezing to maximise the quality of frozen
food is increasingly open to argument. The clear message
from a recent international food refrigeration conference
(9) was that ‘fast freezing does not equate to high eating
quality.’ Fast freezing may well be the most economical
practical process and it is very likely to reduce weight loss
from unwrapped food. However, papers from food
researchers and refrigeration equipment manufacturers
failed to show any eating quality advantages of fast freez-
ing. These papers covered meat, fish, fruit and vegetable
products. Fast freezing produced more smaller ice crystals
than the slower processes. However, the differences in crys-
tal make up did not translate to effects that could be detected
by taste panels or qualitative sensory measurements.

For example with hamburgers the effects of three dif-
ferent freezing methods — spiral freezing, cryogenic freez-
ing (liquid nitrogen) and impingement freezing — have
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been compared. The parameters studied were appearance,
dehydration during freezing, cooking losses, meat-structure
by microscopically analysis and sensory properties by sen-
sory analysis.

The times required to freeze a 10 mm thick 80 g ham-
burger from �4°C to �18°C ranged from under 3 to over
22 minutes. Weight loss in the slow process was over three
times that in the fast. Ice crystals were significantly larger
in hamburgers frozen in 22 compared with 3 minutes.
However, no significant difference could be seen in cook-
ing losses. Sensory analysis revealed no difference in eat-
ing quality between the three freezing methods, even after
2 months storage.

Freezing always tends to decrease water-holding capac-
ity and hence increase drip. When meat is frozen quickly
the water, released by the fibrils as the meat has gone into
rigor, and that which is still held are frozen simultane-
ously. Consequently, there is no change in their relative
positions or amounts. At slower freezing rates, however,
the water balance is altered, the extra-cellular water freez-
ing first. As freezing continues, the existing ice crystals
grow at the expense of water from the intra-fibrillar space.
This can result in salt crystallization and pH changes that
potentially cause protein denaturation. It has been well
documented for frozen fish, which is much more suscep-
tible to freezing damage than meat.

A number of scientific investigations have defined the
effect of freezing rate on drip production in meat (10).
These state that the optimal conditions for freezing por-
tioned meat are those that achieve freezing rates between 2
and 5 cm h�1 to �7°C. ‘Slow freezing’ up to 0.39 cm.h�1

resulted in decreased solubility of myofibrillar proteins,
increase in weight loss during freezing, thawing and cook-
ing, lower water binding capacity and tougher cooked
meat. ‘Very quickly frozen’ meat (�4.9 cm h�1) had a
somewhat lower solubility of myofibrillar proteins, lower
water binding capacity and somewhat tougher and drier
meat. In the studies samples were thawed after storage
times of 2 to 3 days at �20°C so the relationship between
freezing rates and storage life was not investigated.

The results on freezing rate are scientifically very
interesting however, in industrial practice most meat is air
frozen in the form of large individual pieces or cartons of
smaller portions. In commercial situations, freezing rates
of 0.5 cm h�1 in the deeper sections would be considered
‘fast’ and there would be considerable variation in freez-
ing time within the meat. In laboratory studies samples are
often much smaller than most commercial products i.e.
77.6 g in one study (11). Even with such small samples
there was no significant difference in drip after 48 hours
between cryogenic freezing at �90°C and a walk in
freezer operating at �21°C.

Rapid freezing of products such as poultry joints
results in very small reflective ice crystal at the surface.
These give the product a very light appearance that is very

desirable in some markets. Poor temperature control dur-
ing storage will cause the small crystals to grow, merge
and loose their lightness.

2. Freezing Systems

Many of the chilling systems already described (air,
immersion, plate and cryogenic) can be used to freeze
food when operated at a lower temperature. Since freez-
ing is the object not something to avoid then with most
foods there is no lower limit to the temperature that can be
used in a freezing system. In practice the temperature used
is based on availability of equipment, capital and running
costs, throughput achieved and with unwrapped products
weight loss.

Few mechanical refrigeration systems operate at tem-
peratures below �45°C. Most food is frozen in air blast
systems, operating typically at �35°C and an air speed of
3 m s�1. Cryogenic systems using liquid nitrogen can pro-
duce temperatures down to �170°C and those using 
carbon dioxide �78°C.

D. CHILLED STORAGE

Theoretically, there are clear differences between the envi-
ronmental conditions required for chilling, which is a heat
removal/temperature reduction process, and storage where
the aim is to maintain temperature. However, in many air
based systems chilling and storage take place in the same
chamber and even where two separate facilities are used,
in many cases not all the required heat is removed in the
chilling phase. With some fruits and vegetables the rate of
respiration during storage is sufficient to require heat
removal if product quality is to be maintained.

1. Bulk Storage Rooms

Most unwrapped meat and poultry and all types of wrapped
foods are stored in large air circulated rooms. To minimize
weight loss, air movement around the unwrapped product
should be the minimum required to maintain a constant
temperature. With wrapped products low air velocities are
also desirable to minimize energy consumption. However,
many storage rooms are designed and constructed with 
little regard to air distribution and the maintenance of low
localised velocities over products. Horizontal throw refrig-
eration coils are often mounted in the free space above the
racks or rails of product and no attempt is made to dis-
tribute the air around the products. Using air socks it is
claimed that an even air distribution can be maintained
with localised velocities not exceeding 0.2 m s�1.

2. Controlled Atmosphere Storage Rooms

Controlled atmosphere storage rooms were developed for
specialized fruit stores, especially those for apples. Interest
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is growing in the application of this technique to other com-
modities including meat and fish. In addition to the normal
temperature control plant these stores also include special
gas-tight seals to maintain an atmosphere which is normally
lower in oxygen and higher in nitrogen and carbon dioxide
than air. Additional plant is required to control the CO2 con-
centration, generate nitrogen and consume oxygen.

There is growing interest in the use of controlled
atmosphere retail packs to extend the chilled storage and
display life of meat and meat products. Since the packs
insulate the products efficient precooling before packaging
is important.

E. FROZEN STORAGE

If the temperature of the food is reduced to below �10°C
within a few hours and maintained below that temperature
then microorganisms, bacteria, moulds or yeasts will not
grow. Microbially, the food will always remain as safe to
eat as it was before freezing, irrespective of the length of
frozen storage. Some microbiologists consider �5°C to
be a practical maximum temperature to prevent the growth
of microorganisms on food.

The textural quality of the food will change with time
and conditions of storage. More importantly, the flavor
will deteriorate with time. Ultimately these changes will
result in an unacceptable product.

1. Textural Changes

Most of the textural changes that occur due to freezing
and frozen storage only become apparent when the food is
thawed. A few changes can be observed while the food is
still frozen. The most noticeable of these are ‘freezer
burn’ and in package frosting.

a. Freezer burn
Moisture is lost from the surface of a food when the
vapour pressure at its surface is higher than that in the sur-
rounding environment. Freezing considerably reduces the
vapour pressure at the surface of a food but it is still likely
to be higher than that in a frozen storage room or display
cabinet. Ice from the exposed surface of unwrapped frozen
food will sublimate directly into the surrounding environ-
ment. The rate of the subsequent desiccation will depend
mainly on the rate of air movement over the surface and
its humidity. Extreme desiccation will result in a layer of
spongy, dry dark material developing on the surface. This
is known as ‘freezer burn.’

b. In package frosting
Tight packaging in heavyweight, moisture-resistant wrap
will prevent freezer burn. Loose packaging will reduce
freezer burn but can allow another problem ‘in package
frosting’ to develop. In package frosting occurs when mois-
ture from the surface of the food freezes on the inner surface

of the package. Its main cause is poor temperature control
in the store or cabinet.

c. Changes apparent on thawing
However, most of the textural changes caused by freezing
are not noticeable until thawing. During the freezing process
as the water turns to ice, it expands and the ice crystals
formed cause the cell walls to rupture. Consequently, the
texture of the product will be much softer when the pro-
duct thaws.

These textural changes are more noticeable in fruits and
vegetables that have a higher water content and especially
those that are eaten raw. For example, when a frozen tomato
is thawed, it turns into mush and liquid. This explains why
celery, lettuce and tomatoes are not usually frozen. It is
also the reason that frozen fruit are best served before they
have completely thawed. In the partially thawed state, the
effect of freezing on the fruit tissue is less noticeable.

In the case of vegetables the normal blanch treatment
has a marked softening effect but further changes during
freezing or frozen storage are comparatively small.
However, if the vegetable is frozen in the raw state or is
not correctly blanched then the enzymic action on pectic
substances may lead to unacceptable changes in texture.

Textural changes due to freezing are not as apparent in
products which are cooked before eating because cooking
also softens cell walls. These changes are less noticeable in
high starch vegetables, such as peas, corn and lima beans.

Consumers expect to purchase frozen meat at a lower
unit price than a similar chilled product. This price differ-
ential is due to a belief that the quality of frozen meat is
inferior to that of chilled. There is little in the published
scientific literature to substantiate this view. Some publi-
cations show that freezing, frozen storage and thawing
produce beneficial effects on the textural properties of
pork loins. The taste panel used found the meat slightly
tenderer with improved juiciness and an easier breakdown
of particles. This was evidenced by the samples being less
cohesive, easier to chew and releasing more moisture dur-
ing mastication.

Meat frozen quickly after slaughter before the rigor
process is complete and thawed rapidly contracts vigor-
ously and exudes much drip. The resulting meat is very
tough and this toughness does not disappear with extended
cooking. The phenomenon is called ‘thaw rigor’ or ‘thaw
shortening’ and can be avoided by holding meat prior to
freezing. A long thawing process, where the meat remains
in the �5 to �2°C range for a long period will alleviate
the effect. A similar phenomenon is observed in fish fil-
leted pre-rigor and frozen individually.

2. Storage Life

Three factors during storage — 1. storage temperature,
2. degree of fluctuation in the storage temperature and 3.
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type of wrapping/packaging in which the food is stored —
are commonly believed to have the main influences on
frozen storage life.

Storage temperature has a marked effect on the behav-
iour of ice crystals that could be detrimental to the ulti-
mate quality of the food. It has been demonstrated that
frozen tissue stored for 180 days at �20°C has small ice
crystal formations of irregular shape in the extracellular
spaces. Storage for the same period at �3°C results in the
development of large rounded ice formations with a con-
comitant compression of the muscle fibres. It is thus desir-
able that frozen meat should be stored at a sufficiently low
temperature to prevent growth of ice crystals in the extra-
cellular spaces.

Generally fluctuating temperatures in storage are con-
sidered to be detrimental to the product. Statements have
been made that “temperature fluctuations produced during
storage and transport of frozen food lead to activation of
the recrystallization processes, causing enlargement of the
ice crystals and diminishing advantages obtained in quick
freezing of products.” However it has been reported that
repeated freeze-thaw cycles do not cause any essential
change in the muscle ultrastructure and that several freeze-
thaw cycles during a product’s life cause only small qual-
ity damage (in terms of juice loss) or possibly no damage
at all (12). A slight but significant improvement has been
found in samples that have been frozen and unfrozen sev-
eral times when tested by a taste panel.

If the temperature cycles were so severe that the sur-
face temperature of the food rose above 3°C during the
process then this could create a potential microbiological
hazard.

Minor temperature fluctuations in a stored product are
generally considered to be unimportant, especially if they
are below �18°C and are only of the magnitude of 1 to 2°C.
Well packed products and those that are tightly packed in
palletized cartons are also less likely to show quality loss.
When ground pork and beef were placed under fluctuating
conditions of between �18°C and �23°C for a 6 month
period the well packed samples showed no deterioration.
However poorly packed samples were severely affected
by the temperature swings.

The proteins of fish differ from those of meat in their
higher susceptibility to damage in frozen storage. Frozen
storage results in an increasing tendency to lose moisture
on thawing and an increased firmness leading to toughness
and dryness on cooking. These changes are the result of
denaturation and cross linking reactions predominantly of
the myofibrillar proteins.

3. Drip

Drip loss in frozen storage has been shown to increase with
storage time and increase in storage temperature (13). After
approximately 42 and 63 days drip from beef stored 

at �10 or �15°C had reached 80% and 90% respectively
of its maximum. At �25°C, it required over 120 days to
reach the 80% value.

Drip loss during thawing from ground beef patties
was also found to increase with the length of time the pat-
ties had been in frozen storage (14). For higher fat content
samples, drip loss increased from 1.8% in fresh samples
to 12.5% after 20 weeks in storage. Higher drip losses in
thawing were obtained from samples stored at �12.2°C
than lower temperatures. However, there was no difference
between storage temperatures of �23.3 and �34.4°C.

4. Flavour Changes

No marked changes in the flavour of fruit occur on freez-
ing except after an extended process at elevated tempera-
tures. Changes in flavour constituents of frozen fruit are
generated during prolonged storage and increase as stor-
age temperature is increased. The first significant change
in stored frozen fruits is a loss of fresh aroma. After this
some off flavours may develop that are dependent on the
type of fruit. It is known that some fruits are more stable
than others but the exact reason is not known.

Enzymes in fruits and vegetables are slowed down,
but not destroyed during freezing. If not inactivated, these
enzymes can cause colour and flavour changes as well as
loss of nutrients.

Blanching inactivates enzymes in vegetables. Blanching
is the exposure of the vegetable to boiling water or steam
for a brief period of time. The vegetable must then be rap-
idly cooled in ice water to prevent cooking. Blanching is
essential for top quality frozen vegetables.

Another type of chemical change that can take place
in frozen products is the development of rancid off flavours.
This can occur when fat, such as in meat, is exposed to air
over a period.

Species has an influence on rancidity development.
Investigations have been carried out on rancidity develop-
ment in cooked and uncooked ground meat patties made
from chicken, beef and pork. Initially TBA values in
uncooked patties were higher in beef than in those made
from either pork or chicken (Figure 112.1). Levels in
chicken patties did not change appreciably during 150 d
storage at �20°C. After 150 days TBA values in beef were
approximately 7 times higher than those in chicken. Values
in pork were 4 to 5.5 times as high as those in chicken.
Cooked chicken patties had higher lipid oxidation poten-
tial than cooked beef or pork patties.

Other studies found a temperature and species inter-
action for pork and beef. In experiments the practical stor-
age life (PSL) and high quality life (HQL) of pork were
superior to beef at �5°C but at �10 and �20°C the stor-
age life of beef was much longer. In other trials where more
than one species was compared storage times were not
fully presented or direct comparisons were not possible.
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It seems fair to conclude that most work points towards
a difference in frozen storage life between species.
However, we currently lack the understanding to use data
on the frozen storage life of one species under a given
condition to predict the likely storage life of other species
at that condition.

Animal to animal variation is believed to cause wide
variations in storage times. Investigations in New Zealand
found that animal to animal variation can lead to storage
life differences as great as 50% in lamb, but does not give
any definite reason for this variation. Two trials were car-
ried out where lamb was stored at �5°C. In the first trial
the lamb was judged rancid after 20 weeks and in a dupli-
cate trial using identical temperature, processing and pack-
aging conditions the lamb was found to store for 40 weeks.
The only variation that could be determined was that dif-
ferent animals were used in the two trials.

Processing of meat prior to freezing generally results in
a lengthened storage time. It has been found that the amount
of TBA-reactive substances, in pre-rigor cooked boar, did
not change during 3 months storage at �20°C. Heating
prior to freezing can result in a 50% longer PSL for sausages
and is thought to be due mainly to an inactivation of some
enzymes present. Alternatively, it could be due to the inacti-
vation of the catalytic activity of haemoglobin. However the
heating process could be critical since muscles cooked to
higher temperatures are most susceptible to oxidative
changes during storage. Investigations have also found that
pressure-cooking chicken breast at 0.36 kg cm�2 produced
higher TBA values than cooking at atmospheric pressure.

Smoking is generally advantageous due to the antiox-
idant properties of the smoke. It has been suggested that
wood smoke may not only aid frozen storage due to its
antioxidant properties, but that the smoke may also mask
off flavors. Smoked broilers were found to store well for
over a year without serious quality change. Smoked ham

was also found to store well for one year at �18°C with-
out loss of flavour or weight.

Studies on chicken breast and salmon showed that fast
and slow freezing, at undefined rates, had no effect on the
rate of development of lipid oxidation during storage.
Slightly higher levels were found in the fast frozen muscle.
In studies on buffalo meat plate frozen meat was scored
higher for colour, texture and overall quality than blast
frozen samples. Tests were carried out after 3 months stor-
age at �15°C and freezing times, for 500 to 600 g pieces,
from 4 to �30°C were 280 and 140 minutes respectively
for the plate and blast freezing operations. After 1 month
storage TBA values in plate frozen cuts were significantly
higher than in those blast frozen but the difference had
disappeared after 3 months.

Few would disagree that storage temperature influences
frozen storage life and that in general the lower the temper-
ature the longer the PSL. However, few papers have been
located where data are presented from experiments on the
PSL of food at different storage temperatures. Many of
those that have been located are on products that do not meet
the lower temperature longer storage rule (normal stability).

It has been shown that rancidity in bacon is increased
by higher salt content and that the rates of chemical reac-
tions are accelerated as the temperature is lowered when
packed in permeable wrap. Studies have shown that free
fatty acids accumulate more readily in bacon stored
at �30°C than bacon stored at �12°C. The highest rate of
free fatty acid accumulation in bacon was found to be
at �62°C. A similar trend was found in trials with liver
paste. Cured pork products are known to have an abnormal
temperature profile between �5°C and �60°C and store
less well between �30°C and �40°C.

Pork chops, Vienna sausage and pork sausages have
been found to have straight line quality loss data at lower
temperatures but were non linear at higher temperatures.
Their storage trials were carried out at �40, �30, �24, �18
and �12°C. Ground veal and pork were also found to have
cubic curves at all temperatures.

Improved aroma scores have been found to be only
moderately related to lower freezing temperatures, but
were not related to flavour. Aroma scores for minced beef
improved during 6–12 month storage at �12.2, �17.8
or �23.3°C, although a slight increase in rancidity also
occurred. Temperature abuse of �6.7°C for 48 hours caused
rancidity on the outside of the samples but did not affect
the inner portion. After 24 weeks storage at �12, �18
or �23°C no differences due to storage temperature were
found in ground beef patties containing mechanically
recovered meat. Ground beef patties stored at �7°C were
found to be tougher than those stored at �18 or �23°C.
Severe quality deterioration was found in patties stored
for 6 months at �7°C. Little difference was found
between storage temperatures of �18 or �23°C over an
18-month period.
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Consumer panels are often not very sensitive to qual-
ity changes. When a consumer panel was used, it could not
tell the difference between samples of lamb stored at �5
and �35°C. A trained taste panel could differentiate
between the two temperatures and scored the samples
stored at �5°C as being rancid.

In recent years energy conservation requirements
have caused an increased interest in the possibility of
using more efficient storage temperatures than have been
used to date. Researchers have questioned the wisdom of
storage below �20°C and have asked whether there is any
real economic advantage in very low temperature preser-
vation. There is a growing realization that storage lives of
several foods can be less dependent on temperature than
previously thought, and since research has shown that meat
and poultry often produce non-linear time-temperature
curves there is probably an optimum storage temperature
for a particular product. Improved packing and preserva-
tion of products can also increase storage life and may
allow higher storage temperatures to be used. It has been
suggested that foods should be split into high, medium
and low stability categories, with �12°C for products with
high stability and �28°C for products with low stability.
Some believe that based on storage at �18°C, low stabil-
ity meats such as mechanically recovered meat should be
stored for 8 months or less. Medium stability meats such
as pork and processed meats should be stored for between
8 and 15 months. High stability meats, which include all
meat and poultry except pork, could be stored for more
than 15 months.

F. THAWING AND TEMPERING

Thawing has received much less attention in the literature
than either chilling or freezing. In commercial practice
there are relatively few controlled thawing systems.

Frozen meat, as supplied to the industry, ranges in
size and shape from complete hindquarters of beef to
small breasts of lamb, although the majority of the mate-
rial is ‘boned-out’ and packed in boxes approximately
15 cm thick weighing between 20 and 40 kg. Frozen fish
ranges from large plate frozen slabs to individually quick
frozen (IQF) prawns in bags or boxes. Thawing is usually
regarded as complete when the centre of the block or joint
has reached 0°C, the minimum temperature at which the
meat or fish can be boned or cut by hand. Lower temper-
atures (e.g. �5 to �2°C) are acceptable for product that is
destined for mechanical chopping, but such product is
‘tempered’ rather than thawed. The two processes should
not be confused because tempering only constitutes the
initial phase of a complete thawing process.

Thawing is often considered as simply the reversal of
the freezing process. However, inherent in thawing is a
major problem that does not occur in the freezing opera-
tion. The majority of the bacteria that cause spoilage or

food poisoning are found on the surfaces of food. During
the freezing operation, surface temperatures are reduced
rapidly and bacterial multiplication is severely limited,
with bacteria becoming completely dormant
below �10°C. In the thawing operation these same sur-
face areas are the first to rise in temperature and bacterial
multiplication can recommence. On large objects sub-
jected to long uncontrolled thawing cycles, surface
spoilage can occur before the centre regions have fully
thawed.

Most systems supply heat to the surface and then rely
on conduction to transfer that heat into the centre of the
meat. A few use electromagnetic radiation to generate heat
within the meat. In selecting a thawing system for indus-
trial use a balance must be struck between thawing time,
appearance and bacteriological condition of product, pro-
cessing problems such as effluent disposal and the capital
and operating costs of the respective systems. Of these
factors, thawing time is the principal criterion that gov-
erns selection of the system. Appearance, bacteriological
condition and weight loss are important if the material is
to be sold in the thawed condition but are less so if it is for
processing.

G. SECONDARY CHILLING

Products are normally chilled immediately after slaughter
or harvest. Most of the subsequent operations in the cold
chain are designed to maintain the temperature of the
food. Cooking is a very common operation in the produc-
tion of many products and operators appreciate the impor-
tance of rapidly cooling the cooked product. However,
any handling such as cutting, mixing or tumbling will add
heat to the food and increase its temperature. A secondary
cooling operation is always required with chilled products
to reduce their temperature to approaching 0°C and main-
tain their storage life.

The aim of any cooking process is to ensure the destruc-
tion of vegetative stages of any pathogenic microorgan-
isms. However, there is always the possibility that the
cooking process will not kill some microorganisms that
produce spores or that the food can become recontami-
nated. Therefore, microbiologists recommend that the
temperature of the meat, for example, should be rapidly
reduced, especially from approximately 60 and 5°C, to
prevent multiplication of existing or contaminating bacte-
ria. Rapid cooling is also desirable with cooked products
to maintain quality by eliminating the overcooking that
occurs during slow cooling.

There are specific cooling recommendations for cook-
chill and cook-freeze catering systems. However, even with
thin products these are difficult to achieve without surface
freezing. Cooling large hams and other cooked meat joints
is inherently a much slower process and studies have shown
that companies often have very poor cooling systems.
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The methods available to cool meat joints, pies and
other cooked products have been described in detail (15).
A review of the use of vacuum cooling in the food indus-
try has been published (16).

The majority of plants rely on air blast cooling sys-
tems for the chilling of pre-cooked meat products. In batch
systems the products, packs or trays of cooked material
are placed directly on racks in the chiller or on trolleys
that can be wheeled into the chiller when fully loaded.
Continuous systems range from trolleys pulled through
tunnels to conveyorized spiral or tunnel air blast chillers.

Some meals and products are chilled using cryogenic
tunnels, however care must be taken to avoid surface
freezing. Imperviously packed products can be chilled by
immersion in cooled water or other suitable liquid. With
some cooked products such as large hams in moulds and
sausages, chlorinated water sprays can be used in the ini-
tial stages of cooling. Increasingly pie fillings are pressure-
cooked and vacuum cooled. With many products an initial
cooling stage using ambient air can often substantially
reduce the cooling load in the cooling system.

H. TRANSPORTATION

Developments in temperature controlled transportation
systems for products have been one of the main factors
leading to the rapid expansion of the chilled food market.
The sea transportation of chilled meat from Australasia to
European and other distant markets, and road transporta-
tion of chilled products throughout Europe and the Middle
East, is now common practice. Air freighting was initially
used for high value perishable products such as strawber-
ries, asparagus and live lobsters. It is now increasingly
used to provide consumers with a year round supply of
locally out of season products such as green beans, mange
tout and green on carrots.

1. Overland Transport

Overland transportation systems range from 12 m refrig-
erated containers for long distance road or rail movement
of bulk chilled product to small uninsulated vans supply-
ing food to local retail outlets. The majority of current
road transport vehicles for chilled foods are refrigerated
using either mechanical eutectic plates or liquid nitrogen
cooling systems. Irrespective of the type of refrigeration
equipment used, the product will not be maintained at its
desired temperature during transportation unless it is sur-
rounded by air or surfaces at or below that temperature.
This is usually achieved by a system that circulates mov-
ing air, either forced or by gravity, around the load.
Inadequate air distribution is probably the principle cause
of product deterioration and loss of shelf life during trans-
port. Conventional forced air units usually discharge air
over the stacked or suspended products either directly

from the evaporator or through ducts towards the rear
cargo doors. Because air takes the path of least resistance
it circulates through the channels that have the largest
cross sectional area. These tend to be around rather than
through the product. If products have been cooled to the
correct temperature before loading and do not generate
heat then they only have to be isolated from external heat
ingress. Many trucks are now being constructed with an
inner skin that forms a return air duct along the sidewalls
and floor, with the refrigerated air being supplied via a
ceiling duct.

2. Sea Transport

Recent developments in temperature control, packaging
and controlled atmospheres has increased substantially
the range of foods that can be transported around the
world in a chilled condition. Control of the oxygen and
carbon dioxide levels in shipboard containers have
allowed fruits and vegetables such as apples, pears, avo-
cado pears, melons, mangoes, nectarines, blueberries and
asparagus to be shipped from Australia and New Zealand
to markets in the USA, Europe, Middle East and Japan.

International Standard Organisation (ISO) containers
for food transport are 6 or 12 m long, hold up to 26 tonnes
of product and can be ‘insulated’ or ‘refrigerated.’ The
refrigerated containers incorporate insulation and have
refrigeration units built into their structure. Insulated con-
tainers either utilize plug type refrigeration units or may
be connected directly to an air-handling system in a ship’s
hold or at the docks. Close temperature control is most
easily achieved in containers that are placed in insulated
holds and connected to the ship’s refrigeration system.

3. Air Transport

Although air freighting of foods offers a rapid method of
serving distant markets, there are many problems because
the product is unprotected by refrigeration for much of its
journey. Up to 80% of the total journey time is spent on
the tarmac or transport to and from the airport. Perishable
cargo is usually carried in standard containers, sometimes
with an insulating lining and/or dry ice but is often unpro-
tected on aircraft pallets.

I. RETAIL DISPLAY

The retail display of chilled food is probably still the
weakest link in the cold chain. In the UK, the Food
Hygiene (Amendment) Regulations 1990 required food
retailers to maintain the temperature of certain chilled
foods below 5 and others 8°C during storage, transport
and display. This legislation, which contained severe
financial penalties for temperature infringements, pro-
duced a marked improvement in the design, construction
and operation of retail display cabinets. However, the leg-
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islation has since been relaxed and there is currently less
emphasis on the maintenance of food temperatures.

The required retail display life and consequent
environmental conditions for wrapped chilled products
differ from those for unwrapped products. The desired
display life for wrapped meat, fish, vegetables and
processed foods ranges from a few days to many weeks
and is primarily limited by microbiological considera-
tions. Retailers of unwrapped fish, meat and delicatessen
products normally require a display life of one working
day.

Display cabinets for delicatessen products are avail-
able with gravity or forced convection coils and the glass
fronts may be nearly vertical or angled up to 20°. In the
gravity cabinet cooled air from the raised rear mounted
evaporator coil descends into the display well by natural
convection and the warm air rises back to the evaporator.
In the forced circulation cabinets air is drawn through an
evaporator coil by a fan and then ducted into the rear of
the display. It then returns to the coil after passing directly
over the products, or forming an air curtain, via a slot in
the front of the cabinet and a duct under the display shelf.

Although the same cabinets can be used for wrapped
foods, most are sold from multi-deck cabinets with single
or twin air curtain systems. It is important that the front
edges of the cabinet shelves do not project through the air
curtain since the refrigerated air will then be diverted out
of the cabinet. On the other hand, if narrow shelves are
used the curtain may collapse and ambient air can be
drawn into the display well. External factors such as the
store ambient temperature, the position of the cabinet and
poor pretreatment and placement of products substantially
affect cabinet performance. Computational fluid dynam-
ics (CFD) is increasingly being used as a valuable tool to
improve air distribution and temperature control in retail
display cabinets and retail stores themselves.

J. DOMESTIC HANDLING

It is well known that unprotected chilled food will warm
up during transportation to the home. Survey results

showed that consumers took on average 43 minutes to
bring meat, fish or dairy items home from the shops and
place them in a refrigerator (10). Although insulated bags
and boxes are widely sold only a small percentage
(12.7%) used them to transport some of their food home.
The vast majority (87.3%) of people did not use any
means of protecting food from temperature gains during
transportation. Some of the meat product temperatures in
samples placed in a car boot rose to around 30°C during
the one hour car journey whilst most of the samples
placed in a insulated box cooled during the car journey
except for a few at the top of the box which remained at
their initial temperature. The temperature of frozen prod-
ucts (starting at �25°C) placed in both the cold box and
ambient rose during the 1-hour journey. Temperatures of
chickens and meat pies placed in ambient reached tem-
peratures approaching 10°C. Frozen meat products, in the
cold box kept below �10°C for the period of the journey.

In the past decade there have been at least eight
surveys of temperatures in domestic refrigerators. The
results are very similar (Table 112.2) with overall mean
temperatures ranging from 4.5 to 6.6°C and maximum
temperatures from 11 to 14°C. These results are very wor-
rying since they imply that the average temperature of at
least 50% of domestic refrigerators is above 4.5°C. When
we look at the percentage of temperatures measured that
were above set points the results are even more worrying.
In the last French study 80% of the temperatures were
above 5°C and in the Greek work 50% above 9°C. In
Jackson’s ongoing investigations only 17% operated
below and 20% operated above 5°C for the entire week of
monitoring.

III. CONCLUSIONS

Refrigeration has a key role in maintaining the safety and
eating quality of most foods. However, it is critical that
foods are cooled to the optimum temperature after harvest
and processing and that temperature is maintained
throughout the cold chain.
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TABLE 112.2
Temperatures Measured in 8 Surveys of Domestic Refrigerators in Homes

Number of 
Reference Country Samples Measurement Tmin Tmean Tmax % � x°C

(17) Northern Ireland 150 Thermometer (3 levels: T, M, B) 0.8 6.5 12.6 71% � 5°C
(18) U.K. 252 Data logger (3 levels: T, M, B) 0.9 6.0 11.4 23% � 7°C
(19) France 102 Thermometer (3 levels: T, M, B) 14 70% � 6°C
(20) The Netherlands 125 Thermometer 70% � 5°C
(21) New Zealand 50 Thermometer (2 levels: T, B) 0 4.9 11 60% � 4°C
(22) Greece 136 Thermometer 50% � 9°C
(23) France 119 Data logger (3 levels: T, M, B) 0.9 6.6 11.4 80% � 5°C
(24) Northern Ireland 30 Data logger (1 level M) �5 4.5 13.0 53% � 5°C



Due to the introduction of freezing in the early part of
the 20th century meat, fish and some vegetables became
readily available year round. Now many ‘fresh’ chilled pro-
ducts are available at all times of the year due to develop-
ments in the chill chain especially in refrigerated storage
and transportation. Refrigeration is continuing to develop
and an increasing range of raw materials and completely
finished refrigerated meals are appearing on the market.
Due to demographic changes in the developed world these
trends are predicted to continue in the future.
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I. INTRODUCTION

The microwave oven was first developed during the 1950s
and became a popular household appliance when its pene-
tration level soared during the 1980s—currently, more
than 90% of the US households own at least one micro-
wave oven. The major driving forces for the microwave
oven are changing lifestyles and development of micro-
wavable food products.

The changing lifestyles in recent years (two income
families, single parents, school-age children home alone)
are increasingly putting a premium on convenience and
quick preparation of food. The microwave oven captures

this opportunity by providing a convenient means for the
consumer to cook or reheat food quickly and easily. At the
same time, the food industry has also developed new prod-
ucts or reformulated existing products for the microwave
oven. Microwavable food products are now ubiquitous in
the supermarket. In particular, microwavable frozen meals
are a major category since they provide a convenient solu-
tion to people who do not have time to prepare their own
meals. The packaging industry has also contributed to
developing new technologies and packages that are com-
patible to microwave heating. The consumer can quickly
microwave a frozen meal in a container and enjoy the
meal from the same container.



While microwavable food products have made signifi-
cant inroads in the past two decades, there still remain
many challenges for the developer and manufacturer.
Besides convenience, other factors such as taste and texture
are also important to the consumer. Quite often, the con-
sumer perceives food heated by the microwave oven do
not taste as good as that heated by the conventional oven.
This is because the heating mechanisms of food in the
microwave oven and conventional oven are indeed quite
different. To develop successful microwavable food prod-
ucts, the developer must have a good understanding of the
microwave heating of food, as well as careful consider-
ations of the package design and consumer expectation.

II. BASICS OF MICROWAVE HEATING 
OF FOOD

Microwave heating of food is a complex process that
requires a good understanding of several relevant disci-
plines: electromagnetism, food engineering, food chem-
istry, food packaging, and food microbiology. It is beyond
the scope of this chapter to provide detailed descriptions
of the many aspects of this complex process. Instead, this
chapter is aimed at acquainting the reader with the basic
working knowledge most relevant to the microwave heating
of frozen foods. More general information can be found
from references in the literature (1–3).

A. MICROWAVES

Microwaves are short electromagnetic waves located in the
portion of electromagnetic wave spectrum between radio
waves and visible light. The energy is delivered in the form
of propagating sine waves with an electric field and a
magnetic field orthogonal to each other. Microwaves are
relatively harmless to human because they are a form of
non-ionizing radiation, unlike the much more powerful
ionizing radiation (such as x-ray or gamma ray) that can
damage the cells of living tissue. Microwaves are used in
daily applications such as cooking, radar detection, telecom-
munications, and so on.

Most microwave ovens for food applications operate
at two frequencies. The household microwave oven oper-
ates at 2450 MHz (2.45 � 109 cycles per second), and the
industrial microwave oven operates at 915 MHz (9.15 �
108 cycles per seconds). The wavelengths associated with
those frequencies are 0.122 and 0.382 m, respectively, when
the microwaves are assumed to travel at the speed of light
(3 � 108 m/sec). Microwaves travel at approximately the
speed of light in air, but they travel at a lower speed inside
a food material. The relationship between frequency and
wavelength is expressed by the equation, v � f λ, where v
is velocity (m/sec), f is frequency (Hz), and λ is wave-
length (m) of electromagnetic wave.

There are three possible modes of interaction when
microwaves impinge upon a material: absorption of
microwaves by the material, reflection of microwaves by
the material, and transmission of microwaves through the
material. The material may be a food or a packaging mater-
ial. The food must absorb a portion of the microwave
energy in order for heating to occur. Most foods do not
reflect microwaves, and thus all the remaining unabsorbed
microwave energy is transmitted. Some packaging materials,
such as susceptors, absorb microwave energy and become
hot. Metals, such as aluminum foils, reflect microwaves.
Paper, plastics, and glass are transparent to microwaves.
To optimize the microwave heating of food, it is necessary
to consider the reflection, absorption, and transmission of
microwaves by the food and the package.

In the microwave oven, microwaves are generated by
an electronic vacuum tube known as magnetron. The
microwaves then travel through a hollow metal tube called
“waveguide” to the oven cavity. To improve the heating
uniformity, the microwave oven is often equipped with a
stirrer or a turntable. The stirrer is a fanlike set of spinning
metal blades used to scatter the microwaves and disperses
them evenly within the oven. The turntable rotates the food
during the microwave process. The history, features, stand-
ardization, and safety matters relating to the microwave
oven are discussed by Decareau (1).

B. MICROWAVE/HEAT CONVERSION

Microwave energy is not heat energy. In order for
microwaves to heat food, they must first be converted to
heat. There are two mechanisms by which this energy con-
version can occur: dipole rotation and ionic polarization.
The two mechanisms are quite similar, except the first
involves mobile dipoles while the second involves mobile
ions. Both dipoles and ions interact only with the electric
field, not the magnetic field.

Figure 113.1(a) illustrates the dipole rotation mechanism
of a polar molecule. In the presence of an electrical field,
the polar molecule behaves like a microscopic magnet,
which attempts to align with the field by rotating around
its axis. As the polarity of the electric field changes, the
direction of rotation also changes. The molecule thus
absorbs microwave energy by rotating back and forth bil-
lions of times at the frequency of microwaves. Since the
molecule is often bound to other molecules, the rotating
action also causes it to rub against those other molecules.
The rubbing action disrupts the bonds between the mol-
ecules, which in turn causes friction and heat dissipation.

Water molecule is the most abundant polar molecule
in food. The water molecules in liquid water are quite
mobile, and they readily absorb microwave energy and dis-
sipate it as heat through dipolar rotation. In contrast, the
water molecules in ice are much less mobile due to the
confined crystal structure, and they do not absorb microwave
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well. The distribution of moisture and the state of water
(liquid water or ice) are often two critical factors that deter-
mine the behavior of microwave heating of foods.

Figure 113.1(b) illustrates the ionic polarization of a
positive ion and a negative ion in solution. In the presence
of an electric field, the ions move in the direction of the
field. As the polarity of the electric field changes, the ions
move in the opposition direction. The ions absorb microwave
energy by oscillating themselves at the frequency of
microwaves. The oscillating action in turn causes heat dis-
sipation through friction. The common ions in food are
those from salts such as sodium chloride. Since ions are
less abundant than water molecules in most foods, ionic
polarization often plays a less important role than dipole
rotation.

C. DIELECTRIC PROPERTIES

While dipole rotation and ionic polarization provide a quali-
tative understanding of the microwave/heat conversion
mechanisms, the dielectric properties provide a quantitative
characterization of the interactions between microwave
electromagnetic energy and food. The dielectric proper-
ties, along with thermal and other physical properties,

determine the heating behavior of the food in the
microwave oven.

An important dielectric property is dielectric loss factor
(ε�), which indicates the ability of the food to dissipate
electrical energy. The term “loss” refers to the loss of energy
in the form of heat by the food. It is useful to remember
that a material with a high ε� value (also known as a lossy
material) heats well, while a material with a low ε� value
heats poorly in the microwave oven. The dielectric loss
factor is related to two other dielectric properties by the
equation:

tan δ � ε�/ε� (113.1)

where tan δ is loss tangent and ε� is dielectric constant.
The dielectric properties (ε� and ε�) are functions of

frequency, temperature, moisture content, and salt con-
tent. Values of dielectric properties for foods and other
materials can be found in the literature (4–6). Examples of
ε� and ε� values at 2450 MHz are shown in Table 113.1.
Although the literature values can be used as guidelines,
actual measurements are often required because of the
variability of composition of the materials.

The dielectric properties provide a quick indication of
how well a material heats in the microwave oven. For
example, the ε� value of water (12.48) at 25°C is several
orders of magnitude higher than that of ice (0.0029) 
at �12°C. This means water heats far better than ice in the
microwave oven. Ice is almost transparent to microwaves
because its molecules are tightly bound and do not rotate
easily through the mechanism of dipolar rotation. The dra-
matic increase in ε� value is also observed, when ice
changes to water, during the thawing of frozen foods
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FIGURE 113.1 Microwave/heat conversion mechanisms. The
dashed lines denote the alternating electric field at the frequency
of microwaves. (a) A dipole rotates back and forth. At high fre-
quencies (such as 2450 MHz), there is not sufficient time for the
dipole to rotate 180°, and thus the actual rotation angle is much
smaller. (b) A positive ion and a negative ion oscillate in an alter-
nating electric field.

TABLE 113.1
Dielectric Constant (��), Dielectric Loss Factor (��), and
Penetration Depth (Dp) of Various Foods at 2450 MHz

�� �� Dp (cm)

Ice (�12°C) 3.2 0.0029 1203
Water (1.5°C) 80.5 25.0 0.71
Water (25°C) 78 12.48 1.38
Water (75°C) 60.5 39.93 0.40
0.1 M NaCl (25°C) 75.5 18.1 0.94
Fat and Oil (average) 2.5 0.15 20.6
Raw Beef (�15°C) 5.0 0.75 5.83
Raw Beef (25°C) 40 12 1.04
Roast Beef (23°C) 28 5.6 1.85
Boiled Potatoes (�15°C) 4.5 0.9 4.6
Boiled Potatoes (23°C) 38 11.4 1.07
Boiled Spinach (�15°C) 13 6.5 1.11
Boiled Spinach (23°C) 34 27.2 0.45
Polyethylene 2.3 0.003 986
Paper 2.7 0.15 21.4
Metal ∞ 0 0
Free Space 1 0 ∞



including beef, potato, and spinach (Table 113.1). Plastics
and paper have low ε� values because they are almost trans-
parent to microwaves.

D. PENETRATION DEPTH

The speed of microwave heating is due to the deep pene-
tration of microwaves into the food, and the dielectric
properties can be used to determine the extent of penetra-
tion. When microwaves strike a food surface, they arrive
with some initial power level. As microwaves penetrate
the food, their power is attenuated since some of their
energy is absorbed by the food. The term penetration
depth (Dp) is defined as the depth at which the microwave
power level is reduced to 36.8% (or 1/e) of its initial
value, which can be estimated using the equation:

Dp � ��1 � tan2 δ�
1/2

� 1�
�1/2

(113.2)

where λo is wavelength in free space. At 2450 MHz,
λo � 12.24 cm

Dp � 1.38�ε���1 � tan2 δ�
1/2

� 1��
�1/2

(113.3)

where Dp is in cm. The penetration depth is a “visual
term” that describes how well a food absorbs microwaves:
the shorter is the penetration depth, the more the food
absorbs microwaves.

The meaning of penetration depth is further illustrated
in Figure 113.2. At the first Dp, 36.8% of the initial power
remains, while 63.2% of the power is absorbed. At the
second Dp, (0.368)2 � 13.5% remains and 86.5% is
absorbed. At the third Dp, (0.368)3 � 5.0% remains and
95% is absorbed. The penetration depth depends on the
composition of material, the frequency of microwaves,
and temperature.

Typical values of Dp for various materials at 2450 MHz
are also shown in Table 113.1. As mentioned earlier, liquid
water absorbs microwaves far better than ice. The Dp of
water at 25°C is 1.38 cm, but Dp of ice at �12°C is 1203 cm!
Frozen foods have longer penetration depths than unfrozen

foods. For example, the Dp values for frozen beef and
unfrozen beef are 5.83 cm and 1.04 cm, respectively.

E. MATHEMATICAL EQUATIONS AND

MODELS

Besides Equation (113.2), other simple equations can also
provide researchers and food product developers a better
understanding of the microwave heating process. For
example, the microwave power absorption can be esti-
mated using the equation:

P � k ε� f E2 (113.4)

where P is power absorption (watts/cm3), k is constant
(5.56 � 10�13 farads/cm), ε� is dielectric loss factor of
food (dimensionless), f is frequency of microwaves (Hz),
and E is electric field strength of microwave (volts/cm).
The power absorption is directly proportional to the dielec-
tric loss factor, indicating that a lossy material (which 
has high ε� value) is also a good absorber of microwave
energy.

The rate of temperature increase of the food can be
estimated using the equation:

� (113.5)

where T is average temperature of food (°C), t is time
(sec), ρ is density of food (g cm�3), and Cp is specific heat
of food (J g�1 °C�1). Equation (113.5) is an energy balance
equation, which assumes the microwave energy absorbed
is balanced by the heat gain of the food. Note that this is a
relatively simple equation, and it does not consider the fact
that temperature is not evenly distributed within the food.

Mathematical models based on heat-and-mass trans-
fer principles are also available to provide more sophisti-
cated information during the microwave heating of food
(7,8). A typical model consists of a set of partial differen-
tial equations with the proper initial and boundary condi-
tions. The models can be used to predict the temperature
and moisture distribution histories of foods during
microwave heating. To use the models, values for dielec-
tric properties, thermal properties, density, electrical field
strength, and product dimensions are required. Models for
frozen food are more complicated than those for unfrozen
food, because the microwave heating behavior changes
greatly from the frozen state to unfrozen state.

The models can simulate what-if scenarios and thus can
help to minimize the number of experiments and shorten the
product development time. However, the models are limited
mostly to the predictions of temperature and moisture
content, and they do not deal with other important factors
such as taste and texture. Most models are also limited to
foods that are homogenous and have regular shapes.

k ε� f E2

�
ρ Cp

dT
�
dt

λo�
2π�2�ε��
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III. CHALLENGES IN MICROWAVE 
HEATING OF FROZEN FOOD

While microwave heating offers the benefits of speed
cooking and convenience, it also presents many technical
challenges to the food scientist or technologist. Those chal-
lenges arise from the need to deal with the many variables
relating to the food, package, and microwave oven. For the
food, there are variables of food composition, shape, size,
specific heat, density, dielectric properties, and thermal
conductivity. For the package, there are variables of
shape, size, and properties of packaging material. For the
microwave oven, there are variables relating to the design
of the oven. A related and more important challenge is to
solve the problems of the consumer. From the consumer’s
point of view, the most noticeable problems are those
associated with nonuniform heating, lack of browning and
crisping, and variation in microwave ovens.

A. NONUNIFORM HEATING

Nonuniform heating is a major problem associated with
microwave heating. The problem is especially noticeable
for frozen food. It is not uncommon for a frozen food
heated in a microwave oven to boil around the edges while
the center remains frozen. The problem is caused by the
differences in microwave energy absorption of liquid water
and ice.

In frozen foods, the water molecules on the surface
are relatively free to move compared to the water mol-
ecules inside the food. When a frozen food is microwaved,
heating begins at the surface where the water molecules
are more ready to absorb microwave energy. This causes
the adjacent ice crystals to melt and the surface tempera-
ture to rise, while the inside temperature is still little 
affected. As more liquid water is available, the heating of
the surface becomes more rapid. This can lead to “run-
away heating,” in which heating is excessive at the surface
while the inside is still frozen. To minimize runaway heat-
ing during thawing, microwave energy should be delivered
at a slow rate, which allows more time for heat to conduct
from the surface to the inside.

Irregular shape of the food can also cause nonuniform
heating. The thin parts tend to overcook, while the thick
parts tend to undercook. This situation also occurs in con-
ventional cooking but is less pronounced because the
cooking is slower. Another cause of non-uniform heating
is that different foods have different dielectric and thermal
properties. When a microwave meal consists of two or
more items, it is possible that the items heat at different
rates. For example, when microwave heating a frozen
meal consisting of meat and vegetable, the vegetable often
becomes overheated and dried out before the meat reaches
the serving temperature.

B. LACK OF BROWNING AND CRISPING

Another problem is that, unlike the conventional oven, the
microwave oven is not able to produce foods that are
brown and crisp. This is because the heating mechanisms
of the conventional oven and the microwave oven are
quite different.

In the conventional oven, the food is heated by hot air
in the oven, and if the heating element is not shielded, the
food is also heated by radiated heat. Heating is concentrated
on the food surface by means of heat convection and radi-
ation. The inside of the food is also heated, at a slow rate,
by means of heat conduction. The heating causes the
moisture on the food surface to evaporate rapidly, and
later, browning and crisping to occur. Although the moisture
inside the food tends to migrate to the surface, the rate is
not sufficiently fast to prevent browning and crisping. As
a result, the food surface becomes brown and crispy while
its inside remains moist and soft.

In the microwave oven, there is no hot air, and heating
is mostly due to the interaction between microwaves and
water. Microwave heating is not concentrated on the food
surface, but it is distributed within the food depending on
the penetration depth. The heating on the food surface is
no longer sufficiently intense to cause browning and
crisping. Unless the food is microwaved for a long time to
remove all or most of the water in the food (which is not
desirable because the food quality may no longer be
acceptable), browning and crisping either do not occur at
all or are inadequate.

Browning formulations have been developed for vari-
ous meat and dough products (1). Commercial steak sauces,
barbecue sauces, soy sauces, and the like are brushed on
meat before microwave heating. Reusable browning
dishes are also available for browning food surfaces in the
microwave oven. Most of the commercial browning dishes
are made of glass-ceramic substrate with tin oxide coat-
ing on the underside. The packaging industry has also 
developed a disposable browning and crisping material,
known as susceptor, discussed later in this chapter.

C. VARIATION IN MICROWAVE OVENS

Yet another problem is the large variation of performance
in different microwave ovens. Microwave ovens are avail-
able in different powers, oven cavity sizes, with or with-
out a turntable, with or without a stirrer (to distribute
microwaves more evenly in the oven). Consequently, dif-
ferent microwave ovens may produce greatly different
results, even if the same cooking instructions are used. To
accommodate the differences, the food manufacturer can
only place vague microwave heating instructions on their
packages. For example, a package may contain vague
instructions such as “heat between 4 to 8 minutes, depend-
ing on the microwave oven.”
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D. MEETING THE CHALLENGES

There is no easy solution to deal with the complex process
of microwave heating. In developing a microwavable food
product, the scientist or technologist has to rely on the
somewhat useful but incomplete scientific knowledge
described in the previous sections, as well as trial-
and-error or empirical methods.

From the discipline point of view, there are three
approaches to deal with the challenges. The first is the
food chemist’s approach, in which food ingredients are
modified and browning formulations are added to make
the food more microwavable. The second is the packaging
engineer’s approach, in which the package is modified to
enhance the performance of microwave heating. The third
is the microwave engineer’s approach, in which new and
useful features are added to the microwave oven. Ideally,
these approaches should be integrated into a system to
deliver the highest quality of microwavable foods to the
consumer.

Many microwavable food products have failed in the
past because of lack of performance or high cost. Good
technical and marketing tools are essential for developing
better tasting microwavable products, without increasing
the cost or decreasing the effectiveness of cooking. Although
the food manufacturer and the packaging supplier have
been working together to develop microwavable products,
there has been relatively little collaboration between them
and the oven manufacturer. There is a need to have all par-
ties (including also the academia) to work more closely
together to bring about innovations that can deliver better
microwavable products to the consumer.

IV. MICROWAVABLE PACKAGING

The primary functions of the package are to contain, pro-
tect, and sell the product. A general discussion on the
packaging of frozen foods is presented in Chapter 133. If
the package is used to hold the food during microwave
heating (as is the case for many microwavable frozen
meals), the interactions between microwave and the pack-
age must also be considered. Since the package can trans-
mit, reflect, or absorb microwaves, it can also greatly
influence the microwave heating behavior. The package
may act “passively” by simply transmitting microwaves.
The package may also act “actively” by reflecting and
absorbing microwaves in a manner that the power distri-
bution of microwaves and the surface temperature of
package are modified. To optimize microwave heating, it
is necessary to properly balance these three microwave/
package interactions (transmission, reflection, and
absorption) to optimize the heating of the food. Micro-
wavable packaging materials may be classified into
microwave transparent materials, microwave reflective
materials, and microwave absorbent materials.

A. MICROWAVE TRANSPARENT MATERIALS

A microwavable package must be wholly or partly trans-
parent to microwaves. The most common microwave trans-
parent materials are paper and plastics. Although glass is
also transparent to microwaves, it is seldom used to pack-
age frozen food.

Plastic-coated paperboard trays are popular for
microwavable frozen meals, mainly because of their low
cost. The trays combine the rigidity of the paperboard and
the chemical resistance of the plastic. The inside of the
trays is either extrusion coated with a resin or adhesive
laminated with a plastic film. For microwave-only appli-
cations, plastics such as low-density polyethylene (LDPE),
high-density polyethylene (HDPE), and polypropylene
(PP) are used. For dual oven applications (i.e., usable in both
microwave and conventional ovens), polyethylene tereph-
thalate (PET) is used because of its high temperature sta-
bility (up to about 200°C).

Molded pulp trays are another common paper product.
The containers are dual ovenable and can be molded into
several compartments. They are stronger and can carry more
load than the paperboard containers.

Thermoformed plastic trays are also common heating
containers for microwavable frozen foods. LDPE trays are
suitable for light microwave heating because the trays tend
to distort at temperatures as low as 75°C. PP trays have a
distortion temperature of about 110°C. Homopolymer PP
trays are brittle at low temperatures and can crack during
distribution and handling at freezer temperatures.
Copolymer PP trays have somewhat improved low-
temperature durability. Crystallized PET (CPET) trays are
the most widely used plastic trays for microwavable
frozen meals. The CPET trays are functional in the tem-
perature range from �40 to 220°C. Thus the trays can
withstand not only the low temperatures encountered in
distribution and handling, but also the temperatures in
conventional oven (i.e., the trays are dual ovenable).

B. MICROWAVE REFLECTIVE MATERIALS

Aluminum foil, aluminum/plastic laminate, and aluminum/
plastic/paperboard laminate are the most common
microwave reflective materials. Since these materials do
not allow the transmission of microwave, they are also
known as microwave shielding materials.

Aluminum is often used to selectively shield microwaves
from certain areas of a food (Figure 113.3). For example,
a multi-component meal may consist of food items that
heat at different rates in the microwave oven. The more
microwave sensitive food item(s) can be shielded so that
the entire meal can be heated more evenly.

Aluminum is also used as an electromagnetic field
modifier to redirect microwave energy in a manner to opti-
mize the heating performance (10). Aluminum can inten-
sify the microwave energy locally or redirect it to places
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in the package that otherwise would receive relatively lit-
tle direct microwave exposure. This approach has been
used to redirect microwave energy from the edges to the
center for frozen food products such as lasagna.

When aluminum foils are used in the microwave oven,
precautions are necessary to prevent arcing, which can occur
between foil packages and the oven walls, between two
packages, across tears, wrinkles, and so on. Arcing can be
prevented by following several simple design rules (11).
For example, any foil components should be receded from
the edge of the package to avoid arcing with the oven walls.
In additional to following those rules, it is also necessary
to thoroughly test the package/product to ensure that the
package is safe to use.

C. MICROWAVE ABSORBENT MATERIALS

Microwave absorbent materials used for food packaging
are commonly known as susceptors. The major purpose of
susceptors is to generate surface heating to mimic the
browning and crisping ability of the conventional oven.
Although many types of susceptors have been invented
(12), the only commercially available type is the metal-
lized film susceptor (Figure 113.4). This type of susceptor
consists of a metallized polyethylene terephthalate film
laminated to a thin paperboard. The metal layer is a very
thin (less than 100 angstroms), discontinuous layer of alu-
minum, which is responsible for generating localized
resistance heating when exposed to microwaves. The heat-
ing can cause the susceptor to reach surface temperatures
over 200°C within seconds.

Susceptors have been used for products such as frozen
pizza, frozen French fries, frozen waffles, frozen hot pies,
and popcorn. Susceptors are available in the forms of flat
pads, sleeves, and pouches. The flat pads are suitable for
products (such as pizza) that require heating only on one
surface. The sleeves and pouches are suitable for heating
on multiple surfaces (9). Susceptors are also available in

various patterns, in which portions of the metallized layer
are deactivated (10). The patterns are designed to provide
more control of heating. A company uses a printed checker-
board pattern to generate various levels of heating based
on the size of the check.

There is a public concern of migration of mobile com-
pounds from the susceptor to the food, because the sus-
ceptor can reach high temperature. The FDA has issued
voluntary guidelines regarding the safe use of the suscep-
tor for the packaging company to follow.

V. ADVANCED OVENS

Although the oven manufacturer has made many
improvements to the microwave oven, especially during the
last two decades, it has also encountered the challenges
described earlier. Recently, the oven manufacturer has
responded to those challenges by introducing more
advanced ovens, such as the high-speed ovens and intelli-
gent ovens described below. These advanced ovens are
superior to the microwave oven, and they can provide bet-
ter heating for frozen food products.

A. HIGH-SPEED OVENS

High-speed ovens are essentially multimode ovens equipped
with advanced technologies. The move towards using
multimode heating instead of single-mode heating to deliver
higher speed and food quality is a technically sound one,
because any single-mode heating (microwaves or convect-
ive heat) has too many inherent limitations. The current
commercial high-speed ovens differ from one another in
terms of hardware and software.

In hardware, the major difference is in the heating
sources: microwaves, convective heat, hot-air impingement,
and halogen light. Although it is possible to use more than
two heating sources, most ovens are limited to only two
heating modes because of the considerations in cost and
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power consumption. The high-speed ovens typically use
microwaves to provide speed cooking, along with another
heating source for browning and crisping. Major oven
manufacturers have marketed high-speed ovens using
microwave/light and microwave/convective heat. A manu-
facturer has also developed a vending machine that heats
frozen meals using microwave/jet impingement.

In software, the major difference among the ovens is
in the ways of controlling the cooking process. Various
cooking algorithms have been developed to control the
heating sources and heating time. In the future, software
development will likely incorporate more food science
and technology (to develop cooking instructions, provide
nutritional information, etc.), better user interface tech-
nology, and the use of fuzzy logic.

B. INTELLIGENT OVENS

In recent years, researchers have also developed the so-called
“intelligent ovens,” which use information technology to
overcome some of the limitations of the microwave oven
and enhance the cooking experience of the consumer. An
example of the intelligent oven is shown in Figure 113.5.

The intelligent oven is a multimode oven (e.g.,
microwave/convective heat oven) equipped with a bar
code scanner and a microprocessor (13). The oven is con-
nected to an input/output device (such as a touch screen)
and the Internet. Below are some advantages of the oven:

1. As mentioned earlier, the heating instructions on
food packages are intentionally vague to
accommodate the many types of microwave
ovens in the market. The intelligent oven can
overcome this problem. By scanning the bar
code on the food package, its microprocessor is
able to generate the precise heating instructions
that match the food and the oven.

2. The scanning eliminates the need of entering the
heating instructions manually. This is particular
convenient when the instructions involve com-
plicated multiple heating sequence, especially

for multimode ovens. This feature is also help-
ful for visual impaired consumers.

3. The Internet connection allows the access of
information relating to nutrition, product recall,
allergenic ingredients, and so on.

VI. SUMMARY

While microwavable frozen food and meals have become
an integral part of our lifestyle, improvements are still
needed to continue to justify their place in the freezer
case. Although microwavable frozen products can provide
the consumer with convenience, they often fail to impress
the consumer with taste and texture. There are many tech-
nical and economical challenges for developing new and
improved microwavable frozen products. To meet those
challenges, the industry (food manufacturer, packaging
supplier, and oven manufacturer) and the academia should
work more closely together to innovate and develop better
microwavable food products that are more tasty, healthy,
and convenient to use.
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I. INTRODUCTION

One of the greatest challenges for food technologists is to
maintain the quality of food products for an extended
period. A decrease in temperature generally decreases the
rate of chemical reactions that are responsible for the dete-
rioration in food quality over time; therefore freezing is
frequently used to extend the shelf life of food products.
However, freezing is not a perfect method of preservation
because even at low temperatures deterioration of quality
may still occur. The formation of ice may result in textural
changes and disruption of cell compartments that cause the
release of chemically reactive components. Furthermore,
the removal of water during ice formation concentrates the
solutes in an unfrozen matrix, which can affect reaction
conditions, such as pH and ionic strength. Therefore, in
order to extend the shelf life of frozen food products it is
crucial to understand the chemical reactions and their kinet-
ics that occur in food components that can lead to quality
deterioration.

The effect of freezing on the food components is diverse
and some components are affected more than others. For
example protein can be irreversibly denatured by freezing
whereas carbohydrates are generally more stable. This

chapter focuses on chemical and biochemical reactions
that affect the quality of frozen food systems. These reac-
tions and specific examples in food are summarized in
Table 114.1. Methods for reducing the rate of deteriora-
tion are also discussed in this chapter.

II. CHEMICAL AND BIOCHEMICAL 
REACTIONS IN FROZEN FOOD

A. PROTEIN

Protein may undergo changes during freezing and frozen
storage, primarily because of denaturation. Denaturation
can be defined as a loss of functionality caused by changes
in the protein structure due to the disruption of chemical
bonds and by secondary interactions with other constituents
[1]. Alterations of the secondary and higher structures of
proteins affect the spatial arrangement of the polypeptide
chain with respect to other neighboring polypeptide chains
[1, 2]. Structural and spatial alterations can cause a range of
textural and functional changes, such as the development of
toughness, loss of protein solubility, loss of emulsifying
capacity and loss of water holding capacity [3–5]. The
myofibrillar proteins (mainly myosin and actomyosin) are
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considered to be the most susceptible to denaturation, while
sarcoplasmic proteins have been reported to be more stable
[6]. For example, in fresh-water whitefish stored for 16
weeks at �10°C the actomyosin solubility decreased by
50% but the sarcoplasmic proteins were unaffected [4].

In addition to the physical and chemical changes asso-
ciated with ice formation, loss of protein stability may also
be caused by interactions of protein with other components
and by enzyme activity. These factors have been reviewed
by several authors as causes for denaturation in fish proteins
[1, 6, 7]. Lipid oxidation has been shown to be highly cor-
related with protein denaturation during freezing. For
example, the oxidation and hydrolysis of lipids in sardines
at �20°C was inversely related to protein solubility and
other functional changes [8]. The addition of malonalde-
hyde, a commonly occurring product of lipid oxidation, to
trout myosin solutions during storage at �4°C accelerated
protein denaturation [9]. On the other hand, actomyosin in
fatty fish, such as halibut and rosefish, is more stable than
the actomyosin in lean fish, such as cod and haddock, after
one year of frozen storage at �23°C [10]. The actomyosin
from fatty fish had little or no denaturation, whereas that
from lean fish was almost completely denatured.

Enzymes, particularly trimethylamine oxide demeth-
ylase (TMAO demethylase), have been linked to protein
denaturation. TMAO demethylase hydrolyses trimeth-
ylamine oxide, which is naturally present in some fish and
shellfish, into dimethylamine (DMA) and formaldehyde
[7]. Formaldehyde is reported to form covalent cross-links
with protein and therefore accelerating denaturation [11].
Myofibrillar patterns of hake muscle soaked in formalde-
hyde had a higher amount of high molecular weight aggre-
gates caused by covalent cross-linking of structural
proteins [12]. The effect of the addition of formaldehyde
on actomyosin denaturation during frozen storage has also
been studied in hake, pork and chicken [13]. The stability
of the actomyosin in the presence of formaldehyde dif-
fered according to species, with chicken being the most
stable to formaldehyde.

Cross-linking of polypeptide chains due to disulfide
bond formation may also contribute to protein denatura-
tion in frozen fish, although it may be a secondary factor
[14–16]. In minced halibut stored at �10°C, insolubilisation
of the myofibrillar proteins was reduced when a disulfide
bond reducing agent, such as β-mercaptoethanol, was added
[14]. Disulfide bond formation has also been implicated
as a factor contributing to the loss of water holding capac-
ity in haddock during frozen storage [12].

Various processing factors may influence protein
denaturation during frozen storage. The factors include
handling and processing prior to freezing, temperature of
storage and the rate of freezing. Mincing has been shown
to promote toughening in frozen fish, for example minced
hake accumulated formaldehyde at a faster rate than fillets
[11]. Depending on the species, aging fish on ice prior to

freezing may be advantageous to quality [15]. Aging red
hake on ice before processing and frozen storage was
shown to produce a more acceptable product than other
treatments, such as the removal of dark muscle or dipping
in sodium tripolyphosphate or erythorbate [17].

The kinetics of protein denaturation is influenced by
temperature. At temperatures just below the freezing point,
denaturation is very rapid. For example, the maximum rate
of protein denaturation in rabbit and trout myosin solutions
was reported to be at approximately �10°C [9]. Lowering
the storage temperature generally reduces the degree of
protein denaturation [12, 18, 19]. In whiting fillets stored at
�20°C and lower, losses in protein extractability, calcium
ATPase activity and gel forming ability were reduced [19].
However, there was no significant improvement in the qual-
ity of the whiting fillets when stored lower than �20°C.
Similar results were observed in halibut [5]. The differences
in the development of toughness and off-flavors were insuf-
ficient to justify lowering the temperature below �20°C.

Protein stability is also affected by freezing rate. In
general, faster freezing rates result in less damage because
smaller ice crystals are formed. However, fluctuating tem-
peratures during frozen storage, due to overloading, power
failures and equipment breakdowns, can lead to growth of
ice crystals, which could counteract the benefit of using fast
initial freezing rates [20]. Storage temperature is therefore
believed to be a more critical factor than freezing rate.

B. LIPIDS

Lipids can degrade in frozen systems by means of two
well known chemical processes: hydrolysis and oxidation
[21]. These processes lead to undesirable changes in the
nutritional and sensory quality of foods, such as the pro-
duction of rancid flavors and discoloration. The hydrolysis
of lipids, also known as lipolysis, results in the release of
free fatty acids, which can alter the flavor of frozen pro-
ducts. The rate of hydrolysis depends on storage tempera-
ture and time, and the type of food product [22–24]. In
frozen foods, lipid hydrolysis is generally catalyzed by
enzymes. Both phospholipase A and lipases from muscle
tissues are responsible for the hydrolysis of phospholipids
and neutral lipids in frozen fish [24].

Lipid oxidation is a free radical reaction involving
three major steps: initiation, propagation and termination.
Oxidation is frequently initiated by a spontaneous reac-
tion with oxygen (autoxidation) or by an enzymatic reac-
tion [25]. Hydroperoxides are the initial products of lipid
oxidation. These compounds are unstable and subsequently
enter into numerous complex reactions that involve further
degradation and interaction with other food components,
causing off-flavors, discoloration, loss of nutrients and
toughening of protein [8, 21, 26]. The rate of reaction
increases with degree of lipid unsaturation, therefore lipid
oxidation is particularly a problem in high fat fish [27].



Lipid degradation can be reduced in frozen foods by
lowering of the storage temperature, excluding oxygen,
adding antioxidants and supplementation of antioxidants
in the diet of animals. The effect of lowering the storage
temperature from �10°C to �30°C on lipid oxidation and
hydrolysis was studied in cod and haddock [28]. At �30°C
lipid degradation in both species was reduced to the same
extent but at �10°C the haddock was more susceptible to
lipid degradation than the cod. Since oxygen is a key com-
ponent in lipid oxidation, limiting its presence by modified
atmosphere packaging can be beneficial to the shelf-life
of food, as shown in frozen pork [29], chicken and turkey
[30, 31], shrimp [32] and pulverised niboshi (boiled and
dried sardines) [33]. The quality of processed fish fingers
stored at �20°C was shown to be influenced by the thick-
ness of the packaging and the composition of the packaging
material. The control, which was kept without packaging,
was discarded after four weeks of storage due to rancid
odors, a tough texture and undesirable color changes. Fish
fingers packed in 62.5 µm thick low-density polyethyl-
ene/high-density polyethylene (LD/HDPE) remained in a
satisfactory condition for 28 weeks. The same product pack-
aged with 100 µm thick low-density polyethylene/Nylon-
Primacore (LDPE/NY/PC) was stable for 32 weeks [34].

Adding antioxidants, such as butylated hydroxytoluene
(BHT) and natural vitamin E reduced lipid oxidation in
shelled oysters during storage at �20°C [35]. Frozen rock
oysters glazed with 1% sodium ascorbate alone or with 1%
monosodium glutamate was efficient in extending their shelf
life [36]. Similar results were observed in frozen processed
turkey meat treated with antioxidants (a mixture of BHT,
propyl gallate and citric acid) where the degree of lipid
oxidation was reduced [37]. In addition, supplementing
the diet of farm animals with vitamin E was shown to reduce
lipid oxidation in meat [38, 39]. Antioxidants may also
occur naturally in food. The naturally occurring color pig-
ment astaxanthin has been shown to reduce rancidity in
farmed trout [40].

Other factors influencing lipid degradation include han-
dling prior to freezing and the rate of freezing. Precooking
of meat prior to freezing can increase lipid degradation dur-
ing frozen storage, because the denatured heme proteins
and ferrintin release free iron that catalyse oxidation [41].
It was shown that rancid flavors and thiobarbituric acid
(TBA) values increased in precooked chicken meat during
two to four months of frozen storage [42]. Rapid freezing of
chicken meat in liquid nitrogen produced a product with a
lower degree of rancidity than air-blast freezing [42].
Similar results have been observed in pork sausage [43].

C. CARBOHYDRATES

Carbohydrates are susceptible to hydrolysis during frozen
storage, as observed in frozen papaya [44]. Starch hydroly-
sis can be extensive in frozen green beans even when stored

at �18°C; almost all of the starch was enzymatically
hydrolyzed into reducing sugars, leading to an increase in
sweetness and softening [45]. Sugar hydrolysis increases
the number of moles of solutes in the food matrix, thus
depressing the freezing temperature. This leads to a reduc-
tion in the amount of ice in the product, which may alter cer-
tain physical properties, for example the firmness of ice
cream was inversely related to the degree of hydrolysis [46].
In a model system, the rate of sucrose hydrolysis, by
enzymes and under acidic conditions, was investigated at
low temperatures [47]. The results indicated that even at
temperatures as low as �22°C, hydrolysis still takes place.

D. COLOR PIGMENTS

The color of raw red meat tissues is mainly attributed to
myoglobin. Carotenoid compounds, including astaxan-
thin, canthaxanthin and β-carotene, contribute to the color
of some marine products and poultry [48]. Most of the
color in fruit and vegetables is provided by chlorophylls
(green leafy vegetables), carotenoids (orange, yellow and
red fruits and vegetables) and anthocyanins (majority of
berries and red to purplish vegetables).

The stability of color pigments during frozen storage
is affected by treatment prior to processing, processing
and storage conditions (light, oxygen, heavy metals, tem-
perature, water activity, pH, oxidizing and reducing agents).
Furthermore, oxidoreductase enzymes, such as lipoxyge-
nase, catalase, peroxidase, polyphenol oxidase and lipases
can cause bleaching of pigments and browning discoloration
in fruits and vegetables [49, 50]. Other chemical reactions
within the food, particularly lipid oxidation, can also lead
to changes in color.

Carotenoids are relatively stable during frozen storage.
Sweet potato [51], tomato pulp [52], green beans and broc-
coli [53] have shown minimal loss of β-carotene during the
freezing process. The stability of meat colors, metmyoglo-
bin in meat and carotenoids in fish and poultry, is gener-
ally decreased by lipid oxidation [26].

Chlorophyll and anthocyanins are considered to be less
stable than carotenoids and can degrade through a variety
of mechanisms. In the presence of heat and acid, chloro-
phyll changes from green to an olive-brown colored pheo-
phytin when the magnesium atom in chlorophyll is
displaced by two hydrogen ions [47]. Cultivar type and
maturity have been shown to influence the stability of
chlorophyll in kiwifruit during frozen storage [54, 55]. This
may be because changes in total acidity and pH cause pheo-
phytinization of chlorophyll [54, 55]. However, it was
pointed out that at low temperature storage (��18°C),
color of green beans was stable and was probably because
of the formation of metal-chlorophyll compounds, which is
different from change in color attributing to pheophytisa-
tion when stored at high storage temperatures [56]. It was
observed in some studies that there was no perceptible
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change in greenness of parsley during storage at �20°C
for three years [57].

Anthocyanins are relatively unstable during frozen
storage and are greatly affected by pH, organic acid content,
sugar concentration, enzyme reactions, initial anthocyanin
composition and anthocyanin content. Anthocyanins are
more stable under acidic conditions [48]. In blackberries,
maturity rather than cultivar was found to be more impor-
tant for preventing blackberries from turning red during
storage because the change in color was correlated with
lower soluble solids, total anthocyanins and higher titratible
acidity [58]. Glycosidases and polyphenolases are two
classes of enzymes that promote loss of anthocyanin color
intensity [48]. Glycosidases hydrolyze cyanidin 3-glucoside
thus contributing to color loss in raspberries [59].

The choice of processing method can affect the stability
of color pigments during frozen storage. Light and oxygen
have been shown to accelerate color loss in tomato sauce
[52], possibly by solubilisation, isomerization and degrada-
tion of lycopene [60]. The lycopene content of tomato
sauces prepared in an open kettle decreased faster during
frozen storage than samples prepared in a tubular pasteur-
izer [60]. If the tomato product is carefully processed in the
absence of oxygen, it can exhibit excellent lycopene stabil-
ity throughout the normal frozen storage shelf life [61]. The
effect of still air freezing versus air-blast freezing on the
color of pineapple slices was evaluated [62]. The results
showed that the freezing rate did not have any affect on the
subsequent frozen storage stability of the pineapple color.

Various methods, such as blanching, modified storage
atmosphere, and addition of antioxidants, have been used to
enhance the stability of the color pigments in frozen foods.
The main purpose of blanching prior to freezing is to inac-
tivate enzymes that degrade color pigments. For example,
lipoxygenase is known to degrade β-carotene and lutein
[53]. However, blanching can also lead to color losses.
Heating can cause the development of an undesirable olive-
green color in green vegetables because of chlorophyll
degradation [53]. Therefore, minimization of blanching time
is generally recommended [49]. Modified atmospheres
can be used to reduce color changes. For example, boiled
shrimp flushed with nitrogen and sealed in a bag with low
oxygen transmission reduced color fading and improved
the overall quality of the shrimp [32]. Furthermore, flush-
ing precooked crabmeat with carbon dioxide was shown
to prevent blue discoloration [63].

Color can also be stabilized using chemical additives
such as antioxidants, applied either as a dip or added directly
to the food product or even to the diet of the animal. Natural
antioxidants, including ground tomato seeds and spices
(rosemary and marjoram) have proved successful for color
retention when added to tomato sauce to stabilize carotenoid
pigments during frozen storage [52]. Frozen avocado purees
can be prevented from browning by adding sodium bisulfite
and ascorbate prior to freezing [26]. Browning in frozen

crabmeat was reduced by a citric acid dip but no signifi-
cant reduction in the browning was observed with dips of
sodium nitrite, ascorbic acid, sodium acid pyrophosphate,
and brine with sodium citrate or tripolyphosphate [63].
Sulfite can inhibit melonosis (blackspot) on crustaceans
[64]. However, if it is used in excess (2% for ten minutes),
it can cause decomposition of TMAO, thus initiating a
chain of lipid and protein degradation reactions [64].

Dietary vitamin E supplementation for Holstein steers
increased the color stability of the meat during storage at
�20°C [65]. The color and carotenoid content salmon fed
with diets supplemented with astaxanthin was stable 
during frozen storage for up to 12 weeks at �20°C, but
salmon fed with cathaxanthin had significant loss in color
scores and carotenoid content [66]. In contrast, smoking
of the fish significantly reduced the carotenoid content of
astaxanthin-fed salmon, but did not cause any decrease in
color in canthaxanthin-fed Atlantic salmon during frozen
storage [66].

E. FLAVOR COMPOUNDS

Food flavors are composed of volatile aroma compounds
and taste components, such as organic acids and sugars.
The effect of freezing and frozen storage on flavor com-
pounds in food is variable with flavor changes being
affected mainly by enzymatic activities and lipid oxida-
tion. Freezing and thawing processes have been shown to
change and weaken the flavor profile of fresh strawberries
[67–69] and peas [70], but minimal changes were observed
in the aroma volatile composition of raspberries studied
under similar conditions [59]. The flavor of fruit and veg-
etables may also be modified by the decrease in organic
acids as observed in frozen kiwifruits, pineapples and
blanched green beans [55, 71, 72]. In seafood, the devel-
opment of off flavors has been associated with the enzy-
matic degradation of TMAO that produces trimethylamine
and dimethylamine [73]. Another type of off-flavor in fish
is caused by autoxidation of long chain ω-3-unsaturated
fatty acids, which produce carbonyl compounds charac-
terized by an “oxidized fish oil” aroma [73, 74].

Blanching of vegetables prior to freezing can be used to
inactivate the enzymes that cause changes to the flavor. The
flavor of carrot, cauliflower and beans during frozen storage
has been stabilized by blanching [78]. However, complete
inactivation of enzymes may not be necessary as it was
shown that 5% residual peroxidase activity did not affect
the quality of these blanched vegetables during storage [75].
In contrast, the flavors of unblanched leek, onion and swede
did not change appreciably during frozen storage and were
preferred to blanched products. The disadvantages of
blanching with regard to flavor preservation are the loss of
flavor compounds through leaching [72] and creation of a
different flavor profile through heating [76]. Therefore, it
is important to identify and specifically target enzymes such
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as lipoxygenases, lipases, lyases and proteases for adequate
blanching, rather than to utilize excessive blanching regimes
for peroxidase destruction, which is commonly used as an
indicator enzyme for vegetables [49]. Foods, such as
white truffle, that are unsuitable for blanching, are sus-
ceptible to deterioration. These, along with the loss of other
volatile compounds were responsible for the typical truffle
flavor [77].

Pasteurization is another heat pretreatment frequently
used for frozen foods. Changes in the volatile composition
of a pasteurized guava puree product were investigated
during four months of storage at �10°C and �20°C [76].
Pasteurized guava puree had increased levels of aldehydes
and hydrocarbons and decreased levels of esters compared
to unpasteurized guava puree. There was only a slight
decrease in the concentration of alcohols and hydrocar-
bons in pasteurized guava puree stored at �20°C.

F. VITAMINS

Freezing is considered as one of the best processing meth-
ods for preserving nutrients in food. In a comparison of
different storage methods, the nutrient content of frozen
beans, sweet corn and peas was similar to fresh vegetables
that had been cooked by boiling. Frozen vegetables were
higher in vitamin C, riboflavin and thiamin content than
canned vegetables [78]. Processing foods prior to freezing
can result in vitamin losses through oxidation and leach-
ing, with heat being a secondary factor [79]. Generally,
vitamin C has been used as a nutritional and quality marker
for monitoring the effect of manufacturing processes on
nutrient losses, therefore it has been the focus of many
studies in food [81]. Vitamin C usually refers to the sum of
both ascorbic acid and dehydroascorbic acid, since both
are active forms of the vitamin [79], although studies have
shown that ascorbic acid has been shown to have faster
degradation rate than dyhydroascorbic acid [45]. Beta-
carotene is also commonly used to monitor the effect of
processing on nutrient losses.

Blanching of foods prior to freezing can contribute to
vitamin loss. The loss of 47% ascorbic acid and 10% vita-
min B6 in commercially processed french fries during
freezing was attributed mainly to the blanching process;
the decrease caused by other unit operations was insignif-
icant [81]. Steam blanching is generally better for main-
taining vitamin activity than hot water blanching. Large-size
cut french fries had better vitamin retention than small-
size french fries because leaching was reduced. The effect
of alternate freezing and thawing of peas, lima beans, corn
and green beans increased the destruction of ascorbic acid.
This may have been due to an increase in the concentration
of ascorbic acid and oxidative catalysts in the fluid of the
tissue matrix [82].

The use of blanching to preserve nutrients depends
largely on the type of food. Red peppers and kiwifruit,

usually frozen without blanching, showed no significant
loss of ascorbic acid during freezing [83]. In contrast, the
ascorbic acid content of unblanched okra and beans
decreased by about 50% during freezing, while after blanch-
ing there was no significant change in the ascorbic acid
content. The maximum decrease in ascorbic acid content in
this study was observed at �1°C to �8°C [83]. Another
study showed that even though blanching reduced the vita-
min C content of beans by 28%, it reduced further losses
during twelve months of frozen storage [84]. Unblanched
beans and peppers lost more than 97% of their vitamin C
content within one month of freezing, strongly indicating
the need for blanching of vegetables before frozen storage
in order to preserve nutrients. Similar results were obtained
for broccoli and green beans [85]. Vitamin C could be the
shelf life limiting factor, where it was shown that beyond
the 45th day of storage, even when the sensory parameters
are well retained, the nutritional parameter were at dimin-
ished levels [45].

G. MINERALS

Minerals in food matrices may be present in many different
forms such as chemical compounds, molecular complexes
and even as free ions. Minerals present in any form can dra-
matically affect the color, texture, flavor and stability of
foods [86]. Minerals cannot be easily destroyed by exposure
to heat, light, oxidizing agents or extremes in pH, but they
can be lost through leaching or by physical separation of
components. Even so, there were no changes observed in six
mineral elements (Ca, Cu, Mg, Mn, Ni and Zn) between
fresh and frozen artichokes, green beans and peas [87].
Furthermore, the mineral content of boiled fresh vegetables
was shown to be similar to boiled frozen vegetables [78].

III. CRYOPRESERVATION OF FROZEN 
FOOD

In the previous section different techniques were discussed
for reducing the rate of chemical reactions in foods, such
as lowering the temperature, blanching and modified atmos-
phere packaging. In conjunction with these techniques,
further reductions in the rate of these reactions can be
achieved by cryopreservatives, which can be natural com-
ponents of the food or added as a pre-freezing treatment.
Cryopreservatives can be classified as cryostabilisers or cry-
oprotective agents. Cryostabilisers are added to increase
the viscosity of the frozen system while cryoprotective addi-
tives are used to change or stabilize the structure of com-
ponents that are susceptible to undesirable changes caused
by freezing. The variety of frozen products may require
special “cocktails” of cryopreservatives to be developed for
each individual product [93].

The underlying principle of cryostabilization is based
on increasing the viscosity of the frozen system, which
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controls the diffusion of solutes and therefore the rate of
quality deterioration [94, 95]. When food is frozen, ice is
formed and the solutes are concentrated in an unfrozen
matrix. At the temperature of maximum freeze-concentra-
tion, where no more ice is formed, the unfrozen matrix
undergoes a transition from viscous rubbery to a highly
viscous glassy state. This temperature is called the glass
transition temperature (Tg�) [96]. The extremely high vis-
cosity associated with the glassy state limits the mobility
of solutes and therefore, reduces the rate of diffusion-
controlled reactions.

Various types of reactions respond differently to this
change in viscosity. Simple diffusion-controlled reactions,
which have low activation energies (8 to 25 kJ/mol), are
especially sensitive to changes in the viscosity [97, 98]. The
rate of lipolysis, lipid oxidation and diffusion of 14C-fruc-
tose were studied in mackerel mince at temperatures
between �5°C and �20°C [99]. The results indicated that
the diffusion of 14C-fructose and the production of thiobar-
bituric acid–related substances (TBARS) in mackerel mince
decreased dramatically when the temperature was just
below the Tg� of mackerel. Similar results were observed in
reformulated kumara (sweet potato) frozen paste products
[100]. However, the rate of lipolysis and accumulation of
peroxides were only moderately influenced when stored
below the Tg� of mackerel. Other studies have shown that
ice recrystallization is reduced at temperatures below the
Tg� of the unfrozen matrix [95, 101].

The rate of diffusion-controlled reactions has been stud-
ied in frozen systems by adding maltodextrins with high
Tg� values (Tg� ranged from �10°C to �18°C) and car-
boxymethylcellulose (CMC, Tg� of �12°C) [102]. It was
shown that in frozen systems containing maltodextrins the
diffusion-controlled reaction rates were reduced at temper-
atures below their corresponding Tg�, but frozen systems
containing CMC were not reduced. These results showed
that even though the adding of selective compounds with
a high Tg� may reduce the rate of diffusion controlled reac-
tions but may not always be true for all.

Typical cryostabilisers are high MW compounds, such
as starch and starch hydrolysates, which elevate the Tg� of
the product [94, 95]. In general, low molecular weight
components have a lower Tg� than high molecular weight
components [95]. The glass transition temperature is also
affected by structural variation, such as polymer branch-
ing or linking of monomers [95]. For instance, the Tg� for
various disaccharides with a MW of 342 g/mol can differ
by up to 7 K [95]. Table 114.2 summarizes the Tg� and dex-
trose equivalent (DE) values for starch hydrolysates.

Cryoprotective agents are widely used to protect pro-
tein from denaturation [93, 104]. The additives interact with
the surrounding water of the protein and create a prefer-
ential hydration of the protein and thus protects functional
groups in protein from dehydration [104, 105]. The struc-
ture of cryoprotective compounds is diverse. Several small

sugars, polyols, amino acids, nucleotides, salts and even sur-
factants have been shown to stabilize protein at sub-ambient
temperature [93]. Researchers have carried out extensive
studies to evaluate the effect of different cryoprotective
agents and freezing conditions on the preservation of
gamates of different origin [106–108]. Such studies could
be considered in the future for freezing preservation of
food products.
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I. INTRODUCTION

The main objective of freezing is to prolong shelf life of
foods. On this basis, freezing is considered an excellent
means of maintaining acceptable quality in red meats for
months and even years.

Currently consumers prefer chilled to frozen red
meat, probably because of a desire on the part of the pur-
chaser to assess several meat quality attributes, such as
ratio of bone to muscle, presence of fat, and the like (49).
Such an assessment is difficult when meat is frozen.
Despite this, freezing and frozen storage of red meat are
gradually increasing. Frozen storage is regarded as a use-
ful technological aid because it makes possible the supply
of large amounts of meat for catering and supermarkets,
extends the storage life of meat when supply exceeds
demand, and represents a flexible tool for sellers.

The quality of red meat brings together sensory (i.e.,
texture, flavor and color), microbial, nutritional and func-
tional characteristics. In most cases, freezing does not
modify quality in any considerable way. However, frozen
meat may present defects in quality and naturally can suf-
fer deterioration in quality during storage. Colour, flavour
and texture defects, together with moisture losses, are the
principal factors to which due regard must be paid.

Colour and flavour can become altered during stor-
age, with lipid and myoglobin oxidation being the main
adverse changes affecting the eating quality of frozen red
meats.

With respect to texture, there are two circumstances
having detrimental effects on the quality of frozen meat,
both related to a significant decrease of temperature in
prerigor meats. These are cold shortening and thaw rigor,
which lead to toughness. In order to avoid these processes
the advice has generally been to freeze post-rigor, instead
of pre-rigor, meat. Nevertheless, pre-rigor freezing is also
possible, provided that preventive measures are brought
into play, such as electrical stimulation and tempering
during thawing.

In addition, frozen meat production implies some
profit losses related to the reductions in weight resulting
from freezing. Generally, in comparison with rapid freez-
ing, slow freezing produces greater damage to the muscle
structure, resulting in a decrease in myofibrillar protein
solubility and water holding capacity (WHC) and an
increase in weight losses on defrosting or thawing (44).

The principal factors affecting frozen meat quality
include the intrinsic quality of the meat, chilling and
freezing conditions, and protection and storage conditions
throughout the cold chain (17, 20, 38) (Table 115.1). These



factors are not independent of one other. The effects on
the eating quality of red meats of ageing time of meat
before freezing, the freezing rate and the cooking method
used, and also on thawing and cooking losses, showed a
large number of significant interactions (28).

In relation to the effect of storage temperature on the
quality of frozen foods, glass transition temperature under
conditions of maximal freeze concentration (with a slow-
frozen sample), Tg�, is a potential means of assessing the
stability of foods that deteriorate as a result of diffusion-
limited events. In the case of beef, apparent Tg� values were
approximately �12°C (6). This temperature seems also to
be the lower limit for microbial growth in meat.

In this chapter, the topics reviewed are the structure,
moisture losses, microbiology, organoleptic properties,
nutritional value and shelf life of frozen red meat.

II. STRUCTURAL DAMAGE IN FROZEN
MEAT (EFFECTS OF FREEZING RATE
AND FREEZER TEMPERATURE)

Muscle cells are flexible and elongated, share their align-
ment, have minimal air spaces and are separated by a
matrix rich in glycoproteins. Although muscle cells are
difficult to rupture by freezing and thawing, freezing and
frozen storage can produce marked effects on the struc-
tural properties of red meat tissues, with cell-cell separ-
ation being the most evident structural change.

The freezing point in lean red meats is approxi-
mately �1.5°C, depending on meat composition. After
this point, as temperature decreases a higher proportion of
water turns into ice crystals. At temperatures below �7°C
more than 80% of the water is frozen. Water outside the
muscle fibres freezes first, thus intracellular water tends to
be drawn out of the fibres by osmotic effects, increasing
the intracellular concentration of solutes. The conse-
quences of this cryoconcentration (i.e., changes in

osmotic pressure, pH, ionic force, viscosity, Aw) trigger
the denaturing of and damage to muscle (i.e., myofibrillar
and sarcoplasmic) protein, which progress with longer
time and lower temperature of frozen storage (23). These
changes in the functional properties of proteins may be
responsible for changes in texture, colour and flavour.
Finally, as solutes reach saturation point two outcomes are
possible: the formation of eutectics or of a supersaturated
metastable rubbery phase (glass transition). According to
Brake and Fennema (6) the formation of eutectics during
the freezing of meat is uncommon.

Freezing rate has an important influence on crystal
size, location (intra- or extra-cellular) and morphology.
Slow freezing rates (i.e., a rate of advance of the frozen
front below the range 0.1–0.2 centimetres per hour) in
matured meats produce large and, according to Grujic et al.
(21), for the most part extracellular crystals, which dam-
age muscle proteins and cell membranes, causing consid-
erable distortions in tissue microstructure. Thus, the WHC
of the meat decreases and the exudate produced during
thawing increases. At intermediate freezing rates (from
0.2 to 1.0 cm/h) medium-sized ice crystals are formed
both inside and outside cells. In this case cellular damage
and drip losses are also high. By contrast, fast freezing
rates (1.0 to 10.0 cm/h) bring about the formation of
numerous small crystals, mainly intracellular, uniformly
distributed. In this case, there is a minimum of physical
harm to cells and of chemical changes to proteins (15).
However ultra-fast freezing (in excess of 10.0 cm/h) may
cause freeze-cracking in joints of frozen meat, due to sud-
den changes of volume. The full effects of fast and slow
freezing on the eating quality of frozen meat are still
unclear. In general, it is considered that freezing rate has
only limited effects (17).

As storage times get longer ice crystals undergo grad-
ual growth (39). Temperature fluctuation is considered a
major stimulator of crystal growth through inducing recrys-
tallization. Crystal growth is associated with a decrease in
the WHC of meat protein, an increase in tissue damage,
and a subsequent increase in drip losses from thawing meat.

In order to reduce structural damage during freezing, a
number of cryoprotectants have been used in meat, includ-
ing aspartate, cystine and β-alanine, sugars, dicarboxylic
acids, phosphates and starch hydrolysis products.
Unfortunately, the use of cryoprotectants has sometimes
been associated with a sweet taste or lipid oxidation defects
in meat. Nonetheless, these substances are used in cut,
minced and restructured meat, and some of them have even
been incorporated into meat by injection in live animals
before slaughtering (14). Hence, a topic of great research
interest is the application of antifreeze glycoproteins found
naturally in cold-water fish or similar substances, incor-
porated in meat by brining or injection. These substances
have the ability to make crystals smaller in size, to inhibit
recrystallization and so to reduce drip loss.
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TABLE 115.1
Main Considerations Influencing Frozen Red Meat
Quality
Pre-Freezing: species, genetic, livestock, feeding — lipids,

vitamin E –, transport and slaughtering, postmorten
processes — electric stimulation, chilling, hot
deboning, freezing pre or post-rigor, ageing –,
quality of raw materials including microbial 
status, type of muscle, processing of meat — cutting,
cooking, packaging.

Freezing: freezing rate, freezing technology.
Frozen Storage: temperature, time, temperature fluctuations.
Thawing: rate, technology, tempering or cooking

of frozen meat.
Culinary technology, temperature, time.

Elaboration:

Adapted from Genot (17).



III. MOISTURE LOSSES

During freezing, storage and thawing, meat loses water by
evaporation, sublimation and exudation, respectively;
moisture is also lost during cooking. Moisture losses are of
great monetary importance. Although moisture losses make
meat less attractive, they do not significantly influence its
eating quality after cooking, except in the case of very large
losses, which could affect juiciness and tenderness (17).

Evaporation losses depend on freezing conditions, as
relative humidity (RH) and temperature, and meat charac-
teristics, as the size and area-to-volume ratio of pieces, fat
covering, and the presence of skin or packaging. Moisture
losses by evaporation during freezing of non-packed 
carcasses or joints normally amount to between 0.5 and
1.2% of the total weight (17).

Sublimation during storage is another important cause
of moisture loss. Greater weight losses occur when there
is a higher air speed, more surface of lean exposed, longer
storage or a higher temperature. Monthly losses of 0.15%
to 0.7% were found in traditional stockinette-wrapped
meat stored at �30°C and �10°C, respectively (9). In
general, moisture loss increases when temperature fluctu-
ates, that is, when it rises and falls by more than 2°C. In
the extreme case, a severe local loss of water through sub-
limation may cause freezer burn.

The exudate formed during thawing (purge or drip
loss) generally accounts for between 1% and 5% weight of
meat pieces (17). Drip loss has a negative financial impact
on processors, makes the meat visually unattractive, and
also involves loss of soluble nutrients. Amounts of drip
loss from frozen meat are determined by two main fac-
tors: the volume of the exudate generated during defrost-
ing and its migration speed.

The former depends on the freezing and thawing con-
ditions and features intrinsic to the meat itself (4, 33, 41),
the water-binding capacity of proteins being involved in
both. The latter depends on the size and shape of the
pieces of meat, the myofibrillar orientation and geometry,
the presence of large blood vessels and the intensity of
physical cellular or macroscopic damage (freeze-cracks)
produced during freezing, that is, with fast freeze rates.

As previously mentioned, drip loss has been associated
with cellular damage caused by large crystals and extracel-
lular crystal presence, these crystals being formed at slow
and intermediate freezing rates. Furthermore, the water
from the extracellular crystals formed seems not to be reab-
sorbed on thawing, thus producing drip loss. Hence, inter-
mediate and slow freezing rates (those in which the time
taken for the temperature to fall from �1°C to �7°C
exceeds 10 minutes) show greater drip loss than faster rates
(4). Within this range, these authors found a peak in drip
losses in defrosting at a rate of 15–20 min. In the light of the
effect of freeze rates on drip loss, several authors recom-
mend freezing rates in the range 2.0 to 5.0 cm/h (17, 21).

When industrial freezing methods based on thermal
gradient are used, large volume carcasses and joints undergo
different freezing rates depending on depth, so that the
thermal centre shows larger and more numerous extracel-
lular ice crystals, which would lead to a poorer quality
product (34, 47). New methods like high-pressure-assisted
freezing (for example at a pressure of 200 MPa) would be
necessary to overcome these difficulties (39). Pressure
brings the freezing point of water down to a minimum
of �22°C at 207.5 MPa (8). Thus, meat would be cooled
to �20°C under pressure, so included water remains in its
liquid state, and then pressure would be released, so that
an instantaneous and homogeneous micro-crystallization
would occur.

In addition, high and fluctuating temperatures and
long storage favour large crystal formation and hence
increased drip loss. Drip losses in vacuum packed pork,
beef and veal are reported as 1.2%, 4.2% and 2.2%,
respectively, after four months of storage (17). However
when storage was 16 months the losses were 4.7% for
pork and more than 8% for beef and veal. In other work,
it has been reported that drip losses from fast-frozen and
stored meat increase with storage time, reaching the same
level as the drip losses observed from meat frozen at a
slow rate but not stored for any length of time (42).

Packaging also shows an influence on drip loss, vacuum
and oxygen-impermeable packaging being the most effec-
tive. For instance, the volume of exudate from cut pork kept
frozen for 13 weeks at �17°C was between 2.5% and
5.0%, in accordance with the packaging characteristics (7).

Moreover, thawing time seems to be correlated with
extracellular water re-absorption, which is a slow process.
This might be the reason that faster thawing rates (defined
as involving a time of under 50 min. for the temperature to
rise from �5°C to �1°C) produced more drip loss in
frozen beef (19). In contrast, other authors found fast
thawing rates resulted in smaller drip losses (41, 42). The
most recent suggestion has been that slow thawing causes
more structural damage through recrystallization (2) and
more protein denaturation. These authors recognized that
fast freeze rates were more suited to fast thaw rates and
vice versa.

Several intrinsic factors have been noted as affecting
drip loss: species, type of muscle, pH, which has an inverse
correlation with drip loss (33), pre-rigor and post-rigor
freezing (the latter presenting more exudate in the case
that thaw rigor is avoided) or ageing time (matured meat
gives less drip loss).

To sum up, under industrial freezing conditions,
storage time, temperature fluctuations and the intrinsic
characteristics of the meat, rather than freezing rate, seem
to have the biggest effects on drip loss.

Finally, cooking loss from frozen meat depend princi-
pally on the processing of meat before freezing, especially
rigor onset temperature (10), and on the cooking method,
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particularly the cooking temperature. Although cooking
loss is accepted as being higher when freezing rates are
slow (see review of Genot), the effect of freezing rate on
cooking loss seems to be slight (13).

IV. MICROBIAL EFFECTS (HYGIENE)

Low freezer temperatures (i.e., below �18°C) bring about
a practically total inhibition of the cellular metabolism in
animal tissues and substantially decrease the rate of almost
all chemical reactions. Microbial development in meat
virtually comes to a stop when a temperature of �12°C is
reached (33), this being the lowest point reported as
allowing growth of moulds on meat. In this way, mould
spoilage may be the most substantial problem affecting
frozen carcasses that have been subjected to temperature
abuse.

In general, a large proportion of the microbiota of a
foodstuff will be killed or sublethally damaged by freez-
ing (owing to thermal shock, ice formation, dehydration
or solute concentration). In fact, a decrease in aerobic
spoilage organisms has commonly been observed in frozen
meat (25). Freezing process and animal species involved
influence the microbial counts. Faster freezing rates have
been demonstrated to have a less injurious effect than
slower ones, and in addition, the longer the storage time,
the more serious the damage.

Among the various organisms, gram-positive bacteria
are generally more resistant to freezing than gram-negative,
cocci more than bacilli and yeast and moulds more than
bacteria. Bacterial and fungal spores and toxins of
Clostridium botulinum and Staphylococcus aureus are
highly resistant to freezing (18). In any case, pathogenic
micro-organisms are commonly isolated from thawed
frozen meats.

Furthermore, freezing has a sanitizing effect on frozen
red meat. Freezing can be used to destroy larvae of Taenia
spp. and Trichinella spiralis. These organisms are killed
after 1 to 3 weeks at �18°C or after an ultra-rapid freezing
at �29°C (48).

Nonetheless, defrosted meat seems to spoil faster than
chilled meat because of the damage to tissues and because
the exudate formed enhances microbial growth (17).
Thus, the thawing process represents a fundamental phase
with respect to the microbiological quality of thawed
meat. In this way, increases in bacterial numbers become
unacceptable in the air thawing of beef and pork carcasses
or quarters if temperatures in excess of 10°C are main-
tained (20). Also, the time for which meat surfaces are at
temperatures in excess of 1°C must be kept short if
pathogen development is to be prevented. In this respect,
tempering meat pieces during thawing at temperatures
between �5°C and �2°C, and processing the meat (under-
taking operations such as cutting, mincing and the like) at
these temperatures may be really advisable. Apart from

thawing, microbial counts in frozen meats depend on the
initial level of microbial contamination and contamination
during freezing and storage.

Microbiological status of good-quality meat (a satis-
factory standard has aerobic plate counts at 25°C from the
surface of frozen prime joints of beef under 105 colony
forming units per square centimetre (cfu cm2) and col-
iform counts under 103 (26); and in frozen minced beef
under 105 and under 102, respectively (25) is largely due
to hygiene in dressing and butchery of the carcasses, short
time and low temperature of chilled storage, high freezing
rate, proper packaging and so forth.

V. ORGANOLEPTIC PROPERTIES OF
FROZEN RED MEAT

A. TEXTURE (COLD SHORTENING AND

THAW RIGOR)

In frozen red meat, changes in the main attributes of meat
texture, namely tenderness and juiciness, depend principally
on changes in myofibrillar and stroma proteins (rigor short-
ening, denaturation, crosslinking, linking between proteins
and free fatty acids or lipid auto-oxidation products and 
similar). These changes affect the functional properties of
proteins (WHC, solubility and enzyme activity) throughout
freezing and thawing processes. The severest effects appear
at low freezing rate and long-time-high-temperature storage
(46, 51). However, the mechanisms of protein denaturation
and other changes in frozen muscles are still not fully under-
stood, and their real effects on meat eating quality have not
been totally established (37).

The freezing process for post-mortem meat in indus-
trial practice seems to have only a slight effect on tender-
ness and juiciness. These attributes are more dependent
upon the intrinsic factors of meat, specifically maturation
before freezing, which improves tenderness. On this point,
it has been found (50) that beef frozen after 14 days of
ageing was the tenderest.

In any case, there have been several instances in which
meat frozen then thawed was found tenderer than chilled
meat (30, 50). This may represent an advantage for beef
and lamb eating quality. The tenderizing effect of freezing
might be explained by tissue damage due to ice formation
(16) or an improved ageing process in red meats resulting
from a decrease in calpastatin activity (52).

On the other hand, pre-rigor freezing could effectively
produce a detrimental effect on meat tenderness, if cold
shortening and/or thaw rigor took place. Thaw rigor may
account for 40% of myofibrillar shortening (33), which
induces toughness. These effects are not frequent in entire
carcasses of pork and beef, especially if they are covered by
a layer of fat and the freezing rate is not too fast (33), for
rigor occurring before the decrease in temperature becomes
critical. However, in lamb carcasses and hot-deboned joints
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both processes can occur. In these cases, lower freezing
rates, i.e., attaining �1°C within 5 hours post-mortem (34),
are responsible for cold shortening and higher ones for
thaw rigor, which is the case of meat frozen before the onset
of rigor mortis.

Nonetheless, cold shortening and thaw rigor can be pre-
vented. Post-mortem electrical stimulation, which acceler-
ates the glycolytic process and hence the onset of rigor
mortis, has been used to, and can effectively, prevent cold
shortening and also thaw rigor (16, 33). For instance, elec-
trical stimulation of lamb carcasses prevented cold short-
ening at freezing rates such as those needed to attain �4°C
within 12 hours post-mortem (17).

Besides, if meat is frozen before rigor onset, temper-
ing the meat at temperatures between �2°C and �5°C for
approximately three days during thawing can prevent thaw
rigor. At these temperatures the ATPase activity is enough
to trigger rigor in the frozen state, thus preventing short-
ening. ATPase activity has been observed even at �12°C
(33). Another way of preventing thaw rigor consists of
adding salt, ca. 1.5–1.8%, to meat pieces (5). Salt inhibits
glycolysis and rigor mortis onset, thus the levels of ATP,
pH, ionic force and WHC of meat remain high during the
freezing and thawing processes.

To conclude, provided that the measures to prevent
cold shortening and thaw rigor are brought into play, pre-
rigor frozen meat can be better than post-rigor, that is, pre-
rigor frozen meat has been reported to preserve to a great
extent the functional properties of proteins and produce
less drip loss during thawing and cooking (11, 53).

B. FLAVOUR AND COLOUR (LIPID OXIDATION

AND DISCOLORATION)

Raw meat has a weak or “flat” flavour, but contains flavour
precursors from which more than a thousand volatile sub-
stances are generated during cooking by a complex
sequence of chemical reactions. It appears that a freezing-
thawing process applied to beef loin (50), or to red meats
in general, has no significant effect on flavour.

However, during frozen storage the flavour of meat
can be somewhat altered. Firstly, flavour seems to decrease
and lose balance but does not become unpleasant. In this
regard, Lawrie (33) pointed out that there is a gradual loss
of the most volatile compounds even at temperatures
below freezing. Also, flavour and flavour precursors which
are soluble substances (reducing sugars, amino acids, pep-
tides and nucleotides such as IMP and GMP) may be lost
or degraded during freezing and, above all, during thaw-
ing. Equally, freezing-related protein changes can account
for differences in their ability to bind taste and volatile
compounds, thus modifying flavour perception.

Finally, after longer storage times unacceptable “off”
flavours may be detected, normally rancid flavours, which
are produced by numerous volatile compounds coming

from lipid oxidation. This process can be avoided in full
only if oxygen is completely eliminated and storage tem-
perature is extremely low, i.e., under �60°C (31). Further-
more, flavour may be altered by interactions between
several oxidation products and different flavour com-
pounds, or hydrophilic peptides (27). Apart from flavour
alteration, lipid oxidation may affect texture and nutritional
properties of frozen meat. Lipid oxidation is definitely one
of the principal limiting factors for frozen meat shelf life.

Theoretically, factors favouring or inducing meat lipid
oxidation are numerous (traces of transition metals, sodium
chloride, light, heat, protons, active oxygen species, dam-
age to muscle structures, and enzymes). These enzymes
(lipases, lipo-oxigenases and so forth) may remain active
at sub-zero temperatures (12, 24). On the contrary, muscle
possesses endogenous antioxidant capacity (involving 
α-tocopherol, carotenoids, ubiquinone, glutathione,
carnosine, anserine, ascorbic acid and the enzymes with
antioxidant activities, such as glutathione peroxydase,
superoxyde dismutase and catalase). Storage of meat may
result in a decrease in the activity of the antioxidant
enzymes (35).

During freezer storage, when the balance of the fac-
tors favouring oxidation and of the antioxidant capacity of
muscle foods tilts towards lipid oxidation, the latter is no
longer controlled. In these circumstances lipid oxidation
begins, first in the highly unsaturated phospholipid frac-
tion in cellular biomembranes, thanks to its amphiphylic
nature and proximity to the aqueous medium (20). In
addition, triglycerides and cholesterol can be oxidised.

On the other hand, visual attributes such as red bright
colour, fat colour, fat content (including perceived marb-
ling and external fat cover) and general appearance serve
as the first or only consumer indicators of the quality of
chilled, and where possible frozen, red meat quality at the
time of purchase.

Browning of meat during frozen storage and thawing
is a consequence of myoglobin oxidation, which turns the
pigment to metamyoglobin. If the percentage of metamyo-
globin on the meat surface reaches a certain point
(ca. 40% of total myoglobin), purchasers will reject meat.
Accumulation of metamyoglobin depends on the relative
rates of oxymyoglobin auto-oxidation and enzymatic or
non-enzymatic reduction of metamyoglobin to oxymyoglo-
bin. The rate of auto-oxidation of myoglobin is strongly
dependent on temperature and exposure to light. Unlike
chilling, where thermal auto-oxidation is predominant,
under freezer storage conditions, light-induced processes
become increasingly important (3, 36). Oxygen concen-
tration is another important factor for colour stability.
According to Lanari et al. (32), vacuum packaging and
packaging material with incorporated light adsorber
increase frozen red meat shelf life. Furthermore a blooming
time (some 6 to 48 hours) in oxygen before freezing is
advisable.
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Colour instability together with lipid oxidation defin-
itely constitute the principal limitations on frozen meat
shelf life (Table 115.2).

Brown discoloration (metamyoglobin formation) and
lipid oxidation in frozen red meats seem to be related (1,
40). Thus, Lanari et al. (32) and Guidera et al. (22) claimed
that frozen meat colour stability and susceptibility to ran-
cidity indicated the oxidation status of meat. Both processes
demonstrate similarities in their progression in meat and
meat products. Experimental results support the view that
lipid oxidation contributes to oxymyoglobin oxidation and
meat discoloration (43). However, in frozen meats, colour
losses generally occurred much earlier than lipid oxida-
tion (1, 3), these authors stating that pigment oxidation
might be an initiator of lipid oxidation. In fact, the exact
mechanism for a possible coupling between pigment oxi-
dation and lipid oxidation is not well understood (20).

The susceptibility of specific frozen red meats to lipid
oxidation and discoloration is influenced by intrinsic and
extrinsic factors, which are shown in Table 115.3 (17).

Frozen meat colour at the surface may also be affected
by excessive dehydration during storage, appearing as
greyish-brown leathery spots: freezer burn, which leaves
the meat dry and stringy. Moreover, dehydrated surface
conditions enhance protein denaturation, lipid and colour
oxidation. Freezer burn is not necessarily correlated with
moisture loss in a simple manner (45). It tends to happen
when meat surfaces are initially wet and freezing is very
fast, when the lean meat surface is not protected, air speed
in storage chambers is fast, and there are temperature fluc-
tuations. In order to prevent freezer burn the recommen-
dation is to prevent air from reaching the surface of the
meat, mainly by using vapour-proof packaging materials.

Other defects in colour and/or aspect of frozen meats
are yellow coloration of fat through lipolysis, defor-
mations and freeze-cracks arising from sudden changes of
volume during freezing, and mould development caused
by temperature abuse.

Finally, meat may show different colours according 
to the size of ice crystals. When the freezing rate at the
surface of the meat is high, crystals are smaller and scat-
ter more light than larger ones, and then meat is more
opaque and its colour lighter. In the case of red meats, fast
freezing at very low temperatures may yield too pale a
colour, thus reducing quality.

VI. NUTRITIONAL VALUE OF FROZEN
RED MEAT

Red meats are considered as an important source of high
quality food protein, minerals and B vitamins. Although
freezing implies some losses in those compounds (specif-
ically a loss of water-soluble nutrients in the exudate dur-
ing thawing), the losses generally lack nutritional impact.
Freezing can preserve the nutritional value of meat better
than most other preservation methods. Vitamin loses are
variable depending on the process. In general, the decrease
in B vitamin content of frozen meats should be less than
25% for vitamin B1, 15% for B2, 10% for niacin and 
20–50% for B6 or pyridoxine (17).

VII. SHELF LIFE OF RED FROZEN MEAT
(CONCLUSIONS)

In terms of quality, freezing is one of the best technologies
for preserving red meats. The main limitations on frozen
red meat shelf life are the changes in sensorial attributes,
specifically colour and flavour, due to pigment and lipid
oxidation, respectively. Sublimation and drip loss during
freezing and thawing may mean a considerable financial
loss, however their influence on eating quality seems in
reality to be slight (17).

In spite of the extensive literature on the shelf life of
frozen meat, experimental data to support that body of
theory seem to be scarce and rather old, based on freezing
conditions that nowadays are old-fashioned. Furthermore,
there is a lack of agreement among data on the storage life
of industrial frozen meat (20). Nonetheless, general rules
have been established. In this respect, it has been stated
that the shelf life of red meat normally ranges from 8
months to 3 years (20), and likewise that beef and lamb
can be stored at �18°C for at least 6–12 months and pork
for 6 months. Moreover, frozen meat shelf-life data,
defined as the practical storage life (PSL) recommended
by the International Institute of Refrigeration (IIR), are
shown in Table 115.4. In general, PSL seems to be two to
five times high quality life (HQL) (20).

Quality problems in frozen meats subjected to extended
storage are substantially reduced following some techno-
logical indications (specialist packaging, low (�18°C)
and constant storage temperature). Packing/wrapping has
a large direct effect on storage life. It can be effective in
reducing oxidation, as packaging material can constitute a
light and/or oxygen barrier, and dehydration. Fluctuating
temperatures during storage are considered to be detri-
mental to the product.

Although appropriate freezing technology conditions
appear to be more important than intrinsic meat quality in
extending shelf life, it is nevertheless true that the best
way to improve frozen storage life of red meats consists in
an integrated package of measures including production,
muscle to meat conversion and freezing technology.
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TABLE 115.2
Times of Storage (Months) at Which Lipid Rancidity
or Browning Are Manifested in Lean Meat

Storage Temperature

��8°C ��15°C ��22°C ��30°C

Beef 3 6 12 —
Pork without skin and fat cover — 3 6 12

Adapted from Lawrie (33).



Frozen Meat: Quality and Shelf Life 115-7

TABLE 115.3
Intrinsic and Extrinsic Factors Influencing Lipid Oxidation and Discoloration in Frozen Meats
Factor Several Significant Effects Main Causes

Intrinsic
Species differencesa Pork is more sensitive than beef. Pork has more PUFAb than beef.
Animal to animal variation: Not fully understood.

genetic, season, physiology
Feeding The more the PUFA — or linoleic  Meat composition: vitamins E and C, β-carotenes,

acid contents — in the diet, the more carotenoids, prooxidants such as Cu and Fe,
unstability, especially in monogastric. oxidative status of lipids in the feed.

Higher content of antioxidant or prooxidant 
compounds in the diet represent an increase or 
decrease in stability, especially vitamin E.c

Cuts of meat and muscle type Red muscles are more unstable than white ones. Oxidative pattern and composition differences,
i.e., pH, % PUFA, antioxidant dipeptides, etc.

Extrinsic
Transport and slaughtering conditions Stressed lambs carcasses with high pH were Variations in pH.

unstable to rancidity (23).
Chilling conditions, time and ageing Increasing the time in chilling reduces 

frozen storage life.
Hot-deboned frozen meat is more stable (47).

Processing of Meat
Cutting and muscle disintegration,d It favours the deterioration reactions Enzyme/substrate contact is facilitated.

structure damage contributing to reduce shelf life.
Salting Salt contributes to unstability in Amplifies Fe reactivity in autooxidation,

frozen red meats, especially with modifies enzymatic activity (35), may be a 
light exposure (1). source of traces of prooxidant compounds.

Pre-cookinge On the one hand, pre-cooking increases Cooking produces a structural change and 
the propensity of meat to undergo accounts for liberation of prooxidant compounds.
oxidation during freezer storage. On the other 
hand, cooking may help to increase shelf life.

Antioxidants Tri-polyphosphates (TPF), fenolics — Antioxidant activity.
addition in meat i.e. BHT, TBHQ, BHA, propyl gallate–,
(mainly minced or restructured) α-tocopherol, spices — i.e. rosemary, marjoram,

cumin, ginger–, carnosine at 0.5–1.5% (w/w).
Packing/wrapping Proper packaginge increased stability. This stability Oxygen and light barriers.

may represent the same as a decrease in 10°C 
temperature of storage — from �10 to �20°C (17).

The Freezing Process
Freezing rate Freezing rates have not shown a significant effect.
Storage temperature The lower the temperature the higher the stability. Oxidation reactions are temperature dependent.
Temperature fluctuationsf Oxidation is favoured.
Thawing conditions Lipid oxidation may suppose a problem in long 

thawing processes at sub-zero temperatures (33).g

a Lipid oxidation has been an important problem in pork as well as comminuted lamb and beef (23, 46).
b Unstability of frozen meat to lipid oxidation depends mainly on poly-unsaturated fat acids (PUFA) content.
c Supplemented vitamin E in diet — usually α-tocopherol — at supranutritional level, i.e., �100 mg/kg feed during 50 days before slaughtering, accounts

for a significant increase of vitamin E content in muscle, reaching levels of 3.5–7 µg/g. At this amount vitamin E appears to delay oxidation processes
during frozen storage. This protective effect against oxidation of vitamin E might be reinforced with added antioxidants and vacuum packaging in order
to eliminate practically the risk of oxidation of meat. Furthermore additional amounts of vitamin E in diet were responsible for decreased drip loss in
pork.

d Mechanically deboned meat is especially unstable.
e The thumb rule to achieve a long shelf life of cooked-frozen meat consists on oxygen and lights barrier-packaging materials, i.e., aluminium foil,

polivinidene chloride and storage below �18°C.
f Temperature fluctuations cause the rate of several changes to increase or decrease, especially in the vicinity of the freezing point, the glass transition

point, and other phase transition temperatures.
g Thawing must be fast enough to delay oxidation reactions but slow enough to permit water re-absorption.
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The use of freezing for food preservation has rapidly devel-
oped; the fact that products, mainly meat and fish, could be
stored for considerable periods and served, after thawing,
as fresh products, is at the origin of its development as one
of most common methods for food preservation.

Freezing implies two linked processes: a lowering of
temperature and a phase change of water from liquid to
solid. Both processes tend to reduce rates of physical and
chemical changes and might be expected to enhance the
shelf life of the products.

At the same time, quality degradation during storage
remains the most common problem for manufacturers and
for bringing food freezing to the fullest possible extent. So
it is vital to understand well the essentials of the technol-

ogy. Freezing seldom does not improve the quality of food
products; the raw material quality is of primordial impor-
tance, and this quality must be preserved during process-
ing and storage. There is no single universal rule
governing frozen food preservation; just as with optimal
freezing rates, which vary from product to product, the
storage time depends not only on the temperature but also
on the type of product and packaging. Most physical and
chemical reactions are slowed with the decrease in tem-
perature, but they are not stopped at common storage tem-
peratures. The product deterioration during cold storage is
a slow, continuous, cumulative, and irreversible process.

The physical properties of food products change dra-
matically depending on water availability and tempera-



ture. The major assumption relating to quality, and thus
shelf life, is that stability is maintained in the glassy state.
In a glass, the diffusion of solutes and degradation reac-
tions should be strongly limited, and long-time stability
during storage expected. The shelf life of frozen food
products should be largely controlled by the physical state
of the freeze-concentrated fraction produced by the ice
separation. It is desirable to better know how this physical
state changes with temperature.

I. PHYSICAL STATE AS A FUNCTION OF
TEMPERATURE

A. PHYSICAL CHANGES DURING THE FREEZING

PROCESS

The freezing of pure water takes place at 0°C (freezing
point); this temperature is steady as long as the liquid and
solid phases coexist because the chemical potentials of two
phases are equal. The freezing of food products is more
complex, due to the presence of their soluble and dispersed
components. The water begins to freeze at lower tempera-
ture than 0°C (freezing point depression); the ice formation
increases the solute concentration, reducing the chemical
potential of water, and therefore requires a decrease in tem-
perature which depends on the product composition.

For practical purposes, the freezing process is consid-
ered complete when most of the water at the center of the
food product has been converted into ice. At �15°C, more
than 80% of total water is transformed into ice [1]. The sys-
tem is segregated into a crystalline phase of pure water and
an amorphous domain, which contains solutes and residual
water. As the temperature decreases, the viscosity of the
interstitial fluid increases rapidly as a result of both con-
centration increase and temperature decrease. When the
viscosity reaches 1011–1012 Pa.s, a solidification (vitrifica-
tion) occurs, and the concentrated phase surrounding the
ice crystals becomes a glass. The temperature at which this
transition appears is called Tg�, the glass transition temper-
ature of the maximally freeze-concentrated system [2]. The
freezing of water is stopped at this temperature; the water
still unfrozen at Tg� is often called “unfreezable” water.

Since the water content of foods is often close to 
80–90%, its behavior during the freezing process can be
considered as that of an aqueous solution. The proposed
model is often a sucrose solution, which could be represen-
tative of the freezing behavior of a wide range of solutions
when no solute crystallizes during cooling. That can easily
be checked on fruits, fruit juices, vegetables like tomatoes,
and ice creams which show very similar thermal changes.
The equilibrium temperatures and concentrations vary with
the nature and composition of the product. If cooling is
slow enough compared to the kinetics of ice formation,
the concentration in the liquid phase depends only on the
temperature for a given product and is independent of its

initial water content. As a consequence, Tg� is also inde-
pendent of the initial water content.

B. DETERMINATION OF Tg�

Differential scanning calorimetry (DSC) is the technique
most often used to measure the glass transition tempera-
ture; this transition appears as a typical heat capacity jump
on the DSC traces and can be characterized by different
temperatures (Figure 116.1). In the presence of ice, the
glass transition, which is visible just before the ice-melting
peak on the heating scans, appears more complex, present-
ing a larger heat capacity change than predicted from the
solid content in macromolecule frozen solutions [3]. For
frozen solutions of small solutes (sugars, polyols), the ther-
mograms show a two-step endotherm (Figure 116.2). These
features appear to be very similar to those observed with
synthetic polymers and are interpreted as a glass transition
with associated enthalpy relaxation [4,5]. There is still no
agreement on how the DSC data should be interpreted. The
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reported Tg� value, according to some authors, is the tem-
perature of the midpoint or the onset of the first transition;
for others, it is the midpoint of the second step. They are
called Tgonset, Tg1, and Tg2 respectively, on Figure 116.2.
This explains the variations in published Tg� values [6].

Because of the ambiguity of the Tg� determination
from simple DSC traces, it was suggested to use simpli-
fied state diagrams of solute-water blends, which repre-
sent their different physical states in the low-temperature
range. The two curves, corresponding, respectively, to the
equilibrium liquid/solid or ice melting curve (Tm curve),
and the kinetically controlled glass transition curve (Tg
curve), are drawn. The diagram representing the various
states of the sucrose-water system as a function of con-
centration and temperature is appropriate to illustrate the
demonstration (Figure 116.3). The curve Tm represents
the temperature at which ice begins to separate as a func-
tion of initial concentration, or the concentration of the
freeze-concentrated phase as a function of temperature.
For all points on this curve, the freeze-concentrated phase
is in equilibrium with ice; its partial water vapor pressure
is equal to that of ice at the same temperature. For soluble
solutes, the temperature of the glass transition depends on
the water content; it decreases when the water content
increases. The intersection of the two curves could pro-
vide a better estimation of Tg� [7]. The freezing of water
is stopped at this temperature; the concentration of the
maximally freeze-concentrated phase is called Cg�.

There are obvious problems with the accuracy of the Tm
and Tg curves. The experimental Tm values as obtained by
DSC for the most concentrated solutions are considered as
more or less reliable; an extrapolation of the Tm curve can
be subjective; therefore the curve represented in Figure
116.3 is derived from excess properties and solid-liquid
equilibrium using a UNIQUAC model [8]. For the Tg
curve, the experimental data taken into account can be the

temperature of the beginning Tgonset, or the middle of the
transition Tgmid-point (value most often used) or even of the
end of the transition (see Figure 116.1 for sucrose solution).
The cooling/heating rates contribute to some changes in Tg
due to the time dependence of the glass transition feature.
The DSC values of Tgonset and Tg1 of frozen sucrose solu-
tions, in Figure 116.2, were found to be close to the inter-
section of the Tm curve with the Tgonset and Tgmp curves in
Figure 116.3. The Tg�-Cg� coordinates vary from �45°C,
82.2% to �41°C, 81.2% [8] depending on the Tg value
taken into account. Using the method of optimal annealing
temperature, Abblet and coauthors have obtained very simi-
lar data in considering the mid-point: �40°C, 82% for Tg�-
Cg� [9].

The liquid-glass conversion must be considered to
occur in a temperature range that is characteristic of the
fraction forming the glassy matrix. The coordinates 
Tg�-Cg� can be far away from the eutectic point predicted
by equilibrium thermodynamics; for example, with
sucrose-water binary Te, Ce are �14°C, 64%, respectively.

Thermomechanical spectroscopy (DMTA) studies of
frozen sucrose solutions show that the change in mechan-
ical properties, obtained with low sollicatations, becomes
perceptible at Tgonset as seen by DSC. A maximum in the
loss modulus (E� or G�) occurs at a temperature between
Tg1 and Tg2 [10]. Apart from its scientific interest, the
sucrose-water phase diagram (Figure 116.3) could be con-
sidered as representative for a wide range of products con-
taining low molecular weight solutes; very similar
diagrams are reported for some fruits [11].

C. STORAGE CONDITIONS AND SHELF LIFE OF

FROZEN FOODS

The choice of the storage temperature is of considerable
practical importance in the frozen food industries. It is 
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the major variable which can affect stability; a product
retaining a good quality for months at �20°C can lose it
in a few days at �10°C. Moreover, it is well demonstrated
that frozen foods stored at fluctuating temperatures have
not the same shelf life as products stored at constant tem-
peratures [12–14]. The weakest links of the frozen food
chain are handling time, temporary storage, and transport
temperatures. The last link of the chain, the retail shops, is
often critical. Frozen products delivered to the retail out-
lets are not always placed in refrigeration immediately;
the problem includes temperature increases during
defrosting. In Europe, where food stores are not open 24 h
per day as in the United States, using night covers and
programming the defrosting during the night may help to
minimize the temperature fluctuations.

In order to ensure product quality, temperature control
is necessary throughout the cold chain, and the required
temperature must be maintained from production to con-
sumption. European and international regulations concern-
ing the storage temperature of frozen foods set �18°C as
the highest temperature during storage and distribution,
although many studies have shown that slow degradation of
the product quality may occur even at this temperature. This
temperature must be constant and maintained at all points
in the product (therefore at the surface); possible brief
upward fluctuations of 3°C maximum are admitted during
transport, as well as a tolerance of 3°C during local distri-
bution and in retail display cabinets [15,16]. To maintain an
optimal quality, the products are generally held at tempera-
tures colder than this in primary cold stores (�25, �30°C).

There is a clear effect of temperature on storage life,
with lower temperatures resulting in extended shelf life;
but �18°C corresponds to an optimum between the finan-
cial costs and the shelf life of frozen foods. As it is the same
storage temperature for all frozen products, the marketing
shelf life varies from 6 months to 2 years (Table 116.1) [1].

At this temperature frozen foods are neither fully
frozen, nor inert, the Tg� of most products being below
�18°C. Table 116.2 shows the Tg� of some food products or
more exactly the temperatures corresponding either to the
second step of the transition (called Tg2 on Figure 116. 2)
or to the midpoint for a single transition. The Tg� data for
solutions of numerous simple ingredients (sugars, poly-
saccharides, proteins) can be found in an article by Levine
and Slade [25]. It must be emphasized that these tempera-
tures, and consequently the glassy state, is readily attained
by a very limited number of frozen food products at tem-
peratures commonly employed in the distribution chains.
That means that the freeze-concentrated phase is more or
less fluid, and solute mobility may be significant. Frozen
storage usually continues for long periods, so products
undergo deterioration, which can be as important as those
due to the freezing and thawing processes. The underlying
reason for necessary extensive studies about change of
quality during storage is that the causes of deterioration

are not known enough to be able to propose efficient pre-
dictive models.

II. CHANGES IN FROZEN FOODS 
DURING STORAGE

The main factors affecting frozen food quality during stor-
age can be divided into two categories: processing and
compositional factors. The quality factors associated with
processing parameters are mostly related to the ice phase.
Defects associated with compositional factors are related
to chemical reactions and affect flavor, texture, appear-
ance, color, and nutritional properties.

A. PHYSICAL CHANGES

1. Water Migration

The main physical change that occurs during storage of
frozen foods results from water migration. Solid/liquid and
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TABLE 116.1
Practical Storage Life (PSL) in Months at Several
Temperatures
Product �12°C �18°C �24°C

Beef steaks/cuts 8 18 24
Ground beef 6 10 15
Pork steaks/cuts 6 10 15
Fatty fish (glazed) 3 5 �9
Lean fish 4 9 �12
Butter lactic unsalted 15 18 20
Butter, lactic salted 8 12 14

Source: Adapted from IIR-IIF (1).

TABLE 116.2
Tg2 Values for Frozen Food Products

Tg2 (°C) Reference

Lemon juice �38 Maltini (17)
Orange juice �34 Moreira (18)
Raspberry juice �31 to �35 Moreira (18)
Strawberry �43 Sa-Sereno (11)
Strawberry juice �45 Torregiani (19)
Apple �37 Guegov (20)

�71 Sa (21)
Tomato �21 Guegov (20)
Carrot �32 Guegov (20)

Egg white �38 Simatos (22)
Egg yolk �32 Simatos (22)
Beef muscle �85 Simatos (22)

��70 Sator (23)
Tuna �70 Inoue (24)

Commercial ice creams �27.5 to �40* Levine (25)
�34* Blond (26)

Model ice creams �25 to �43* Hagiwara (27)

*Depending on the recipe, particularly of the used sugars.



especially liquid/crystal transformations can occur with
temperature fluctuations, but important water motions can
take place without temperature changes. There is always,
inside a package or a product, some difference of water
vapor pressure due to a temperature gradient or a surface
energy difference. As water molecules are not completely
immobilized by low temperatures [28], a significant redis-
tribution can be observed in frozen products because of the
duration usually involved for the storage. The water migra-
tion causes either water content changes or changes in ice
crystal size called recrystallization. Water migration is
highly temperature dependent, and it occurs at any storage
temperature, although good conditions (e.g., low tempera-
ture, no temperature fluctuations) minimize its importance.

a. Migration with change in water content
Water migration can correspond either to a water loss
through surface dehydration or to only a water location
change for products with heterogeneous water contents.

The surface dehydration adds to dehydration suffered
during the freezing process, which can vary from almost
zero for packaged products and cryogenic freezing to 3–4%
for naked products and poorly designed freezers [29]. These
moisture losses have the same origin, i.e., a temperature
difference between the product and the surrounding atmos-
phere, resulting in a difference of water pressure that pro-
duces a water molecular flux from the surface of the frozen
product to a colder area. Ice sublimation progresses dur-
ing storage, and it is more pronounced when the storage
temperature is higher. A common example is observed with
frozen fruits and vegetables that are not protected by trans-
parent films in close contact with them. The films cool
faster than the surface of the product, setting up a water
pressure gradient; thus a small amount of vapor water
migrates from the product to the inside surface of the pack-
age. When the freezer temperature increases, the process
is reversed and the water vapor condenses on the product
surface. The dehydration must be considered irreversible,
reabsorption of water in the product being not possible;
this removed water crystallizes and remains inside the
package as frost. As this cycle is repeated, the buildup of
frost in the package becomes noticeable, this effect being
amplified by the frequency and magnitude of temperature
fluctuations; more than 2°C fluctuations promote an
important sublimation of ice. The consequences are more
or less important depending on the products, as the water
losses can reduce the weight of the product, thereby reduc-
ing the market value for large pieces of meat sold before
transformation; overall, the dehydrated surface of a product
reduces its appeal to the consumer. Meat appears darker
when frozen, since oxygen cannot produce the bright red
color of oxymyoglobin (its “natural” color returns on
thawing). A surface dehydration on this product leads to
the important defect known as freezer burn, particularly for
meat carcasses, cuts, and poultry, stored without an adequate

packaging. Dehydrated surfaces come in grayish patches,
because the disappearance of ice crystals by sublimation
forms small cavities on the surface that appear grayish
because of the light scattering. Dehydration of unpro-
tected fish can lead to irreversible quality loss when the
fish surface becomes dry with a “woody” texture. This
dehydration also contributes to increase the rate of ran-
cidity and discoloration. The dehydrated surfaces of veg-
etables may also appear clearer before thawing, but color
changes for these products are predominantly caused by
oxidative reactions.

The dehydration effects almost completely disappear
on thawing and cooking, except if the product has been
stored in bad conditions and dehydration was too severe.
But the appearance in the frozen state needs to be taken
more into consideration, because it is decisive for the con-
sumer considering whether to buy the product or not.
Moreover, the melting of frost during thawing causes an
unpleasant appearance when a wet layer appears on the
product surface.

Today these defects are more rarely observed, because
efficient packaging prevents products from dehydration.
Each product to be stored in a freezer over an extended
period should be wrapped. Moisture-impermeable films
offer considerable protection against moisture loss, but
products must be packed with a minimum head space to
reduce frost; vacuum packing, which ensures maximum
contact of film to product, suppresses all frost and also
limits the thermal gradient. Its use is limited because it is
more expensive and unsuitable for delicate products.
Surface dehydration can also be limited by coating with a
continuous film of ice or glaze. Glazing consists in the appli-
cation of a potable water spray immediately after freezing,
a thin layer of ice covering each piece (fish, shellfish, fruit,
vegetable) as protective coating; the water amount is nor-
mally in the range of 5 to 10%. Ice glaze is considered to
be a cheap means of protection for frozen fish. The glaze
is also used for giving some mechanical protection to the
delicate frozen florets of cauliflower and broccoli. The for-
mulated coatings, which are added-value processing for
fish and meat, are also a protection against dehydration.

More difficult to suppress is the water migration in
frozen foods containing regions with large water content
differences, generally prepared frozen foods that are a
combination of several dissimilar components. There is no
particular problem if each component contains ice crys-
tals: the water activity is the same in the whole food. But
when a part of the food has a low water content, and con-
sequently contains no ice, there is a high water pressure
gradient between the “dry” part and the ice of the “frozen”
part, irrespective of temperature. The resulting water migra-
tion produces moisture redistribution. These local water
content changes can be important, and detrimental, for the
product quality. They are found in frozen pies, fancy cakes,
and desserts. Water migrates from the filling to the crust
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of frozen pies and pizzas or from ice cream to the wafer,
and the crispy components become moist and soggy. In
frozen bread, if a thermal gradient adds to the difference in
moisture, water migrates from the center to the region just
under the crust and then freezes to form an icy area, which
produces trust separation from the crumb at thawing.

As the water vapor pressure is always higher in the
part containing ice, edible barriers with low water perme-
ability must be developed, based on hydrophobic substances
such as lipids and waxes, to stop or at least slow down the
water transfer. The top of the baked trust of pies or pizzas
may be sprayed with shortening to keep the sauce mois-
ture from soaking into the crust. Cocoa butter or chocolate
coatings are widely used in the ice cream industry for pro-
tecting wafer.

b. Migration without water loss: recrystallization
The quality objectives of the frozen food industry are to
set a homogeneous ice crystal distribution and to preserve
it during storage. The initial freezing process, particularly
when occurring rapidly, yields a highly dispersed crystal
phase. This initial distribution promotes metastability: small
crystals are thermodynamically less stable than large ones,
since they have a higher surface/volume ratio and therefore
a higher excess surface free energy. The size and conse-
quently ice crystals number must change.

It is not sufficient to produce products with a specified
structure through control of the nucleation and crystalliza-
tion rates. During the storage not only the size and number
of ice crystals change but also their shape and orientation.
This process is known as recrystallization; it corresponds
to water migration as a result of local water motions allow-
ing molecular diffusion from one ice crystal to another,
more often without change in ice content. Mazur [30] and
then Fennema [31] described several mechanisms of recrys-
tallization; they include migratory, accretive, isomass, and
irruptive recrystallizations. Melting and refreezing (rege-
lation) due to temperature fluctuations is also defined as a
recrystallization process, which causes the most significant
and rapid changes in ice crystal distribution. Except for
irruptive crystallization, the mean ice content is not altered
by these different mechanisms.

i. Migratory recrystallization
Migratory recrystallization, which is referred to as “grain
growth,” is also known as the Ostwald ripening. It corre-
sponds to the tendency for the large crystals to grow at the
expense of small crystals.

The equilibrium shape of a crystal is the one that min-
imizes its surface free energy (at constant temperature and
volume of crystal); the free energy of a crystal is at a min-
imum when its structure is perfect and its size infinite. A
difference in stability brings about the size difference at
constant temperature. The thermodynamic basis is the
Kelvin equation, which states that the chemical potential

of a curved surface differs from that of a plane one, and
relates the vapor pressure over a spherical solid surface to
the radius of curvature (r) [30]:

µ2 � µ1 � RT log p2/p1 � 2V σ [1/r2 � 1/r1] (116.1)

where µ2 and µ1 are the chemical potential of the two
crystals, p2 and pl their respective vapor pressures, r2 and
r1 their mean radii, V is the molar volume of ice, and σ the
interfacial tension. The relationship between pressure and
melting point (Clausius-Clapeyron equation) allows us to
calculate the crystal melting point (Tm) as a function of its
curvature radius. The undercooling due to the curvature
radius decreases as the sphere size increases. For a given
storage temperature there is one crystal size that is in equi-
librium: a solution with small crystals could also be
regarded as being undercooled as compared to the one
with large crystals. For pure water, Tm varies from
�0.004 to �3.99°C when the crystal radius decreases
from 10 to 10�2 µm [32]. Different values can be found in
the literature, indeed some parameters are difficult to esti-
mate, particularly the interfacial tension.

ii. Accretion
Accretion, also termed sintering, is the joining together of
two crystals or more to form one larger crystal. A neck is
formed between two adjacent crystals, and this neck
grows until the original crystals are indistinguishable. The
chemical potential, and consequently the vapor pressure,
of a spherical surface is greater than that of a concave sur-
face (r is negative). Reducing the surface concavity can
lessen this difference in chemical potential. The vapor pres-
sure difference is always the driving force that explains
the neck construction. Kingery (cited by Mazur [30]) found
that this growth was strongly dependent on temperature:
in pure water the neck growth rate decreased from 3.3 to
0.033 µm�s�1 when the temperature decreased from
�2 to �25°C. When the ice volume is important, this
mechanism is certainly dominant, the ice crystal contacts
making migration easier. Sutton and coworkers [33] showed
that the recrystallization rate was dependent on the ice vol-
ume, and the accretion rate decreased as ice phase volume
decreased.

iii. Isomass recrystallization
Ice crystals generally tend to become more spherical
through isomass rounding during storage even at constant
temperature [34]. The driving force is also the water pres-
sure gradient; the Kelvin equation can be used considering
different local curvature radii due to the irregular surface.
Experimental control has been made in model solutions
[35]. In actual foods, the ice crystals are so closely packed
that isomass crystallization may not be clearly identified,
as water molecules may easily diffuse between different
crystals; however, the end results, are identical: all crys-
tals become smoother. It must be emphasized that the
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transport processes by which a crystal can change its
shape at constant volume may be very slow by compari-
son with those involved in its growth. Theoretically,
recrystallization could occur at a significant rate only for
crystals with diameters less than about 2 µm [31]. In
frozen foods, the average crystal size is generally much
greater than 2 µm, and temperature fluctuations enhance
recrystallization.

iv. Melt-refreeze recrystallization
Melt-refreeze recrystallization is observed during tempera-
ture oscillations. When the temperature increases, ice crys-
tals partly melt and become smaller; they grow again when
the temperature decreases. The smaller ones, which have the
highest free energy and the lowest melting point, melt more,
grow less, and so gradually decrease in size over time. They
can completely disappear; as there is no formation of new
nuclei, water refreezes on the surface of remaining crystals,
and the total number of crystals decreases and their mean
size increases. Fluctuating temperatures stimulate crystal
growth; small temperature fluctuations are common during
the long life of frozen products, particularly during distribu-
tion, but also because of the cyclic nature of refrigeration
systems and the need for defrosting. Melt-refreeze recrys-
tallization occurs in combination with other growth modes;
most often it is not possible to distinguish which mechanism
is the most important. The duration of temperature cycles
can also be important for allowing migration of water mol-
ecules from one crystal to another; if the temperature fluc-
tuations are fast relative to the diffusion rate of water and/or
solute molecules, the crystal changes can be slowed down.

v. Irruptive recrystallization
Additional ice formation may occur during rewarming; this
is referred to as irruptive recrystallization or devitrification.
These terms could be discussed because (a) they assume
that the medium had already been frozen and in fact they
are generally used for systems cooled without or with
incomplete crystallization and (b) they should imply that a
vitreous state was obtained. Cooling may result in products
that are not in equilibrium with respect to the freezing point
(Tm curve). The amount of ice is smaller than predicted;
the unfrozen phase is diluted compared to the theoretical
equilibrium state. This situation is possible only when
ultrarapid freezing can be employed or for products with
high viscosity and/or relatively low water content. This
state is stable only at temperature below the corresponding
glass transition temperature (Tg). Above, the product
crossing the temperature range where crystal nucleation
and growth rates are maximum [36] the equilibrium state is
obtained by a sudden appearance of a crystallized state.

Most foods, however, contain large amounts of water,
and the freezing rates used in industrial processes are suf-
ficiently low to produce a cryoconcentrated phase in ther-
modynamic equilibrium. This feature could be found in
the high pressure assisted freezing process; after pressure

release, the nucleation, in the undercooled product, is
instantaneous and the crystallization rate is very fast [37].

c. Consequences of crystal growth
In many frozen food products, large crystals have an
important adverse effect on the texture. In ice cream and
frozen dairy desserts, a coarse texture results from an
increase in the mean size of ice crystals, which become per-
ceptible by consumers. For delicate plant tissues (straw-
berries) a disruption of cell walls is often observed, which
produces a loss of turgidity because of a decrease in the
water retention capacity. Meat and fish are a little less sen-
sitive to ice crystal size changes, but crystal growth might
enhance shrinkage of muscle fibers and even disrupt the
cellular structure, resulting in a greater chance of oxida-
tive catalysts coming into contact with reactive components.
In view of the importance of ice crystals in modifying the
texture of frozen foods, it is not surprising that there have
been considerable efforts to control ice crystal size, and
scientific investigations to bring to light the parameters that
play on the different recrystallization modes. The higher
the storage temperature, the faster is the crystal growth. The
influence of the storage temperature is well documented:
for example, the mean ice crystal diameter, which was of
10 µm in beef muscle frozen at �40°C, becomes equal to
40 µm after a 150 h storage at �5°C [38]. This crystal
growth leads to greater tissue disruption, protein denatu-
ration, and exudate production [39].

Crystal size has considerable importance in ice cream
manufacture; ice cream is the only frozen product consumed
in the frozen state, and large ice crystals make the product
appear colder and sandy. Polysaccharides were reported
as efficient stabilizers in several ice cream studies; they alter
both initial crystal size and recrystallization rate [40]. In a
study on the cryoconcentration process, Smith and
Schwartzberg [41] observed that the presence of gelatin
resulted in a decrease in ripening rates. The reported effects
of polysaccharides on the slowing down of recrystalliza-
tion are real; but the mechanisms by which they exert such
effects are not well understood. Among the potential mech-
anisms that have been suggested are an effect on viscosity
of the cryoconcentrated phase [10], and the polymer adsorp-
tion on ice crystals [42]. If the formation of a weak gel slows
down the initial crystallization rate [43,44] by a hindering
mechanism, the water diffusion that allows the recrystalliza-
tion is not slowed down by the existence of a network [45].

There is no evidence to support the view that polysac-
charides could affect the amount of ice formed, which is
in agreement with the thermodynamic properties of solu-
tions. They can even enhance the process of nucleation by
the introduction of specks (outside impurities) [46].

2. Solute Crystallization

Many solutes are supersaturated in the unfrozen phase,
particularly sugars. After a while, they may crystallize, as
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is the case of lactose in ice cream. Even if the lactose crys-
tal size is smaller than that of ice crystals they give a sandy
texture because they melt more slowly than ice crystals in
the mouth. This effect is limited by polysaccharide addi-
tion, but an important lactoprotein content increases its risk
if lactose proportion becomes large. Sugars may also crys-
tallize on the surface of high sugar fruit spreads during
frozen storage, giving the appearance of mold colonies on
the surface. The same effect can be observed with icing or
glazes of frozen desserts; the soft texture of these latter must
be preserved by a modification in formulation: replace-
ment of sucrose by invert sugar and addition of stabilizers
such as polysaccharides. The formulations used must have
the greatest degree of tolerance to temperature abuse. While
a certain amount of temperature fluctuation is unavoid-
able, efforts should be made to minimize it.

In most cases, the texture quality of frozen food prod-
ucts is better preserved when their temperature is main-
tained as low as practicable during storage. The
temperatures used to monitor recrystallization rates are
generally high compared to the actual storage tempera-
tures. At �18 to �20°C, the recommended temperatures,
crystal growth is much slowed, and the main problem
remains the temperature oscillations that induce the melt
refreeze process. This leads to adopting lower storage
temperatures (around �30°C for ice creams) for long-
term storage of frozen products awaiting distribution.

B. CHEMICAL CHANGES

An abundance of chemical and biochemical reactions may
take place in animal and plant tissues, even in dead cells.
If during the freezing process most reactions are stopped,
some may be only reduced. As a frozen product is typically
available after several months in storage, some changes
can be observed thus far, but they are minimal if optimal
conditions of storage are respected, i.e., low and stable stor-
age temperature. Chemical reactions are slowed down by
the temperature effect, but small solutes retain some mobil-
ity in the unfrozen phase. Because of freeze-concentration,
reactants are in close proximity, and reactions rates may
increase. It has been shown that freeze-concentration is
likely to increase reaction rates over the subzero tempera-
tures, the temperature range depending on substrate com-
position [47,48]. At lower temperatures, reactions may
become diffusion-controlled and the rates decrease as the
maximal freeze-concentration, i.e., Tg�, is approached.

Evaluation of the chemical changes during frozen stor-
age is a difficult task: (a) because of the duration of the
experiments; at �18°C, they have to spread over one or two
years; (b) the difficulty for dissociating storage influence
from other process effects: blanching, freezing, and thaw-
ing; and (c) because of the diverse nature of the sensitive
compounds, the chemical heterogeneity should require
experiments for each vitamin, lipid, and protein.

Apart from the general problem of analysis methods,
there are many possible sources of variations in product
quality: for animals, breed, age, diet, preslaughter treatment;
for plants, cultivar, maturity, harvesting practice; and recipes
for prepared foods. The complexity, variability, and diversity
of interactions between different ingredients, and thus the
physical laws that control their reactions, are unknown.
This may also result from incomplete destruction of
enzymes during blanching or cooking, or to oxidations
permitted by packaging materials permeable to oxygen.

The analyses done at different temperatures allow the
determination of the reactions Q10, i.e., the ratio of deteri-
oration rates at two temperatures separated by a 10°C inter-
val; it indicates how much longer the product quality will be
retained when the temperature is decreased by 10°C. The
Q10 values can be high for frozen products, varying from
2 to 30, while for temperatures above 0°C they are gener-
ally between 2 and 3.5.

This complexity can be illustrated by a comparison of
chlorophyll degradation in frozen green beans either
blanched or unblanched [49]. The rate of color degrada-
tion was faster in blanched than in unblanched green
beans at �6°C, while the opposite was observed
at �18°C. This study well demonstrated that comparison
at only one temperature can be misleading; this can be
explained by the difference in Q10 values, respectively
equal to 7.8 and 2.8 at the studied temperature range
(Figure 116.4). The degradation ways are different: in
unblanched green beans, the degradation is associated
with the peroxidation of some fatty acids by lipoxygenase,
which gives uncolored substances; in blanched green
beans, the bright green chlorophyll is converted to olive
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green pheophytins, independently of enzymes and oxygen
presence.

The difficulty of analysis and of interpretation is also
demonstrated by the review by James and Evans [50] on
the storage life of beef, pork, and lamb at different tem-
peratures. Experimental data from many publications show
there is agreement that storage temperature influences frozen
state life, and that in general the lower the temperature 
the longer the shelf life. But considerable scatter between
results at any one temperature is observed. Moreover, few
papers present data at different storage temperatures, and
many experiments are realized at too high a temperature
compared to storage common practice.

Different types of chemical changes are particularly
troublesome: oxidative processes and protein degradation,
denaturation/aggregation, result in texture, flavor, and color
degradations, and vitamins losses, i.e., decreases in sensory
and nutritional qualities.

1. Oxidative Deterioration

Lipid oxidation corresponds to the most important chem-
ical reactions associated with quality change during
frozen storage. In foods, lipids can be oxidized by both
enzymatic and nonenzymatic mechanisms. It is generally
agreed that autoxidation, that is, the reaction with molec-
ular oxygen, is the main reaction involved in oxidative
deterioration of lipids. The major pathway for oxidation
involves a self-catalytic free radical mechanism, which
can be shown as a three-step simplified scheme: (a) initi-
ation in which free radicals R° are formed from unsatu-
rated lipid molecules RH by their interaction with oxygen
in the presence of catalysts; (b) propagation in which the
free radicals continue to be generated, and (c) termination
when an antioxidant, an oxygen or free radical scavenger,
reacts with free radicals. Lipases and phospholipases are
enzymes, which hydrolyze lipids, the release of fatty acids
can lead to rancid flavor. Lipoxygenases have also proved
to be active in frozen foods and to cause changes in lipid
constituents. This does not only hold for animal tissues,
rich in lipids, but also for plant products. Lipoxygenase is
mainly responsible for the deterioration of flavor occur-
ring in frozen unblanched vegetables.

Lipid oxidation most commonly occurs in fatty 
meats and is considered as the main cause of frozen shelf
life reduction compared to lean meat species. The impor-
tance of lipid oxidation varies with the quantity and the
nature of the lipids; highly unsaturated lipids are less 
stable than saturated ones. Polyunsaturated fatty acids 
are autoxidized in the presence of oxygen to hydroperox-
ides that decompose into volatile compounds, forming fla-
vor and aroma compounds characteristic of rancid foods.
Fatty acids formed during autoxidation may produce 
indirect effects on textural degradation by promoting pro-
tein denaturation [51].

Color degradation is also related to oxidation during
storage. For example, the discoloration of tuna is due to the
oxidation of myoglobin to metamyoglobin; for salmon, the
pink color, given by carotenoids, can disappear by oxida-
tion after a long storage.

For animal tissues, the stability studies focus on lipid
oxidation. Clearly, composition has an appreciable effect
on the storage stability of frozen products. Fish products
are the best example, their shelf life being related to their
fat content: fatty fishes have a shelf life of 4–6 months
at �18°C, whereas the lean ones can be preserved 7–12
months [52]. Pork meat fat contains a higher proportion of
unsaturated fatty acids than other meat fats such as beef,
lamb, and chicken; consequently pork has a shorter storage
life (Table 116.1). Antioxidants are regularly used to stabi-
lize the flavor of composed foods; they delay the develop-
ment of rancidity by interfering with the initial step of the
free radical reactions or by interrupting propagation of the
free radical chain [53]. Antioxidants are of little effect in
intact muscle; they are more effective when mixed with
ground meats; their efficiency appears better when used as
nutritional supplements. Also, the very undesirable effect of
salt in flesh products is well noticed [54].

For vegetables and fruits, color changes are predomi-
nantly caused by oxidative reactions. Enzymatic brow-
ning is due to polyphenoloxidase promoting the direct
reaction of polyphenolic substances with air oxygen. This
problem can be overcome by blanching, but fruits gener-
ally are not blanched, because this process gives them a
cooked flavor and a soft texture. Color stability is improved
by the presence of ascorbic acid or the addition of citric
acid, which preserve the phenolic substances in a reduced
colorless state. Sugar or syrups added to fruits before freez-
ing also help to limit browning by slowing down the
enzymes’ action and by protecting against oxygen. The sta-
bility studies focus on vitamin changes over time. Vitamin
C (ascorbic acid) is the vitamin most readily associated
with vegetables; it is also the most labile vitamin. It is oxi-
dized by oxygen, the phenomenon being enhanced by active
oxidizes (ascorbases, catecholoxidases) and metallic ele-
ments (Fe, Cu). Vitamin C content varies considerably
between different vegetables, but also in a vegetable,
depending upon variety, maturity, and agronomy. The
level of vitamin C is not an indicator per se, but this latter
is generally used as the most appropriate “marker” for
monitoring quality changes during processes. Favell [55]
compared the vitamin C content in some commercially
quick- frozen vegetables stored for up to 12 months with
the same fresh vegetables at various stages of distribution.
For frozen products the major loss was attributed to pre-
treatments; changes, observed after storage at �18°C for
12 months, were minimal, and the frozen products pre-
sented the best nutritional qualities among products usually
available to the consumer. This report confirms that for all
frozen vegetables, nutritional quality is equal to and even
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better than that of fresh vegetables bought in supermarkets;
frozen vegetables are also “fresher” than those preserved
by other thermal processes.

2. Protein Denaturation

The conformation of protein derives from its secondary and
tertiary structure. As a result, every treatment of proteins
with concentrated saline solutions, organic solvent, heat,
and cold may modify this conformation. Denaturation is an
elaborated phenomenon during which new conformations
appear. The effects of protein denaturation are numerous:
decreased solubility, altered water binding capacity, loss of
biological activity, particularly enzymatic, and increased
susceptibility to attack by proteases due to the unmasking
of peptide bonds in unfolded structures. The sensitivity of a
protein to denaturation is related to the readiness with
which the denaturing agent breaks the stabilizing interac-
tions. Since the latter vary according to the protein, the
resulting effect of the same treatment is variable. Freezing
concentrates solutes, including salts and small organic mol-
ecules. Changes in ionic strength and possibly pH [56] in
the remaining unfrozen aqueous phase ensue, leading to the
denaturation of proteins. Aggregation and precipitation
may occur. The toughening and poor water retention
observed in some species of fish, the precipitation of casein
micelles in milk, and the gelation of egg yolk lipoproteins
result from a decrease in protein-water hydrogen bonding
and an increase in protein-protein interactions in the frozen
product. The myofibrillar proteins, which aggregate during
frozen storage, are probably linked by secondary interac-
tions and disulfide bonds. As these aggregates tend to grow
in number and size, the proteins lose more or less of their
water-binding capacity.

The most popular tests to determine the denaturation
during storage of frozen meat or fish, for example, are the
determination of the loss in solubility or extractability 
of proteins and the measurement of the water-retention
properties of the muscle system. The use of cryoprotec-
tants in cured and processed meats can stabilize the func-
tional properties of myofibrillar proteins; for example,
addition of polyhydroxy compounds such as sorbitol and
sugar in comminuted fish flesh allows one to preserve the
gel-forming ability essential to obtain a surimi pasta.

Even at the low temperatures used for storage, most
enzyme systems are still active. Quality deterioration is
most commonly observed in meat and fish products
because they are raw materials, whereas vegetables are
generally subject to blanching, which destroys most
enzymes, before freezing. However, the high concentra-
tion of the unfrozen phase increases the possibility of con-
tacts between residual enzymes and substrates. Since
some proteins also act as enzymes, attempts have been
made to assess denaturation from the angle of enzyme
inactivation. The loss of protein activity is more reflected

by enzymatic activities than by extractability or solubility.
It is possible that enzymatic reactions are accelerated dur-
ing freezing because of the cofactors’ concentration and
because of membrane disruption, which allows easier
enzyme-substrate interaction than in intact cells.

C. MICROBIAL PROCESSES

Frozen food products and particularly fish products are far
from sterile and cannot be considered as microbial safe
products. Many microorganisms are not destroyed by the
freezing process and may survive even if they remain
inactive during storage.

The effects of frozen storage on microorganisms are
variable, depending upon the organism considered. The
lower limit for bacterial growth in food is about �10°C and
for yeasts it is about 5°C lower. However, it is not possible
to store food for long periods at temperatures slightly below
the growth limits of microorganisms. Foods thus stored
show noticeable signs of deterioration that should be also
due to the activity of microorganism enzymes, adding to that
of the product specific enzymes. Whereas a heat treatment
used before freezing decreases the number of surviving
microorganisms, the enzymes secreted into the food, such as
lipases and proteases, are much less affected by heat.

At �18°C no growth of microorganisms will occur.
The reduction in number owing to storage is possible but
not of practical importance. Therefore the quality of raw
products and a good hygiene during the production are
most important.

In the practical application of freezing technology,
microbial processes are essentially limited to the effects of
microbial enzymes; frozen products with a maximum shelf
life can only be produced when raw materials of initially
outstanding quality are used [57].

III. STABILITY AND SHELF LIFE

A. WHICH MODEL FOR STABILITY STUDIES IN

FROZEN FOODS?

The principal factors affecting the quality of frozen foods
during their storage are (a) storage temperature and time,
(b) nature and quality of the product at the time of freezing,
(c) preparation and freezing processes, and (d) packaging.

The first two are referred to as TTT factors (time-
temperature tolerance). They have been widely analyzed
during the 1950s and 1960s and have allowed important
progress in frozen food quality [58]. The two following
decades have considered the PPP factors (product,
process, packaging) [54]; it has been clearly proved that
frozen product quality is directly related to the quality of
the raw material used and to the optimization of prepara-
tion processes (heat treatment); moreover good packaging
may often more than double their storage life.
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Today the studies’ objectives are to elaborate predictive
models based on a more accurate knowledge of physical
state and molecular mobility in the frozen product as a
function of the storage temperature. Levine and Slade [2]
have promoted the idea that the transition of a liquid to a
glassy state for the maximally freeze-concentrated fraction,
and consequently the temperature at which this glass tran-
sition takes place (Tg�), was the threshold of instability, and
that the kinetics above this temperature were controlled by
the difference between the storage temperature and Tg�.

It is essential, however, to define a shelf life for each
frozen food product put on the market. Product shelf life
can be estimated by (a) objective measurements of prop-
erties or characteristic changes related to food quality,
e.g., the ascorbic acid content of frozen fruits, and (b)
shelf life failure criteria based on some noticeable quality
difference between experimental and control samples.

Around 1960, it was suggested that in regulations per-
taining to the keeping quality of a frozen product one
should use the concept of time first to just noticeable dif-
ference (JND). In IIR-IIF publications [1] this is referred
to as a product’s high quality life (HQL). HQL is defined
as the elapsed time between the freezing of a high-quality
product and the storage time when 70% of an experienced
taste panel is able to distinguish, by triangle tests, the
product from the control stored at a very low temperature
(��40°C) [58]. Sensory quality can also be estimated
using an hedonic scale method. But obviously consumers
are not as sensitive to a small change as is a taste panel,
and an acceptability time has been introduced that corre-
sponds to the concept of practical storage life (PSL). It
corresponds to the consensus of opinions about the useful
“storage life” to be reasonably expected for the product.

There are many occasions for frozen products to suffer
heat shock abuse during distribution and to reach an unac-
ceptable level of quality. Since there is no way of identify-
ing the conditions under which frozen products will be
handled once they leave the manufacturer’s control, it is
problematic to predict an exact shelf life for any frozen
product. A practical approach can be based on the profile of
received consumer complaints, combined with the evalu-
ation of products purchased at or near the sell by date. The
level of complaints involving chosen quality attributes in
most aged products would support a decision to extend or
reduce the sell by date.

Thus the shelf life of a product essentially becomes a
measure of the suitability (or lack of suitability) of a product
for consumption.

No precise relationship has been demonstrated between
HQL and PSL, the time gap measured between the 
two varying with the product. The TTT relationships are
deduced from experimental studies, and the data can only
be compared so long as the PPP factors are the same.
Moreover, the TTT relationships are not mathematical
functions. The books by Van Arsdel and coauthors [59],

Jul [54], and IIR-IIF [1] reported numerous results of stor-
age investigations on the keeping quality of frozen foods
and PSL and HQL data.

B. GLASS TRANSITION AND STABILITY PREDICTION

1. Vitreous State in Frozen Materials

As described before, all physical, chemical, and biochem-
ical changes occurring during the storage of frozen foods are
strongly affected by temperature, and also by water avail-
ability; the temperature effect is associated with the increas-
ing concentration of the liquid phase as the temperature is
lowered. Comprehensive procedures have been searched
for accurately predicting stability. Temperature is of little
value; the shelf life of different products is not the same at
a given temperature. Water activity (Aw) is also not effective
as a predicting parameter. The freeze-concentrated phase
is in equilibrium with ice, so its partial water vapor pressure
is equal to that of ice at the same temperature. Thus for all
frozen foods the same water activity would be expected at
the same temperature; the water activity in frozen foods only
depends on temperature (Figure 116.5). Levine and Slade
[2] proposed that the changes in amorphous concentrated
systems should be controlled by kinetic rather than ther-
modynamic constraints. Consequently, the viscosity and
other relaxation properties would be appropriate to predict
the rate of reactions when molecular mobility is reduced.

When temperature decreases, diffusion-controlled
processes slow down with the increase in viscosity due 
to the combined effects of concentration and temperature.
The shelf life of frozen food products should be largely con-
trolled by the physical state of their freeze-concentrated
fraction. In the glassy state, i.e., below Tg�, chemical reac-
tions should be strongly limited, and a long time stability
expected. In practice, foods are rarely maintained at storage
temperatures below Tg�; as described before, they become
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vulnerable to crystal ripening and chemical changes. Then,
the properties and behavior of the unfrozen phase appear
to be the key factor for understanding and improving the
stability of frozen foods and their shelf life.

The glass-liquid transition is characterized by a rather
abrupt change in many physical properties of the material.
The main observable phenomenon is a change in the
mechanical properties: the glassy brittle solid is changed
into a “rubber” in the case of a polymeric material, or in a
viscous liquid the viscosity of which strongly decreases as
the temperature increases. The most important implica-
tion of the glass transition concept in frozen foods, and
foods in general, is that translational motions of mole-
cules, especially larger ones, do not occur in the glassy
state during a practical time frame. Storage at a tempera-
ture above this characteristic temperature range would
result in pronounced changes in mobility of solutes and an
increase of degradation rates. There should be two possi-
bilities for improving the stability of a frozen product: to
lower the storage temperature below its Tg� and to modify
this latter by a recipe change, a possibility for manufac-
tured foods.

However, experimental data that analyze quantitatively
the relationship between the stability of actual frozen foods
and the glass transition are very scarce, and the few tests
[27,60,61] are not always conclusive. This scarcity cannot
be attributed to a lack of interest in this parameter but rather
to the credibility of data as found in the literature. The pub-
lished Tg� values for sucrose frozen solutions, as collected
by Sahagian and Goff [6], vary from �32 to �46°C, and
even their designation is different: Tg�, T�m, Tg2, and also
Tgr2; for fish the values vary from �70 [24] to �13°C [62].
There is general agreement on the concept, but it is neces-
sary to clarify the important discrepancies as regards its
practice. The question is not so much what is the true value
of Tg� but more about the molecular mobility changes in
that temperature range. Two aspects must be considered:
(a) to have reliable information on the glass transition
temperature of the maximally freeze-concentrated phase
(Tg�), and (b) to know in which conditions Tg� is the refer-
ence temperature.

2. Influence of Composition on Tg�

For a series of homologous polymers it is well known that
the temperature of the glass transition is increasing with
the molecular weight; the same is shown to be true for
sugars [63]. Other molecular properties such as branching
[64] and cross-linking [65], play a lesser role. For a mix-
ture, the glass transition temperature can be predicted
from the characteristics of each component by means of
expressions such as the semitheoretical Couchman and
Karasz expression [66]:

ln Tg � (116.2)

where Ci is the mass fraction, Tgi the glass transition tem-
perature, and ∆Cpi the increment in heat capacity at Tgi for
each component.

However, given the uncertainties in the Tgi and Cpi

values for biopolymers, and the poor agreement with experi-
mental data when one component is water, the more
empirical Gordon-Taylor equation is preferred [67]:

Tg � (116.3)

where CS and Cw, are the mass fractions of solid and water,
Tgs and Tgw their Tg values, and k a fitting parameter.

The thermodynamic properties of solutions depend on
the size and nature of the solute; thus composition changes
modify both the Tm and Tg curves, and consequently the
Tg� value. Tg� will be influenced mainly by the molecular
weight (MW) of the solute and to a lesser extent by its con-
formation and structure; for example, Tg� is around �40°C
for sucrose solutions and �46°C for glucose solutions.

The presence of high MW solutes could increase the
Tg� and could be expected to improve stability. Hydrocol-
loids (polysaccharides or gelatin) must be added at a
rather high concentration to a solution of low MW solutes,
to have a significant impact on Tg�. In fact, they essentially
alter the second step (Tg2) of the transition; Tgonset and Tgl

do not increase (Figure 116.6) [68]. This may indicate that
the temperature at which some mobility appears is not
raised upon the addition of the polymer. At the opposite,
low MW solutes have a plasticizing effect and thus lower
the Tg� of multicomponent samples. The addition of min-
eral salts largely decreases Tg�. For frozen saline sucrose
solution containing 26% sucrose 	 6% NaCI, Tg�
decreases to �75°C [69]; with CaC12 in the same ratio,
Tg� equals �90°C [66]. The Tg� of fish at �70°C can be
explained by the presence of salts in the flesh composition
[24]; this low-temperature transition is confirmed by

CsTgs 	 kCwTgw


Cs 	 kCw

Σn
l (Ci∆Cpi ln Tgi)


Σn

l (Ci∆Cpi)
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mechanical measurements [70]. Chang and Randall [71]
showed that if for frozen pure protein solutions the Tg� is
high (�10, �12°C), it decreases with the addition of small
solutes (sugars, polyols). It is a common observation that
in mixed materials, the glass transition range broadens;
for instance, with a mixture of salts, the transition may
spread over a range of nearly 30°C [72]. The presence of
ice may promote this broadening, amplifying the Tg2 fea-
ture supposed to be due to enthalpy relaxation associated
with the beginning of ice melting. Low Tg� values are not
always reported for actual frozen food products (meat,
fish) because experimental works may not extend to a low
enough temperature range for observing the beginning of
the glass transition feature.

The addition of hydrocolloids greatly increases the
viscoelastic modulus of the freeze-concentrated phase just
above Tg�. Mechanical measurements show a tendency
toward the development of a rubbery plateau (Figure
116.7); this effect increases in the order of increasing
shear thinning behavior of polysaccharides [10]. These
properties are certainly more representative of the macro-
scopic properties than of the molecular ones. They depend,
moreover, on the behavior of both coexisting phases: the
ice crystals and the freeze-concentrated phase. In the lat-
ter, the freeze-concentrated polymers are above their criti-
cal concentration for entanglement.

3. Molecular Mobility Around the Glass
Transition and Consequence for Stability

The stability of frozen foods strongly depends upon the
storage temperature. This temperature dependence is due to
the dramatic decrease in viscosity at T � Tg�. It was tempt-
ing to explain the drastic effect of temperature by Williams,
Landel, and Ferry kinetics [73], the WLF equation
[Equation (116.4)] specifying a much greater temperature

dependence of molecular viscosity and viscosity-dependent
properties than the Arrhenius equation [Equation (116.5)].

log(ηT/ηTg) � C1g(T � Tg)/(C2g 	 (T � Tg)) (116.4)

ηT � η0 exp(�Ea/RT) (116.5)

where ηT and ηTg are viscosity at T and Tg, respectively, Ea
activation energy, R gas constant, η0, C1g and C2g are phe-
nomenological coefficients.

Note that the evolution of molecular mobility above
the glass transition temperature may be different depending
on the material, as shown by the strong/fragile classifica-
tion of Angell and coworkers [74,75]. Strong liquids are
those with Arrhenius or near-Arrhenius behavior above
glass transition, in contrast, fragile liquids show an impor-
tant increase in mobility with increasing temperature.

The major complication of the WLF theory as applied
to frozen systems is that the composition of the unfrozen
fraction changes as the temperature increases owing to ice
melting [60]. Thus dilution of the unfrozen phase results
in an even greater decrease in mobility than predicted by
the WLF equation where Tg� is taken as the glass transition
temperature (Figure 116.8).

In a glass, long range motions are restricted; motions
(reorientation of small groups of atoms) are mainly local.
The temperature dependence of dynamic properties is
generally considered to obey the Arrhenius law [79]. In
maximally frozen systems, ice seems to promote struc-
tural relaxations in the glass over a broad temperature range
below Tg�, which may explain the complex features that are
observed with frozen sugar solutions by DSC analysis; a
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slowing down of enthalpy relaxation processes is induced
by polymer addition [10].

C. STORAGE TEMPERATURE (TS) AND STABILITY

For products stored at a temperature Ts � Tg�, long-term
stability may be expected. Translational molecular motions
of glass-forming molecules are effectively inhibited; the
diffusion-controlled processes cannot be observed on a
practical time scale. By contrast, in the product stored at
Ts between Tg� and Tm, the mobility of reactive solutes is
higher, resulting in losses of nutrients and quality.

The relevance of Tg� as a reference temperature, for
predicting the rate of physical and chemical changes dur-
ing storage in the frozen state, presents no clear bases,
although it has often been mentioned. Different experi-
mental data, essentially the rate of ice crystal growth and
some enzymatic reactions, have been analyzed with WLF
kinetic equation. Sutton and coworkers [80] showed that
ice crystallization rates in fructose solutions increased
exponentially with increasing temperatures and followed
WLF rather than Arrhenius kinetics, but the authors stressed
the point that the range and the number of tested temper-
atures were too small for exact determination of the best
model of temperature dependence. The possibility of
inhibiting the recrystallization in ice creams by raising Tg�
through the addition of high MW compounds was explored
in many studies. There was a general trend where the
recrystallization rate increased with increasing (Ts � Tg�),
but the data did not fit WLF kinetics well [25]. For these
models, the reference temperature was taken as constant
(Tg�), although the composition of the amorphous phase
was variable in the tested temperature range. From a prac-
tical point of view, the high MW solutes used as stabiliz-
ers in ice creams are added at too low levels (0.1–0.3%)
for having significant impact on Tg� of ice cream mix [27],
but they certainly slow down the ice recrystallization.

The main mechanism of the beneficial effect of the
stabilizer addition to ice cream texture should be related
to the perception in the mouth [81].

Manzocco and coworkers studied polyphenoloxidase
and peroxidase activity in media with marked differences
in viscosity at equal subfreezing temperatures; the rate
values for the catalyzed reactions were within the same
order of magnitude, in spite of the large differences in vis-
cosity; and Arrhenius kinetics gave a fit at least as good as
WLF kinetics over the temperature range of �30 to �5°C
[82]. Biliaderis and coworkers [83] presented similar
results for the temperature dependence of the oxidation
rate of ascorbic acid in the presence of starch hydrolyzates.

More generally, the temperature dependence of many
deterioration processes is much too weak to be correlated
with the drastic decrease in viscosity above Tg� resulting
from ice melting associated with the WLF effect when the
latter is calculated using a constant Tg� [84].

For the glass transition concept to be relevant for pre-
dicting the rate of diffusion-controlled reactions, several
requirements have to be met: diffusion and viscosity
should be linked according to the Stokes-Einstein relation,
and viscosity should have a WLF temperature dependence;
for frozen products, an appropriate glass transition temper-
ature has to be considered, taking into account the varying
concentrations in the prevailing storage conditions.

Appropriate WLF parameters C1g and C2g have to be
used [85], and Tg values much lower than Tg� have to be
considered. For frozen food stored above Tg� (Table 116.2),
the freeze-concentrated phase is more diluted than at Tg�;
this latter parameter cannot be used as a reference tem-
perature [86]. For example, in ice creams, the Tg� value is
close to �34°C; if the storage temperature is �20°C (Ts),
the freeze-concentrated fraction is liquid. Because its state
diagram can be compared with that of sucrose-water
binary, the reference Tg to consider in the WLF equation
to predict the influence of temperature can be estimated at
around �75°C, i.e., the temperature at which the liquid
phase would turn into a glass if it could be cooled without
further crystallization. The mobility and the resulting stabil-
ity in the matrix would be related to the difference between
Ts and Tgs and not between Ts and Tg� (see Figure 116.3).

Figure 116.9 shows that a good correlation can be
found between the experimental and the calculated data
for the rate constant of the hydrolysis of disodium p-nitro-
phenol catalyzed by alkaline phosphatase in sucrose solu-
tions in the [	20, �24°C] temperature interval [76]. The
prediction assumes that the reaction rate is viscosity
dependent; in the studied temperature range, translational
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diffusion (D) of reactants and viscosity (η) were found to
be linked by the Stokes-Einstein relation [87]:

D � KT/6πrη (116.6)

where r � hydrodynamic radius of the diffusing molecule.
The prediction is based on the measured and calculated

viscosity; the WLF equation was used to predict the medium
viscosity taking as temperature reference the glass transition
temperature Tgs corresponding to the concentration at the
storage temperature Ts (Figure 116.3).

Even if reaction rates are viscosity dependent, this
parameter is not the only one that should be taken into
account to predict the complex changes during low tem-
perature storage [82]. A simple relationship: stability �
f (Ts � Tgs), cannot be expected; the kinetics of physical
and chemical processes taking place in frozen products
stored above Tg� may be controlled by many factors depend-
ing or not on the concentration changes: solute concen-
tration, pH, ionic strength. In structured products cell
membranes limiting the solute diffusion, aggregation, and
conformational change of protein or enzyme with temper-
ature must also be taken into account. Sometimes enzyme
activity is better preserved in model solutions than in the
food product [88].

The discrepancy between theory and experiment can
also be explained by the difficulty of knowing if, in the
temperature range considered, the reactions are diffusion
controlled or still activation-controlled or even in a transition
region where activation and diffusion constraints coexist.
A more important point is that the molecular diffusion of
some components might be influenced by temperature and
water content in a way very different from macroscopic
properties. When the size of diffusing molecules is very
small compared with the matrix molecules, the macroscopic
viscosity may not reflect the “local” viscosity and be the
parameter that controls diffusion.

Despite the limitation of the glass transition concept
with regard to quantitative prediction of reaction kinetics,
the Tg� value of a food product is of practical significance
because it should provide a guideline to the industry in the
formulation of manufactured foods.

A good stability being related to the possibility of
maintaining the product below Tg�, the formulation change
could be a possible improvement. Attention must be given
to the presence of small solutes, which contribute to pro-
vide some mobility at low temperatures. For example, the
experiments of Wang and Jane [89] show that the addition
of sugar increases the starch degradation, even for storage
temperatures below the apparent Tg�.

It should also be remembered that storage in the glassy
state does not guarantee long-term stability, as this state
appears to have only a weak direct impact on the diffusivity
of small molecules such as oxygen and water. The rela-
tively high mobility of oxygen in glassy matrixes is often

responsible for the oxidation in frozen foods stored below
their Tg�, and thus for their limited shelf life.

Tg� has been proposed and remains as the temperature
of critical importance. This parameter represents a inter-
esting limit to characterize the product stability, but it can-
not be reliably used as a reference temperature for evolution
kinetics above Tg�. The relevant temperature is then the
glass transition temperature Tgs of the analyzed medium
at the storage temperature.

IV. CONDITIONS OF BETTER FROZEN
STORAGE

How long can a food be maintained in a state of satisfac-
tory quality during frozen storage depends on the type of
food, how it is processed and packaged before freezing,
and on the storage temperature and how it is handled dur-
ing the storage time.

Exposure to high temperature and/or fluctuations of
storage temperature produces cumulative adverse effects
on the quality of stored foods, which are the primary cause
of damage to food marketed through retail channels. The
rate of quality deterioration increases with increase in stor-
age temperature, and such changes (reactions) are irre-
versible. If microorganisms will not grow in frozen foods,
chemical and physical changes occur at rates that are of
commercial significance during insufficiently controlled
storage. Violations of recommended storage conditions
should be detected and corrections instituted.

Many investigations have been made to control tem-
perature rise in the logistic frozen food chain; these stud-
ies show large variations of product temperature even after
a short exposition to ambient conditions. The temperature
of the most exposed packaged product in a pallet can
exceed �15°C at core for an ambient temperature of 21°C
over a 25 min period; the surface temperature was 3 to
5°C higher than the core temperature. Today mathemati-
cal models are more precise and allow us to calculate the
consequence of this temperature rise; it should be possible
to specify what the initial temperature of the product 
must be maintained at �18°C throughout the distribution
chain [90].

Time-temperature indicators (TTI) applied to cases or
pallets could be of great help in this regard; but they are very
little used yet.

A. TIME-TEMPERATURE INDICATORS

Considerable research has been conducted to develop and
design reliable systems to monitor temperature abuses.
There exist different indicator kinds: temperature indica-
tors showing only exposure above a reference temperature
and temperature-time indicators taking into account the
cumulative effects of time and temperature above a refer-
ence temperature; the latter would be preferred because
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both temperature and time are important for quality con-
trol of frozen foods during storage and transportation.

Various types of time-temperature indicators have
been developed that are based on mechanical, chemical,
microbial, or enzymatic irreversible reactions for visuali-
zation of the degree of food quality change [91–93].
The problem is that for accurately monitoring changes in
frozen food quality the TTI activation energy should be
closely matched to that of the food quality factor. To meet
such a requirement is a difficult but possible challenge [94];
moreover, an important limit is the cost of such indicators,
which should be placed on the outside of each package.

Temperature management requires monitoring devices;
today, many recording thermometers are available and must
be used to monitor distribution conditions.

Samples must also be protected against light for pre-
serving the color stability. Exposure to the levels of light
found in some retail frozen food display areas can cause
appreciable color changes within days. Products kept in
dark or opaque packaging may be expected to retain color
longer than those exposed to light.

Realizing the importance of creating quality reserve for
the consumers, most large food industries in Europe are
demanding much lower temperatures in the first links of the
chain. Two main challenges for the years to come will be
to improve consumer education for proper handling of
frozen foods throughout the whole frozen chain and to find
simple and inexpensive ways for control and checking.

V. CONCLUSION

Appropriate freezing and thawing processes and optimized
temperature stability during storage preserve the quality
and characteristics of fresh foods in the frozen product to
a degree that is scarcely reached by any other preservation
method. Since the glassy state is only readily attained by a
very limited number of frozen food products, product dete-
rioration in frozen storage is a continuous irreversible
process. Physical and biochemical activities continue at
�18°C, but the reaction rates at this temperature have only
a limited practical significance during the commercial life.

It must be borne in mind that raw material characteris-
tics are the most important factors to final frozen food qual-
ity. No process improves the intrinsic qualities of a food
product, but a most efficient way to preserve them over
time always exists. The challenge of the freezing process
is to reduce the rate of physicochemical deterioration
through improved storage, particularly its temperature sta-
bility and packaging material and also through the quality
of the raw material.
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Some modifications involving several constituents of
bread formulation take place during preparation and bak-
ing of bread from frozen dough. This work analyzes the
effect of freezing on the several ingredients, regardless of
the processes and formulations used.

I. FLOURS

As in any baking process, flour quality is essential for
obtaining a good product. In this case, the freezing process,
transportation, possible temperature variations and thawing
are all factors demanding flours of better quality than
those used for traditional baking.

In breadmaking, the proteins play a key role. After
water addition, a cohesive dough is formed which is struc-
tured by gluten. Gluten proteins associated with lipids are
responsible for dough cohesive and viscoelastic proper-
ties. These properties make the dough capable of retaining
the gases produced by yeast action, leading, after baking,
to a spongy product bearing elastic crumb. Processes that
affect the proteins will also affect the quality obtained.

In the USA, flours recommended for breadmaking
should have a protein content between 12 and 14% (1),
though classical baking is carried out with flours contain-
ing 11% of protein (2). European recommendations sug-
gest flours with 12.5% of protein with about 30% of wet
gluten (3). Nevertheless, the quality of these proteins
might be as important as the amount shown by Inoue and
Bushuk (4). These authors studied the effect of freezing
on baking performance with bread made of selected
flours. These flours were quite similar in protein content
(between 13.7 and 14.4%) but quite different in quality.
Extensigraph results (maxima resistance and extension)
showed that dough strength and loaf volume were
decreasing after freezing and thawing and during frozen
storage. Some experiments were realized with constant
yeast activity (same level as in non-frozen doughs) and
showed that loss of dough strength on freezing, thawing
and during frozen storage was the main reason for the
decline in bread loaf volume. Inoue and Bushuk (4)
showed that protein content, in the range covered, appeared
to be less important than protein quality. Doughs made from
extremely strong flours resulted in firmer crumb texture (5).



During frozen dough processing, dough weakening
occurs which, together with yeast damage, are the main
causes of the shortcomings of this methodology. This is
evidenced by the production of bread loaves with lower
volume, by the increase in fermentation times, and by
alterations in textural properties (4,6–9).

The decrease of dough strength during freezing and
the freezing-thawing cycles has been attributed to several
factors. Ice crystals formation in non-fermented doughs
stored for 24 weeks was found to cause rupture of the
gluten network as observed in previous works by scanning
electron microscopy (SEM) (10).

Freezing process causes yeast death and the release of
reducing substances; these effects were investigated. Some
authors (11–12) have proposed that owing to the reducing
nature of these substances (mainly glutathione), disulfide
bridges could be broken, thus leading to dough weakening.
However, it has been suggested in other works that struc-
tural changes induced in frozen and thawed doughs are
unrelated to the release of reducing substances (8,13–14).

It was observed that, during dough storage at �18°C,
glutenin aggregates of molecular weight 129,100 and
88,700 experience depolymerization, which becomes
more noticeable for longer storage times (15). This con-
firms that long-term frozen storage of doughs causes gluten
depolymerization.

The release of reducing substances from dead yeasts
added to the rupture of gluten network caused by ice crys-
tals may explain the decrease of strength in frozen doughs,
the loss of CO2 retention capacity and the corresponding
volume loss in bread loaves prepared with this technology.

Perron et al. (16) have not found a clear correlation
between the quality of breads obtained from frozen dough
and protein content. However, it is known that the short-
coming of quality in this type of product is more notice-
able when weak flours are used. In the USA it was
reported that vital gluten supplementation improves product
quality, lessening the difficulties mentioned above (9,15).

The effect of freeze damage on the crumb grain was
studied using Scanning Electron Microscopy (SEM) 
(18–19). Figure 117.1 clearly show the structural damage
caused on dough ultra structure by frozen storage.

Starch is another important component of flour. This
storage polysaccharide participates in breadmaking process
by absorbing water. For this reason, it is recommended for
breadmaking from frozen dough that the flour used does
not have more than 7% damaged starch (2), since exces-
sively high levels of damaged starch increase the water
absorption capacity of flours, creating problems during
dough handling and fermentation (19).

From the technological point of view, the role of starch
is more important in bread firming. Despite the nature of
physico-chemical modifications that explain bread hard-
ening that are still widely discussed, a key role is assigned
to starch in all hypotheses.

The mechanism causing bread firming has been stud-
ied for many years; its elucidation will allow the appro-
priate selection of methods to lessen this process. At first,
the popular belief was that bread hardens with time only
because of the moisture loss, but Boussinggault in 1852
(20) stored hermetically packaged bread and also observed
firming (21).

A century later it was postulated that starch was
responsible for hardening (22). Later, several works con-
tributed with elements to relate bread firming with starch
retrogradation (23–27). However, other results were in
conflict with the hypothesis explaining bread firming as a
consequence of amylopectin retrogradation: (i) the rate of
bread hardening is linear up to day 5 while amylopectin
retrogradation rate increases linearly up to day 3 (28). (ii)
Breads with low moisture content harden faster while
starch retrogradation rate keeps unaltered (29); (iii) breads
added with α-amylase as additive harden more slowly but
they show increased crystallinity studied by X-ray (30).

Upon these results Martin et al. (31) have proposed a
bread firming mechanism based on the increase in inter-
actions between starch molecules and gluten proteins.
However, later works have shown that gluten addition in
model systems did not affect firming rate (32–33).

León et al. (27) have developed a new technique aimed
for studying the changes occurring during bread storage,
which is based on direct observation of the transforma-
tions in progress. To this end, bread dough is baked in a
differential scanning calorimeter capsule, following the
temperature profile at the crumb center, to test samples by
new calorimetric runs after different storage times. By
applying this methodology to frozen dough, greater retro-
gradation rates were found in samples kept frozen for
more than 30 days compared with control samples.

By deepening this research, it was found in frozen
samples stored for 60 days and then baked in the DSC
capsules that amylopectin retrogradation was faster than
in fresh doughs. When stored both at 4 and 20°C, though
in the former temperature, the effect of freezing was more
noticeable (Table 117.1) (34).

II. YEASTS

Freezing induces stress to microorganisms. Five major
factors might affect the cell during freezing (35): (i) low
temperature, (ii) extracellular ice formation, (iii) intracel-
lular ice formation, (iv) concentration of the extracellular
solute and (v) concentration of intracellular ice. (iv) and
(v) can be due to ice formation (intra or extra cellular) or
to water/solute diffusion through the cell membrane.
Factors (i) and (ii) cannot cause per se cell damage (35).
Most microorganisms can support cell dehydration.
Factors (iii) and (iv) are most likely to be the major phe-
nomena involved in cell damage. Intracellular freezing is
very difficult to achieve in most conventional industrial
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freezing processes. Freezing rate in excess of 10°C/min to
100°C/min can produce intracellular ice formation for
yeast and bacteria, respectively (35). The lower the size of
the cell, the higher the freezing rate should be; this is due
to the cell volume and to the thermodynamics associated
to ice crystallization. It has been demonstrated that a crit-
ical ice nuclei radius exists below which the nuclei is not
stable and cannot exist or grow (36). Conventional freezing
process as the one used to freeze bread dough has limited

possibilities in term of freezing rate. Yeast is a quite resist-
ant microorganism but the activity of yeast is affected by
freezing.

Higher yeast proportions are thus recommended in
frozen dough formulations to compensate for the activity
loss which is due to freezing per se but also during the
storage periods, leading to lower gas production capacity
(37). This is provoked by the changes induced during
freezing, which can cause yeast death. The cells exposed
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FIGURE 117.1 Scanning electron microscopy of non-frozen (a and c) and frozen (b and d) dough samples.

TABLE 117.1
Effect of Storage at Different Temperatures on Amylopectin Retrogradation

Stored at 4°C Stored at 20°C

Bread Obtained from Bread Obtained from 
Storage Time Bread Frozen Doughs Bread Frozen Doughs
(Days) ∆HR ∆HR ∆HR ∆HR

0 �0.07 � 0.01 �0.07 � 0.01 �0.07 � 0.01 �0.07 � 0.01
24 �1.13 � 0.06 �1.92 � 0.13 �0.94 � 0.09 �1.11 � 0.19
48 �1.76 � 0.59 �2.89 � 0.07 �1.30 � 0.06 �1.32 � 0.18
96 �2.22 � 0.29 �3.44 � 0.17 �1.82 � 0.15 �1.92 � 0.07
144 �3.01 � 0.06 �3.46 � 0.04 �2.03 � 0.09 �2.19 � 0.0
168 �3.12 � 0.24 �3.68 � 0.03 �2.18 � 0.06 �2.16 � 0.21



to temperatures below 0°C are damaged in different ways
depending on the temperatures reached and cooling rate.
Besides, higher yeast content formulations produced bread
with a higher specific volume; whereas during storage, the
specific volume decreased, probably because the ice crys-
tallization caused damage to the bread structure (38).

Although freezing point of the cytoplasmic content 
of cells is about �1°C, it can remain unfrozen even in 
the presence of ice crystals in the external medium (39).
The higher water vapor pressure in the cell interior com-
pared with that of the external ice causes water loss. This
dehydration equilibrates vapor pressures at both sides 
of the membrane, leading to solutes concentration in the
cytoplasm (40).

It has been suggested that the optimum cooling rate
for destroying as few yeast cells as possible is 7°C/min.
For rates below the optimum, the proportion of deaths
increase by ‘solution effect’ (increase in concentration)
while rates above recommended values increase the dam-
age by intracellular ice formation (40). Besides, ice crys-
tals recrystallization leads to cells death by causing
damage inside the cell and on the plasmatic membrane.

The solution effect is explained by four stages occurring
during freezing: a) water is transferred towards the ice,
b) solutes become concentrated, c) cell volume decreases,
d) some solutes precipitate (41).

The results of Mazur (40) were obtained with cell sus-
pension and cannot be directly applied to the case of
frozen dough. When incorporated in the bread dough
yeast does not behave the same as yeast alone. The rela-
tionship between freezing and yeast activity becomes more
complex. The proportion of dead cells caused by freezing
is higher in yeast incorporated to the dough than in freezing
yeasts (37,42) (Table 117.2).

This phenomenon can be explained by considering
that active cells (as those found in the dough) have their
plasmatic membranes thinner than in dormant cells, and
therefore less resistant to damage. Besides, molecules
produced by fermentation such as ethanol, acetic acid and
lactic acid concentrate in the unfrozen region of the aque-
ous phase. This concentrated solution of organic substances
can produce autolysis of yeast cells, as it is known that
active cells are more sensitive to this autolytic action (12).

The decrease in yeast yield exceeds cell death since
CO2 production losses of 13.2% are found in ready frozen
dough; this loss increases to 37.7% at 45 days and 52.4%

at 60 days of frozen storage. Therefore, freezing causes
yeast death and impairs CO2 production capacity of sur-
viving yeast. By adding frozen yeast extract to bread for-
mulation, it was observed that the longer the yeast remained
in frozen state before extraction, the lower the specific
volume of bread obtained with that extract (42).

The dissimilar sensitivity of yeasts from different ori-
gins is related to lipid composition, mainly the sterols/
phospholipids ratio, which affects plasmatic membrane
fluidity (43). In recent years work is being carried out to
obtain yeast strains of improved resistance to freezing, in
order to use them in breadmaking via frozen dough (44–49).

Other substances were used to protect yeasts, such as
trehalose (50–51). This carbohydrate is known to be an
efficient protective agent to keep membrane integrity and
intracellular structure in a wide range of physiological and
room conditions (52). Meric et al. (51) showed that a 5%
minimum trehalose content was necessary to achieve a sig-
nificant improvement of yeast resistance to freezing. No
real benefit was observed above this limit. For this 
reason, in new yeast strains, efforts are directed to make
trehalose synthesis more active and to lessen the effect 
of catabolic routes (41).

III. OXIDIZING AGENTS

The role of these oxidizing agents is essential in bread-
making because they increase gluten strength and allow
breads of higher volume to be obtained. In breadmaking
via frozen dough, oxidant addition is particularly neces-
sary due to protein matrix weakening caused by the
mechanical action of ice and by the effect of reducing sub-
stances released by yeasts.

In the USA, flour for breadmaking via frozen dough
was usually added with 45 ppm potassium bromide com-
bined with 100 ppm ascorbic acid (1). After potassium
bromide prohibition as breadmaking additive in almost all
the world, azodicarbonamide was proposed as a substi-
tute, to be used in combination with ascorbic acid and
enzymes such as lipoxygenase, or else enzymatic com-
plexes contained in active soy flours.

The comparative analysis of potassium bromide and
ascorbic acid actions showed that both improve product
quality and that the quality of bread added with ascorbic
acid is higher than that added with potassium bromide (53).

Azodicarbonamide is a ‘quick action’ oxidant, very
sensitive to glutathione and to other substances released
on yeast death (54). Thus, it is best used, according to rec-
ommendations, when combined with benzoyl peroxide
(55). Concerning fermentation time, Dubois and Blockolsky
(6) showed that potassium bromide, used in low concen-
trations shortens fermentation time compared to that
obtained with ascorbic acid.

If potassium bromide is used in high concentrations,
it is found that from 20 weeks of frozen storage on,
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TABLE 117.2
Dead Yeasts Percentage during Freezing Dough and
Yeasts for Several Storage Times

%Dead Yeasts

Time (days) 0 40 60 90
Frozen dough 2.7 7.5 20.2 27.7
Frozen yeast 1.4 1.7 2.5 5.2



fermentation times become longer than those obtained
with ascorbic acid, potassium iodide and, specially, than
that found when using azodicarbonamide (54).

IV. ADDITIVES

Emulsifiers are increasingly used in those bakery products
including fat in its formulation, since they improve dough
stability and retention capacity of the gases produced by
fermentation, improve loaf volume and crumb freshness
with longer shelf-life.

For frozen doughs, effective additives have been pro-
posed to improve product quality such as SSL and DATEM
(8). By adding SSL, freezing-induced quality losses can
be alleviated (53). DATEM addition significantly increased
volume, shape ratio and bread quality (56).

Glycerol used at 0.75–1.5% (on flour basis) causes lit-
tle effect on the volume obtained via frozen doughs, though
crumb structure is improved. In turn, xanthan gum addition
does not improve volume and reduces crumb quality (6).

In order to have a flour bearing the required ‘strength,’
a gluten additivation percentage of 2% has been proposed
as the optimum level to improve bread quality, gas retention
capacity and fermentation time (57). Apart from improving
protein quality, a cryoprotectant effect on yeast is obtained
since, on increasing glass transition temperature, the free
water proportion is decreased (58). Other additives capable
of reducing, at least partially, the shortcomings caused by
dough freezing have been described. Among them, we find
egg yolk and sugar esters (59), and addition of vegetal fats
to form water/oil emulsions at different proportions (60).

A summary of the principal additives and their effects on
the characteristics of frozen bread are shown in Table 117.3.

V. CONCLUSIONS

Over frozen dough processing, dough weakening occur
which, together with yeast damage, are the main causes of
the shortcomings brought about by this technology. The
increase in fermentation times, the production of bread
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TABLE 117.3
Principal Additives Used in the Formulation of Frozen Dough
Additive Effect Reference

Gluten 2% Increase dough strength Wang and Ponte, 1994 (57)

SSL 0.5% Decrease the freezing effect on bread volume Abd El-Hady et al. 1999 (53)

DATEM 0.6% Increase bread volume Sahlstrom et al. 1999 (56)

Mix of sucrose, fatty acid ester, DATEM, fatty Avoid the harmful effects of freezing on Nakamura et al. 1996 (61)
acid monoglycerides and sugar the quality of baking products

Mix of gums, tensioactive agents and forming Avoid the harmful effects of freezing on Larson et al. 1983 (62)
film proteins the quality of baking products

Mix of gluten, emulsifier and polymeric Inhibit the deterioration of dough Yamaguchi and Watanabe 1987 (63)
substances eliminating the damage produced

by big ice crystals

Hidroxy propyl methyl cellulose (HPMC) Reduce the hardness and increase Barcenas et al. 2004 (64)
the specific volume of bread

Enzymes that produce maltotrioses and glucose Prevent volume reduction due Tanaka et al. 1997 (65)
oxidase and/or hemicelulase to the freezing

Glycerol 0.75–1.0% Improve the structure of the crumb Dubois and Blockolski 1986 (6)

Ethanol-water 5–20% Decrease the water melting point and Lidstrom and Slade 1987 (66)
to diminish the thawing time previous 
to fermentation

Sucroglycerides Protect the yeast against the harmful Le Duff 1987 (67–68)
effect of freezing on baking products

Lecithin 0.2–0.3% Flour strength Grandvoinnet et al. 1986 (69)
Alfa-amylase 0.05–0.1% Produce fermentable carbohydrates Larsen 1991 (70)

Skim milk-whey protein 2.2% Provide humidity in baking products, Seneau 1989 (71)
avoiding the use of gluten that alters 
the organoleptic properties

Carboxy methyl cellulose (CMC), bean gum, Improve the dough and bread characteristics Sharadanant and Khan 2003 (72–73)
gum arabic

Guar gum 0.5%, DATEM 0.5% Improve volume and texture of bread Ribotta et al. 2004 (18)



loaves with lower volume and alterations in textural prop-
erties are detected.

The success in the expanding use of frozen dough for
the production of bread and bakery products depends of
the resolution of these problems.

The fact that the freezing process affects the viability
of yeast cells and the CO2 and the reducing substance pro-
duction by yeast opens an important technological and
research field. In this sense, the obtainment of new strains
of yeasts and the searching of additives and variables of
process that help the cryoresistance of the microorganisms
are essential.

Another important phenomenon that deserves atten-
tion is the protein depolymerization during the frozen stor-
age, which may partially reduce using different additives.

In the production of bread from frozen dough complex
formulations must be used for reducing the harmful effects
of freezing. These formulations include lipids, high per-
centages of yeast and oxidizing agents, as well as mixes
of different oxidizing agents, surfactants or emulsifiers that
improve the bread matrix, gluten, soy flour, sugars and
enzymes. For this reason the freezing process is more
profitable for the bakery products with a high added value.
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I. INTRODUCTION

Consumer’s wants, needs and desires have driven the
greatest advances and the most significant changes in food
processing in the last two decades (Exhibit 118.1).
Consumers are increasingly aware of the health benefits
and risks associated with consumption of food. At a time
when they are requiring less extreme treatments (less heat
and chill damage), with lower levels of salts, fats, acids
and sugars and/or the complete or the partial removal of
chemically synthesized additives, there is also an
increased demand for convenience foods with fresh attrib-
utes and long shelf-lives.

Food trends towards fresh image on one side and con-
venience on the other side often conflict. In most cases the
fresh quality is negatively affected by the processing pro-
cedure. The most crucial current and future challenge is to
retain the natural functional properties and the sensory and
nutritional quality with the appropriate shelf-life and safety.

To meet these expectations, the food industry and the
researchers have developed in the last years a range of
strategies and minimal processing (MP) techniques for
food preservation that allow better retention of product

Exhibit 118.1

CONSUMER REQUIREMENTS AND DEMANDS

High quality standards with acceptable price levels
High safety standards
Convenience of distribution and preparation
Nutritional concepts and healthy appeal to a broad age

group
Satisfaction of cultural and ethnic local habits
Suitable to modern lifestyles
Variety of choice

Adapted from Jiménez-Laguna et al. (1).



flavour, texture, colour and nutrient content than compa-
rable conventional treatments. The MP concept includes a
series of products and processes that may be grouped in
diverse food categories such as: minimally processed,
with invisible processing, carefully processed, partially
processed, and high moisture shelf-stable (2). These terms
are not exactly equivalent but reflect the great diversity of
alternatives for high quality products.

In this chapter, the fundamentals of the main minimal
techniques (already used industrially or still in development
or testing) are considered, a number of recent achieve-
ments are highlighted and some safety and quality con-
siderations for a successful design of minimally processed
products are presented.

II. DEFINITION OF MINIMAL
PROCESSING

The MP concept has evolved, giving a wider approach than
those terms used earlier by Rolle and Chism (3), Shewfelt
(4), Huxsoll and Bolin (5), Wiley (6), and Ohlsson (7) (2).
According to Rolle and Chism, the manipulation and basic
preparation of foods, as well as life permanence in the
biological tissue, are the elements that distinguish the min-
imal processing. Shewfelt added to the definition the pos-
sible use of low level irradiation and individual packaging
as preservation factors that allow safety and high quality.
Examples of minimally processed products presented by
Shewfelt included vegetable stick snacks, packaged tossed
salads, chilled peach halves, peeled and cored whole
pineapple, shelled fresh legumes, microwaveable fresh veg-
etable trays, gourmet chilled dinners, among others. The
use of refrigeration appears as a fundamental preservation
factor for this type of foods. Huxsoll and Bolin included
those foods whose tissues could be not alive, but freshness
should be kept as an important objective of preservation.
These authors also expressed that minimally processed
foods (MPF) are not necessarily for direct consumption, but
can be considered as preserved foods that maintain their
freshness characteristics and can be later transformed into
processed products using conventional techniques.

Wiley presented a very important alternative to the
use of refrigeration alone: the modification and control of
atmospheres in food packages as other preservation factor
to be employed during the MPF elaboration. Ohlsson
mentioned, as an important element, the necessity that this
processing should be enough and adequate to keep the
product quality during the storage period that goes from
preservation to consumption. Manvell (8), more recently,
situated MP methods within the broader objective of food
processing to extend the shelf-life of foods. He defined that
MP must be a safe balance between desired and adverse
effects of preservation processes and accordingly, a minimal
process is “the least possible treatment” to achieve a pur-
pose. Thus, he considered as minimal processes available

traditional techniques that have been improved to obtain
safe and high quality products (i.e., aseptic packaging,
ohmic heating, radio frequency heating, microfiltration,
etc) as well as techniques based on emerging preserving
factors (i.e., high pressure, ultrasound, pulsed electric field,
etc.). In the same trend, Ohlsson (9) stated that develop-
ments in thermal technologies are considered “minimal”
when they minimized quality losses in foods compared 
to conventional thermal techniques. Lastly, and in partial
agreement with these terms, Snyder (10), taking into
account that there was no regulatory definition for MPF,
gave an operating definition of them as “foods in which
the biological, chemical, and physical hazards are at tol-
erable level.” He divided them into three groups according
to the type and severity of treatment: those foods that need
no cook intervention (i.e., raw foods, nuts, grains and eggs);
foods with a mild disinfection or reduction by 10�2 to
10�5 of pathogenic substances, chemicals and microor-
ganisms by blanching, washing without or with chemicals,
etc. (i.e., cut fresh fruit and vegetables, berries); and pas-
teurized foods with a 10�5 to 10�7 reduction of pathogens
by applying irradiation, heat, pulsed light, ultraviolet light,
high pressure, etc. (i.e., sous-vide products, pasteurized and
refrigerated products, tomato sauces and salad dressings
with preservatives), and also foods that are formulated to
be safe by fermentation, drying, salting or acidification.

The expansion of MP concept has been reflected in
new, renewed, and improved products and processes for-
mulated and designed to produce a greater diversity of
MPF. The reviews and/or books of Ahvenainen et al.
(11–13), Singh and Oliveira (14), Wiley (15), Oliveira and
Oliveira (16), Alzamora et al. (17) and Ohlsson and
Bengtsson (18) on minimal processing could be used as
further reference on the subject.

III. USE OF MULTITARGET PRESERVATION
IN THE DESIGN OF MINIMALLY
PROCESSED FOODS

Homeostasis or internal media stability (composition and
volume of fluids) is vital for survival and growth of microor-
ganisms. Preservation procedures are effective when they
overcome, temporally or permanently, the various home-
ostatic reactions that microorganisms have evolved in
order to resist stresses (19). Table 118.1 shows, as mode of
example, the mechanisms of action of some environmen-
tal stresses in foods or during processing and the micro-
bial homeostatic reactions produced by their application.

Homeostatic mechanisms that vegetative cells have
evolved in order to survive extreme environmental stresses
are energy dependent and allow microorganisms to keep
functioning. In contrast, homeostasis in spores is passive,
acting to keep the central protoplast in a constant low-
water-level environment, this being the prime reason for
the extreme metabolic inertness or dormancy and resistance

118-2 Handbook of Food Science, Technology, and Engineering, Volume 3



of these cells. It seems likely that the structural arrange-
ment of the cortex of the spore is responsible for the
dehydration of the protoplast (23, 24).

In foods preserved by combined methods (so called
“hurdle technology” or “multitarget preservation”), the
active homeostasis of vegetative microorganisms and the
passive refractory homeostasis of spores are disturbed by a
combination of gentle antimicrobial factors at a number of
sites or in a cooperative manner (19, 25, 26). For example,
for vegetative cells (where homeostasis is energy depend-
ent), the goal is to reduce the availability of energy (remov-
ing O2, limiting nutrients and reducing the temperature)
and/or to increase the demand for energy (reducing water
activity (aw), reducing pH and adding membrane active
compounds). Placing a number of sublethal stresses (i.e.,
preserving factors) on a microbial cell potentially results
in metabolic exhaustion and death. For spores (where home-
ostasis is non-energetic and depends on the structures of

the organism), the goal is to damage key structures (by
chemical, enzymic, or physical attack on coats, cortex,
etc.) or to release spores from dormancy (initiating germi-
nation with natural germinants or with false triggers, or
applying high pressures).

Antimicrobial preservation of foods by combined
methods should be considered not only as interference of
the homeostasis by additive or synergistic hurdles on the
same microorganism, but also as the selective application
of preservation factors that may be effective against a spe-
cific organism or group of organisms, while not against
others.

In the last fifteen years, the popularity of the hurdle
concept has dramatically increased and numerous publi-
cations have now indicated its potential for the develop-
ment of minimally processed foods.

As it will be discussed, combined technology can be
applied in the design of the preservation system of MP
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TABLE 118.1
Modes of Action of Selected Preserving Factors and Homeostatic Response in Microorganisms (19–22)
Stress Factor Principal Effects Homeostatic Mechanisms

Vegetative Cells
Low water activity Loss of water and consequent reduction or prevention Accumulation by synthesis or active transport of compatible 

of metabolism. cytoplasmic solutes to balance external osmolality avoid-
ing excessive loss of water from cell and of membrane
turgor, changes in membrane lipids.

Low pH
Strong acids Denaturation of enzymes on cell surface and lowering Control of the activity of ion transport systems that

of cytoplasmic pH due to proton permeation through facilitate proton entry to maintain the intracellular pH 
membrane in response to the increased pH gradient. within a narrowed range.

Lipophilic weak acids Lowering of citoplasmic pH due to undissociated acid Increase of ATPase activity, synthesis of new proteins and
passage through the membrane; specific effects of acid synthesis of positively charged aminophospholipids that 
anion on metabolism; extensive protein denaturation impart to the membrane surface a net positive charge that 
and DNA damage in some organisms. acts as a barrier to protons, etc.

Low temperature Reduction or inhibition of growth rate; alteration of Depending on the organisms involved, alterations in fatty
metabolic activity and substrate uptake (i.e., permeases acid and phospholipid composition of membrane so as to 
unable to combine with substrates due to changes in obtain lipids with a lowered-gel-to-liquid-crystalline  
the molecular architecture of lipid bilayer of the state transition temperature maintaining the membrane 
cytoplasmic membrane and arrest of active transport fluidity; increased enzyme synthesis in psychrophiles to 
of solute across membrane due to insufficient energy compensate for reduced enzyme activity.
in mesophilic organisms).

Thermal treatment Single- and double-strand breaks in DNA, inactivation Repair of DNA; synthesis of “heat-shock” proteins 
of specific enzymes, RNA degradation, leakiness of leading to a rise in heat resistance when long, slow  
membranes and heat-induced damage of the various heating is involved.
chemiosmotic and transport functions of the cell.

Ionizing radiation Damage to DNA Development of enzymic mechanisms for repairing 
ionizing radiation–induced lesions in DNA.

Nisin Pore formation in cytoplasmic membrane, leakage of Synthesis of nisinase. Changes in the bacterial membrane
ATP from target cells. structure to decrease membrane fluidity.

Spores
Thermal treatment Depurination and depyrimidation of spore DNA; Resistance/dormancy mechanisms comprise low core 

enzyme attack on apurinic DNA after germination; water content by some osmotic and/or pressure-generating 
destruction of the activity of the enzyme(s) on the function of the cortex and “mineralization” and 
germination pathway. immobilization of ions in the core of the spore.



foods in many ways: (i) at various stages of the food dis-
tribution chain, in storage, in processing and/or in pack-
aging as a “back-up” measure in existing MP products
with short shelf-life, in order to diminish the risks and/or
increase their shelf-life (26); (ii) as an important tool for
improving quality of long shelf-life products without sac-
rificing their microbiological stability; or (iii) as a new
preservation procedure deliberately intended for obtaining
novel MP foods.

IV. GENERAL OVERVIEW OF 
MP TECHNIQUES

According to previous definitions, MP focuses on preser-
vation while keeping food quality attributes, following the
principle “as little as possible, but much as necessary” (8,
27). As said before, this concept involves a wide variety of
processes with a correspondingly large variety of prod-
ucts. Three major initiatives are currently being purposed
by the research community and the industry to make MPF
with improved quality (28, 29):

1. Optimization of traditional preservation meth-
ods to enhance sensorial, nutritional and micro-
biological quality of foods, yield and energy
efficiency.

2. Development of mild processes by novel com-
binations of traditional physical and chemical
preserving factors, each one applied at low
intensity, to obtain products with quality attrib-
utes reminiscent of the fresh or native state of a
given food but with longer shelf-life.

3. Development of new techniques to obtain novel
foods with fresh quality attributes by using
combinations of emerging preservation factors
or combinations of emerging factors with tradi-
tional ones, all of them applied at low doses.

These approaches to obtain foods products of higher
perceived quality face different limitations and possibili-
ties for the design, optimization and experimental assess-
ment as well as validation of process conditions. Table
118.2 lists selected examples for each approach.

A. IMPROVED TRADITIONAL TECHNOLOGIES

The first category refers to the many advances in invention
and improvements of equipment and techniques connected
to traditional methods of food preservation — canning,
aseptic packaging, dehydration, aw reduction, freezing,
distribution, storage, analytical devices, new packaging
materials, etc. over the past 30 years. Before that, the tra-
ditional food industry was, in general, technically unso-
phisticated compared to several other industries. These
above engineering advances, which have had broad

economic and quality product impact, have been also
accompanied by replacing empirical fashion for establish-
ing processing parameters and formulations with sound
knowledge and skills, many times taken over from differ-
ent science branches (i.e., biomaterial and colloid sci-
ences) and adopted to foods. Attention has been
particularly focused on research that aims at maximising
the product quality, since mechanisms of microbial inacti-
vation/inhibition under these improved techniques are in
general the same as under the conventional processes.

These significant developments were accompanied
by: 1) the application of statistical quality control to all
phases of food operations; 2) the growing safety regula-
tions and recommendations of governments and interna-
tional organisms (FDA, USDA, FAO, WHO, Codex
Alimentarius, etc.); 3) the adoption of automatic inspec-
tion devices and many computer-driven process con-
trollers; and 4) the advances in mathematical modelling 
of the phenomena. In the following, some of them are
commented.
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TABLE 118.2
Selected Existing and Novel MP Technologies
Enhanced Traditional Techniques
Aseptic packaging of thermally processed foods (tube in tube heat 

exchangers, etc.)
Semi-aseptic processes (high heat infusion, vacuum steam � vacuum 

cooling, etc.)
Ohmic heating
Radiofrequency heating
Microwave heating
Inductive electrical heating
Infrared heating
Microfiltration
Osmotic dehydration
Vacuum dehydration
Microwave and dielectric drying
Cryogenic freezing
Freezing in dynamic dispersion medium

New Mild Techniques Based on Novel Combinations of Traditional
Preserving Factors
Sous vide and cook-chilled processing
Modified/controlled atmosphere packaging (MAP/CAP)
Active packaging techniques
“Ready-to-eat foods”

New Techniques Based on Combinations of Emerging Preserving
Factors
Emerging Factors:
- High hydrostatic pressure
- Ionizing radiation
- High electric field pulses
- Ultraviolet light
- Light pulses
- Natural antimicrobials
- Ultrasound
- Biopreservation



Thermal processing affects the quality of foods sig-
nificantly (loss of vitamins and minerals, loss of fresh
appearance, flavour and texture, etc.). Quality optimiza-
tion greatly depends on the ability to process foods under
the high temperature–short time (HTST) concept, since
activation energies for inactivation of microorganisms are
higher (and hence the rate is more temperature-depend-
ent) than those for many undesirable quality changes.
These HTST processes are currently done for packaged
liquid foods and liquids with particles, but for large solid
products the food in contact with the hot surfaces will be
overheated during the time needed to heat the coldest spot
of the food. Suitable industrial systems to overcome this
problem are based on heating unpackaged foods followed
by aseptic packaging, or on the use of new heating 
technologies, such as the so called “volumetric electric
heating” (30).

Electric heating is done by applying electromagnetic
energy to increase food temperature. These methods directly
heat the whole volume of the food, without heating up
heat transfer surfaces and requiring less time to come up
to the desired temperature. According to the frequency of
the electromagnetic spectrum, we can distinguish three
types of processes:

– electric resistance/ohmic heating (50/60 Hz)
(application in the food industry: pasteurization
and sterilization of fruit juices, with or without
particulates; blanching of vegetables; cooking
of foods in catering sector and in preparing
low-acid-ready-to-eat meals);

– high frequency/radio frequency heating 
(10–60 MHz) (application in the food industry:
post-baking of biscuits and cereals; drying,
bulk defrosting of meat and fish);

– microwave heating (1–3 GHz) (application in
the food industry: baking bread, cakes and pas-
try; tempering of foods; drying, pasteurization
of pumpable foods).

In ohmic heating, the food itself acts as a conductor
between the ground and a charged electrode, or it can be
immersed in a conducting liquid. The resistivity of the
food will determine the current that will flow between the
ground and the electrode (voltages up to 5000 V) accord-
ing to Ohm’s law. Main advantages of ohmic heating are:
1) the food is heated by internal heat generation and so
does not exhibits large temperature gradients during
process; 2) particulates in liquid-particulate mixtures
achieve higher temperatures over liquids; 3) high energy
efficiency (�90%); and 4) reduced maintenance cost and
ease of process control.

Microwave and radio frequency heating generate heat
in the material by primarily two mechanisms: dielectric
and ionic (31). In dielectric heating, water molecules, due

to their dipolar characteristic, try to follow the electric
field associated with electromagnetic radiation, oscillating
at the very high frequencies and producing heat. In ionic
mechanism, the oscillatory migration of ions under the
influence of the oscillating electric field results in heating.
Microwave and radio frequency heating may be relatively
more uniform than conventional treatment but heating uni-
formity is hard to predict. The product may be turned on or
off instantly, and can be pasteurized after being packaged.

For all these electric processes, the thermal effect is
presumably the principal lethal mechanism and the most
heat-resistant pathogens of concern as well as their thermal
inactivation kinetics are already well known. The influ-
ence on chemical constituents is also the same than in
conventional heating methods. So, time-temperature his-
tory at the coldest location will determine the safety of the
process. But the application of electric heating in the food
industry is limited at present by a number of reasons: 1) for
ohmic heating, the lack of quantification of the heat gen-
eration rate and the electrical field distribution as affected
by the electrical heterogeneity of particles and the differ-
ent conductivity between solid and liquid phases; scarcity
of data about critical factors affecting heating, such as res-
idence time, loading levels, etc., and the difficulty in local-
ization of hot/cold spots (30); 2) for microwaves, the high
energy costs, the non-uniformity of heating and the inabil-
ity to ensure sterilization of the entire package (31); and
3) for radiofrequency heating, equipment and operating
costs are higher than for conventional or ohmic heating
techniques (30).

In the freezing area, the attention had been aimed at
maximising the product quality during storage. Frozen
foods are not stable and deteriorate at commercially sig-
nificant rates during frozen storage due to chemical and
physical changes. The improvement of quality had been
focused with an integrated approach:

– firstly, by selecting adequate processing condi-
tions, product characteristics and formulation for
conventional freezing processes;

– in second place; by considering new techniques;
– on the other hand, by application of the funda-

mentals of bio-materials sciences to the formula-
tion of frozen products with cryoprotectants and
other additives for improving their keeping qual-
ity. Important advances had been made in the
understanding of glass transition and of crystal-
lization/recrystalization phenomena in the frozen
matrix (32).

B. TECHNIQUES BASED ON NOVEL COMBINATIONS

OF TRADITIONAL PRESERVING FACTORS

An important sector of the MP foods market is formed 
by chilled foods, e.g., foods that rely either exclusively or
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primarily on cold storage for preservation. These foods may
contain entirely raw foods; low-risk raw and uncooked
ingredients (“prepared chilled” or “ready-to-eat-foods,”
typical shelf-life �10–14 days) such as salad or cheese
components; entirely cooked or baked ingredients (“cooked
ready-to-eat-foods,” typical shelf-life � two weeks) or they
can be in-pack pasteurized and stored for extended periods
(“ready-to-eat products for extended durability” or
REPFED, typical shelf-life �40 days) (28, 33, 34).

Major concerns over the microbiological safety of
chilled foods have been extensively detailed in the literature
(33–35). The principal situation that affects safety is
improper refrigeration (accidental due to mechanical fail-
ure or intentional to save energy costs) during manufacture,
distribution, retail sale and at home. Chilled foods are not
free from abuse. Refrigeration temperatures are not stan-
dardized. In the real world conditions, during distribution
and retail presentation and storage of perishable foods,
temperatures often cycle between low and high tempera-
tures (36). In addition, refrigerated foods can be stored by
the consumer for a longer time than intended because sen-
sory quality is still good. The main concern is that spoilage
bacteria are inhibited sufficiently to allow toxin forma-
tion, toxigenesis preceding organoleptic spoilage.

Although modified atmosphere packaging (MAP)
extends shelf-life and visual appearance of food, its use
continues to be questionable because of the possible growth
of anaerobic and psychrotrophic pathogens. Microbial
safety is affected in three ways: (i) the stimulatory effect
of CO2 on spore germination; (ii) the inhibition of the
spoilage microorganisms, which are indicators of incipient
spoilage; and (iii) the potential for temperature abuse (37).

Storage at chilled temperatures cannot prevent all path-
ogenic growth, but can inhibit the growth of some types of
microorganisms and decrease the growth rate of others
(Table 118.3). Therefore, the shelf-life of chilled foods

depends on a balance between the minimum temperature
for growth, the growth rate at chilled temperatures and the
storage time and temperatures. As temperature control is
one of the key issues with regard to chilled foods to control
the survival or growth of any microorganisms that remain
in the food or that enter food after processing, and there
are many opportunities for temperature abuse to occur,
authorities in different countries are increasingly sug-
gesting the use of others factors in combination with
refrigeration.

For instance, many possible additional hurdles have
been proposed for being used in combination with sous
vide process (i.e., cooking a food product inside a hermet-
ically sealed vacuum package, rapid chilling and chilled
storage of end product) (38). As these products usually
have a pH � 4, aw � 0.93 and contain no preservatives,
abuse temperatures can lead to germination and outgrowth
of spore-forming pathogenic (i.e., Clostridium botulinum)
as well as to repairing thermally injured cells. Thus, as soon
as the food is purchased by the consumer, it is outside of any
of the legislative requirements. The UK Advisory Com-
mittee on the Microbiological Safety of Food (1992) has
recommended, in addition to chill storage, the following
preservation factors to be used singly or in combination:
1) heat treatment at 90°C for 10 minutes or equivalent
process; 2) a pH � 5.0 throughout all components of
complex foods; 3) a minimum salt concentration of 3.5%
in the aqueous phase of all components; 4) an aw � 0.97
throughout all components of complex foods; and 5) a
combination of heat and preservative factors that have
been shown to prevent growth of and production of toxin
by psychrotrophic C. botulinum. Biopreservation, the use
of sodium lactate, a combination of a slight reduction in
aw and pH and irradiation have also been proposed by
many authors as promising potential “back up” hurdles
when temperature is out of control (38).
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TABLE 118.3
Pathogenic Microorganisms of Concern in Chilled Foods and their Minimum Growth 
Temperature, pH and aw (Adapted from Alzamora (38))
Critical Hazard Microorganisms T (°C) pH aw

Infectious pathogens Salmonella species 5.1 3.8–4.0 0.92–0.95
Listeria monocytogenes �0.1 4.4 0.90–0.92
Vibrio parahaemolyticus 5 4.8 0.94–0.96
Aeromonas hydrophila 0 4.0 0.94
Campylobacter jejuni and coli 25–30 5.3 0.985
Escherichia coli 4–7.1 4.4 0.935–0.95

Toxigenic pathogens Staphylococcus aureus 7.7 4.0 0.86
Toxigenic spore-forming Clostridium botulinum type E and non 3.3 5.0 0.96

pathogens proteolytic strains B & F
Bacillus cereus �4 4.4–4.9 0.90–0.93
Clostridium perfringens 5 5.5 0.93–0.95
Clostridium botulinum (proteolytic strains) 10–12 4.6 0.94



C. TECHNIQUES BASED ON COMBINATIONS WITH

EMERGING PRESERVING FACTORS

There is a wide range of modern preserving factors, devel-
oped in the last few years and decades, that cause physi-
cal inactivation of microorganisms at ambient or sublethal
temperatures (i.e., high hydrostatic pressure, pulsed electric

fields, ultrasound, pulsed light, ultraviolet light, etc.),
avoiding the deleterious effects that severe heating has on
flavour, texture and nutritional quality of foods. Table 118.4
lists some new physical food preservation techniques, the
mechanisms of action on the microorganisms and the fac-
tors of the technique itself that influence the efficacy of the
preservation. Some of these processes are still under
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TABLE 118.4
Main Emerging “Non-Thermal” Preserving Factors (27, 31, 39)

Potential Application/
Factor Mechanism of Inactivation Critical Factors Products on the Market

High Pressure Processing (HPP)
Subjecting liquid and solid foods, Membrane damage, protein Temperature, pressure magnitude, Jam, jellies, fruit juices,

with/without packaging, to 100–800 MPa, denaturation, leakage of rate of compression and oysters, guacamole, ham, fruit
below 0°C to 100°C, from seconds to cell contents decompression, and holding time yogurts, dairy-based fruit
about 20 min, instantaneously and at pressure, time to achieve smoothie, processed meat
uniformly throughout food, independent treatment pressure, composition, products, pressure-treated
of size, shape and food composition pH and aw of the food, product ready-to-eat rice, sauces (in

initial temperature; and critical use since 1990)
factors of other constraints in
combination

Pulsed Electric Field (PEF)
Pulses of high voltage (� 20–80 kV/cm) Electrical breakdown and Electric field intensity, pulse Only two industrial-scale PEF

to foods between two electrodes, in the electroporation of cell width, treatment time and systems recently available.
form of exponentially decaying, square membranes temperature, and pulse waveshapes, Fluid foods (fruit juices,
wave, bipolar or oscillatory pulses at pH, ionic compounds, conductivity liquid, eggs, milk, sauces,
ambient, sub-ambient or slightly above and medium ionic strength, and beverages)
ambient temperature, for less than critical factors of other constraints
15 seconds in combination

Ultraviolet Light
Radiation from the ultraviolet region of DNA mutations induced Transmissivity of the material, Pasteurization of apple and

the electromagnetic spectrum (UVC by UV light absorption homogeneity of the flow pattern clear juices. Surface and air
200–280 nm), at least 400 J/m2 and the radiation field, UV decontamination

wavelength, thickness of the 
radiation path through the food 
(geometric configuration of the 
system); product composition,
solids content, and starches

Pulse Light
Few flashes applied in a fraction of a Chemical modifications Light characteristics (wavelength, Sterilization or reduction of 

second of intense pulses of broad and cleavage of the DNA intensity, duration and number microbial load on surfaces
spectrum “white light” (ultraviolet to and destruction of cellular of pulses); packaging and type, and transparent products
the near infrared region) components by the high transparency and color of food

peak power and the broad- are considered to be critical
spectrum of the flash process parameters

Ultrasound
Energy generated by sound waves of Disruption of cellular Power and amplitude of ultrasonic No commercial food

20 kHz or more structure and functional waves, exposure time, volume and products. Limited to
components and cell lysis composition of the food to be product modification and
attributed to cavitation processed, temperature of process efficiency 

treatment and the critical factors improvements (enhancement
of procedures used in combination of mass and heat transfer,

degassing of liquids,
cleaning of surfaces)



development but have commercial potential. Others have
completed development and are waiting to be licensed or
transferred to industry. Others are commercially applied.

The usefulness of many of these techniques is limited
due to the following aspects. Most of these emerging fac-
tors are effective in inactivating vegetative cells of most
microorganisms but spores are far more tolerant, and very
high treatment intensities are required to achieve spore
destruction in low acid foods. These big doses may sig-
nificantly affect the sensory and/or functional properties of
foods. So, these alternative factors for inactivating micro-
organisms are analogous to thermal pasteurization and their
potential use for the sterilization of low acid foods is not
yet possible.

The scheduled process for traditional thermal processes
is based on the knowledge of the thermal inactivation kinet-
ics of the most heat-resistant pathogen of concern for each
specific product and of the heat transfer rate. The validity of
the established process is often confirmed using an inocu-
lated test pack study (under actual plant conditions) (31). As
the mechanism of microbial inactivation for electric heating
is basically the same as under conventional thermal treat-
ment, the indicator microorganisms to validate the processes
are the same used for conventional heating. But alternative
non-thermal techniques involve different mechanism for
microbial destruction and the organisms of concern are not
the same, and neither are the inactivation kinetics that follow
the exponential relationship that is usually the basis of the
thermal process design. The most resistant pathogens and
the corresponding surrogate organisms for alternative
preservation processes are yet to be clearly defined.
Moreover, limited information is available about the mech-
anisms of inactivation of microorganisms by alternative fac-
tors and survivor plots commonly exhibit a shoulder and/or
a tail (44). A highly resistant subpopulation remains usually
viable over a long period of treatment time, causing a sub-
stantial decrease in the efficacy of the processes.

Antimicrobial systems naturally present in plants
(e.g., phenolics, essential oils, phytoalexins), animals
(e.g., lisozyme, lactoperoxidase system, lactoferrin, chi-
tosan), or microorganisms (e.g., nisin, pediocin and other
bacteriocins, pimaricin and others antibiotics) have poten-
tial, in the context of “natural preservatives,” to replace or
reduce reliance on synthetic food preservatives (28, 40,
41). Because of interactions with food components (pro-
teins, lipids, aldehydes and many macromolecules), natu-
ral antimicrobial concentrations required for microbial
inhibition in real foods are considerable higher than in
laboratory media and frequently above tolerable thresh-
olds, limiting their industrial application (42).

However, a multifactorial preserving approach can
minimize sensory changes in foods with natural antimicro-
bials, or enhance inactivation of highly resistant microbial
subpopulations by alternative non-thermal factors, so that
lower factor intensities can be used (42). Combining

emerging factors with conventional preserving ones or with
other novel techniques has been explored in the last years
with promising results (42–45). Some successful additive
or synergistic combinations are the following:

● High hydrostatic pressure and lowered pH: this
combination prevents microbial growth and the
germination of spores that can survive HHP
treatment at acidic pH.

● High hydrostatic pressure and antimicrobial
agents: sublethal injured cells by HHP become
more susceptible to antimicrobials.

● Pulsed electric fields and heat: high tempera-
tures increase the fluidity and the thickness of
membranes, increasing the lethality of PEF
treatment.

● Pulsed electric fields and antimicrobials:
antimicrobials that act on the cell membrane
may increase the susceptibility of membranes
to dielectric breakdown and/or PEF may facili-
tate the access of antimicrobials that cross the
membrane and acts in the cytoplasm.

● Ultrasound and natural antimicrobials (i.e., cin-
namon): the lipophilic antimicrobial could
accumulate in the lipid bilayer of the mem-
brane, sensitizing this structure to the action of
ultrasonic waves.

V. STRATEGIES TOWARDS MICROBIAL
SAFETY OF MINIMALLY PROCESSED
FOODS

The primary concern of the approach to the management
of food from raw material to a consumed item is safety.
Many MPF are good media for growth of microorganisms
and represent a potential health risk. Because of the reduced
microbiological safety margins, work is now being focused
not only on the application of strict hygiene and good
manufacturing practices, and implementation of hazard
analysis and critical control points principles, but also on
the design of the preservation system with additional hur-
dles so that an imperfect processing and/or packaging,
distribution and storage can still guarantee safe products.

An analysis of the voluminous literature on the sub-
ject serves to highlight various important points to take
into account to design effective MP techniques.

A. FORMULATION OF THE COMBINED MP
PRESERVATION SYSTEM

– Most work has been focused on studying the
response to the stress factors of key microorgan-
isms in laboratory media and in model system,
and few studies have been undertaken using
actual foods. Moreover, when actual foods were
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assayed, in most cases the native flora had been
previously inactivated. The ecology of pathogens
and non pathogens in foods is very complex and
their interactions are difficult to predict.

– In many cases, intensity of the hurdles is detri-
mental to the food quality (e.g., flavour) and
should be lowered, keeping in mind that hurdles
levels must not only consider safety, but also
desired total quality.

– The success of the hurdle technology used to
design and/or to increase the safety of MP foods
can be compromised in many ways. Two phe-
nomena that appear to be significantly affecting
the efficiency of the combined approach are next
addressed.

1. Adaptation of Microorganisms to
Sublethal Stresses

Spore-forming and non-spore-forming microorganisms
sometimes react or adapt to mild stress factors by develop-
ing some mechanisms to repair the damages and to become
even more resistant, surviving more severe homologous or
heterologous stresses (46). Much of the research on the
so-called “global stress response” has only been focused on
the heat stress response and on acid adaptation, with the
physiological bases involved not yet being fully under-
stood. For example, bacteria that have been exposed to
mildly acidic conditions acquire the ability to survive not
only normally lethal pH values but also other stresses that
microorganisms may meet in foods (47).

After adaptation to mild stresses, cells behave dif-
ferently from unadapted ones and can grow at values out-
side the traditionally known ranges of temperature, water
activity and pH determined under nearly optimal condi-
tions (47). Therefore, microbiological challenge testing to
assess the risk of food poisoning or to establish MP prod-
uct stability needs careful design, and stressed known or
potential pathogens would be also selected to validate the
process.

Another point to be considered is that in certain
instances, subinhibitory levels of additives, preservatives or
chemicals may stimulate mold growth and/or toxin accu-
mulation (28). The use of additives or preservatives at subin-
hibitory levels can not only stimulate toxin production but
also eliminate other indigenous microflora that might be
competitive with the growth of the mold favouring mold
growth and toxin production (28).

2. Interactions between Stress Factors 
and Food Matrix

The intensity of the hurdles may change along product
storage. Alternatively, the initial intensity of the hurdle
may be less than the level applied. It is well known 

that sorbates, commonly used as preservatives in many
food products, can be destroyed through an autoxida-
tion mechanism, its destruction affecting food product
safety (28).

Many natural antimicrobials (e.g., bacteriocins, some
phenolics and essential oils) are less effective inhibitors in
food matrix than in vitro (41). For instance, vanillin activ-
ity against L. monocytogenes in fluid milk decreases with
increasing fat concentration. The preservatives probably
bind to the fat, which thereby reduces their availability to
inhibit microorganisms. The presence of di- and trivalent
ions (such as Mg2�, Ca2�) has been reported to reduce the
efficiency of nisin against Gram-positive bacteria due to
inhibition of electrostatic interactions between positive
charges on the bacteriocins and the negatively charged
headgroups of the phospholipid molecules of the cyto-
plasmic membrane (21).

These and other phenomena that can reduce the inten-
sity of the barriers are summarized as follows: binding to
food components such as proteins and fats; chemical
degradation; inactivation and/or biological destabilization
by other ingredients or components; pH and temperature
effects on hurdles stability and activity; physical losses by
mass transport from the food to the environment; poor sol-
ubility and uneven distribution in the food (21, 48).

The interaction of antimicrobial factors can be addi-
tive, synergistic or antagonistic. It is not easy to anticipate
the type of the interaction resulting of the combination of
many factors. Moreover, the characteristics of the interac-
tion can change along storage time or with minimal alter-
ations in the food formulation (42).

Based on the facts cited above, much remains to be
done regarding the contribution of the hurdles approach to
minimal food preservation. In addition, Gould et al. (49,
50) pointed out that, although much progress on the phys-
iology of the most important target microorganisms rele-
vant to factors affecting growth and survival has been
made, this has not yet been sufficiently exploited in the
control of food poisoning microflora in a practical way of
commercial interest.

B. DESIGN OF MINIMALLY PROCESSED FOODS

AND PREDICTIVE MICROBIOLOGY

Until recently, combined factors techniques were designed
through observations of cardinal parameters for growth or
decay as well as trial and error. In the last 20 years, a num-
ber of models to mathematically describe the growth or
inactivation/decline of microorganisms under specific envi-
ronmental conditions have been developed. Within this
frame of risks, hazards and consumer trends, predictive
microbiology emerges as a powerful tool to quickly explore
the microbiological impact of varying conditions within
MPF formulation, processing and/or distribution and retail
conditions.
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Information provided by the models can be used
advantageously in the design of combined technologies
for obtaining MPF in many ways (51):

– Although most of these MPF are preserved by
more than one hurdle, there is a lack of quantita-
tive data available to allow predicting the ade-
quate and necessary levels of each hurdle. Thus,
if we can predict with accuracy the growth kinet-
ics (lag phase duration, growth rate), or the inter-
face between microbial growth and no growth, or
the decay kinetics for an identified target
microorganism under several combinations of
factors, the selection of such factors can be made
on sound basis, and the selected hurdles can be
kept at their minimum doses.

– Modelling has application in products where the
perceived “naturalness” prevents the use of large
intensities of chemical preservation and/or
solutes and/or acids or/and heating or/and other
non-thermal factors. Sensory selection of hurdles
and their levels may be done between several
“safe” equivalent combinations of interactive
effects determined by the models.

– While much relevant information is available in
the scientific literature concerning factors/inter-
action of factors that influence microbial activi-
ties in foods, it is seldom usable in formulating
combined techniques. Many times, information
involves only data from traditional challenge
testing in particular food conditions, microbial
presence or absence tests, or growth or no growth
determination. These isolated results do not allow
us to compare quantitatively what happens in a
food system when the levels of the independent
preservation variables are changed. Neither can
the sensitivity of the key microorganisms to the
different factors be inferred.

– Rather than inactivating the microorganisms,
many MP techniques inhibit their growth
through the manipulation of various growth-
controlling factors. Thus, microbiological safety
and stability margins are being reduced, and
improved control in manufacture and distribution
are required to ensure the recommended shelf
lives. Temperature abuse, emergent pathogens,
induced tolerance of microorganisms to stress
factors and food matrix-stress factor interactions
have caused concern about the safety of some of
these nonsterile products. In this type of product,
end-product testing is useless, and mathematical
modelling can help developing qualitative and
quantitative information to describe microbial
behaviour, allowing a better control and predic-
tion of the shelf-life.

VI. STRATEGIES TOWARDS SENSORY
QUALITY OPTIMIZATION OF 
MINIMALLY PROCESSED FOODS

The concept of hurdle technology has been usually used
to improve the microbial stability and safety of foods but
the preservation of other food attributes is of additional
concern. The combined technology concept refers not only
to microbiological stability, but also to total quality of
foods, comprising the application of preservation factors
to inhibit or delay physicochemical and biochemical reac-
tion deleterious to colour, texture, flavour and nutritive
value of foods (22). Somehow, the application of com-
bined processes for the enhancement of sensory or nutri-
tional properties is not still sufficiently studied (51, 52).

Next, some examples of the application of combined
techniques for enhancing quality retention are addressed.

A key quality problem in minimally processed vegeta-
bles and fruits, such as peeled and sliced apple and potato,
is enzymatic browning by polyphenol oxidase (PPO). The
prevention of browning reactions in this kind of product
has been traditionally studied, but the effect of browning
inhibitors on the sensory quality has not been examined.
Sensory attributes such as appearance, flavour, odour and
texture are also important factors affecting consumer accept-
ability and must be taken into account when a browning
prevention method is selected (53). Enzymatic browning
requires four different components: oxygen, an enzyme,
copper and a substrate. At least one component must be
removed from the system to inhibit browning (52). Histo-
rically, enzymatic browning has been controlled by heat
inactivation of the enzyme or by the application of sul-
phites. In addition to the adverse health effects on asthmat-
ics, sulphites may produce tissue softening and off-flavours.
Some potential alternatives to sulphites include: 1) ascor-
bic acid (AA), that reduces quinones back to phenolic
compounds before they can undergo further reaction to
form pigments, chelates copper and acts as a competitive
inhibitor of PPO; 2) citric acid (CA), which acts as chelat-
ing agent and acidulant; 3) 4-hexilresorcinol (HR), that
interacts with PPO, avoiding its participation in the
browning reaction; 4) EDTA, that acts as complexing
agent; 5) sulphydril-containing amino acids like cisteine,
which prevent brown pigment formation by reacting with
quinine intermediates; and 6) MAP, which reduces the
oxygen concentration in the atmosphere surrounding a
product (52). Hurdle approaches for inhibiting browning
can be formulated by using some of these alternatives in
combination. For instance, AA or AA derivatives, like AA-
2-phosphate and AA-2-triphosphate, have been used in
combination with CA, Ca2Cl, phosphoric acid and sodium
acid pyrophosphate (SAPP) in potatoes (54, 55); with HR
in apples (56) and with CA in potatoes (57). Digestion
with hot ascorbic acid/citric acid solutions also improved
the shelf-life of pre-peeled potatoes (55). However, high 



concentrations of ascorbic acid (0.75%) may impose an
unpleasant taste on fruits (58). Apple pieces treated with
0.01% HR, 0.5 & AA and 0.2% Ca2Cl and packed under
partial vacuum could be stored at 0.5% for 50 days with
acceptable colour (58). A natural combined system is
pineapple juice, which has been found to be an effective
browning inhibitor in fresh as well as in dried apples (59).
Pineapple juice compounds which may have potential as
PPO inhibitors include organic acids, proteins, amino
acids, certain metals and sulfhydryl compounds. Dipping
potatoes into solutions of L-cisteine and CA followed by
packing and flushing with N2 also allowed to obtain an
extended shelf-life (60).

Texture is another quality determinant in fruits and
vegetables. Calcium has widely been reported to play an
important role in preserving structural integrity and
mechanical strength of cell walls (61, 62). Depending on
the impregnation method and on the pretreatment (blanch-
ing), it has been successfully used as a texture enhancer
when added in infusion solutions as calcium lactate in
minimally processed kiwi, strawberry and melon (63).
However, applied as calcium chloride during osmotic
adjustment of aw and pH in apple preserved in a similar
way, it was not able to prevent softening, probably due to
the high calcium concentration employed and solubiliza-
tion of pectin substances (64). Calcium (as 1% CaCl2) and
ascorbic acid dips have also been employed as firming
agents to extend postharvest shelf life in sliced pears and
strawberry stored in controlled atmosphere (65). The
combined effects of heat treatment (20, 40, 60°C) and cal-
cium dips (2–5% CaCl2) on the firmness of fresh-cut can-
taloupe melons was studied by Luna-Guzmán et al. (66).
A dip in 2.5% CaCl2 solution at 60°C for 1 min not only
resulted in a great improvement in firmness but the fruit
seemed to hold firmness over 10 days of storage samples
(Figure 118.1). This effect in calcium and heat treated
melon was attributed to PE activation, allowing more cal-
cium complexing following PE-activated and middle
lamella, and/or to a membrane or turgor pressure effect.

The impact of processing and the vegetable stress reac-
tions that often take place during storage may be minimized
by refrigeration and suitable modified atmosphere packag-
ing. MAP fresh produce requires that a narrow range of
concentrations be maintained in a package, typically 2–5%
O2, 2–5% CO2 and the rest nitrogen (67). This is achieved
by means of a dynamic interaction between the respiring
produce, the gas permeability of the packaging film and
environmental conditions such as storage temperature.
High O2 MAP treatment has been found to be particularly
effective at inhibiting enzymatic browning, preventing
anaerobic fermentation reactions and inhibiting aerobic and
anaerobic microbial growth. It is hypothesized that high O2

levels may cause substrate inhibition of PPO or alterna-
tively high levels of colourless quinones subsequently
formed may cause feedback production of PPO (53). When

the packaging material is not sufficiently permeable and the
produce has high respiration, microholes of defined sizes
and a defined quantity can be made in the material in order
to avoid anaerobiosis (68). Barry-Ryan et al. (69) showed
by using different films and storage temperatures (3 and
8°C) that deterioration in shredded carrots (slime produc-
tion, loss of firmness and the development of off-odours)
occurred more rapidly with the depletion of O2 than by the
rise in CO2 and that a film with similar permeability to O2

and CO2 was the most suitable for the storage. Packaged
perforation significantly improved, for example, the shelf-
life of grated carrots (52), but it was not needed in shredded
Iceberg lettuce dipped in betaine solutions (70). According
to Gil et al. (71), the colour preservation (anthocyanin con-
tent) of pomegranate seeds was similar after storage at 1°C
in perforated polypropylene (air atmosphere) or in unperfo-
rated polypropylene (MAP). The potential benefits of con-
trolled atmospheres and heat treatment to maintain high
quality and to extend shelf-life of green onions were
reported by Hong et al. (72). Atmospheres of 0.1–0.2% O2

or 0.1–0.2% O2 containing 7.5–9% CO2 were the condi-
tions that best maintained the visual appearance in both
intact and cut onions, and in combination with a pre-stor-
age treatment (55°C for 2 min), provided a shelf-life of
more than 2 weeks at 5°C. This combination of factors did
not reduce the soluble sugar and thiosulfinate concentration
of produce. A controlled atmosphere (air � 15% CO2) at
5°C greatly reduced development of macroscopic decay,
translucency and off-odours in pieces of honeydew melons
(73). Controlled atmospheres reduced colour changes, but
not firmness loss; soluble solids concentration was main-
tained during storage in air or controlled atmospheres.
Edible coatings are an alternative packaging method for
extending the post-harvest storage of minimally processed
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fruit and vegetables, because they have the potential to
reduce moisture loss, restrict oxygen entrance, lower respi-
ration, retard ethylene production, seal in flavour volatiles
and carry additives (such as antioxidants) that retard dis-
coloration and microbial growth (52).

The control of nutritive value (i.e., vitamin, sugar,
amino acid, fat and fibre content) of minimally processed
produce is an area that needs more research. The steps
often involved during processing and storage conditions
usually have an effect on nutrients and these changes must
be taken into account. Important components of vegeta-
bles include vitamins, particularly those which act as

antioxidants, such as ascorbic acid and �-carotene. Loss
of these nutrients is one of the main limiting factors of
nutritional quality (15). Recently, the importance of changes
of the total antioxidant activity as an indicator of overall
quality of any processed product has also been high-
lighted (74, 75). Barry-Ryan and O’Beirne (76) analyzed
the effects of slicing method, packaging atmosphere and
storage temperature on ascorbic acid retention and quality
of shredded lettuce. Modified atmosphere packaging,
nitrogen flushing, manual tearing or slicing and low tem-
peratures were effective postharvest storage treatments for
conserving ascorbic acid and visual quality. Kaur and
Kapoor (75) studied the effect of different dip treatments
and storage period on the antioxidant activity and ascorbic
acid and carotenoids contents of Indian cabbage. Incorpo-
ration of ascorbic and citric acids in dip water improved the
overall appearance and retained the maximum antioxidant
activity, ascorbic acid and total carotenoids (Figure 118.2).

Emerging non-thermal factors, such as ultrasound,
electric pulses, light pulses and high pressure are promis-
ing procedures, from the point of view of both shelf-life
and product modification. The impact of cell membrane
permeabilizing features of non-thermal processes to intro-
duce modifications in plant foods, such as the retention
and availability of nutritionally relevant metabolites from
plant materials, as well as the improvement of mass trans-
fer of functional ingredients during drying processes, was
highlighted by Rastogi et al. (77) and Knorr (78). Pulse
electric fields have been applied successfully prior to
osmotic dehydration to enhance mass transfer of water and
sugar in carrots (79), and pineapple (80). Ade-Omowaye
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et al. (81) evaluated the influence of high intensity electric
pulses field at varying field strengths (E � 0.5–2.5 kV/cm),
osmotic agent (sucrose or sodium chloride) and moderate
thermal treatment (25–55°C) on selected quality parameters
(vitamin C and carotenoids) of bell peppers. Increasing
temperature resulted in water loss from 32% to 48% and
increasing field strength resulted in water loss from 36%
to 50% of initial moisture content. But combination of
high intensity electric pulses (2.5 kV/cm) with subsequent
osmotic dehydration at 35°C gave products higher in 
vitamin C and carotenoids than osmotic treatment alone at
55°C, suggesting high intensity electric pulses as an alter-
native to thermal processing to improve mass transfer
(Figure 118.3). A combination of high pressure treatment,
in conjunction with subsequent freezing prior to fluidized
bed drying of green beans, carrots and potatoes appeared
to improve mass transfer and enhance product quality

regarding to texture and colour of rehydrated product
(Figure 118.4) (82). Simal et al. (83) also reported the
applicability of sonication to increase water loss and
solute gain during osmotic dehydration of apple cubes.

VII. FINAL REMARKS

Minimally processed foods are becoming an important
component of the food supply. The older methods of food
preservation continue to be used extensively and techno-
logical advances to enhance their efficiency and effective-
ness are being developed at a high rate. The adoption of
newer techniques for industrial application, in spite of the
enormous advancement in technological and fundamental
knowledge made in the last decade, is slow. More research
is needed. Most minimal processing technologies need to
be considered as combined techniques. So, it is imperative
that reactions that are responsible of microbial, sensory,
nutritional, physical and chemical quality be understood
and quantified as a function of the hurdles involved in the
combined preservation system. In addition, food safety
and quality aspects have to be integrated along the entire
food chain, from “farm to table.” The production of MPF
should include: scrutinizing materials entering the food
chain; inhibiting microbial, biochemical and physico-
chemical deleterious reactions (i.e., refrigerated storage
and distribution); and decreasing or eliminating the
microbial load by processing and preventing post-pro-
cessing contamination as well as decreasing quality
changes. That is, the safety and quality of food should be
based on controlling all steps in the food production
process.
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A. NOMENCLATURE

A � Area, m2

AF � Area of film, m2

AH � Total area of holes, m2

DCO2
� Diffusivity of CO2 in air, m2.sec�1

DO2
� Diffusivity of O2 in air, m2.sec�1

DP � Diameter of perforation, m
e � Thickness of film, m

ECO2
� Activation energy of permeability for CO2,

kJ.mol�1

EO2
� Activation energy of permeability for O2,

kJ.mol�1

HT � Height of package, m
IF � Intercept of film line, atm
IN � Intercept of a line perpendicular to film line, atm
LP � Length of perforation, m
LT � Length of package, m



M � Weight of commodity, kg
mM � Molar mass
NH � Number of holes
Nap � Number of perforations
P*CO2

� Permeability pre-exponential factor for CO2,
ml.mil.m�2.hr�1.atm�1

P*O2
� Permeability pre-exponential factor for O2,

ml.mil.m�2.hr�1.atm�1

PCO2
� Permeability for CO2, ml.mil.m�2.day�1.atm�1

PO2
� Permeability for O2, ml.mil.m�2.day�1.atm�1

PT � Total pressure, Pa
RCO2

� Rate of CO2 production rate, ml.kg�1.h�1

RO2
� Rate of O2 consumption rate, ml.kg�1.h�1

RA
CO2

� Rate of CO2 production at the yO2

min and ymin
CO2

,
ml.kg�1.h�1

RA
O2

� Rate of O2 consumption at the yO2

min and ymin
CO2

,
ml.kg�1.h�1

RB
CO2

� Rate of CO2 production at the yO2

max and ymax
CO2

,
ml.kg�1.h�1

RB
O2

� Rate of O2 consumption at the yO2

max and ymax
CO2

,
ml.kg�1.h�1

Rbest
CO2

� Rate of CO2 production at the intersection
point, ml.kg�1.h�1

Rbest
O2

� Rate of O2 consumption at the intersection
point, ml.kg�1.h�1

Rmean
CO2

� Rate of CO2 production at average of optimum
window, ml.kg�1.h�1

Rmean
O2

� Rate of O2 consumption at average of opti-
mum window, ml.kg�1.h�1

R � Gas constant (0.008314 kJ.mol�1.K�1)
RH � Radius of hole, m
RQA � Respiratory quotient at the ymin

O2
and ymin

CO2

RQB � Respiratory quotient at the ymax
O2

and ymax
CO2

RQmean � Respiratory quotient at average of optimum
window

SF � Slope of film line
SN � Slope of a line perpendicular to film line
T � Storage temperature, °C
tO2

� Equilibrium time, sec
teq
CO2

� Equilibrium time for CO2, sec
teq
O2

� Equilibrium time for O2, sec
yCO2

� CO2 concentration, atm
yO2

� O2 concentration, atm
ybest

CO2
� CO2 concentration at the intersection point, atm

ybest
O2

� O2 concentration at the intersection point, atm
yeq

CO2
� Equilibrium CO2 concentration, atm

yeq
O2

� Equilibrium O2 concentration, atm
ye

CO2
� External CO2 concentration, atm

ye
O2

� External O2 concentration, atm
yi

CO2
� Initial CO2 concentration, atm

yi
O2

� Initial O2 concentration, atm
ymin

CO2
� Minimum CO2 of optimum window, atm

ymin
O2

� Minimum O2 of optimum window, atm
ymax

CO2
� Maximum CO2 of optimum window, atm

ymin
O2

� Maximum O2 of optimum window, atm

ymean
CO2

� Average of optimum CO2 range, atm
ymean

O2
� Average of optimum O2 range, atm

Vf � Free volume of package, m3

Vt � Total volume of package, m3

WB � Bottom width of package, m
WT � Top width of package, m
β � Permeability coefficient, fraction
βmax � Maximum β value, fraction
βmean � Average β value, fraction
βmin � Minimum β value, fraction
ε � Porosity of perforation, fraction
ρ � Density of produce, kg.m�3

� � Tortuosity factor of perforation, fraction

B. SYMBOLS

C2H4 � Ethylene
CA � Controlled atmosphere
CO2 � Carbon Dioxide
EMA � Equilibrium Modified Atmosphere
MA � Modified Atmosphere
MAP � Modified Atmosphere Packaging
O2 � Oxygen
RQ � Respiratory Quotient
a � constant
b � constant
c � constant

I. INTRODUCTION

There has been an increasing interest in using polymeric
films for packaging of fresh and fresh-cut horticultural
commodities to provide several benefits such as protec-
tion against physical injuries, improved sanitation, control
of light conditions, and more importantly modification of
atmospheric composition. There is a wealth of published
information on Modified Atmosphere Packaging (MAP),
yet no systematic theoretical study has been conducted to
establish which commercially available plastic films
would be most suitable for MAP of a particular produce.
Such analysis could provide an initial screening of poly-
meric films, point out potential limitations, and help min-
imise the number of experimental trials.

The objective of MAP design is to define conditions
that will create the atmosphere best suited for the
extended storage of a given produce and to minimise the
period of time to achieve this atmosphere. A MAP system
not properly designed may be ineffective or even shorten
the storage life of a product. If the desired atmosphere is
not established rapidly, the package has no benefit. For
example, high perishable products may deteriorate before
the recommended atmosphere is attained. If O2 and/or
CO2 levels are not within the recommended ranges of O2

and CO2 concentrations the product may experience 
serious alterations and its storage life is shortened. It may
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even induce anaerobiosis, with the possible growth of
pathogens and concomitant effects on product safety.

The success of MAP depends largely on the selected
package material and thickness, as well as on the package
surface area and the free volume inside the package. These
depend on the respiration rate of the product, weight to be
packed and temperature of the distribution chain. Design
criteria for modified atmosphere packaging of respiring
products have been widely reported in literature. Yet, their
industrial application is limited, owing to the numerical
complexity of the design equations, the lack of relevant data
and the non-availability of user-friendly simulator tools.

Simulation of a MAP system is the most appropriate
method to allow a correct MAP design and consequently
obtain a successful commercial product. The “pack and
pray” procedure may have economic and safety hazard
consequences and the “trial and error” approach is an
extremely time consuming procedure. The Department of
Process Engineering, University College, Cork, Ireland
has developed user-friendly software, called PACKinMAP,
for designing MAP for fresh produce. PACKinMAP can
be used as a tool to ensure the proper equilibrium modi-
fied atmosphere for each packaged fresh whole/fresh cut
product. To reach this optimal atmosphere inside the
package, PACKinMAP simulates O2 and CO2 concentra-
tions for different combinations of films, area, and weight,
avoiding time-consuming experiments to determine the
best film to be used in packaging each type of product.
The resulting PACKinMAP solution takes into account
factors such as respiration rate, temperature, packaging
film and its area, produce weight, package geometry and
its volume.

II. DESIGN METHODOLOGY

Figure 119.1 schematically shows respiring produce
stored in a package comprised of a plastic film. The sim-
plest concept is to let the plastic film serve as the regula-
tor of O2 flow into the package and the flow of CO2 out.
Assuming that there is no gas stratification inside the pack-
age and that the total pressure is constant, the differential

equations of mass balance for O2 and CO2 in MAP con-
taining a respiring product are (balance with N2):

Vf � � � A � (ye
O2

� yO2
)

� RO2
� M (119.1)

Vf � � � A � (ye
CO2

� yCO2
) 

� RCO2
� M (119.2)

Equations 119.1 and 119.2 are first-order linear differential
equations, which are useful for describing the unsteady state
behaviour of MAP system during the process of passive
modification. When the accumulated term is zero, Equations
119.1 and 119.2 are reduced to the steady state as:

ye
O2

� yO2
�

(119.3)

ye
CO2

� yCO2
� (119.4)

The above equations describe the dynamic equilibrium
behaviour of the MAP system, when the CO2 evolution
rate equals the efflux rate of CO2 through the package and
the O2 consumption rate equals the influx rate of O2 through
the package. In most commercial package situations,
steady state or dynamic equilibrium is approached within
two days. For long storage of the product, the dynamic equi-
librium behaviour is more important than the unsteady
state behaviour. To use Equations 119.3 and 119.4 as design
equations, it is necessary to keep track of how many inde-
pendent or design variables are available. As per Table
119.1 there are a total of 11 variables: RO2

, RCO2
and M are

associated with the product; PO2
, PCO2

, e and A are associ-
ated with the package; ye

O2
, yO2

, ye
CO2

and yCO2
are associated

with the environment. Once the product and the tempera-
ture are selected, six out of the 11 variables are already
decided: RO2

and RCO2
from the respiration rate model as

reported in the literature; yO2
and yCO2

are assumed to be
the optimum O2 and CO2 concentrations and ye

O2
and ye

CO2

are constant, i.e., 0.21 atm and 0.0003 atm, respectively.
With six variables fixed and two equations to satisfy, there
are only (11�6�2) � 3 design variables. That is, only

RCO2
� e � M

��
PCO2

� A

RO2
� e � M

��
PO2

� A

PCO2�
e

d(yCO2
)

�
dt

PO2�
e

d(yO2
)

�
dt
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TABLE 119.1
Variables Used in MAP Design
Input variables Surrounding-related ye

O2
, ye

CO2

Package-related A, e
Commodity-related M

Calculated variables Package-related PO2
, PCO2

Commodity-related RO2
, RCO2

Response variables System-related yO2
, yCO2

ye
O2 yO2

RO2

yCO2

RCO2
ye

CO2

FIGURE 119.1 Gas exchange mechanism in MA package
containing fresh produce.



three out of the remaining five variables (M, e, A, PO2
and

PCO2
) can be specified arbitrarily. Combining Equations

119.3 and 119.4 we get:

� � (119.5)

Where, RQ is the respiratory quotient and β is the perme-
ability ratio, defined as RCO2

/RO2
and PCO2

/PO2
, respectively.

III. COMMODITY RELATED ASPECTS

For any packaging design, the product characteristics such
as its weight, respiration rate, density and the optimum con-
ditions for the best shelf life are needed for the mathematical
calculations. Such data is widely available in literature.
For the present software a database is prepared which
includes all these parameters. This database is flexible as
users can change it as per their requirements.

A. RESPIRATION RATE

Control of respiration is an important effect of atmosphere
modification on post harvest life of fruits and vegetables (1).
High respiration rates are associated with rapid deterioration
of the product. Design of a MAP system that will prolong
the storage or shelf life of fresh product requires the mathe-
matical equation for predicting the respiration rate at the var-
ious influencing factors. Thus, the respiration rate model is
central to the design of MAP for fresh fruits and vegetables.

B. MATHEMATICAL MODELLING OF

RESPIRATION RATE

There are a number of limitations to the development of
predictive models. Potentially large experimental errors and
time consuming experiments for the determination of res-
piration rates for MAP design as well as the complex nature
of the process are limitations to the development of predic-
tive models. Thus, a constant respiration rate is sometimes
considered in MAP modelling reported in the literature (2).
However, this approach can only be accepted as a simpli-
fied model, as, in fact, MAP relies on the ability to control
the respiration rate by changing the atmospheric composi-
tion. Hence, the design should take into consideration not
only steady-state conditions, but also the dynamic process,
because if the product is exposed for a long time to unsuit-
able gas composition before reaching the adequate atmos-
phere, the package may have no benefit. Moreover, the
success of MAP greatly depends on the accuracy of the pre-
dictive respiration rate models. Table 119.2 presents the
factors for conversion of the different units used in the pub-
lished works to the International System (SI) of units.

The fruits and vegetables listed in Table 119.3 have
been selected based on the availability of respiration rate

models in the published literature. These models are func-
tion of O2, CO2, temperature and time or combinations
thereof. All the models were modified to yield uniform
units of respiration rate, i.e., m3.kg�1.s�1. The respiration
rate of each selected fruit and vegetable is calculated at
5°C with air and is shown in Table 119.3.

C. COMMODITIES AND THEIR OPTIMUM

CONDITIONS

The best atmosphere to extend product shelf life varies
from product to product and depends on temperature.
Recommended concentrations also depend on the quality
parameter under evaluation. Criteria include lowering of
C2H4 production or action, lowering of the number and
extent of physiological disorders, retention of quality and
better colour, flavour or texture. Normally the most
important one is selected, that is, the one that limits shelf
life. Usually, the recommendations for CA storage are
also applied to MA. However, optimum MA concentra-
tions may be more severe (lower O2 and higher CO2 con-
centrations) than long CA conditions because the product
is submitted to the atmosphere over a much shorter period
of time.

The first commercial recommendations for the CA
storage of apples were formulated over 80 years ago by
Kidd and West in England (34). CA/MA requirements and
recommendations on the optimum atmospheric conditions
for selected whole and cut vegetables and fruits are peri-
odically presented in the International Controlled
Atmosphere Research Conference. The recommendations
are updated over the years when research introduces new
data. The range of gas composition that best extends prod-
uct shelf life is often called the “window” of recom-
mended atmosphere. However, the extension of product
shelf life by use of low O2 and high CO2 is not convenient
for all products. Some vegetables, such as asparagus and
okra, do not benefit from low O2 levels. There are great
differences in tolerance to CO2 levels. While most fruits
may tolerate up to 5% CO2, some fruits may show CO2

injury at this level and others may even tolerate 15–20%
CO2. The recommended atmospheres for fruits and veg-
etables are shown in Figures 119.2 through 119.4.

RQ
�β

ye
CO2

� yCO2��
ye

O2
� yO2
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TABLE 119.2
Conversion Factors to SI Units
Units to be Converted Conversion Factor Units Obtained

mg.kg�1.h�1 2.778 � 10�7/mM mol.kg�1.s�1

ml.kg�1.h�1 3.341 � 10�11 � mol.kg�1.s�1

mol.kg�1.h�1 2.778 � 10�4 mol.kg�1.s�1

% pT � 10�2 Pa
mol.kg�1 pT � mM/1000 Pa
atm 101325 Pa

Source: Banks et al. (3).

pT
�
R � T



D. CALCULATION OF LIMITING ββ VALUES

Selection of a film having optimal β is necessary to achieve
the optimum atmosphere in the package. Use of a polymeric
film with a high β (e.g., �4–6) results in an equilibrium
atmosphere that is low in CO2, and films with low β
(e.g., �2) tend to accumulate high levels of CO2 without
regard to absolute permeability rates. Equation 119.5
implies that, for a product with a given RQ, a given packag-
ing can only yield a limited combination of O2 and CO2 con-
centrations, which is controlled by the relative transfer rate
of CO2 to O2. Thus, the selection of packaging material basi-
cally relies on the choice of a material with a permeability
ratio that will allow it to reach the desired atmosphere com-

position at steady state. This requires computation of the
extreme β values adequate for the chosen commodity and
can be calculated by solving Equation 119.5 at the maxi-
mum and minimum values of O2 and CO2 concentration as:

βmin � RQB � � (119.6)

βmax � RQA � � (119.7)

βmean � (119.8)
βmin � βmax
��

2

ye
O2

� yO2

min

��
yCO2

min � ye
CO2

ye
O2

� yO2

max

��
yCO2

max � ye
CO2
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TABLE 119.3
Respiration Rate of Fruits and Vegetables Predicted by Models Presented in the Literature

Respiration Rate* Respiration Rate*

ml of ml of ml of ml of
Commodity Reference O2/kg hr CO2/kg hr RQ Commodity Reference O2/kg hr CO2/kg hr RQ

Apple: French beans 18 115.77 107.67 0.93
var. Elstar 4 17.68 15.21 0.86 Garlic 13 31.53 23.46 0.74
var. Red delicious 5 16.97 17.10 1.01 Onion:
var. Golden delicious 4 12.51 10.76 0.86 Cut Onion Cepa 13 11.11 5.78 0.52
var. NY 640 slices 6 29.07 37.79 1.30 Green Onion 13 50.92 40.97 0.80
var. Delicious 7 8.42 10.31 1.23 Fistulosum
var. Red delicious 8 8.91 5.56 0.62 Green Onion Wakeyi 13 51.38 47.80 0.93
slices Litchi 22 13.90 11.60 0.83

Asparagus 9 41.76 36.33 0.87 Mango:
Banana 10 14.14 15.01 1.06 var. Nam dok mai 23 22.10 17.53 0.79
Bell pepper 11 12.28 11.15 0.91 Mango slices 24 787.86 1005.95 1.28
Blueberry: Whole Mango 25 19.28 17.74 0.92

var. Blueray 12 259.08 204.73 0.79 Mixed lettuce 18 6.71 6.24 0.93
var. Coville 12 365.62 290.16 0.79 Mungbean 18 59.93 55.74 0.93
var. Duke 12 16.69 14.21 0.85 Mushroom 9 118.36 106.34 0.90
var. Jersey 12 211.50 167.12 0.79 Nopal 26 34.90 35.30 1.01
var. Michigan 13 3.83 3.90 1.02 Peeled garlic 13 33.43 24.65 0.74
var. Sharpblue 14 3.14 3.21 1.02 Pepper 13 19.38 12.00 0.62

Cabbage 15 112.56 90.05 0.80 Raspberry 27 43.46 48.63 1.12
Carrot 13 26.05 14.58 0.56 Red pepper 25 15.15 14.09 0.93
Cauliflower 16 9.80 13.88 1.42 Rutabaga cut 28 10.04 9.21 0.92
Cherry: Rutabaga whole 28 4.59 4.27 0.93

var. Burlat 17 36.66 33.73 0.92 Shredded lettuce 15 48.97 39.18 0.80
var. Sunburst 17 13.77 12.66 0.92 Snap bean 29 92.15 83.85 0.91
var. Sweatheart 17 48.32 38.66 0.80 Soybean 13 50.52 14.22 0.28

Chicory 4 56.63 52.67 0.93 Strawberry 30 21.62 18.11 0.84
Chicory var. Belgium 18 19.98 18.58 0.93 Strawberry var. Elsanta 31 20.46 18.73 0.92
Chopped lettuce 19 7.13 6.63 0.93 Tomato:
Coleslaw 20 11.98 13.07 1.09 Tomato 32 36.01 18.30 0.51
Cucumber 13 24.39 16.52 0.68 Green 32 15.13 14.07 0.93
Cucumber Belgium 18 6.90 6.42 0.93 Heinz 33 18.67 17.36 0.93
Cut bell pepper 18 7.09 6.59 0.93 Pink 32 15.79 14.68 0.93
Cut broccoli 13 225.62 200.82 0.89 Red 32 13.80 12.84 0.93
Cut Galega kale 21 101.29 94.20 0.93 Whole broccoli 4 120.77 113.53 0.94
Cut pepper 13 2.21 3.68 1.66 Whole chicory 18 47.51 44.18 0.93

* Temperature � 5°C, O2 � 21% and CO2 � 0.03%.



The Respiratory Quotients (RQs) are calculated at the
bottom-left (A) and top-right (B) corners of the
“Optimum Window” of recommend gas composition, i.e.,
for lowest O2 and CO2 concentrations and for highest O2

and CO2 concentration. These calculations are done for
the temperature specified by the user. The model is
selected based on the commodity chosen. In order to set
the limit of RQ by Equations 119.6 and 119.7, the 
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program calculates the respiration rate at the bottom-left
and top-right corners of the “Optimum Window” as
shown below.

RA
O2

� model(yO2

min, yCO2

min, T) (119.9)

RA
CO2

� model(yO2

min, yCO2

min, T) (119.10)

RB
O2

� model(yO2

max, yCO2

max, T) (119.11)

RB
CO2

� model(yO2

max, yCO2

max, T) (119.12)

RQB � (119.13)

RQA � (119.14)

IV. PACKAGING SYSTEM

Since there are many varieties of produce, a wide range of
permeabilities is required. High permeabilities are needed
for rapidly respiring produce, low permeabilities for
slowly respiring produce. The required permeability may
be achieved by three different types of packaging systems:

i. Polymeric films without perforations;
ii. Macroperforated polymeric films;

iii. Perforation-mediated packaging systems.

The details of each system are shown in Figure 119.5.
Non-perforated polymeric films yield low O2 and low CO2

concentrations because the CO2 permeability of these
materials is generally 3 to 6 times that of O2 permeability.
These materials are suitable for less CO2 tolerant com-
modities such as mango, banana, grapes and apples.
Perforated films have higher permeability rates, but the
ratio of CO2 and O2 permeability is much lower, approach-
ing one. Such films are, therefore, of great interest for
commodities tolerating simultaneously low O2 and high
CO2 levels such as fresh-cut products, strawberry and
mushroom. Perforation-mediated packaging is a system
where tubes, which may be packed with an inert filling, are
inserted in an otherwise airtight package. This system is
also adequate for products requiring high CO2/low O2 con-
centrations and minimises water accumulation inside the
package; because the package is rigid, it is suitable for bulk
products and for products sensitive to mechanical damage.

V. MAP USING POLYMERIC FILMS

Permeable polymeric films are the most popular among
available barriers to create modified atmospheres. These
materials present different properties depending on the
chemical structure, production process and additives.

A. AVAILABLE POLYMERIC FILMS

The permeability coefficient of most commercially avail-
able films may be obtained from the company data.

RA
CO2�

RA
O2

RB
CO2�

RB
O2
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FIGURE 119.4 Recommended atmospheres for minimally processed produce (boxes show the recommended atmosphere for each
product).



However, these values were determined at some fixed
temperature, usually in the ambient temperature range,
20–25°C. Most packaging films used for fresh fruits and
vegetables are exposed to much lower temperatures.
Moreover, the permeability for O2 and CO2 of a packag-
ing film is temperature dependent; hence, data on the film
permeability must be converted to the exact storage tem-
perature of the produce. For this purpose the following
Arrhenius model can be used:

PO2
� P*

O2
exp� � (119.15)

PCO2
� P*

CO2
exp� � (119.16)

As per the above equations, permeability increases with
temperature. If this increase were in the same magnitude as
the increase in respiration due to temperature, then the net
effect of temperature would be negligible, as far as the gas
composition inside the package is concerned. In most cases
however, the rates of increase of permeability and respira-
tion due to temperature are not the same. Usually, the res-
piration rate tends to increase faster than the permeability.

As the respiration rate is increased, less O2 is available, and
that, in turn, causes anaerobic respiration of packed prod-
ucts. This indicates that temperature, O2 and CO2 are the
prime parameters to be considered while calculating film
permeability and produce respiration rate. Using the pre-
exponential factor and activation energy as specified in
Table 119.4, PO2

and PCO2
are calculated at 5°C and are

shown in Figure 119.6. The film permeability of each film
is calculated as per the given values of activation energy
and pre-exponential factor and accordingly the functions
are written in Matlab (Version 13.1, The Mathworks Inc.,
Natick, US) programming language. Three parameters, i.e.,
AF, e and T, are required to solve these functions giving the
values of PO2

and PCO2
.

PO2
� film (AF, e, T) (119.17)

PCO2
� film (AF, e, T) (119.18)

A fortunate situation occurs when the desired permeability
requirements are met by one or more existing commercial
films. If this is the case, a good chance exists for a success-
ful design. Unfortunately, this is not often the case because
the choices of suitable polymeric films are rather limited.
The problem can be appreciated by examining Figure
119.6, which reveals that the β values for most films fall
within a rather narrow range between 3 and 6; however,
Figures 119.2 to 119.4 show that many fruits and vegeta-
bles require β values outside this narrow range. It should be
noted that there is a great deal of variation in measured and
published permeability values due to variation in film thick-
ness and its structure and measurement methods. Hence, it
is advised to verify the gas permeability values of the
selected film, if precision is required. In addition, it is nec-
essary to study the feasibility of the package containing
produce before actually putting them in the market.

B. FILM SELECTION

The polymeric material with β within the set interval of βmin

and βmax is considered as the best one for the product under
study. The film selection steps are described in Figure
119.7. Matlab programming language was used to solve
these steps. If the number of selected films is more than
one, then the film having β value close to the βmean would
be selected. If there is an option left, a film having mini-
mum equilibrium time is selected. Then this selected film is
used to calculate equilibrium modified atmosphere param-
eters and gas kinetics. The rest of the films are displayed as
the alternative optimal films for the given commodity.

C. CALCULATION OF THE EQUILIBRIUM MODIFIED

ATMOSPHERE (EMA)

The program calculates the equilibrium gas composition,
commodity weight, film area and equilibrium time that is

�ECO2�
R � T

�EO2�
R � T
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FIGURE 119.5 Schematic representation of three packaging
systems (a) MAP with polymeric film (b) MAP with macroper-
forated polymeric film (c) perforation-mediated MAP.



achievable by the selected film(s) as described in the fol-
lowing steps.

It calculates the average of O2 and CO2 composition
in the recommended range and corresponding respiration
rates:

yO2

mean � � � (119.19)

yCO2

mean � � � (119.20)

RO2

mean � model (yO2

mean, yCO2

mean, T) (119.21)

RCO2

mean � model (yO2

mean, yCO2

mean, T) (119.22)

RQmean � (119.23)

i. It calculates the slope (SF) of the line corre-
sponding to the selected film(s):

SF � (119.24)

ii. It calculates the slope (SN) of the line that passes
thorough the average gas composition and is
perpendicular to the line corresponding to the
film selected, i.e., the line that passes through
0.0003 atm CO2 and 0.21 atm O2 and has a slope
equal to SF as shown in Figure 119.8.

SN � (119.25)

iii. It finds the intercept of the line corresponding
to the film:

IF � ye
CO2

� (119.26)

iv. It finds the intercept of the line perpendicular to
the line of the film:

IN � yCO2

mean � � yO2

mean (119.27)
β

�
RQmean

RQmean � ye
O2��β

β
�
RQmean

�RQmean
��β

RCO2

mean

�
RO2

mean

yCO2

max � yCO2

min

��
2

yO2

max � yO2

min

��
2
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TABLE 119.4
Pre-exponential Factor and Activation Energy of Different Films

ml.mil.m�2 hr�1 atm�1 kJ.mol�1

Polymeric Film P*O2
P*CO2

EO2
ECO2

Butyl rubbera 9.83 � 109 1.02 � 1010 44.7 41.4
Cast polypropyleneb 5.30 � 101 1.51 � 102 - -
Cellulose acetate (Lumarith)a 3.45 � 105 1.25 � 108 20.9 29.7
Ceramic-filled LDPEb 1.18 � 109 1.48 � 108 36.8 28.4
Ceramic filled polystyreneb 2.59 � 108 4.17 � 107 34.5 26.2
Ethyl cellulose (Plasticied, Ethocel)a 2.23 � 106 4.81 � 104 16.7 5.90
Ethylene vinyl acetateb 1.34 � 1011 6.33 � 109 48.4 37.0
High density polyethyleneb 6.04 � 106 3.38 � 106 35.1 30.1
Low density polyethyleneb 1.11 � 102 3.71 � 102 30.2 31.1
Linear low density polyethyleneb 2.57 � 102 1.00 � 103 - -
Methyl rubbera 4.47 � 1010 1.34 � 1011 47.3 46.8
Microporous filmb 9.56 � 109 1.83 � 108 13.0 3.70
Natural rubbera 7.96 � 108 4.33 � 108 31.43 25.52
Neoprenea 7.97 � 109 4.69 � 109 41.5 35.5
Nylon laminated multilayer filmb 8.11 � 109 9.52 � 109 52.6 50.0
Oriented polypropyleneb 3.40 � 101 1.05 � 102 - -
Polybutadiene styrenea 4.25 � 108 2.06 � 108 30.5 23.8
Polyethylene (Irradiated)a 2.71 � 109 2.65 � 109 39.7 35.9
Polyvinyl chloride (VF)a 1.21 � 109 9.50 � 108 41.4 33.1
Polyvinyl chloride (RMF)a 2.61 � 1010 1.34 � 107 36.9 27.6
Polyvinyl chloride (AF)a 5.70 � 108 2.69 � 107 40.5 30.6
Polyvinyl chloride (VA)a 1.19 � 1010 5.10 � 109 40.6 34.3
Polybutadienea 3.37 � 108 1.04 � 108 29.7 21.8
Polyethylene terephthalateb 1.53 � 105 3.56 � 105 26.8 25.9
Rubber hydrochloridea 6.77 � 107 2.25 � 108 35.1 36.0
Silicone rubberb 3.93 � 105 7.13 � 104 8.4 -
Sarana 1.61 � 1011 2.25 � 109 66.5 51.5

a Exama (35).
b Yam (36).



v. It finds the co-ordinates of a point (equilibrium
gas composition) where the two lines intersect:

yO2
best � (119.28)

yCO2
best � (ye

O2
� yO2

best) � ye
CO2

(119.29)

RO2
best � model(yO2

best, yCO2
best, T) (119.30)

RCO2
best � model(yO2

best, yCO2
best, T) (119.31)

vi. It calculates the area of film and weight of com-
modity by combining Equations 119.1 and
119.2 at equilibrium. We get Equation 119.32
from this which we can use to predict the film
area required to achieve the desired gas compo-
sition at given weight of commodity or predict
the weight of commodity to achieve the desired
gas composition at given film area.

AF �
M(RCO2

best � RO2
best)

� (ye
O2

� yO2
best) � (ye

CO2
� yCO2

best)�
(119.32)

vii. Approximate volume of the package can be
calculated by multiplying the produce volume
by the factor 1.8 to account for typical headspace
found in retail packages (35). By using this vol-
ume, the dimensions of the package are decided.
Finally, these dimensions are used to calculate
the actual total volume of the package. The free
volume inside the package containing produce
is calculated using Equation 119.34.

Vt � WB � HT � LT �

(119.33)

Vf � Vt � (119.34)

viii. In order to know if the atmosphere inside the
package may achieve the gas concentrations
desired to preserve the produce in a reasonable
period of time, a simplified model can be devel-
oped in order to simulate the process. This sim-
plified model considers a constant respiration
rate, a constant temperature and uniform 
concentrations inside the package. With these
assumptions, Equations 119.1 and 119.2 can be
integrated, yielding the history of concentrations

M
�
	

(WT � WB) � HT � LT
���

2

PCO2�
e

PO2�
e

RQmean
�β

IF � IN
�
SN � SF
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FIGURE 119.6 Permeability and β values of different polymeric films at 5°C (solid square: PO2
; empty square: PCO2

; lined square: β).



of both gases in the package from which the
equilibrium time can be calculated as follows:

teq
O2

�

� ln 
�yeq

O2
� ye

O2� �

�yi
O2

� ye
O2� � (119.35)

t eq
CO2

�

� ln
�yi

CO2
� ye

CO2� �

�yeq
CO2

� ye
CO2� � (119.36)

Equations 119.35 and 119.36 show that the vari-
ables that affect the time required to reach the

RCO2
� M � e

��
PCO2

� A

RCO2
� M � e

��
PCO2

� A

�Vf � e
���
24 � 3600 � PCO2

� A

RO2
� M � e

��
PO2

� A

RO2
� M � e

��
PO2

� A

�Vf � e
���
24 � 3600 � PO2

� A
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FIGURE 119.7 Description of steps involved in MAP design.



equilibrium are O2 and CO2 permeability of film,
free volume inside the package, the concentra-
tions of O2 and CO2 at the beginning and at equi-
librium and the product weight, A and e. The
highest time of tO2

and tCO2
is the one considered

for simulation of gas composition inside the
package. Usually the initial concentrations are
those in atmospheric air and the concentrations at
equilibrium are the ones for optimal preservation
of the produce. But in passive MAP the gas com-
position changes with time due to which respira-
tion rate also changes and achieves constant rate
at the once equilibrium gas composition reaches.
Hence, it is necessary to consider the effect of
change in gas composition on the respiration rate
and thereby on the equilibrium time.

ix. The last step consists of the calculation of the
changes in package gas composition with time.
The program uses an optimisation routine named
fsolve to solve the two ordinary differential
Equations 119.1 and 119.2 for O2 and CO2 con-
centrations, respectively. The program calculates
the O2 and CO2 concentrations at every minute.
The respiration rate is re-calculated at new gas
composition, i.e., composition after one minute
and is used to calculate the next O2 and CO2. In
this way gas composition is predicted until the
equilibrium time teq (�teq

O2
or teq

CO2
, whichever is

higher) is reached.

VI. PERFORATION-MEDIATED MAP

A major challenge is to develop films that have greater per-
meability and have a wider range of β values than existing

types. Films of enhanced permeability are necessary for
packaging high respiration rate products and for prevent-
ing the development of anaerobiosis. A wider range of β
values, especially those below 3, is necessary to better
match the respiration behaviour of many products. The use
of either perforation systems or microporous films is a pos-
sible solution to meet these two requirements. These sys-
tems and films have permeabilities many orders of
magnitude higher than those of non-perforated polymeric
films, as well as β values between 0.8 and 1. The use of
perforations in MAP has been recently reported by
Fonseca et al. (36), Silva (37) and Emond (38). The gas
transfer coefficients through perforations can be described
by Equations 119.37 and 119.38 characteristics (36). This
model has a functional form similar to the one that would
be expected by dimensionless analysis and has the advan-
tage of having less number of parameters than those sug-
gested by Emond (38) and Silva (37). Γ is the tortuosity of
the path through which the pores pass and is equal to 1.14.
The other parameters are shown in Table 119.5.

PO2
� NP � � a � Db

p � Lc
p (119.37)

PCO2
� NP � β � � a � Db

p � Lc
p (119.38)

VII. MACROSCOPIC HOLES IN 
COMBINATION WITH 
POLYMERIC FILM

Since β value of polymeric films is much larger than the
respiratory quotient, RQ, there will be more CO2 leaving
the package than O2 entering. Nitrogen cannot make up
the volumetric difference, so the package free volume
tends to shrink during storage. This volume shrinkage can
be eliminated by introducing a very small hole that allows
a convective influx of air to balance the total pressure
inside the bag with the air outside. This, of course, alters
the composition of the gas in the package relative to what
it would have been in the absence of the hole. For some
products, it is necessary to have a lower CO2/O2 perme-
ability ratio than available polymer choices permit in

ε
�Γ2

ε
�Γ2
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TABLE 119.5
Parameters of the Mathematical Model
Shown in Equations 119.37 and 119.38
Parameter Value

a 6.42 � 10�6

b 1.45
c �0.598
� 1.14
DO2

16.4 � 10�6 m2.sec�1

DCO2
20.6 � 10�6 m2.sec�1
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FIGURE 119.8 Determination of equilibrium gas composition
to be achieved by the selected film.



order to achieve the CO2/O2 composition for optimal
extension of shelf life. This can be solved by making the
area of the holes large enough to provide non-selective
permeation in parallel with the film; thus reducing the net
CO2/O2 permeability ratio.

The macroscopic perforation in the polymeric film rep-
resents an alternate route for gas transport, which is in par-
allel to the barrier formed by the plastic material. The total
flow through polymeric film having NH number of holes is

Total permeation

� � � � � � (119.39)

The macroscopic perforations in polymeric films have
diameters of the order of 10�4 m or greater, whereas the
mean-free path of gas molecules at atmospheric pressure
is much less, being about (1 or 2) � 10�7 m (25).
Therefore, transport through the perforation may be
treated as macroscopic diffusion in a cylindrical pathway
filled with air. If the distance between perforations is
much greater than their radius, the diffusive pass length
becomes the length of cylindrical pore plus the radius of
the hole. Diffusive flux in this case obeys Fick’s law:

PO2
� �PO2

film � � NH� (119.40)

PCO2
��PCO2

film � � NH� (119.41)

VIII. DEVELOPMENT OF SOFTWARE

The graphical user interface of the software was built in
Matlab programming language. The same tool was used
to solve the design steps as explained in Figure 119.7.

IX. CASE STUDY

A case study is presented to illustrate the use of the soft-
ware to design MAP for whole mango. In this case study,
the design procedure is explained for two kinds of package:
permeable polymeric film and microscopic perforation
(hole) with permeable polymeric film. A tray type pack-
age as shown in Figure 119.5 is selected for the present
case study. The product and package characteristics are
shown in Table 119.6.

For the selected commodity and at given optimum
conditions βmin and βmax were found to be 1.71 and 3.84,
respectively. As in Figure 119.9, the thick rectangle indi-
cates the limits, inside which lines must run so that the
corresponding films are eligible for selection. As can been

seen, there are 11 films selected from the database of 27
films. These films will modify the package atmosphere lead-
ing to the optimum level for the selected commodity pro-
vided that the area of film is kept as shown in Table 119.7.
The equilibrium modified atmosphere parameters such as
yeq

O2
, yeq

CO2
, AF and teq are calculated and are shown in 

Table 119.7. All the 11 films were found to give the opti-
mum atmosphere, but the area of film required is different
for all of them. Moreover, the film area required to
achieve equilibrium is different from the possible area

π RH
2 � DCO2��

(e � RH)

π RH
2 � DO2��

(e � RH)

Permeation through
one hole � NH

Permeation
through film
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TABLE 119.6
Product and Package Characteristics for the Case Study
Product Characteristics
Product selected Mango
Varity/cultivar Nam dok mai
Product weight (M), kg 1.0
Respiration rate modela MMUc

True density (ρ), kg.m�3 1044
Optimum MA conditionsb

O2 minimum (ymin
O2

), atm 0.03
O2 maximum (ymax

O2
), atm 0.07

CO2 minimum (ymin
CO2

), atm 0.05
CO2 maximum (ymax

CO2
), atm 0.08

Temperature (T), °C 10

Package Characteristics
Top Width (WT), m 0.16
Bottom width (WB), m 0.12
Length (LT), m 0.14
Height (HT), m 0.09
Total volume (Vt), m3 1.792 � 10�3

Free volume (Vf), m3 0.834 � 10�3

Film area (ATray
F ), m2 0.0224

a Charoenchaitawornchit et al. (23).
b Kader (39).
c Michaelis-Menten type equation with uncompetitive inhibition of CO2.
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FIGURE 119.9 Optimum window and lines established from
the β relation of selected films for mango (the number given to each
line corresponds to the serial number of films in Table 119.7).



(AF
Tray � 0.16 � 0.14 � 0.0224 m2) for the selected tray

type of package. For the present case, ethyl cellulose film is
selected because it presents the minimum difference
between AF

Tray and AF. If the area of any other chosen film
is kept 0.0224 m2, the package will not achieve the optimum
levels. The change in O2 and CO2 in MAP with ethyl cel-
lulose film is shown in Figure 119.10 (a).

The rest of the films are not suitable due to their high
β values. Nevertheless, these films could be used for MAP
of mango after making certain number of holes to increase
the gas transfer across the film (Figure 119.10(b)). Table
119.8 shows the results of microperforations with poly-
meric films having β value more than βmax. It is necessary
to decrease the β value of the film in order to produce the
atmosphere within the optimum range of mango, by 

making tiny holes in polymeric film. The number of holes
and diameter depends on the permeability and area of the
film as shown in Table 119.8.

Although the polymeric films are the most useful 
packaging material, they are unable to produce the opti-
mum atmosphere for the high respiration and transpiration
rates and higher CO2 tolerance commodities. The perfora-
tion-mediated package is one such alternative, where the
regulation of the gas exchange is achieved by single or mul-
tiple perforations or tubes that perforate an otherwise
impermeable covering. This perforation-mediated MAP
has special interest in fresh-cut products, e.g., cut Galega
kale (21). Table 119.9 shows the design output for the per-
foration-mediated MAP for cut Galega kale at 20 and 5°C.
The resultant steady state establishment of O2 and CO2 in
perforation-mediated MAP is shown in Figure 119.11.
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TABLE 119.7
List of Selected Polymeric Films for Mango

Equilibrium Para-
meters of MAP

Sr. Selected Polymeric Film AF, yeq
O2

, yeq
CO2

, teq,
No. Films* � m2 atm atm day

1 Ethyl cellulose 2.09 0.021 0.055 0.076 3.47
2 Polyvinyl chloride (RMF) 2.64 0.093 0.049 0.062 3.97
3 Low density polyethylene 3.33 0.363 0.045 0.050 2.84
4 Methyl rubber 3.71 0.458 0.045 0.045 2.55
5 Cast polypropylene 2.85 0.745 0.047 0.058 3.46
6 Oriented polypropylene 3.09 1.170 0.046 0.054 3.10
7 Polyvinyl chloride (VF) 2.64 1.350 0.049 0.062 3.96
8 Rubber hydrochloride 2.27 1.670 0.052 0.070 4.64
9 Polyvinyl chloride (AF) 3.13 1.970 0.046 0.053 3.05

10 Polyethylene terephthalate 3.39 22.20 0.045 0.049 2.79
11 Nylon multilayer 3.53 23.70 0.045 0.047 2.67
12 Polybutadiene ¢ 9.40 0.022 0.065 0.037 3.33

* Thickness � 1 mil; ¢ Not suitable for mango.

TABLE 119.8
EMA Parameters Achieved by Microperforated Polymeric Film

Equilibrium Parameters of MAP

Polymeric Film* Film � AF, m2 DH, m NH Net � yeq
O2

, atm yeq
CO2

, atm teq, day

Butyl rubber 4.31 0.0224 0.0001 14 0.84 0.141 0.075 1.0
Cellulose acetate 8.14 0.0224 0.0001 13 0.88 0.137 0.076 1.0
Ceramic-filled LDPE 4.73 0.0224 0.0001 14 0.94 0.140 0.067 1.0
Ceramic filled polystyrene 5.79 0.0224 0.0001 14 0.90 0.140 0.070 1.0
Ethylene vinyl acetate 5.93 0.0224 0.0001 14 0.96 0.139 0.066 0.9
Linear LDPE 3.90 0.0224 0.0001 14 0.95 0.140 0.066 0.9
Natural rubber 6.93 0.0224 0.0001 03 4.05 0.059 0.035 2.4
Neoprene 7.50 0.0224 0.0001 14 1.04 0.138 0.062 1.0
Polybutadiene 9.40 0.0224 0.0001 03 4.97 0.052 0.030 2.0
Polybutadiene styrene 8.72 0.0224 0.0001 03 4.52 0.050 0.034 2.0
Polyethylene (Irradiated) 5.04 0.0224 0.0001 14 0.91 0.140 0.070 1.0
Polyvinyl chloride (VA) 6.49 0.0224 0.0001 14 1.20 0.136 0.054 1.0
High density polyethylene 4.85 0.0224 0.0001 09 0.80 0.147 0.072 2.0

* Thickness of film � 1 mil.
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(a) Ethyl cellulose film

(b) Polybutadiene with holes
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FIGURE 119.10 Steady-state establishment of O2 and CO2 in
MAP with (a) Ethyl cellulose film having thickness � 1 mil,
area � 0.0146 m2; (b) Polybutadiene film having thick-
ness � 1 mil, area � 0.0224 m2, number of holes � 2, diameter
of each hole � 0.0001 m.
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I. OVERVIEW

Ohmic and inductive heating are alternative methods of
heating to conventional heating techniques. Ohmic heat-
ing, also known as Joule heating, electric resistance heat-
ing, direct electric resistance heating, electro heating, and
electro conductive heating, is a process in which alternat-
ing electric current is passed through food material; heat
is internally generated within the material due to its resis-
tance to the applied electrical current. Inductive heating is
a technique that uses electric coils to generate oscillating
electric fields that send currents through the food.

Ohmic heating is not a new technology; it was used as
a commercial process in the early 20th century for the 

pasteurization of milk (1). However, the “Electropure
Process” was discontinued between the late 1930s and
1960s, ostensibly due to the prohibitive cost of electricity.
Interest in ohmic heating was rekindled in the 1980s,
when investigators were searching for viable methods to
effectively sterilize liquid-large particle mixtures, a sce-
nario for which aseptic processing alone was unsatisfac-
tory. Very little information exists on inductive heating
because its development in food processing is so recent.

The purpose of this chapter is to present general infor-
mation regarding ohmic heating, and to identify areas of
study which will add to the knowledge base of this sub-
ject. This chapter is separated into several sections: (1)
general information on ohmic heating, (2) modeling of



ohmic heating processes, (3) novel uses of ohmic heating,
and (4) future research directions.

II. GENERAL INFORMATION ON OHMIC
HEATING

A. ADVANTAGES

Ohmic heating exhibits several advantages with respect to
conventional food processing technologies, as follows:

● Particulate foods up to 1 in3 are suitable for
ohmic heating; the flow of a liquid-particle
mixture approaches plug flow when the solids
content is considerable (20–70%).

● Liquid-particle mixtures can heat uniformly
under some circumstances (for example, if liq-
uids and particles possess similar electrical
conductivities, or if properties such as solids
concentration, viscosity, conductivity, specific
heat, and flow rate are manipulated appro-
priately).

● Temperatures sufficient for UHT processing
can be rapidly achieved.

● There are no hot surfaces for heat transfer,
resulting in a low risk of product damage from
burning or overprocessing.

● Energy conversion efficiencies are very high.
● Relatively low capital cost.

B. APPLICATIONS

Ohmic heating can be applied to a wide variety of foods,
including liquids, solids, and fluid-solid mixtures. Ohmic
heating is being used commercially to produce liquid egg
product in the United States. It is also being used in the
United Kingdom and Japan for the processing of whole
fruits such as strawberries. Additionally, ohmic heating
has been successfully applied to a wide variety of foods in
the laboratory, including fruits and vegetables, juices,
sauces, stews, meats, seafood, pasta, and soups.

Widespread commercial adoption of ohmic heating in
the United States is dependent on regulatory approval by
the FDA, a scenario that requires full understanding of the
ohmic heating process with regard to heat transfer (tem-
perature distributions), mass transfer (concentration distri-
butions, which are influenced by electricity), momentum
transfer (fluid flow), and kinetic phenomena (thermal and
possibly electrothermal death kinetics, and nutrient 
degradation).

Larkin and Spinak (2) examined safety considerations
for ohmically heated, aseptically processing, multiphase low
acid food products, and discussed the need for providing
information on equipment design, product specification,
process design, and process validation for regulators. Full
knowledge of these areas is critical to ensure that the food

product receives adequate thermal treatment. Significant
research strides toward widespread commercial use have
been made, though more work remains to be done.

C. DESIGN

Ohmic heating devices consist of electrodes, a power
source, and a means of confining the food sample (for
example, a tube or vessel). Appropriate instrumentation,
safety features, and connections to other process unit oper-
ations (pumps, heat exchangers, holding tubes, etc.) may
also be important. Ohmic heaters can be static (batch) or
continuous. Figure 120.1 contains a graphic of a static
ohmic heating apparatus, while Figures 120.2 and 120.3
represent an early1 continuous ohmic heater used by APV
Baker, a U.K. company using ohmic heating for food pro-
cessing, and a more recent continuous ohmic heating sys-
tem developed by S. Sastry, respectively.

Important design considerations include electrode con-
figuration (current flows across product flow path or paral-
lel to product flow path), the distance between electrodes,
electrolysis (metal dissolution of electrodes, particularly at
low frequencies), heater geometry, frequency of alternating
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1 1980s and 1990s.

FIGURE 120.1 Graphic of a static ohmic heating apparatus.
(Courtesy of Barbara Corns, LSU Ag Center Communications.)

FIGURE 120.2 APV ohmic heater used for industrial applica-
tions. (Courtsey of Dr. Sudhir Sastry, Ohio State University.)



current, power requirements, current density, applied volt-
age, and product velocity and velocity profile. Additional
factors regarding the food system used in an ohmic heater
include the type of product and its properties, especially
electrical conductivity and heating rate; others include per-
cent solids, acidity, product viscosity, specific heat, and
density, and solid particle size, shape, and orientation to the
electric field. Substantial literature has been devoted to
these topics; see, for example, references (3–10).

Coated electrodes can minimize or eliminate elec-
trolytic reactions; temperature measurement remains an
area of concern, as many measurement methods influence
the electric field during ohmic heating. Some success has
been seen with thermocouples that are coated with mate-
rial such as Teflon, however, non-invasive temperature
measurements that do not interfere with the electric field
remain a challenge, particularly with regard to tempera-
ture measurement inside particles.

D. COST

Investigators (11) conducted an economic engineering
analysis of ohmic food processing for low and high acid
foods. They found that ohmic heating is an economically
viable technology for processing low acid foods. Though
ohmic heating was found to be more costly than conven-
tional methods for processing high acid foods, the authors
believed that ohmic heating was still viable in these cases
because of its potential to produce superior product quality.

III. PARAMETERS OF IMPORTANCE IN
OHMIC HEATING

A. PRODUCT PROPERTIES

The most important parameter of interest in ohmic heat-
ing is the electrical conductivity of the food and/or food

mixture. Substantial research was conducted on this prop-
erty in the early 1990s because of the importance of elec-
trical conductivity with regard to heat transfer rate and
temperature distribution.

The electrical conductivity is determined using the
following Equation (120.1):

σ �

where
� � specific electrical conductivity (Siemens/m)
A � area of cross section of the sample (m2)
L � length of the sample (m)
R � resistance of the sample (ohm)

General2 findings of numerous electrical conductivity
studies are as follows:

● The electrical conductivity is a function of food
components; ionic components (salt), acid, and
moisture mobility increase electrical conduc-
tivity, while fats, lipids, and alcohol decrease it.

Electrical conductivity is linearly correlated with tem-
perature when the electrical field is sufficiently high (at
least 60 V/cm). Non-linearities (sigmoidal curves) are
observed with lower electrical field strength (3, 12).

● Electrical conductivity increases as temperature
and applied voltage increases, and decreases as
solids content increases.

● Lowering the frequency of alternating current
during ohmic heating increases the electrical
conductivity.

● The waveform can influence the electrical con-
ductivity; though alternating current is usually
delivered in sine waves, sawtooth waves
increased the electrical conductivity in some
cases, while square waves decreased it (12).

● Electrical conductivity increases by heating
cycle; preheated samples showed increased
electrical conductivity as opposed to raw sam-
ples when both were subsequently subjected to
ohmic heating (13).

The electrical conductivity of solids and liquids dur-
ing ohmic heating of multiphase mixtures is also critically
important. In an ideal situation, liquid and solid phases
possess essentially equal electrical conductivities, and
would thus (generally) heat at the same rate. When 
there are differences in the electrical conductivity between
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2 These findings are true in general; some exceptions may exist depending
on the situation.

FIGURE 120.3 Ohmic heater developed by Dr. Sudhir Sastry.
(Courtsey of Dr. Sudhir Sastry, Ohio State University.)



a fluid and solid particles, the particles heat faster than 
the fluid when their conductivities are lower than the
fluid. Also, solid particulates heat more slowly than a
fluid when the electrical conductivity of the solid is higher
than that of the fluid. Fluid motion (convective heat trans-
fer) is also an important consideration when there are
electrical conductivity differences between fluids and 
particles.

Other product properties that may affect temperature
distribution include the density and specific heat of the
food product. When solid particles and a fluid medium
have similar electrical conductivities, the component with
the lower heat capacity will tend to heat faster. High den-
sities and specific heats are conducive to slower heating.
Fluid viscosity also influences ohmic heating; higher vis-
cosity fluids tend to result in faster ohmic heating than
lower viscosity fluids.

B. TEXTURE ANALYSIS

Sensory evaluation is critically important to any viable
food process. Numerous publications have cited the superior
product quality that can be obtained through decreased
process time, though few published studies specifically
quantify sensory and texture issues. Six stew formulations
sterilized using ohmic heating before and after three years
of storage were analyzed; the color, appearance, flavor,
texture, and overall food quality ratings were excellent,
“indicating that ohmic heating technology has the poten-
tial to provide shelf-stable foods closely equivalent to
those prepared from scratch” (14).

C. GELATINIZATION

Starch gelatinization is an important parameter in food pro-
cessing, and can be either advantageous or disadvantageous
depending on the desired product formulation. The electri-
cal conductivity of a food product is influenced significantly
by starch gelatinization (13). These investigators found that
electrical conductivity decreased with the degree of gela-
tinization, and suggest that ohmic heating can be used in the
development of a sensor to detect starch gelatinization.

Ohmic heating was used to maximize the gel func-
tionality of a seafood product (15). The ohmic heating
process was superior to the conventional heating process
due to rapid heating that deactivated enzymes, which in
turn enabled strong gel formation.

IV. MODELING OF OHMIC HEATING
PROCESSES

A. BASIC EQUATIONS

Considerable effort has been expended to model the heat
transfer mechanisms and microbial death kinetics involved
during ohmic heating. Models are of interest in the analysis

and design of ohmic heating processes to provide informa-
tion about the temperature distribution throughout the
process, especially “the cold spot,” and to provide accurate
predictions of the minimum lethal processing time.
Complexities in modeling heat transfer processes during
ohmic heating arise when the liquid and particle possess
different electrical conductivities, and because electrical
conductivity is a (sometimes non-linear) function of tem-
perature and frequency of alternating current. Basic equa-
tions regarding ohmic heating are included below.

The temperature distribution in a fluid during ohmic
heating is based on an energy balance as follows:

�Cpvz
� � � (kf �Tf) � np Ap hfp(Tf � Tps) � u

.
f

where
� � density
Cp � specific heat
T � temperature
z � distance
vz � fluid velocity
f � fluid
p � particle
ps � particle surface
k � thermal conductivity
np � number of particles
A � surface area of particles
hfp � fluid to particle heat transfer

coefficient
u
.

f � internal energy generation rate of the fluid

The temperature distribution in a particle during
ohmic heating can be predicted with the conduction heat
transfer equation with internal energy generation:

� � (k�T) � u
.

� �Cp

where k � thermal conductivity

The internal energy generation is:

u
.

� |�V|2 �

where
V � voltage
� � electrical conductivity
u
.

� energy generation rate per unit volume

The voltage field is determined by solving:

� � (��V) � 0

Numerous models have been developed based on
numerical solution of these equations with appropriate
boundary conditions and assumptions, and also from

	T
�
	t

	Tf
�
	z
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dimensional groupings. Though these models have con-
tributed significantly to the understanding of heat transfer in
ohmic heating, none have completely described the ohmic
heating process to date.

The voltage field (Laplace) equation for a single solid
particle in a static heater has been solved (16). Numerical
solutions and experimental simulations to more complex
ohmic heating situations have been developed (17–22)
using magnetic resonance imaging to rapidly map the
temperature of food particles during ohmic heating.

B. MICROBIAL DEATH KINETICS

In terms of microbial death kinetics, considerable attention
has been paid to the following question: does electricity
result in microbial death, or is microbial death due only to
heat treatment? The challenge in modeling microbial death
kinetics is precise matching of time-temperature histories
between ohmic processes and conventional processes.
The FDA has published a comprehensive review of micro-
bial death kinetics data regarding ohmic heating (23).

Initial studies in this area showed mixed results,
though the experimental details were judged insufficient
to draw meaningful conclusions (1). Researchers com-
pared death kinetics of yeast cells under time-temperature
histories as identical as possible and found no difference
between conventional and ohmic heating (24).

More recent work in this area has indicated that deci-
mal reduction times of Bacillus subtilis spores were sig-
nificantly reduced when using ohmic heating at identical
temperatures (25). These investigators also used a two
step treatment process involving ohmic heating, followed
by holding, followed by heat treatment, which accelerated
microbial death kinetics; they hypothesized that electro-
poration may positively influence microbial death kinetics.

The inactivation of yeast cells in phosphate buffer by
low-amperage direct current electrical treatment and con-
ventional heating at isothermal temperatures was exam-
ined (26). These researchers concluded that a synergistic
effect of temperature and electrolysis was observed when
the temperature became lethal for yeast.

Further research regarding microbial death kinetics,
survivor counts subsequent to treatment, and the influence
of electricity on cell death kinetics are necessary to
address regulatory issues. At the present time, assuming
that microbial death is only a function of temperature
(heat) results in an appropriately conservative design
assumption.

C. VITAMIN DEGRADATION KINETICS

Limited information exists regarding product degradation
kinetics during ohmic heating. Researchers measured vita-
min C degradation in orange juice during ohmic and con-
ventional heating under nearly identical time-temperature
histories, and concluded that electricity did not influence

vitamin C degradation kinetics (27). This study was con-
ducted at one electrical field strength (E � 23.9 V/cm).
Others found that the ascorbic acid degradation rate in
buffer solution during ohmic heating was a function of
power, temperature, NaCl concentration, and products of
electrolysis (10). Further research in this area could
include the influence of electrical field strength, endpoint
temperature, and frequency of alternating current on the
degradation of food components during ohmic heating.
The characterization of electrolysis is also a critical need
in this area.

V. NOVEL USES OF OHMIC HEATING

A. BACKGROUND

Early research on ohmic heating was conducted on heat
transfer and sterilization of liquid-particle mixtures. 
In executing such studies, investigators observed unan-
ticipated phenomena. For example, ohmically heating
beetroot resulted in enhanced diffusion of betanin from
the beetroot tissue when compared to beetroot tissue
heated conventionally (28). These investigators hypoth-
esized that the enhanced mass transfer could be due to
electroosmosis.

Investigators expanded on the aforementioned work
and found that diffusion of beet dye from beetroot into a
carrier solution from was enhanced as much as 40% 
during heating from 20°C to 80°C, and that the concen-
tration of diffused dye was proportional to particle surface
area, and a linear function of electric field strength (29).
Other researchers ohmically heated Japanese white radish
and found that the ohmic heating rate was influenced 
by frequency; as the frequency of alternating current
decreased, the heating rate increased (30). These investi-
gators used H-NMR analysis and hypothesized that at low
frequency (50 Hz), rapid heating is due to electroporation
of radish tissue membrane, which resulted in a decrease 
of electrical impedance. Subsequent studies (9, 31) have
concluded that electroporation is the most likely mecha-
nism for enhanced mass transfer effects during ohmic
heating.

Electroporation is defined as the formation of holes in
a cell membrane resulting from local pressure of ions,
which cannot initially permeate the cell membrane, but
are forced against it by the electric field (32). The rela-
tively low alternating frequencies employed during ohmic
heating enable this charge build up to occur on the cell
wall, resulting in the formation of pores. This also sug-
gests that the lower the frequency of ohmic heating, the
more pronounced the mass transfer effect; this concept
has been demonstrated in the literature (31, 33–34). It was
found that direct current resulted in less mass transfer
enhancement than low AC frequency ohmic heating
(at 15 V/cm, 250 Hz 
 DC 
 50 Hz). Kulshrestha and 
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Sastry postulated that a monopolar electric charge (DC) is
not as effective as a bipolar electric charge at creating
stress on the cell membrane, thus yielding less of an effect
than low frequency alternating current (31).

Electrically heating foods influences their mass transfer
properties. This phenomenon has important implications
for food processing operations that involve mass transfer. In
2001, the FDA reported that “A large number of potential
future applications exist for ohmic heating, including its use
in blanching, evaporation, dehydration, fermentation, and
extraction” (23). In this section, we will report on some of
the research regarding these novel uses.

B. BLANCHING

Because blanching requires large volumes of water during
processing, and often requires dicing vegetables, studies
to increase the efficiency of blanching using ohmic heat-
ing are important. Wigerstrom (35) found that electric fields
enhanced moisture loss during the blanching of potato
slices. Mizrahi (36) determined that ohmic heating was an
effective method for blanching because the rapid, uniform
heating exhibited by ohmic heating eliminated the need
for dicing vegetables. The quick process time and reduc-
tion in surface area (no dicing) reduced solute losses by an
order of magnitude during blanching. Sensoy, Sastry, and
Beelman (37) found that using ohmic heating during the
blanching of mushrooms resulted in the shrinking of
mushrooms at a lower temperature and with less water use
as compared to conventional blanching. Lakkakula, Lima,
and Walker (34) showed significant lipase deactivation in
rice bran during ohmic heating, with and without a corre-
sponding temperature increase. Taken collectively, these
studies show that ohmic heating can increase process effi-
ciency in blanching.

C. EVAPORATION

Wang and Chu (38) studied the effect of ohmic heating on
the vacuum evaporation of orange juice, and found that
the evaporation rate could be increased as much as three
times using ohmic heating, and resulted in enhanced prod-
uct quality. The authors conclude that ohmic heating has
potential as a fast evaporation method and recommend
further development in this area.

D. DEHYDRATION

Ohmic heating has also been used to enhance the drying
rate of vegetable tissue. Wang and Sastry (39) showed that
ohmically treating sweet potato prior to dehydration
accelerated the hot-air drying rate significantly compared
to raw, conventionally treated, and microwaved samples.
Lima and Sastry (33) found that the lower the frequency
of alternating current used in ohmic heating, the faster the
hot-air drying rate. Maximum drying benefits were seen

when drying to initial or intermediate moisture contents.
Zhong and Lima (40) showed that ohmic pretreatment
accelerated the vacuum drying rate of sweet potato as
much as 24%; these investigators also demonstrated that
minimal ohmic treatment (electrical field strength of
50 V/cm and an endpoint temperature of 40°C) resulted in
the maximal or near maximal acceleration of drying rate.
These investigators suggested that because ohmic heating
enhances drying rates and enhances extraction yields, the
process could be ideal for the recovery of high value, heat
labile components from biological materials using unit
operations such as supercritical fluid extraction.

E. FERMENTATION

Cho, Sastry, and Yousef (41) found that mild electrical
treatment significantly decreased the lag time of Lacto-
bacillus acidophilus, possibly due to electroporation, which
could enhance the transport of substrates across the cell
membrane. These investigators also found that electricity
applied later in the microbial growth cycle proved detri-
mental, possibly due to the enhanced transport of inhibitory
substances across the cell membrane.

F. EXTRACTION

Ohmic heating has been used to enhance the extraction
of components from foods. Katrokha, Matvienko, Vorona,
Kupchik, and Zaets (42) used an electric field to extract
sugar from sugar beets. Kim and Pyun (43) extracted
soymilk from soybeans. Lima and Sastry (33) and Wang
and Sastry (44) found that ohmically heating apple tissue
prior to mechanical juice extraction significantly increased
apple juice yields with respect to non-treated apple tissue,
and that the lower the frequency of alternating current, the
greater the extraction yield.

Several studies have examined the diffusion of beet dye
from beetroot. In addition to the pioneering work men-
tioned above, Lima, Heskitt, and Sastry (45) found that the
diffusion enhancement beet dye due to ohmic heating was
especially pronounced at lower temperatures (42°C vs.
58°C and 72°C), and could be related to the difference in
electrical conductivity of beet tissue between conventional
and ohmic cases at the same temperature. Kulshrestha 
and Sastry (46) showed that significant leaching of beet
dye occurs with temperature increases of 1–2°C in ohmic
heating. Lakkakula, Lima, and Walker (34) used ohmic
heating to significantly increase the extraction of rice bran
oil from rice bran (with moisture addition), especially at
low (1 Hz) frequency.

G. SUMMARY OF NOVEL PROCESSES

There exists a strong potential to enhance mass transfer
operations using ohmic heating, particularly because mild
ohmic treatment has been shown to significantly increase
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dehydration and extraction efficiencies. Future work in these
areas includes establishing a more complete body of knowl-
edge regarding the mechanisms for mass transfer effects,
and process design to establish industrial processes that
take advantage of this technology.

VI. FUTURE RESEARCH DIRECTIONS

Though there has been a proliferation of published research
on ohmic heating during the past fifteen years, there exist
many opportunities for contributing to the body of knowl-
edge regarding ohmic and inductive heating.

In terms of inductive heating, so little information exists
that substantial contributions can be made in all areas of
research, including equipment design and instrumentation,
process characterization, properties of importance in induc-
tive heating, and modeling process transport phenomena
and kinetics (microbial death and food degradation).

In terms of ohmic heating, areas of future work
include the following:

● Developing temperature measurement methods
that are (preferably) non-invasive and that do
not interfere with the electrical field for the
internal monitoring of solid particles during
ohmic heating.

● Developing models that correlate process
parameters and process design with properties
of the product (physical, electrical, chemical,
biological, microbial) in order to standardize
ohmic heating design and analysis, and to 
accurately quantify changes in process or 
product.

● Determining the influence of temperature and
electrical field on the degradation kinetics of
key pathogenic microorganisms.

● Developing the knowledge necessary to quantify
the effects of electrical field on mass transfer
properties in order to optimize promising appli-
cations of ohmic heating, including drying,
extraction, blanching, fermentation, evapora-
tion, and gelatinization.

● Quantifying electrolytic effects during ohmic
heating, particularly the minimization of elec-
trolysis at low frequencies, where several novel
process options exist.
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I. INTRODUCTION

Sound waves are mechanical vibrations that travel through
solids in the form of transverse waves, and through liquids
and gases in the form of longitudinal waves. Ultrasound
refers to sound waves having a frequency higher than the
range audible to humans. The lowest ultrasonic frequency
is commonly taken as 20 kHz (1 Hertz � 1 cycle per sec-
ond). The upper limit of ultrasound frequencies is not
clearly defined but is usually taken to be 5 MHz for gases
and 500 MHz for liquids and solids (1). Applications of
ultrasound can be divided broadly into two categories: low-
and high-power ultrasound (Figure 121.1).

The first category involves low amplitude sound
waves and is also referred to as “low intensity,” “diagnos-
tic,” or “high frequency” ultrasound. Low power ultra-
sound uses very high frequencies of 2 MHz to 20 MHz
with low sound intensities of 100 mW/cm2 to 1 W/cm2. It
measures the velocity and attenuation of the wave in a
medium and utilizes such information in medical imaging
(e.g., scanning an unborn fetus), chemical analysis, food
quality assessment, and non-destructive testing (e.g., regular
crack testing for aircraft structures). A low-power ultra-
sound measurement system is composed of a transducer,
a signal generator, a digitizer, and a measurement cell.
Possible applications of low-power ultrasound in food



processing and quality determination include measure-
ment of temperature and flowrate, determination of com-
position, determination of particle size, determination of
creaming and sedimentation profiles, monitoring of phase
transitions, study of gelation, ultrasonic imaging, fouling
detection, and the study of molecular properties.

The second category in often known as “power ultra-
sound” or “high intensity ultrasound.” Power ultrasound
uses lower frequencies (typically 20 kHz to 100 kHz) and
produces sound intensities of 10 to 1,000 W/cm2 with
amplitudes ranging from about 5 to 50 microns. It finds
applications in food processing operations such as emul-
sion generation, dispersion of aggregated materials, dry-
ing, inactivation of microbes and enzymes, heat and mass
transfer enhancement, biological components separation,
and modification and control of crystallization process (2).

The purpose of this chapter is to provide an insight
into the general principles of power ultrasound, as well as
to review recent progress in the research and development of
power ultrasound and its applications in the food processing
industry. Readers who are interested in low-power ultra-
sound applications can refer to the comprehensive review
articles of McClements (3, 4) for detailed information.

II. GENERATION OF ULTRASOUND AND
ULTRASOUND SYSTEMS

A. ULTRASOUND GENERATION

Ultrasound is generated via an ultrasonic transducer –– a
device by which mechanical or electrical energy can be
converted into sound energy. There are two fundamental
transducer designs used for power ultrasonic applications
today, magnetostrictive and piezoelectric, both powered
by electricity.

1. Magnetostrictive Transducers

Magnetostrictive transducers consist of a large number of
nickel plates or laminations arranged in parallel with one

edge of each laminate attached to the bottom of a process
tank or other surfaces to be vibrated. A coil of wire is
placed around the magnetostrictive material. When a flow
of electrical current is supplied through the coil of wire, a
magnetic field is created. This magnetic field causes the
magnetostrictive material to contract or elongate, thereby
introducing a sound wave into a sonicating fluid.

2. Piezoelectric Transducers

The heart of a piezoelectric transducer is a single or dou-
ble thick disc of piezoelectric ceramic material, such as
barium titanate, lead metaniobate, or lead zirconate titanate
(PZT), sandwiched between electrodes that provide the
attachment points for electrical contact. The ceramic assem-
bly is compressed between metal blocks (one aluminum and
one steel) to a known compression with a high strength
bolt. When a voltage is applied across the ceramic through
the electrodes, the ceramic expands or contracts, depending
on polarity, due to changes in its lattice structure. This
physical displacement causes a sound wave to propagate
into a treatment solution.

3. Comparison between Magnetostrictive 
and Piezoelectric Transducers

Piezoelectric transducers utilize the piezoelectric property
of a material to convert electrical energy directly into
mechanical energy. Magnetostrictive transducers utilize
the magnetostrictive property of a material to convert the
energy in a magnetic field into mechanical energy. Both
types of transducers have advantages and disadvantages.
A comparison between two types of transducers is given
in Table 121.1.

B. POWER ULTRASOUND SYSTEMS

A typical ultrasonic system comprises three essential
parts (2): a generator that converts electricity into
required high frequency alternating current, a transducer
that converts the high-frequency alternating current into
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mechanical vibrations, and a delivery system to convey
the vibration into a food system, such as the tank of the
ultrasonic bath and the horn of the ultrasonic probe sys-
tem.

1. Conventional Power Ultrasound Systems (1)

In practice, ultrasound can be introduced into a food sys-
tem to perform various applications in two ways: direct
and indirect contacting. With the direct contacting
method, a food is in direct contact with an ultrasonic ele-
ment, which can be a thin metal blade in the case of a liq-
uid whistle apparatus or a sonic horn for probe type
designs. Transducer arrays can also be arranged with
sonic horns attached to them inserting into a treatment
chamber or flow cell of different geometry to facilitate
various sonication treatments. The advantage of this
arrangement is that ultrasound can be directly transmitted
into a food system with less energy loss. It can be used to
design a high surface power density (W/cm2) system or a
high volumetric acoustic energy (W/cm3) system by con-
trolling the treatment chamber volume. The disadvantages
may include difficulty of temperature control, and the
possibility of generating free radicals on the contacting
surfaces when surface power density is high. Another
direct contacting design is a sonic vibrating bar developed
by a Canadian company (5). The metallic bar is driven by
three magnets and vibrates at the audible frequencies. It
can operate at power as high as 75 kW and is effective as
a mixer and grinder.

In an indirect contacting system, the ultrasound trans-
ducer is usually mounted onto a large surface to perform
sonication treatments. The widely used ultrasonic baths
are a good example of this design. In this category, ultra-
sound has to be transferred through a wall to reach the
food system under treatment and thereby both the ultra-
sound power intensity (W/cm2) and the volumetric
acoustic energy density (W/cm3) are low. It also has the
problems of poor temperature control and difficulty in
quantifying power delivered into the food system during
sonication. Systems developed based on this design are
widely used owing to their simplicity and ease of opera-
tion. The most successful application of the indirect con-
tacting system is surface cleaning of jewelry and gun
parts. In recent years, various food surface decontamina-
tion applications have been explored.

2. Variable Frequency Systems

Due to the ultrasound generation mechanism, traditional
ultrasound systems are inherently single frequency units.
In recent years, the concept of using more than one trans-
ducer each with different frequencies to enhance cavita-
tion has been explored. Researchers have demonstrated
several-fold increases in cavitation activities in lab testing
in a dual or multi-frequency ultrasound system (6).
Ultrasound units using this concept have to use more than
one transducer, each with its own generator. This will
complicate the design and operation, and will increase the
cost of the unit. A new concept, the multi-frequency, mul-
timode, modulated (MMM) technology was recently
developed to facilitate variable frequency sonication
applications. In a MMM unit (Figure 121.2), the ultra-
sonic power supply is able to produce variable frequency-
sweeping oscillations around a central operating
frequency, and has an amplitude-modulated output signal
(where the frequency of amplitude modulation follows
sub-harmonic low frequency vibrating modes of the
mechanical system). The MMM technology can utilize
the coupled vibrating modes in a mechanical system by
applying advanced digital signal processing to create driv-
ing wave forms that synchronously excite many vibrating
modes (harmonics and sub-harmonics) of an acoustic
load. It will help to produce uniform distribution of high-
intensity acoustical activity to make the entire available
vibrating domain acoustically active while eliminating the
creation of potentially harmful and problematic stationary
and standing wave structures (7).

C. CAVITATION

Most power ultrasound applications are based on the
activity of cavitation, which refers to the formation,
growth, and implosion of gas- or vapor-filled cavities in
liquids when large acoustic pressure differences are
applied. When sound waves travel through a liquid in the
form of longitudinal waves comprising a series of com-
pression and rarefaction portions, negative pressures are
generated at the rarefaction portions. It is believed that
nucleation is initiated at sites where the tensile strength 
of the liquid is dramatically lowered. One generally
accepted nucleation mechanism states that gas entrapped
in small-angle crevices, when subjected to negative
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TABLE 121.1
A Comparison between Piezoelectric Transducers and Magnetostrictive Transducers

Energy
Transducer Frequency Range (kHz) Noise Reliability Sweeping Aging Efficiency

Piezoelectric Wide range Less noisy Improving reliability Not easy Noticeable �70%
Magnetostrictive 18–30 Noisy Reliable Easy NA 35–40%



acoustic pressure, undergoes expansion and forms small
free bubbles (8). The behavior of the bubbles in a sonicat-
ing liquid determines the cavitation dynamics. Transient
cavitation bubbles are generated when sound intensity is
greater than 10 W/cm2. These bubbles, with effective res-
idence time of �100 nano-seconds, will experience large
expansion in size in a few acoustic cycles and terminate in
a violent collapse. The collapse of transient micro-bubbles
can create extreme physical conditions, such as tempera-
tures and pressures as high as 5,000 K and 1,000 atmos-
pheres (8). It is believed that the localized high
temperatures and pressures are responsible for most of the
sonochemical and bactericidal effects. The release of the
high pressure results in the formation of shock waves that
often provide mechanical cleavage of large biopolymers.
Stable cavitation is produced at fairly low sound intensi-
ties (1–3 W/cm2). Stable bubbles have a much longer res-
idence time so that the mass transfer of gas into them will
result in growth of bubble sizes. As bubble sizes increase,
stable bubbles can transform into transient bubbles and
undergo collapse. They can also float to the surface and be
expelled. Stable bubbles oscillating in resonance with the
applied acoustic field can generate intense local strains in
the bubbles’ vicinity, which are the cause of many of the
disruptive mechanical effects of sound (1).

There are several parameters affecting cavitation activ-
ity in a sonicating liquid. Increasing frequency decreases
the intensity of cavitation because, at high frequencies, the
rarefaction cycle is too small to permit a bubble to grow to
a size sufficient to cause implosion. Since the prerequisite
for micro-bubble formation in a liquid is that the negative
pressure must overcome the cohesive forces, it is more dif-
ficult to generate cavitation in viscous and high surface ten-
sion liquids. Cavitation intensity increases with temperature

when the acoustic power density is a constant. Increased
vapor pressure makes it easier to surpass the crushing force,
the difference between the hydrostatic pressure and the
acoustic pressure, to generate cavitation. The effect of
applied external pressure is two-fold. Higher external pres-
sure will result in a higher cavitation threshold, as well as
an increase in the intensity of bubble collapse.

III. SELECTED POWER ULTRASOUND
APPLICATIONS

A. EMULSIFICATION

Emulsification is one of the earliest applications of
power ultrasound. When a bubble collapses in the vicin-
ity of the phase boundary of two immiscible fluids, the
resulting shock wave can provide a very efficient mixing
of layers (9, 10). Stable emulsions generated with ultra-
sound have been used in the textile, cosmetic, pharma-
ceutical, and food industries. The emulsions obtained by
mechanical oscillations at ultrasound frequencies are
known to have a number of advantages, including stable
emulsions even without the addition of surfactant, and
narrow mean droplet size distribution compared to other
methods (11). Mongenot et al. (11) reported that encap-
sulations spray-dried from ultrasound-generated emul-
sions of maltodextrin better retained cheese aroma. In
milk homogenization tests with ultrasound, shorter fer-
mentation time of yogurt was found. Ultrasound treat-
ment also altered the physico-chemical properties of the
milk (12).

The mechanical device used to acoustically generate
emulsification can be a sonicator with a piezoelectric or
magnetostrictive transducer, or a “liquid whistle” that is
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widely used for homogenization and emulsification appli-
cations in the manufacture of fruit juices, tomato ketchup,
and mayonnaise (9).

B. CUTTING

Ultrasonic knives made of titanium have been used in slic-
ing or slitting of different food products. An ultrasonic
cutting machine consists of a specially designed horn,
used as a knife, driven by an ultrasound transducer, usu-
ally through a booster, and a precision positioning mech-
anism. The reciprocating vibration of the blades at
ultrasonic frequency greatly reduces friction between the
knife and the product, which ensures straight and clean
cuts and results in products with uniform size, shape, and
density. Ultrasonic knives can be used to cut sticky and
brittle products. Nuts, raisins, and other hard fruits are cut
cleanly without plowing or displacement, and peanuts are
cut with minimum waste. Production costs and downtime
associated with conventional cutting methods are mini-
mized. With greatly reduced friction, there is minimal
knife abrasion and blades stay sharper longer, which
reduces annual maintenance costs. An ultrasonic cutting
unit can be easily incorporated into an existing production
line. It can also be a complete custom-built combined
ultrasonic slitting and guillotine cutting station.

C. INACTIVATION OF MICROORGANISMS

The bactericidal effect of ultrasonic waves has long been
observed (13). At that time, the effect was attributed to the
compression that ultrasound would generate in a liquid.
However, the relatively low inactivation rate of sound
waves compared with other methods prevented ultrasound
from being used as a food preservation method. In the
early years, the low inactivation capacity of ultrasound
was related to the low power density used.

A few studies have examined the use of ultrasound in
conjunction with other preservation methods for the
destruction of microorganisms. Neppiras and Hughes (14)
reported that static pressure helped to increase the inacti-
vation capacity of sound waves. Burgos et al. (15) showed
that the heat resistance of bacteria spores decreased under
sonication. Ultrasound has been combined with ozone
(16) and H2O2 (17) to inactivate bacteria and spores and a
synergistic effect was observed. When combining heat
with power ultrasound (20 kHz) (thermosonication), the
microbial inactivation rate was greater than the addition of
the inactivating effect of heat to that of ultrasound when
acting independently (18). Pagán et al. (19,20) and Mañas
et al. (21) documented in their studies inactivation of 
L. monocytogenes with ultrasonic waves under pressure at
sublethal (manosonication) and lethal (manothermosoni-
cation) temperatures and reported a significant increase in
inactivation due to pressurization.

Several theories have been proposed to describe the
inactivation mechanism of ultrasound. When ultrasonic
waves pass through a liquid, bubbles or cavities can be
formed if the amplitude of the waves is high enough. This
phenomenon is known as cavitation. Cavitation can affect a
biological system by virtue of a highly localized tempera-
ture rise and mechanical stress (22), which cause double-
strand DNA breaks, enzyme inactivation, and damage to
liposomes. Application of ultrasound to a liquid also leads
to the formation of OH� and H� species and hydrogen
peroxide (23). These species also have important bacterici-
dal properties. When ultrasound is combined with heat and
pressure, the synergistic effect was attributed to the disrup-
tion of the bacterial spore cortex, which resulted in proto-
plast rehydration and loss of heat resistance (24). In the case
of sonication assisted by elevated pressures, the increase in
inactivation rate was probably due to an increase in bub-
ble implosion intensity, as postulated by Pagán et al. (19).
For certain microorganisms, such as L. monocytogenes,
S. enteridis, and A. hydrophila, only additive effects were
observed under the conditions tested by Pagán et al. (19).

Ultrasound has also been tested for its efficacy on sur-
face decontamination of poultry (25) and fresh produce
(26), as well as on removal of biofilm (27). The use of
ultrasound in microbial inactivation for a food system is still
in the stage of laboratory testing. No commercial applica-
tions of food microbial reduction have been documented.

D. ENZYME ACTIVITY CONTROL

Ultrasonic energy has been used either to increase or
inhibit enzyme activity, depending upon the ultrasound
intensity. At low ultrasound intensities, Ishimori et al. (28)
achieved a two-fold increase in α-chymotrypsin activity
in a casein substrate. Enzyme activity inhibition at high
ultrasound intensity levels has long been observed.
Inactivating enzymes with ultrasound, however, usually
requires long treatment times and the presence of oxygen
(29). To increase the effectiveness of ultrasound treat-
ment, different combined processes have been used to
inactivate food enzymes. The most recent development
includes treatments using a combination of heat, low pres-
sure and ultrasound to increase the inactivation rate (man-
othermosonication). Lopez et al. (30) studied tomato
pectinmethylesterase (PME) and polygalacturonase (PG)
inactivation kinetics using manothermosonication (MTS)
in a buffer and reported D values of 0.85 min for PME,
and 1.46 and 0.24 min for PG1 and PG2, respectively.
Vercet et al. (31) applied MTS to inactivate enzymes in a
tomato paste at 200 MPa and 70°C for 1 min. They found
that PME residual activity in treated samples was unde-
tectable and PG residual activity was 38%. As observed
with microorganisms, enzyme inactivation by a combina-
tion of heat and ultrasound under pressure exhibited a
synergistic effect. The enzyme inactivation efficacy of
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heat is increased by a factor that is dependent on the
nature of the enzyme and the working conditions (29). In
laboratory tests, MTS has been proven to be an effective
means to inhibit enzyme activity. An advantage of using
MTS is that both microbial inactivation and enzyme activ-
ity inhibition can be achieved in one processing step.

E. MODIFICATION OF BIOPOLYMERS

Jackson et al. (32) used ultrasound to dissolve corn and
sorghum starch granules after heating. They reported that
ultrasonic vibrations disrupted swollen granules, thereby
releasing amylose and amylopectin from the granules,
which resulted in an increase in water solubility of the
starch. Chung et al. (33) used power ultrasound to treat
mung bean, potato, and rice starches with heating fol-
lowed by ultrasound and reported that the average degree
of polymerization did not change after sonication. They
postulated that the changes in starch properties were
induced by the disruption of swollen granules rather than
the breakage of glucosidic linkages. In a study to examine
the effect of ultrasound treatment on starch at different pH
(2.0, 4.5, 7.0, 9.5, and 12.0), Zhang et al. (34) found that
starches treated with power ultrasound had lower peak vis-
cosity (PV) and higher pasting stability than did native
starch. Ultrasound treated starches exhibited a decrease in
the gelatinization enthalpy (�H) and an increase in the gela-
tinization onset (To). Ultrasound also significantly increased
the in vitro digestibility of starches in the earlier stage.

F. SEPARATION OF BIO-POLYMERS AND

BIO-COMPONENTS

Studies utilizing the mechanical action of sonication have
been performed in recent years to realize various bio-
separation operations. Mason (35) reported a study using
ultrasound to treat rice grains in which surface erosion
and particle size reduction resulted in shorter cooking and
gel times. In a study on rice starch isolation, Wang et al.
(36) found that high-intensity ultrasound treatment
resulted in a high starch recovery but a slightly higher
residual protein content. Zhang et al. (37) tested power
ultrasound as a means to recover starch from degermed
corn flour and hominy feed, which are reasonably high in
starch and may be a source of non-sulfate treated starch.
They used five treatments to produce starch from
degermed corn flour and hominy feed slurries (10%
solid): control, ultrasound only, ultrasound followed by
fine grinding, fine grinding followed by ultrasound, and
fine grinding only. The total starch recovery data are listed
in Table 121.2. The starch yield from the corn flour was
37.1% for the control, and those by ultrasound treatments
were 65.5 to 67.0%, a 28.4 to 29.9% increase compared to
the control. Similarly, starch yields from the hominy feed
by ultrasound treatments were 45.4 to 45.8%, a 16.1 to

16.5% increase compared to the control (Table 121.2).
Comparing with the total starch contents in the two pro-
ducts, ultrasound treatments recovered 97.3 to 99.5%
starch from the degermed corn flour and 97.8 to 98.9%
from the hominy feed. Obviously, ultrasound treatment is
a very effective method to recover starch from low value
degermed corn flour and hominy feed.

Power ultrasound was also used to increase starch
yield in a novel corn processing method, the quick-
germ/quick-fiber process (38). In the experiments, yellow
dent corn soaked in deionized water at 52°C for 24 hrs
without addition of SO2 was wet-milled using a 100-g lab-
oratory procedure with some modifications. Ultrasound
treatments were performed at different process steps: first
grind followed by ultrasound, ultrasound followed by sec-
ond grind, second grind followed by ultrasound, fine fiber
slurry treatment with ultrasound, and milling only (no
ultrasound). A conventional wet milling treatment was
used for comparison. Starch yield resulting from no ultra-
sound treatment was 61.7%, ultrasound treatments were
66.9–68.7%, and conventional wet milling was 68.9%.
The characteristics of the starches produced with ultra-
sound treatments are similar to that from a conventional
wet milling method as shown by color measurements and
RVA curves.

G. CASE STUDY –– POWER ULTRASOUND

ENHANCED CORN PERICARP SEPARATION

(39, 40)

Corn pericarp is a main source of dietary fiber. Refined
corn pericarp has at least 92% dietary fiber, which places it
among the most concentrated sources of edible fiber. It can
be used as a supplement in dietary beverages, extruded
breakfast cereals and snack foods, and breads and other
bakery products. Currently, there are no rapid and effective
pericarp separation methods available. It is imperative for
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TABLE 121.2
Starch Yields from Corn Flour and Hominy Feed
Treated with Different Methods

Fractions (%) Starch
Recovery 

Product Treatment Starch Gluten Fiber (%)

Corn flour Ultrasound 66.8 15.7 16.7 99.1
Ultrasound-Grind* 65.5 16.3 17.5 97.2
Grind-Ultrasound 67.0 15.9 15.8 99.4
Grind 34.7 8.4 55.2 51.5
Control 37.1 5.9 56.0 55.0

Hominy Ultrasound 45.6 22.5 29.0 98.3
feed Ultrasound-Grind 45.4 26.7 24.5 97.8

Grind-Ultrasound 45.8 27.5 23.1 98.7
Grind 34.6 21.2 39.9 74.6
Control 29.3 12.3 54.6 63.1

*Grind � fine grounding.



such methods to be developed to facilitate the lab use for
transgenetic research of corn as well as for industrial appli-
cations of the corn pericarp and other components.

Yellow dent corn at about 13% moisture content was
treated with two ultrasonic baths at different frequencies,
treatment times, temperatures, and power levels. Corn
sample (50 g) was sealed in a plastic bag containing
200 ml of water and placed in the ultrasonic baths for son-
ication tests. After sonication, the pericarp can be easily
separated by mechanical friction or abrasion. To quantify
the separation effect of ultrasound, the affinity of the peri-
carp (Pa) was measured with an Instron Testing Machine
(Instron Corporation, Canton, MA).

Figure 121.3 shows the average pericarp affinity for
each of the three frequency conditions tested in the exper-
iments: 40 kHz, 80 kHz, and a combination of 40 and
80 kHz. From Figure 121.3 it can be seen that pericarp
sonicated at 40 kHz had a lower affinity (i.e., was easier to
separate) than that sonicated at 80 kHz. Compared to the
pericarp sonicated at 40 kHz or 80 kHz alone, the pericarp
sonicated with a combination of 40 & 80 kHz resulted in

the lowest pericarp affinity. Figure 121.4 shows the aver-
age pericarp affinity at four power levels. One can see that
the pericarp affinity showed a decreasing trend with the
power level. The power level had a significant effect
(α � 0.05) on the pericarp affinity. However, changes in
sonication duration and sonication temperature did not
show a marked effect on pericarp affinity.
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I. THE ULTRAVIOLET PORTION OF THE
ELECTROMAGNETIC SPECTRUM

Ultraviolet light forms part of the electromagnetic spec-
trum. The ultraviolet wavelength range is from about 10 to
400 nm, placing it between X rays and the visible part of
the spectrum (Figure 122.1).

Ultraviolet is frequently referred to as ‘non-ionising’
radiation, however the shortest ultraviolet wavelengths do
bring about some ionisation. The ultraviolet portion of the
spectrum has been sub-divided on a more or less arbitrary
basis primarily for convenience. The term ‘vacuum ultra-
violet’ is reserved for wavelengths below 200 nm, because
in this region ultraviolet is strongly attenuated by air. It is
usual to refer to the region between 200 and 300 nm as
‘far ultraviolet’ and that between 300 and 400 nm as ‘near
ultraviolet.’ Alternative sub-divisions are often quoted in
the scientific literature: thus UV-C is used for wavelengths
in the range 100 to 280 nm, UV-B for 280 to 315 nm and
UV-A for 315 to 400 nm. In what follows here, the abbre-
viation ‘UV’ will be used to denote UV-C.

II. THE EFFECT OF UV ON 
MICROORGANISMS

The fate of a microbial cell, or a population of such cells,
following exposure to UV will depend on a number of
factors. The range of wavelengths used to irradiate the
cells will be one such factor. All UV sources used for
commercial and industrial disinfection are polychromatic
but the spectral range emitted will depend on the type of
source used.

The most directly lethal wavelengths will be those that
are maximally absorbed by the bases of DNA. The precise
wavelength for maximum lethal effect varies from species
to species because the DNA composition of species differs
and because each DNA base has its individual peak
absorptivity. Giese and Darby (2) compared the lethality of
two UV wavelengths (280 and 301 nm) using a variety of
bacteria and a bacteriophage (Table 122.1). There were
greater differences in UV susceptibility between species
at the highest wavelength (301 nm) but as the lethal effect
of wavelengths in this part of the UV spectrum is low, the



differences are of no real significance and for all practical
purposes it appears justifiable to use data that is species-
independent (see Figure 122.2). This figure shows that
wavelengths in the vicinity of 265 nm are the most effec-
tive at inactivating microbial cells.

As the UV penetrates the microbial cell it will be
attenuated by the various cellular structures and compo-
nents. Attenuation effects are wavelength-specific. For
example, the cell membrane may absorb 25% of the UV
light at 280 nm but only 10% of the UV light at 254 nm,
thereby decreasing the germicidal efficiency at 280 nm
(2). Some organisms have evolved strategies for surviving
irradiation by synthesising various UV-screening com-
pounds (4). However, the majority of these compounds
provide protection against UV-A and UV-B. A recent
comparison of the sensitivity of a pigmented and a non-
pigmented mutant of Rhodobacter sphaeroides to short
wave UV showed no significant difference between the
two cultures (5).

Although UV can bring about changes to a number of
cellular components, the most significant reactions in
determining cell survival are those that occur between UV
and the nucleic acids. If the retroviruses, which contain
only RNA, are omitted from further discussion, it
becomes possible to concentrate solely on DNA. The

interaction between UV and DNA will result in the for-
mation of so-called ‘photoproducts.’ The most important
of these are pyrimidine (i.e., thymine and cytosine)
dimers. These are formed between two pyrimidine bases
adjacent to one another on the same strand of DNA.
Thymine dimers tend to predominate because thymine has
a greater absorbance than cytosine in the germicidal
wavelength range (6). Thymine (T) occurs in DNA in
equal amounts with adenine (A) and it might be thought
that species that contained a high proportion of A � T in
their DNA might be particularly sensitive to UV, but this
is not borne out by existing experimental evidence (5).
Another type of photoproduct, ‘pyrimidine adducts’ are
also formed between adjacent pyrimidine bases but at
reduced rates of formation compared to dimers. At suffi-
ciently high UV doses DNA-protein cross-links are
formed, whilst at higher doses still, DNA strand break-
ages may be induced. A unique photoproduct –– the 
so-called ‘spore photoproduct,’ another dipyrimidine ––
has been found in bacterial spores.

Nearly all living cells possess the ability to reverse the
damage caused to their DNA by UV by using one or more
repair mechanisms of which there are three principal
types. In photoenzymic repair, dipyrimidine dimers are
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TABLE 122.1
Germicidal Efficiencies at 280 and 301 nm

Mean Mean 
Germicidal Germicidal
Efficiency* Efficiency*

Micro-organism at 280 nm at 301 nm

Citrobacter diversus 0.894 0.025
Citrobacter freundii 0.834 0.017
Klebsiella pneumoniae 0.787 0.043
Bacteriophage �X-174 0.899 0.054

* Relative to 254 nm.

Data from (2).
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enzymically monomerized in the presence of light. The
second type of repair process, excision-resynthesis repair,
involves removing sections of damaged DNA and resyn-
thesising them using the intact strand as template. Whilst
in postreplication repair, undamaged sections of DNA are
replicated and combined in such a manner that an intact
double stranded molecule, identical with the original, is
formed.

The physiological state of cells is another factor that
determines survival. It has been shown that microorgan-
isms harvested at different stages of growth show differ-
ences in susceptibility to UV (7). Moreover, the physical
state of cells can also have an effect on cell survival: when
cell aggregates are irradiated, the cells on the outside can
effectively shield those towards the centre of aggregates.
This phenomenon manifests itself as a ‘tail’ in the 
so-called ‘dose–response curve’ for that species of organ-
ism. The dose response curve is simply a plot of the reduc-
tion in cell viability against dose.

It has generally been accepted that the effect of UV
exposure on living cells is solely determined by the dose
absorbed. The UV dose is defined as the product of the
exposure time and UV intensity (or ‘fluence rate’). In other
words, a short, high intensity exposure is equivalent to a
protracted low intensity one. This is the Bunsen-Roscoe
reciprocity law. However, it has been known for some time
that experimental data exists which casts doubt on the
veracity of this law. Sommer et al. (8) compared survival
data for three different strains of E. coli irradiated at con-
stant doses achieved by varying the UV intensity and time
of exposure. In all cases the most lethal effects were
achieved at the highest intensities. These findings can be
interpreted in mechanistic terms: irradiation of microbial
cells will lead to the formation of DNA lesions as explained
above, however this process is counteracted by the cells’
repair capabilities. As the UV intensity is increased the rate
of lesion formation will eventually exceed the capacity of
the repair systems. A similar argument has been used to
explain the presence of ‘shoulders’ on the UV dose–
response curves of certain microbial species.

The most commonly used method of assessing cell
viability following UV irradiation is to plate the cells out
onto an agar medium. However, recent work suggests that
there may be risks in using this type of assay to defini-
tively define viability. Physical and chemical stresses
applied to microbial cells can induce them to enter, what
has been termed a ‘viable but non-culturable’ (VBNC)
state. Of particular relevance is work that shows that cells
of E. coli ‘killed’ by UV were capable of performing a
number of metabolic functions 48 hours after being irra-
diated. These functions included expression of esterase
activity, uptake of glucose and cell elongation (9). In the
context of food processing knowledge of whether VBNC
cells retain their pathogenicity could be of crucial impor-
tance. The evidence accumulated to date is that cells of

Salmonella typhimurium do not retain their pathogenicity
(10) whereas E. coli cells do (11).

III. UV DOSE LETHALITY

Compilations of data have been published which show the
UV doses necessary to bring about specific reductions in
the populations of a variety of microbial species (3).
These data are often given in the form of the doses neces-
sary to reduce the population size by one tenth (the ‘dec-
imal reduction dose,’ D10) or by 1/e, i.e., 37% (D37). The
very existence of this data seems to have perpetuated the
notion that a single value of D10 can be ascribed to a par-
ticular species in much the same way as can the density of
a solution of sugar of known concentration. Closer com-
parisons of data published for individual species reveal
some quite large discrepancies. To quote just one example
for the radioresistant bacterium Deinococcus radiodu-
rans, estimates for the D37 dose in kJ/m2 include
0.40 � 0.13 (12), 0.34 � 0.05 (5) and 0.55 to 0.60 (13).
Moreover, it is generally assumed that taxonomically
closely related species have similar UV susceptibilities,
whereas some quite large variations have been shown to
exist (14). Decimal reduction doses, in common with all
other measures of the effects UV on microbial popula-
tions, are subject to influence by all of the factors dis-
cussed above, i.e., the physiological and physical state of
the cells as well as irradiation conditions.

Van Gerwen et al. (15) adopted an interesting approach
to the treatment of D10 doses for ionising radiation which
might profitably be applied to existing UV data. These
workers analysed over 500 estimates of D10 doses from
the literature. After eliminating data clusters for unusually
tolerant species such as D. radiodurans as well as data for
particularly sensitive and highly resistant spores, they
were able to specify an average D10 value for bacterial
spores as well as one for vegetative cells. Until such an
analysis becomes available of the UV data, the existing
D10 compilations should be viewed upon as simply pro-
viding general guidance.

IV. INACTIVATION OF MICROORGANISMS
ON FOODS

Downes is credited in 1886 with discovering that the
ultraviolet portion of the solar emission is lethal towards
microorganisms (16). The first artificial UV source was
patented in 1903 and soon after this UV sources were
being used to disinfect water. The first recorded use of an
artificial UV source for food disinfection was in 1906, for
milk (17). Subsequent applications of UV in the early
stages of its development as a method of disinfection are
covered in the reviews of Moldovan (18) and Proctor and
Goldblith (19).
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Decimal reduction doses (D10) are typically obtained
by irradiating dilute suspensions microorganisms in water
or buffer. The difficulties in interpreting data obtained
under these relatively well-defined conditions, as dis-
cussed above, are greatly compounded when such data is
required for the surfaces of foods.

There are a number of considerations that will influ-
ence the nature of the data obtained. Firstly, researchers
have a choice of either working with the microflora natu-
rally present on a particular food, or of artificially cultur-
ing organisms of interest and then applying them to the
food in some way. Whilst the former approach might hold
obvious attractions, it presents certain experimental diffi-
culties. Samples of foods, even those taken from a single
source, may harbour both different numbers, and different
species of microorganisms, a problem made worse if more
than a single source is used. This makes replication and
statistical evaluation of results difficult. In addition to this,
it has been accepted for some time that not all microbial
species present on environmental samples — this includes
foods — can be cultured under laboratory conditions.
Whilst such difficulties may be greatly reduced by work-
ing with artificially cultured microorganisms, other com-
plications arise. The association of microorganisms with
foods is complex and can take more than one form.
Microbial cells coming into contact with the food may
adsorb to the food and then go on to multiply at its surface.
This may simply lead to greater cell assemblages, however
certain species may produce polysaccharides that serve not
only to attach the cells more strongly to the food, but
which can also protect them from external stresses.
Moreover, the physiology of cells embedded in polysac-
charide matrices, or ‘biofilms,’ is known to differ from
those of planktonic cells (20). In addition, recent work has
shown that certain elements of the natural microflora may
offer protection against pathogens (22). In many cases the
true state of the association between a particular food and
its natural microflora is unknown, and the methods chosen
by researchers to apply microorganisms to food surfaces
may result in highly artificial associations. Often there are
no alternatives to such methods. However, if these inherent
experimental limitations are taken into account then the
existing experimental data available for a number of dif-
ferent foods can provide a useful guide to assessing
whether UV treatment of a particular food is feasible.

Table 122.2 shows a compilation of recent data. The
range of foods is quite diverse as are both the targeted
microbial species and the dosages applied.

Relatively few evaluations have been made of the
effect of UV on the organoleptic characteristics of the
foods. Such considerations are far from trivial and delete-
rious changes could lead to rejection by consumers despite
the fact that treatment may have produced a safer product.

When treating solid materials, such as foods, with UV,
it is characteristic of the surfaces that are of primary

importance, as UV radiation will not penetrate very far
beyond the surface layers of the material. On this basis,
these surface properties can be expected to influence
strongly the chances of microorganisms surviving irradia-
tion. Evidence of the importance of macroscopic surface
features is provided by work done on the irradiation of
fish fillets by Huang and Toledo (33). These researchers
found that UV was more effective in inactivating micro-
organisms on the surfaces of smooth-fleshed fish, such as
mackerel, than on rough-fleshed fish such as mullet. This
was because the surface of the mullet provided ridges
around which microorganisms were shielded from inci-
dent UV light. Microscopic surface characteristics and
irregularities may similarly be expected to affect micro-
bial survival: surfaces which might appear smooth to the
human eye, may at scales comparable to the dimensions of
microorganisms (i.e., of the order of 1 to 10 µm) resemble
a topography as rugged as that of the Himalayan foothills.

One approach to account for surface topography and
surface–organism interactions is to extend the concept of
the decimal reduction dose (D10). A comparison of the D10

value for a particular microorganism in conditions where
the nature of the medium surrounding the organism does
not unduly influence microbial survival with that obtained
on the surface of a food can provide some sort of measure
of surface-related protective effects. When in dilute aque-
ous suspensions, microorganisms are essentially fully
exposed to incident UV but, presumably for reasons of
convenience, many workers have opted instead to irradi-
ate colonies on the surface of agar to obtain ‘basal’ D10

values. Relatively few published studies contain sufficient
data to enable this to be done but the data available is pre-
sented in Table 122.3.

Implicit in this approach is the assumption that the
inactivation data is approximately linear in form. This is
the case for most of the data shown in the table, but there
are instances where the data deviates significantly from
linearity. A case in point is the data of Wong et al. (35) for
both E. coli and Salmonella senftenberg on the surface of
agar (i.e., the basal D10). In order to obtain D10 values
under these conditions these workers effectively imposed
linearity on their data to enable comparisons to be made
with data for the surface of pork which was linear.

Gardner and Shama (40) suggested an alternative
approach to the use of decimal reduction factors. Working
with model materials (cellulose filter papers), they pro-
posed that the surfaces of foods could be considered as
constituting a discrete number of zones each of which
contained a certain fraction of the microbial surface pop-
ulation. Each zone was typified by a so-called ‘exposure
factor.’ This quantified the degree of attenuation to inci-
dent UV. Thus factors near 1.0 indicated that the zone
offered little attenuation, whilst zones with low factors
offered high levels of attenuation, and therefore high UV
doses were required in order to inactivate the organisms
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present. Figure 122.3 shows a typical food surface simu-
lation. In this instance the surface of the food comprises
three zones, containing 22, 53 and 25% of the microbial
population and with exposure factors of, respectively,
0.85, 0.29 and 0.08.

An extension of this approach to actual food surfaces
might go some way to providing data that would enable
the UV doses necessary to bring about given reductions in
the viability of microbial populations to be predicted.

V. COMBINED TREATMENTS
INCORPORATING UV

A. UV AND HYDROGEN PEROXIDE

The germicidal effects of UV can be enhanced by hydro-
gen peroxide. Hydrogen peroxide possesses antimicrobial
properties in its own right, but when combined with UV
produces synergistic disinfection effects. This has been

demonstrated both for bacterial spores (41) and for vege-
tative bacteria (42).

Hydrogen peroxide undergoes photolysis in the pres-
ence of UV to yield hydroxy radicals (OH°):

H2O2 → 2OH°

These short-lived radicals are highly reactive and will
attack microorganisms indiscriminately. The germicidal
effect of hydrogen peroxide in aqueous solutions
increases with concentration. However, as hydrogen per-
oxide absorbs UV quite strongly, concentrated solutions
of hydrogen peroxide will attenuate incident UV result-
ing in reduced activity against microorganisms. There-
fore, an optimum concentration exists at which the
synergistic germicidal effect is at its greatest. This con-
centration has been shown to be approximately 1% (w/v)
for Bacillus subtilis spores either in suspension (41) or on
solid surfaces (43). Irradiation of hydrogen peroxide
solutions at this concentration results in enhanced rates of
spore inactivation compared to UV alone as Table 122.4
shows.

Perhaps the most successful commercial application
of the combined UV–hydrogen peroxide treatment has

TABLE 122.3
Decimal Reduction Doses (D10) for Various Foods

UV
D10 Values Intensity 

Food Bacteria kJ/m2 W/m2 Reference

Chicken Listeria Peptone Chicken (with Chicken (without 5
monocytogenes water 0.079 skin) 1.948 skin) 1.911

Salmonella Peptone Chicken (with Chicken (without 5 29
typhimurium water 0.13 skin) 0.888 skin) 2.439

E. coli Peptone Chicken (with Chicken (without 5
O157:H7 water 0.061a skin) 0.677 skin) 1.06

Chocolate Salmonella Peptone Chocolate (0.1 mm Chocolate (0.3 mm 19 30
eastbourne water 0.18a thickness) 0.797 thickness) 16.28

Pork E. coli Agar 1.77 Pork skin 5.92 Pork muscle 12.05 10 35
Salmonella Agar 0.21 Pork skin 4.90 Pork muscle 10.64 10

senftenberg

a Estimate based on only two data points.
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FIGURE 122.3 Zone model for UV inactivation of microor-
ganisms on a solid surface (40).

TABLE 122.4
Enhancement of UV Disinfection by Hydrogen Peroxide

Ratio of First 
Order Inactivation 

Rate Constants
Medium (UV � H2O2

a/UV) Reference

Coarse cellulose filter paper 3.2 43
Fine cellulose filter paper 5.3 43
Distilled water 4.8 44

a H2O2 concentration 1% (w/v).
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been in the decontamination of beverage cartons (45).
Although hydrogen peroxide treatment is currently being
evaluated for decontaminating a wide variety of foods, it
is somewhat surprising that not more attention has been
paid to the combined treatment, particularly as UV can
reduce residual hydrogen peroxide levels to those consid-
ered acceptable.

B. UV AND OZONE

The classification of ozone by the Food and Drugs
Administration in the USA as being generally recognised
as safe (GRAS) has led to growing interest in its use as a
germicide in the food industry (46). In common with
hydrogen peroxide, ozone is known to exhibit synergistic
disinfection effects under conditions of UV irradiation.
The mechanism by which free radicals and other oxidis-
ing species are liberated during UV irradiation are quite
complex but well established (47).

Despite the advantages that ozone residuals are short-
lived, very little work has been published on the combina-
tion of ozone and UV of direct relevance to foods. One
early study (22) did show that a synergistic inhibitory
effect against two species of moulds, (Thamnidium sp.
and Penicillium sp.) was obtained when beef slices were
irradiated with UV in the presence of gaseous ozone.

C. OTHER

An interesting combination involves the use of long wave
UV with a class of compounds known as the fura-
nocoumarins. These tricylcic compounds exert their
lethality by intercalation within the double helical struc-
ture of DNA and cross-linking with DNA bases. One par-
ticular attraction in the context of food processing is that
furanocoumarins occur naturally in a number of food
plant species including lemons, celery and parsley.
Bintsis et al. (48) showed that the combination of UV and
relatively high concentrations of furanocoumarins inacti-
vated both pathogenic bacteria such as E. coli O157:H7
and Listeria monocytogenes, and the natural brine
microflora. Further work in this field, possibly in relation
to minimal processing, might yield more positive out-
comes.

The anatase crystalline form of titanium dioxide when
irradiated by UV light in the presence of water generates
free hydroxy radicals. This phenomenon has been widely
exploited in environmental applications and some of these
are of interest in food processing. One such application is
the destruction of ethylene by UV-irradiated titanium
dioxide (49, 50). Ethylene is known as the ‘ripening hor-
mone’ and its accumulation in storage depots of certain
horticultural products, i.e., fruit, vegetables and flowers,
leads to considerable losses through accelerated senes-
cence resulting in unmarketable produce.

Immobilized titanium dioxide was recently shown 
to be active in treating the water used in bean sprout 
cultivation (51).

VI. UV HORMESIS

The uses of UV described so far have related to its direct
effects against microorganisms. However, there seems to
be a growing interest in the treatment of fruit and vegeta-
bles with UV in order to bring about indirect effects in
plant tissues that confer resistance to a variety of fungal
pathogens.

To date this interest appears to be restricted to that of
the research community with little evidence of its adop-
tion by growers or processors. To some extent this is due
to the fact that the magnitude of the effects obtained is due
to the particular cultivar used or the precise conditions
under which it was grown. For example, it is known that
there are seasonal variations in susceptibilities of fruits to
stresses (52) and such factors would need to be taken into
account in commercialising any process based on irradia-
tion with UV. However, as the changes that UV induces in
plant materials become better defined and understood,
irradiation of agricultural produce might well provide a
viable method of reducing postharvest losses in the future.

It has been claimed that postharvest losses of agricul-
tural produce are significant in developed countries, but
that in developing countries they can be catastrophic. A
number of measures are applied in developed countries to
reduce such losses. Principal amongst these is postharvest
storage at low temperature. Fewer losses are sustained if
in addition to cold storage fungicides are used. These are
typically applied to the crops some short while before
they are harvested. Interest in the potential use of UV
stems from pressures from the regulatory authorities to
reduce the dependence on chemical fungicides as primary
disease control agents. To these concerns must be added
those of consumers who are increasingly demanding food
free from chemical additives and produced by methods
that cause minimal environmental impact.

The application of UV to the treatment of agricultural
produce is termed ‘hormesis.’ Hormesis may be defined as
a beneficial plant response resulting from the application
of a low dose of a so-called ‘stressor.’ A variety of physi-
cal treatments, including UV irradiation, may serve as
stressors. Although the phenomenon of hormesis was
described in the 1940s, it is really in the last 20 years that
it has excited interest as a practical method of reducing
postharvest losses of crops (53).

Irradiation of fruits and vegetables with UV will result
in at least some direct inactivation of microorganisms
present at the surface, but hormesis is quite distinct from
purely surface disinfection and may even be considered as
additive to it. The evidence for hormetic effects is that
fungi deliberately inoculated into fruit some distance from
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the surface are inhibited following low level irradiation
(54). Moreover, hormetic effects have been shown to be
reversible by illuminating the plant tissue with visible
light following UV irradiation. This would seem to impli-
cate genetic involvement in the response of the plant to
UV. Indeed, the isolation of a gene in grapefruit that is
activated in response to UV and produces an isoflavone
reductase-like protein has recently been announced (55).
In addition, it seems that there is a delay after irradiation
before the maximum protective effect is achieved; this
delay can be as long as 96 hours (56). Table 122.5 reveals
that hormesis can be induced in a number of different
crops.

The only exception appears to be cactus pears where
at best UV treatment resulted in no positive benefits (58).
The optimal doses for achieving hormetic effects range
from 0.12 to 9.0 kJ/m2, this is a much narrower range of
doses than those used in irradiating foods for obtaining
germicidal effects (see Table 122.3). For certain crops the
nature of at least one ‘hormetin,’ the substance produced
in response to the application of UV, has been identified.
However, it seems likely that the formation of a number of
quite different classes of compounds is probably elicited
by hormesis. In many cases the exact identity of these
compounds have yet to be described. Typically
researchers have confined themselves to assaying only
one or two previously identified compounds. The enzyme
phenylalanine ammonia-lyase (PAL) has been found in a
number of different fruits including sweet potato (54).
This enzyme is associated with lignin biosynthesis which
is a common plant response to fungal attack. There is
mounting evidence to suggest that phytoalexins are pro-
duced following irradiation. Phytoalexins are low molec-
ular weight compounds that are produced by plants in
response to microbial infection or physical damage. The
phytoalexin scoparone has been detected in a number of
citrus fruits (52, 62), whilst 6-methoxymellein has been
found in carrots (59) and resveratrol in grapes (72).

The effects of irradiation with low doses are not
restricted to the inhibition of fungal pathogens. A number
of workers have shown that ripening of fruit can also be
delayed (70). Premature ripening, as may occur for exam-
ple in storage, is also the cause of postharvest losses as
over-ripe produce is not marketable.

There is compelling evidence that even more subtle
effects than hormetic ones may be at work and that if
these are better understood even greater protection may be
given to agricultural produce without resorting to fungi-
cides. The natural epiphytic (i.e., surface-associated)
microflora found on certain fruits may inhibit certain fun-
gal pathogens but is itself not affected by low UV doses.
This has been demonstrated for the epiphytic yeast
Debaromyces hansenii, which survives UV doses on the
surfaces of peaches which would normally inactivate it on
artificial surfaces. This strongly implicates one or more

control factors which are imposed by the fruit. D. hansenii
has been shown to be inhibitory towards the soft rot fun-
gus Monilinia fructicola without forming antibiotics. A
synergistic protection of peaches against this particular
fungus has been demonstrated by the application of the
yeast with low UV doses (21).

Of related application to the subject discussed above
is the possibility of producing functional foods through
UV treatment. Mau et al. (73) showed that the vitamin D2

content of a number of different mushroom species could
be increased by irradiating them with UV-B. Cantos et al.
(74) proposed subjecting grapes to UV-C pulses to
increase their resveratrol content.

VII. DELETERIOUS EFFECTS OF UV ON
FOODS

Most of the data available on the damaging effects of UV
on foods relates to the work done on applying hermetic
UV doses to fruits and vegetables. These effects are sum-
marised in Table 122.4. In general, UV doses much above the
levels that bring about beneficial hermetic effects, approx-
imately 0.12 to 9.0 kJ/m2, may result in surface discol-
oration, accelerated senescence or sprouting. Relatively
few adverse effects following UV irradiation were
reported in the range of foods listed in Table 122.2, this was
mainly because such evaluations were often outside the
scope of the work reported. In fact, very few studies have
specifically focussed on this aspect of the UV treatment of
foods. The extended irradiation of cold liver oil resulted in
the formation of toxic aldehydes (75). Studies with artifi-
cial food colouring showed that prolonged UV irradiation
led to the formation of breakdown products that were
DNA damaging (76). However, the UV doses necessary to
bring about these effects were not specified.

VIII. UV TECHNOLOGY

A. UV SOURCES

Despite being published 20 years ago, a very useful
source of fundamental information on UV sources
remains that of Phillips (1). UV sources are in the main
gas discharge sources containing xenon and mercury or
xenon and argon. The low vapour pressure mercury
source is perhaps the most commonly used method of
achieving disinfection. It operates optimally at a tempera-
ture of approximately 40°C and is often referred to as
‘monochromatic’ but actually 90% of its output is emitted
at 253.7 nm which is fortuitously close to the maximum
absorptivity of DNA. Increasing use is being made of
medium and high pressure UV sources in water disinfec-
tion and this trend may extend to the food industry. These
are not as efficient as the low pressure sources in emitting
in the germicidal range but their higher power ratings
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TABLE 122.5
UV Hormesis of Horticultural Produce

UV Dose 
Range 

Crop Targeted Investigated Optimal UV 
(Variety) Pathogen kJ m��2 Dose kJ m��2 Additional Details Reference

Apple Penicillium 7.5 Not determined Treated fruit stored at 24°C for 14 days. The earliest 56
(Red expansum application of UV treatment (96 hours) before inoculating 
Delicious) with P. expansum provided the best defence against disease. 

Combining UV irradiation with other disease prevention 
measures, harpin, chitosan and yeast antagonists Candida 
saitoana and C. oleophilia offered no advantages.

Cabbage Xanthomonas 1.3–7.5 3.6 Irradiation performed on cabbage seeds which were stored 57
seeds (Acc campestris for up to 8 months. Improvements in quality and growth 
16 Hybrid) response observed at optimum dose. Disease resistance 

of treated seeds decreased with storage time.

Cactus Not specified 0.75 Not determined UV treatment did not reduce the incidence of decay. 58
Pear (Gialla) Skin damage observed following irradiation.

Carrot Botrytis 0.11–0.88 0.44–0.88 Both fresh and aged carrots were studied. Aged carrots 59
(Caropak) cinerea had been stored at 1°C for 4 months. After irradiation 

carrots were stored at 1°C for 25 days. Only carrots that 
had been surface-wounded responded to UV treatment 
at 1°C but intact roots responded to treatment at 20°C. 
Treatment of fresh carrots gave higher resistance to 
storage rots. Exposure to UV induced 
6-methoxymellein production.

Grape (Italia) Botrytis cinerea 0.125–4.0 0.125–0.5 Irradiated grapes were stored at either 3°or 21°C. 60
Grapes irradiated 24–48 hours before inoculating with 
B. cinerea showed a lower disease incidence than those 
inoculated immediately before irradiation. Doses above 
1.0 kJ m�2 resulted in skin discolouration. Treatment 
within the optimum range did not significantly reduce 
the numbers of yeasts antagonistic towards 
pathogenic moulds.

Grapefruit Penicillium 0.5–3.0 0.5 Quality and disease resistance determined after storage 61
(Star Ruby) digitatum at 7°C for 4 weeks followed by 1 week at 20°C.  

Scoparone and scopoletin levels were increased at all 
UV doses. Rind browning and tissue necrosis occurred 
at UV doses �1.5 kJ m�2.

Kumquat Penicillium 0.2–15 1.5 Scoparone levels increased following irradiation at all 62
(Nagami) digitatum UV exposures. After 2 weeks of storage at 17°C 

UV-treated fruit showed signs of damage, however at 
lower temperatures UV damage was practically absent 
even at the highest dose used.

Lemon Penicillium 0–15 5 Irradiated fruit was stored in the dark at 17°C. UV 63
(Eureka) digitatum was only effective in suppressing decay in fruit that had 

been irradiated at least 24 h before inoculation with 
P. digitatum. Increased levels of scoparone were found 
in irradiated fruits.

Mango Not specified 4.9 and 9.9 4.9 Quality and disease resistance determined after storage 64
(Tommys at 5°C for 14 days followed by 7 days at 20°C. Treatment
Atkins) at 4.9 kJ m�2 resulted in improved appearance and texture

of fruit. Irradiation induced spermidine and putrescine.
The higher dose induced senescence.

Onion Aspergillus spp., 0.44–19.10 7.33 Quality and disease resistance determined after storage 65
(Walla Walla) Penicillium spp., at 20–25°C for four weeks. UV exposure was generally 

Erwinia spp. better than gamma or electron beam irradiation at 

(Continued)
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TABLE 122.5 (Continued )
UV Dose

Range
Crop Targeted Investigated Optimal UV
(Variety) Pathogen kJ m��2 Dose kJ m��2 Additional Details Reference

reducing the incidence of disease and improvement in
marketability and storage life. UV irradiation did not
affect texture or flavour. Some UV doses
induced sprouting.

Orange Not specified 0.5–3.0 Not determined Quality and disease resistance determined after storage 52
(Biondo at 7°C for 4 weeks followed by 1 week at 20°C. Peel
Comune, quality was affected in all cultivars with the exception
Washington of Valencia L. Percentage of damaged fruit at the
Navel, Tarocco, higher dosages decreased as the season progressed.
Valencia Late) UV irradiation at 0.5 kJ m�2 was effective in reducing

decay development. The higher dose of 1.5 kJ m�2 was
more effective but only in early harvested fruit.
Concentrations of scoparone and scopoletin increased
in all varieties with increasing dose.

Oranges Penicillium 0.2–15 9.0 After 2 weeks of storage at 17°C UV-treated fruit 62
(Shamouti, digitatum showed signs of damage, however at lower temperatures
Valencia) UV damage was practically absent even at the highest

dose used. Scoparone levels increased following
irradiation at all UV exposures.

Peach Monilinia 0.84–40 7.5 Exposure to UV delayed ripening, suppressed ethylene 66
(Elberta) fructicola production and increased phenylalanine ammonia-lyase

activity. Doses of 40 kJ m�2 increased susceptibility to
brown rot. Irradiation resulted in increased numbers
of the antagonist yeast Debaryomyces hansenii on the
surface of the fruit.

Pepper Natural 0.22–2.20 0.88 for Fruit were stored at either 13° or 20°C following irradiation. 67
(Bell Boy, infections and Botrytis cinerea All doses tested provided protection against natural
Delphin) Botrytis cinerea infection. UV provided protection against B. cinerea 

only when artificial inoculation occurred after irradiation  
but not before. Two successive exposures at 0.44 kJ m�2

were equivalent to a single exposure at 0.88 kJ m�2.

Potato Fusarium solani 7.5–15 Not determined Potatoes stored at 8°C for 3 months. Disease suppression 68
(Superior) Erwinia carotovora increased with UV dose. Doses higher than 15 kJ m�2

associated with induction of sprouting and were
not investigated.

Sweet Fusarium solani 1.3–20 3.6 Tubers stored for up to 8 weeks at 25�27°C. All UV 54
Potato (Jewel) exposures resulted in increased phenylalanine

ammonia-lyase activity.

Tomato Alternaria 1.3–40 3.6–7.5 UV doses of 3.6 and 4.8 kJ m�2 delayed ripening whilst 69
(Tuskegee alternata doses of 40 kJ m�2 resulted in skin discolourization.
80–130, Flora- Botrytis cinerea 
dade, Better Boy) Rhizopus stolonifer

Tomato - 3.7–24.4 3.7 Study aimed at delaying senescence only. Treated fruit 70
(Capello) were stored at 16°C for 35 days. High UV doses caused

abnormal browning of the surface of fruits. Treatment
with doses of 3.7 kJ m�2 delayed ripening for 7 days.
This correlated with increased amounts of putrescine
in the fruits.

Zucchini Not specified 0.49–9.86 Not determined Fruit sliced prior to irradiation and stored at 5° and 10°C 71
Squash for up to 18 days. Doses above 4.9 kJ m�2 retarded
(Tigress) microbial growth. Treatment at the higher doses resulted

in slight discolouration for fruit stored at 10° but not 5°C.
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mean that greater overall outputs can be obtained.
‘Doping’ with e.g., metal halides can modify the spectral
output of these sources.

Recent advances have led to the development of
pulsed UV sources in which the duration of the pulse
varies from nano- to milli-seconds. Comparisons with
continuous i.e., conventional sources have shown that
pulsed sources are more effective at decontaminating sur-
faces (77, 78). Similarly tunable excimer lasers have been
used to disinfect food packaging (79). Plasmas, generated
in vacuum or at atmospheric conditions also have poten-
tial for use in surface disinfection (80).

B. UV IRRADIATION EQUIPMENT

The history of treating water precedes that of food disin-
fection and it is therefore not surprising therefore that
most innovations relate to the treatment of liquids and
water at that. Novel thin film devices have been proposed
for disinfecting liquids, such as cider and syrups, that have
low UV transmittance (81) but such systems have low liquid
throughputs. Solids are generally conveyed on belts past
UV sources. These may be mounted on the walls of enclo-
sures to create ‘UV tunnels.’ Shama et al. (82) proposed
the hydraulic conveying of particulate matter over UV
sources. Some innovative designs have been reviewed in
relation to UV curing of inks on curved surfaces which
could well have applications to food treatment (83).
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I. INTRODUCTION

A. COMPONENTS OF AN ASEPTIC PROCESSING

SYSTEM

Aseptic processing consists of pumping, deaeration, heat-
ing of the product (also referred to as “pre-sterilization”),
passage of the product through a holding tube wherein the
product attains the required temperature for the required
amount of time (achievement of commercial sterility),
cooling of the product, possible holding of the product in
an aseptic surge tank, and subsequent packaging of the
product in a pre-sterilized container under aseptic condi-
tions. This process results in a high quality shelf-stable
product in a hermetically sealed container.

Pumping of the product at a constant rate (also referred
to as “timing”) is very important to ensure that all parts of
the product receive uniform and the required amount of

heat treatment. The most common type of pump used for
this purpose is the piston type positive displacement pump
wherein slippage (back flow of the product) is minimal.
This type of pump delivers the product at a constant rate
even if the pressure against which it is pumping fluctuates
(for example, when fouling in the heat exchanger increases
the pressure or when the opening and closing of valves
causes changes in pressure). For certain fluid products,
homogenization of the product may be required and this is
achieved by using a homogenizer, which can also serve as
the “timing” device.

Deaeration of the product removes excess air in the
product. It is accomplished in a vessel maintained at a cer-
tain degree of vacuum by means of a vacuum pump. The
product is fed into the vessel at 55–70°C through a noz-
zle at the center of the vessel. Vacuum is controlled to
obtain a product flash of about 5°C. An internal spiral



condenser condenses vapors and other condensable gases.
The deaerated product is discharged through the bottom and
pumped to the heating section. This serves the purposes 
of increasing the rate of heat transfer during heating and
cooling, maintaining the specific volume of the product in
the holding tube (to avoid reduction in holding time 
due to expansion of product), maintaining a constant fill
rate and prevention of foaming during packaging, and
minimizing oxidation reactions within the product during
storage. The deaerator is placed before pre-heating in
cases where loss of volatiles at elevated temperatures is of
concern and after pre-heating in other instances since it is
easier to remove air at higher temperatures due to its
expansion.

The high temperatures required for aseptic processing
(125–145°C) are achieved by direct or indirect contact
heat exchangers (usually with steam as the heating
medium) and a back pressure valve (placed after the cool-
ing unit) that maintains high enough pressure to prevent
boiling (or flashing) of the product. The required back
pressure for the process can be achieved by using a piston-
type air actuated valve, diaphragm valve or pressurized
tanks. Heating of the product can be accomplished by
direct (steam injection of infusion) or indirect (tubular,
shell and tube, plate, scraped surface, microwave, radio
frequency, or ohmic) means. The choice of the type of
heating and cooling equipment depends on a variety of
factors such as type of product (acid or low-acid, viscous
or non-viscous, fluid or particulate, heat sensitive or heat
stable), potential for fouling, ease of cleaning, and as
always the cost of the heat exchanger. An additional use-
ful characteristic of the back pressure valve is that it also
provides a dampening effect against the fluctuating or pul-
sating action of pumps used in aseptic processing.

The holding tube is an important part of the aseptic
processing system since this is where the product receives
the required time-temperature treatment in order to render
the product commercially sterile. The holding tube is always
inclined upwards (requirement from regulatory agency)
with a vertical rise of at least ¼� per foot length of the
tube. This vertical rise ensures that the product completely
fills the holding tube (with no air pockets) and that the
product returns to the supply tank when the pump is shut
off (thereby minimizing contamination issues).

An aseptic surge tank provides the means for product
to be continuously processed even if the packaging system
is not operational due to any malfunction. It can also be
used to package the sterilized product while the process-
ing section is being re-sterilized.

1. Historical Perspective

Historically, the first aseptic packaging of food (milk 
in metal cans) was done by Nielsen in Denmark in 1913.
In 1917, Dunkley of the U.S. sterilized cans and lids by

saturated steam and filled pre-sterilized product in it. In
1923, aseptically packaged milk from S. Africa reached a
trade fair in London in perfect condition. The work of
Olin Ball and the American Can Research Department laid
the foundation of aseptic processing in the U.S. as early as
1927 when the HCF (heat, cool, fill) process was devel-
oped. This was followed by the Avoset process in 1942
(steam injection of the product coupled with retort or hot
air sterilization of packages such as cans and bottles) and
the Dole-Martin aseptic process in 1948 (product steriliza-
tion in a tubular heat exchanger, metal container steriliza-
tion using superheated steam at temperatures as high as
450°F since dry heat requires higher temperature than wet
heat, followed by aseptic filling and sealing of cooled
product in a superheated steam environment). The early
1960s was marked with the advent of a form-fill-seal
package — tetrahedron package. The late 1960s saw the
advent of the Tetra Brick aseptic processing machine and
the late 1970s saw the advent of the Combibloc (blank
carton) aseptic system. Soon, aseptic filling in drums and
bag-in-box fillers were established. One of the major land-
marks in the history of aseptic processing is the approval
of use of hydrogen peroxide for the sterilization of pack-
aging surfaces by the FDA in 1981. In recent years, a major
break-through for the aseptic processing industry was in
1997 when Tetra Pak received a no-objection letter from
the FDA for aseptic processing of low-acid foods contain-
ing large particulates.

2. Advantages and Disadvantages

Better product quality (nutrients, flavor, color, texture), less
energy consumption, fewer operators, less space require-
ments, eliminating the need for refrigeration, easy adapt-
ability to automation, use of any size package, use of
flexible packages, and cheaper packaging costs are some
of the advantages of aseptic processing over the conven-
tional canning process. It also does not have the problem
of texture changes associated with frozen products and
increased permeability of packaging material such as 
ethylenevinylalcohol (to oxygen) due to the high temperature
as in retortable pouches. Some of the reasons for the rela-
tively low number of aseptically processed products include
slower filler speeds and higher overall cost. Aseptic pro-
cessing also requires better quality control of raw products,
better trained personnel, and better control of process
variables and equipments. It is also subjected to stringent
and extensive validation procedures. Some of the disad-
vantages of aseptic processing include increased shear
rates, degradation of some vitamins (some vitamins are sta-
ble at pasteurization temperatures but not at sterilization
temperatures), separation of solids and fats, precipitation of
salts, and change in flavor or texture of the product (steam
injection followed by flash cooling may eliminate off-
flavors) relative to what consumers are accustomed to.
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Though aseptic processing could potentially result in
better product quality, one has to keep in mind that several
chemical changes take place during temperatures encoun-
tered during aseptic processing which do not occur under
normal processing conditions. Some of these chemical
changes include age gelation, browning reactions, oxida-
tion reactions, and changes in pigments and have been
described in detail in references (1, 2).

Due to some of the stringent regulatory requirements of
aseptic processing, many processors adopt an aseptic
process, but package it in non-aseptic containers. This
results in products that are called “extended shelf-life prod-
ucts.” Such processes are easier to adopt, require less mon-
itoring (since the resulting product-package combination
does not need to be sterile), and are easier to file with reg-
ulatory agencies. One such process involves ultra-pasteur-
ization of milk wherein extended shelf-life can be obtained.

Notwithstanding the problems associated in produc-
ing aseptically processed foods, several companies have
adopted this technology. Some of the products that are
aseptically processed include fruit juices, milk, condensed
milk, coffee creamers, puddings, soups, butter, gravies, and
jelly. Some of the companies that deal with aseptic pro-
cessing and packaging equipment are International Paper,
Tetra Pak, Combibloc, Elopak, Cherry Burrell (tubular:
Unitherm; plate: Thermaflex; SSHE: Thermutator; steam
injection: Aseptic direct steam incorporation), Alfa Laval
(Plate: Steritherm; SSHE: Contherm; steam followed by
SSHE: Viscotherm; steam injection: VTIS — Vacu-therm
instant sterilizer; corrugated tube: Spiraflo), ASTEC, VRC,
APV (Plate: Juicematic; Plate for low-acid: Super ultra-
matic; steam injection: Uperizer), FranRica, Benco,
Scholle, Bosch, and Metal Box.

B. IMPORTANT FACETS OF ASEPTIC PROCESSING

Some of the important facets of aseptic processing include
fluid mechanics (residence time and residence time distri-
bution of the fluid elements and particles in the product),
kinetics (of microbial destruction, enzymatic inactivation,
and nutrient destruction), and heat transfer (transfer of
heat from the heating medium to the liquid and particulate
portions of the product and accumulation of F0 or F-value
at 121.1°C and z � 10°C, where z is the temperature
change required for an order of magnitude change in the
decimal reduction time, D).

1. Fluid Mechanics

The Food and Drug Administration (FDA) only credits
heat treatment experienced in the holding tube, which
makes its design critical. The velocity profile of the fluid
in the holding tube is affected by the degree of its devia-
tion from the behavior of a Newtonian fluid. The degree
of deviation is characterized by the flow behavior index,
n�, for Ostwald-de-Waale fluids. For a Newtonian fluid

(n� � 1) flowing under laminar conditions in a straight tube
of circular cross-section, the maximum velocity occurs at
the center of the holding tube and its magnitude is twice
the average velocity of the fluid. For pseudoplastic fluids
(n� � 1), differences between the maximum and average
velocity becomes smaller as n� decreases. In other words,
the velocity profile becomes flatter. For the extreme case
(n� � 0), the plug flow profile is attained. However, for
most cases (n� � 0), the maximum velocity occurs at the
axis of the tube, which means that the minimum residence
time corresponds to the residence time of particles located
along the center-line of the tube. Consequently, these par-
ticles receive the least amount of heat treatment. Thus, the
holding tube length required to achieve the required F0

value (time-temperature effect) can be calculated based on
the knowledge of this minimum residence time, but this
will result in an over-processed product. This is where the
residence time distribution (RTD) of the particles comes
into the picture. To understand RTD, we begin with the
following equation, which describes the velocity profile
for flow of a Newtonian fluid under laminar conditions in
a pipe of circular cross-section:

u � 2 u� [1 � (r2/R2)] (123.1)

Where u is fluid velocity in m/s, u� is average fluid veloc-
ity in m/s, r is the radial distance from the center of the
tube in m, and R is the radius of the tube in m.

Thus, it can be seen that different fluid elements (at
different radial locations) spend different amounts of time
in the tube. For instance, a fluid element traveling at the
center of the tube will travel twice as fast as the average
fluid element. The distribution of times spent by various
fluid elements within the tube is referred to as the resi-
dence time distribution (RTD) of the fluid elements.
Similarly, when different particles are flowing through the
tube, they spend different times in the tube, and the distri-
bution of these times is the RTD of the particles. The RTD
of the particles depends a great deal on the RTD of the
fluid. It also depends on flow rate and viscosity of the car-
rier medium, and also the size, density, and concentration
of particles. Analysis of particle RTD is relatively simple
when there is only one type of particle in a system. How-
ever, when different types of particles (especially particles
of different densities) are present in a product, the flow
behavior is quite different from the situation when they are
each present as the only particle type in suspension. For
instance, in a mixture of two types of particles, denser
particles (which traveled slowly at the bottom of the tube
when present alone) could be sped up by foreign particles
due to collisions, and in turn, the foreign particles could
get slowed down. Thus, an analysis has to be performed
for each combination of particle types present in a system
and direct inferences cannot be made from RTD of each
particle type separately.
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The existence of a RTD for the particles results in some
particles receiving more heat treatment than others in the
holding tube. From a safety standpoint, the fastest particle
is what is of concern and the holding tube length is based
on the fastest particle residence time. Thus, it can be seen
that if the particle RTD is narrow, the quality of the prod-
uct would be high since the difference between the fastest
and slowest particle residence time is not very high. The
wider the RTD of the particles in the holding tube section,
the more non-uniform the process. One of the techniques
that can be used to narrow the RTD of the fluid and particles
is the use of helical tubes.

When a non-Newtonian (power-law) fluid flows
through a straight tube under laminar flow conditions, the
velocity profile is given by the following equation.

Non-Newtonian fluids:

u � u� �1 � � � � (123.2)

Thus, for a pseudoplastic fluid (n� � 1), the maximum
fluid velocity is given by:

umax � u� (123.3)

Hence it can be seen that the maximum velocity in the
case of a pseudoplastic fluid is less than twice the average
fluid velocity. Thus, the RTD of the fluid is narrower for
a pseudoplastic fluid in comparison with that for a
Newtonian fluid. Hence, the RTD of particles is also nar-
rower when the carrier medium is a pseudoplastic fluid.
Further details of RTD of fluid elements and particles
have been presented by (3).

The average fluid velocity can be calculated once the
volumetric flow rate of the product is known. To deter-
mine the distribution of fluid residence times, salt injec-
tions, dye tracers, and fine particles are used. Magnetic
resonance imaging can also be used under certain circum-
stances to obtain a fluid flow profile. Fluid flow profiles,
though important, are usually not the target, since the
species of concern are the slow-heating particles. Particle
residence times, residence time distributions, and veloci-
ties can be determined by using a stop-watch, digital
image analysis, LASER-Doppler velocimetry, and also
with the aid of magnetically tagged particles.

2. Kinetics

Sufficient heat has to be applied to a food product to inac-
tivate microorganisms that cause food spoilage and food
poisoning, and inactivate enzymes. However, the color,
texture, flavor, and nutrients within the food must not be
destroyed to an unacceptable level. This is where optimiza-
tion of the process comes into play. Several combinations

of time and temperature could be used to destroy the
microorganisms of concern. Out of these, the combination
that results in the least nutrient destruction would be the
desired combination. In order to arrive at this combina-
tion, a thorough understanding of the kinetics of microbial
and nutrient destruction is essential.

The heat resistance of microorganisms is affected by
several factors. Some of these factors include water activity,
pH, lipids and oily materials, dielectric constant, ionic
species, ionic strength, oxygen level, organic acids, and
antibiotics. Methods to measure heat resistance in the tem-
perature range of 60–135°C are the end-point method (a num-
ber of replicate containers with a known number of spores
are heated successively for longer periods of times until no
survivors are obtained by culturing each container) and the
multiple-point method (a batch of spores is heated continu-
ously and samples are withdrawn at selected intervals, fol-
lowed by determination of the number of survivors).

The most general equation representing the kinetics of
microbial inactivation, enzymatic inactivation, nutrient
destruction, or other chemical reactions is

� � knc
n (123.4)

with c being the concentration of the reacting species at
time t, kn being the specific reaction rate, and n being the
order of the reaction. To determine the order of the reac-
tion, the logarithm of the equation is taken on both sides and
a graph is plotted between ln(�dc/dt) versus ln(c). The
intercept of the graph is ln(kn) and the slope is the rate of
the reaction.

Zero order reaction (n � 0): � � k0 (123.5)

Integrating, we get: c0 � c � k0t (123.6)

Caramelization of sugar and degradation of vitamin C in
model meat systems are examples of reactions that fall
under this category.

First order reaction (n � 1): � � k1c (123.7)

Integrating, we get: ln(c/c0) � �k1t

This can also be written as: c/c0 � e�kt (123.8)

Most reactions, including microbial inactivation, enzy-
matic inactivation, and nutrient destruction, fall under this
category.

Second order reaction (n � 2): � � k2c
2 (123.9)

Integrating, we get: 1/c � 1/c0 � k2t (123.10)

dc
�
dt

dc
�
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�
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�
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Destruction of thiamin in milk falls under this category.
Other orders of reaction (fractional): Reactions involv-

ing the color (n � 1.31 	 0.18), texture (1.13 	 0.20) of
peas and the texture (0.36 	 0.17), and appearance
(0.44 	 0.16) of beans fall under this category.

The more common way of representing the rate of
microbial destruction is through the use of decimal reduc-
tion time (D). The relationship between the rate of a reac-
tion and decimal reduction time is

N/N0 � e�kt (123.11)

log10 (N/N0) � �kt/2.303

with D � 2.303/k (123.12)

if k is represented in s�1 and D in s.
Thus, N/N0 � 10�t/D where N0 and N are the initial

and final number of microorganisms, respectively, and t is
time.

The D value determined at a reference temperature
(Tref or Tr) is denoted by Dref or Dr.

The ratio of Dref to D is referred to, as the lethal rate.
The effect of temperature on rate of reaction can be

described by one of the following two models:

1. Thermal death time (TDT) method (D-z model):
TDT is the time required for total destruction of
a microbial population or the time required for
destruction of microorganisms to an acceptable
level. The plot of D (logarithmic scale) versus
T is referred to as the “phantom” TDT curve (or
the thermal resistance curve). The slope of this
curve is “�1/z.”

log(D1/D2) � (T2 � T1)/z (123.13)

The points on this curve correspond to the com-
bination of time and temperature that results in
90% reduction in microbial count. A similar
curve with either 100% reduction in microbial
count (based on experiments) or acceptable lev-
els of reduction in microbial counts is referred to
as the TDT curve and the time on the curve at a
given temperature is the TDT at that temperature.
Note that the slope of this curve is also “�1/z.”

2. Arrhenius kinetics method (k-E model): The
basic equation is as given below.

k � A e�E/RgT (123.14)

where A is a pre-exponential factor, collision
number, frequency factor (s�1), E is the activa-
tion energy (J/kg-mol), and Rg is the universal
gas constant (� 8314 J/kg-mol-K).

Writing the above equation for two different tempera-
tures, yields:

� e
� ( � ) (123.15)

The activation energy is the minimum energy which mol-
ecules must have for the reaction to occur and the expo-
nential term “e�E/RgT” is the fraction of molecules that
collectively have the minimum energy.

The above equation can be simplified to:

E � 2.303 Rg(T)(Tref)/z (123.16)

For unimolecular reactions A varies from 1014 to
1020 s�1, for bimolecular reactions it varies from 104 to
1011 s�1, and intermediate values for chain reactions. For
heat resistant bacterial spores, A is extremely large, of the
order of 1030–1060 s�1 and E can be up to 500 kJ/mol. For
Clostridium botulinum spores, A � 2 
1060 s�1 and
E � 310.11 kJ/mol-K for the range of temperatures from
100°C to 150°C (4).

It is assumed that A and E are independent of temper-
ature, but this may not be the case always. There are sev-
eral approaches available to correct this assumption or
approximation — absolute reaction rate theory and quo-
tient indicator method are two of them.

Once the time-temperature profile within a product is
determined, the degree of lethal treatment delivered is
determined by determining the F-value of the process.
The F-value of a

F � �t

0

10 dt (123.17)

process is the time (in mins) at a reference temperature
that would produce the same degree of microbial destruc-
tion as in the process under consideration. It is computed
as follows.

For a constant temperature process, the above equa-
tion reduces to

F � 10 ∆t (123.18)

In aseptic processing, the reference temperature is usu-
ally chosen as 121.1°C (250°F) and the z value chosen is
10°C (or 18°F). The F-value computed with these values
of Tref and z is referred to as the F0 value of the process.

The use of a time-temperature integrator (TTI) as an
alternative to temperature measurement or microbiological
testing for process evaluation (determination of F-value)
is becoming popular. A TTI can be an enzyme such 
as amylase or peroxidase that denatures (an unwinding of
the structure) as it is heated. If the reaction kinetics of the

T�Tref�z

T�Tref�z

1
�Tref

1
�T

E
�Rg

k
�
kref
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temperature-induced denaturation match those of the micro-
bial death kinetics for the target species, it is possible to use
such TTIs as non-biological markers of a process.

3. Heat Transfer

Heat is transferred from the heating medium (steam or hot
water) to the product in the heat exchanger. For liquid
foods, the rate of increase of product temperature depends
on the overall heat transfer coefficient between the heat-
ing medium and the product. For particulate foods, there
is an additional factor — heat from the liquid portion of
the product has to be transferred to the particulates. This
is affected by the convective heat transfer coefficient
between the particles and the fluid and also thermal con-
duction within the particulates (governed by the thermal
diffusivity of the particles). Efforts have been geared
towards decreasing fouling (deposition of the food mate-
rial on the heat exchanger) and increasing the rate of heat
transfer between the heating medium and the product by
not only minimizing fouling but also by new designs of
heat exchangers and the change of processing parameters.

During aseptic processing, the FDA does not credit
lethality accumulation (accumulation of F-value) within a
product in the cooling section. This is because particulates
could possibly break up in the cooling section and thus,
due to their smaller size, cool rapidly, thereby not accu-
mulating the required F-value. Also, due to the uncertain-
ties in the temperature distribution within the product in
the heat exchanger, lethality credit is not given in this sec-
tion. Lethality credit in the heat exchanger could possibly
be included if the time-temperature history within the heat
exchanger could be determined or modeled conservatively.

Some of the techniques used to determine the temper-
ature distribution within a product include the use of ther-
mocouples, resistance temperature detectors, data tracers,
infrared imaging, thermochromic dyes, magnetic resonance
imaging, thermoluminescent markers, and magnetic parti-
cles. The non-invasive techniques among these are of more
interest in aseptic processing. However, each of those
techniques has their limitations in determining the center
temperature of particles under unobstructed flow condi-
tions. Thus, researchers are focusing on developing reliable
techniques that can be used to non-invasively determine
the internal temperature of flowing particles.

Further details of the heat transfer aspects of aseptic
processing have been described in detail by (5). This
includes discussion of convective heat transfer coefficient,
steam quality, dimensionless numbers governing heat
transfer, natural (free) and forced convection, transient
heat transfer within particles, hydrodynamic and thermal
entrance lengths, heat transfer coefficient in straight tubes,
heat transfer coefficient in helical tubes, heating media
and equipment, co-current and counter-current heat
exchangers, governing heat transfer equations and energy

balance, fouling and enhancement of heat transfer,
and techniques to estimate the temperature history of a
product.

C. PROCESSING DETAILS

Some of the important processing and packaging details
to be considered during aseptic processing and packaging
of liquid and particulate foods are discussed in this section.

1. Issues to be Dealt with for Liquid and
Particulate Foods

In aseptic processing, if we ensure that the slowest heat-
ing point (critical point) within the product is sufficiently
processed, the entire product will be sufficiently processed.
The critical point for a fluid product is generally at the
center of the product. There are exceptions to this — for
example, for flow in a helical tube, the fastest fluid ele-
ment is located away from the center of the tube (towards
the wall of the tube). The critical point with a particulate
product is usually the center of the particle that receives
the least heat treatment (critical particle). The critical par-
ticle in a system containing only one type and size of par-
ticle is the fastest particle in the holding tube. In a
multi-particle product, the critical particle is the slowest
heating particle, which is not necessarily the fastest parti-
cle since slower particles may potentially have a lower
thermal diffusivity than the fastest particle. Mathematical
modeling (with conservative assumptions) of the process
would be one way to narrow down the choice of the critical
particle.

2. Product Heating and Cooling

Heating of the product is the first step towards delivering
the required F-value to the product. For fluid products, a
plate, tubular, scraped surface, steam injection/infusion,
and volumetric heating mechanisms (ohmic, microwave,
and radio frequency) can be used. It has been shown that
the use of higher temperatures for shorter times is the gen-
erally preferred technique from the standpoint of nutritive
value of the product. Thus, techniques to rapidly heat
products are being sought.

Product cooling is the final heat exchange operation
prior to filling into aseptic packaging containers. Since the
product temperatures achieved in aseptic processing are
typically higher than in other thermal sterilization meth-
ods, and no creditable microbial lethality is accumulated
in the cooling section (as opposed to the canning where
creditable lethality can also be accumulated during the
cooling stage), there is a need for rapid reduction of prod-
uct temperature during cooling in order to minimize the
negative effects of high temperature on various product
quality characteristics such as nutrient, color, flavor, and
texture retention. This reduction of temperature can be
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performed, using appropriate coolant fluids, in the same
types of heat exchangers listed for product heating (plate,
tubular, and scraped surface heat exchangers), with the
exception of steam injector equipment and volumetric heat-
ing equipment. For products where water is added through
direct steam injection, flash or vacuum cooling can be
employed to remove the added water as well as to effect
very rapid cooling by boiling off the water under reduced
pressure. The removal of the sensitive heat of evaporation
causes the product material to cool to ambient or final fill-
ing very rapidly, typically within seconds.

Indirect vacuum cooling equipment employs evapo-
rating environment of cooling fluid to surround the flow-
through tubes of process material to effect rapid indirect,
vacuum-driven cooling of product.

3. Sterilization of Equipment

Sterilization of the processing, packaging, and the airflow
system prior to processing are of utmost importance. This
is what is referred to as pre-sterilization. Pre-sterilization of
the air system is done by high efficiency particulate arrest-
ing (HEPA) filtering or incinerated air. For equipment, it
is accomplished by steam, hydrogen peroxide, or other
disinfectant solutions. For filling lines, pre-sterilization is
done with steam or water at high pressure. The recom-
mended heating effect for pre-sterilization (using hot water)
of the processing equipment for low-acid foods is the
equivalent of 250°F for 30 minutes. The corresponding
combination for acid or acidified products is 220°F for 30
minutes. This often involves acidification of the water (to
below a pH of 3.5 for acid products) used for sterilization.
Pre-sterilization of an aseptic surge tank is usually done
by saturated steam and not hot water due to the large vol-
ume associated with the surge tank.

Once the product is processed, the system has to
undergo a clean in place (CIP) operation. The CIP cycle
for low-acid foods involves the use of hot water, alkali,
hot water, acid, and hot water sequentially. The CIP cycle
for high-acid foods is hot water, alkali, and hot water
sequentially. A detailed description of fouling, cleaning,
and disinfection has been presented by (6).

Sterilization of the food contact surface of packaging
material is the next point of consideration. For non-sterile
acidic products (pH � 4.5), a 4D process is required. 
For sterile, neutral, low acid products (pH � 4.5), a 6D
process is required. However, if there is possibility that 
C. botulinum is able to grow in the product, then a full
12D process is required. It has been suggested that only
3% of the total number of microorganisms on the package
surface are spores. An upper value of 1,000 microorgan-
isms per m2 (30 spores per m2) has been assumed for plas-
tic films and paperboard laminates on reels, and 3,000
microorganisms per m2 (90 spores per m2) for prefabri-
cated cups.

Some of the techniques used for sterilization are listed
below.

a. Radiation
UV-C Radiation (250–280 nm)
Optimum effectiveness at 253.7 nm; applicable only to
smooth, even surfaces.

Infrared Radiation
Applicable only to smooth, even surfaces (Al lids coated
with plastic laquer).

Ionizing Radiation
Co-60 or Cs-139; 25 kGy (2.5 Mrad); 100 keV of electron
beam (empty sealed containers such as bag-in-box).

b. Heat
Saturated Steam
165°C and 600 kPa for 1.4 s (cups) and 1.8 s (lids); disad-
vantages include need for high pressure, removal of air (to
promote heat transfer), and possible dilution of product as
steam condenses.

Superheated Steam
220–226°C for 36–45 s.

Hot Air
315°C (surface temperature reaches 145°C for �3 min);
suitable only for acidic products.

Hot Air and Steam
Hot air is blown through a nozzle in such a way that the
base and walls are uniformly heated; used for cups and
lids made of PP which is thermally stable up to 160°C.

Extrusion
During extrusion of plastic granules prior to blow mold-
ing of plastic containers, temperatures of 180–230°C are
reached for up to 3 min. However, because the tempera-
ture distribution inside the extruder is not uniform and the
residence time of the plastic granules varies considerably,
it is not possible to guarantee that all particles will achieve
the minimum sterility. It has been suggested that extrusion
results in a 3–4D process. Thus, aseptic filling into
extruded containers should be used only for acidic prod-
ucts. For low-acid products, a hydrogen peroxide treat-
ment is usually done.

c. Chemical Treatment
Hydrogen Peroxide
Dipping, spraying, rinsing processes, or combined with
UV-C or heat at least 80°C and 30% concentration is
required; residual peroxide should be less than 100 ppb at
time of filling and must decrease to 1 ppb within 24 hours.
Since it is hard to detect peroxide in foods, containers
filled with water are run through the machine initially.

Peracetic Acid
Produced by oxidation of acetic acid by hydrogen perox-
ide; effective even at 20°C (1% solution will eliminate 
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7–8 logs of the most resistant spores in 5 min at 20°C;
maximum usable temperature is 40°C).

Ethylene Oxide
It is a toxic gas and can penetrate porous materials; thus it
is used for pre-sterilization of paperboard-based packag-
ing materials (particularly preformed carton blanks which
are to be assembled in an aseptic filler).

Verification of sterilization is done by inoculation of
the surface of the web, cup, or lid stock with the proper
concentration of the test organism and allowing this to
dry. The system is then run as in a commercial run and the
finished containers are filled with an appropriate growth
medium and observed for growth. Two of the most impor-
tant factors affecting the success of the tests are the choice
of the indicator organisms and the physical state of the
microorganisms used. The indicator organisms used are:
B. stearothermophillus strain 1518 (for superheated
steam, peroxide � steam, and extrusion), B. polymyxa
PSO (for dry heat), B. subtilis strain A (for peroxide � UV),
C. sporogenes PA 3679 (for ethylene oxide), and 
B. pumilus (for gamma radiation).

4. Heat Exchange Equipment and their Suppliers

The various types of heat exchangers used in heating
and/or cooling products include plate, tubular, scraped
surface, microwave, radio frequency, and ohmic heating
devices. Each of these devices has their advantages, dis-
advantages, and range of applicability. Some of the sys-
tems that handle the liquid and solid portions of a
particulate food separately are the Jupiter system, rota-
holder, and the fluidized bed system (7).

a. Plate Heat Exchanger
Numerous companies produce plate heat exchangers.
Some of the well-known major suppliers of integrated
aseptic processing lines including plate heat exchangers
are Tetra Pak Inc (Vernon Hills, IL, USA), Alfa Laval, Inc.
(Glen Allen, VA, USA), FMC FoodTech (FranRica,
Madera, CA, USA), Waukesha Cherry-Burrell (Delawan,
WI, USA), Invensys/APV (New York, NY, USA), and
Stork Food and Dairy Systems (Gainesville, GA, USA).

b. Tubular Heat Exchanger
In addition to companies listed above, there are several
companies producing Tube in tube and tube in shell heat
exchangers. They are Feldmeier Equipment Inc.
(Syracuse, NY, USA) and Rossi & Catelli (Parma, Italy).

c. Helical Heat Exchanger
VRC Co. Inc. (Cedar Rapids, IA) and GEA-AG (Bochum,
Deutschland).

d. Steam Injection and Steam Infusion Unit
Most of the major heat exchanger producer companies
listed under plate heat exchanger also offer steam injec-
tion direct heaters in various configurations.

e. Scraped Surface Heat Exchanger (SSHE)
Major suppliers of scraped surface heat exchanger equip-
ment are the same equipment companies providing the
integrated aseptic processing systems.

f. Continuous Flow Volumetric Heaters
Radio Frequency Heater
Radio Frequency Co., Inc. Millis, MA.

Continuous Flow Ohmic/Electro Heater
Invensys/APV (New York, NY, USA) and Raztek
(Sunnyvale, CA, USA).

Continuous Flow Microwave Heaters
Industrial Microwave Systems (Morrisville, NC, USA),
Keam Holdem Associates (Auckland, NZ), and Armfield
Limited (Ringwood, England).

D. PACKAGING DETAILS

1. Types of Packaging Systems

Modern aseptic packaging units for foods cover an exten-
sive range of materials, shapes, and sizes. For individual
and family-size packages, traditional paperboard laminate
package types are still the dominant form, with reclosable
lids and pouring spouts introduced more recently. Some
of the well known companies providing the packaging
equipment and materials are Tetra, SIG Combibloc and
Elopak. These types of packages — thermoformed poly-
mer cups and pots with peel-off laminate layer tops and,
depending on package size, re-closable lids are also well
known and on the market for a considerable time — the
packaging units and materials are provided by Robert
Bosch Corporation. Individual serving size bottles with
re-closable snap-on or screw-on lids made of high density
polyethylene, polyethyleneterepthalate, or other polymers
have also been introduced to the market by companies like
Sidel, Krones AG, and Stork. Production of fluid products
and beverages aseptically packaged into conventional
packages such as glass bottles and aluminum cans has
also been increasing during the last several years.

Multi-layer laminate bags and pouches in forms from
single serving mini-pouches, stand-up pouches and bags
fitted with various pouring and dispensing closures and
spouts are also on the market. Small 2–3 oz packages to
1–3 gallon bag and bag-in-box package types for institu-
tional use to 50–60 gallon bags in boxes for industrial
ingredient and raw material use are provided by Liqui-
Box, Rapak, Astepo, Scholle, etc.

Aseptic packaging systems are generally classified
into the following categories.

a. Can Systems
Pioneered by Martin in the late 1940s, the first system was
commissioned by Dole Corp. (CA) in 1950 for soups. It
uses superheated steam at 225°C for up to 40 s to sterilize
can and ends, with temperature not to exceed 232°C since
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tin flow underneath the enamel can occur, resulting in
blister formation during seaming of the lid (the lining
compound is still at �220°C and is plastic; thus, the
seamed can should be transported in vertical position for
at least 15 s after seaming to allow compound to settle and
hermetically seal the can). For composite cans consisting
of a spirally wound body made from laminations of foil,
plastics, and paper with metal ends, hot air at 143°C for
3 min is used to sterilize the packaging materials as steam
would cause swelling of the paper layers. The Dole,
Serac, and Remy systems are examples of systems that
fall under this category.

b. Bottle Systems
Glass
Saturated steam or dry heat (when dry heat is used, extended
cooling by sterile air is required to minimize thermal shock
when cool product is filled in it; no commercial unit, yet).

Plastic
Non-sterile bottles: After blowing, the plastic bottles are
conveyed into a sterile chamber which is kept at a slight
over-pressure of sterile air. The bottles are inverted and
sprayed inside with hydrogen peroxide and passed through
a hot air tunnel to evaporate the residual peroxide. The
bottles are rinsed with sterile water and then filled. A
chemically sterilized, heat sealable closure such as a plas-
tic film or cap is then applied.

Sterile Blown Bottles
Bottles are extruded, blown with sterile air, and sealed
under conditions that ensure internal sterility of the con-
tainer. The sealed bottles are introduced into a sterile
chamber (maintained at a slight positive pressure) where
the outside surfaces are sterilized by hydrogen peroxide
sprays. The closed top of the bottle is cut away, the neck
trimmed, the bottle filled, and a foil cap or heat sealable
sterile closure applied.

Single Station Blowing, Filling, and Sealing
This is a complex system. The separate operations of pari-
son extrusion, blow molding, bottle filling, and sealing all
take place in sequence in a single mold. Sterility of the
inside surface of the container is ensured by the high tem-
perature (164 to 234°C) of the plastic material during
extrusion of the parison, and the use of sterile air for blow-
ing. After filling, the tube projecting from the bottle mold
is vacuum-formed or sealed with jaws into a cap which
closes the bottle. No special arrangements to ensure steril-
ity are required since the filling and sealing are carried out
within the closed mold.

c. Sachet and Pouch Systems
Form-Fill-Seal Systems
A vertical form-fill-seal machine operates in a sterile
chamber. The packaging material is passed through hydro-
gen peroxide and then drained and dried. The Asepak,

Impaco, DuPont, Prodo-Pak, and Thimmonier systems fall
under this category.

Layflat Tubing
This system uses a blown film polymer in the form of a
layflat tubing so that only a transverse seal is required to
form the bag. It is assumed that the inside of the tubing is
sterile due to the temperature achieved during the extru-
sion process. The tubing is fed from the reel into a sterile
chamber in which an over-pressure of air is maintained.
The sachets are sealed at the bottom, cut, and moved into
a filling station. After filling, they are sealed at the top and
leave the chamber through a water seal.

d. Cup Systems
Preformed Plastic Cups
The cups are fed onto a conveyor which is inside a sterile
tunnel supplied with sterile air. The cups are sprayed with
hydrogen peroxide and after about 3 s, the solution is
removed with compressed hot air at �400°C with the inside
surface of the cups reaching �70°C which completes the
surface sterilization and reduces the peroxide residue to
acceptable levels. The cups are then filled and sealed with
aluminum foil (sterilized by peroxide with residue removed
by heat) with a thin coating of a thermoplastic to provide
heat sealability. The Metal Box, Gasti, Crosscheck, Hamba,
Ampack, and Remy systems fall under this category.

Form-Fill-Seal Cups
The plastic material (usually polystyrene) in the form of a
web is fed from a roll into a thermoformer. Sterilization of
the web is done prior to forming using a hydrogen perox-
ide bath. It then passes through a tunnel where it is heated
to 130–150°C to prepare it for thermoforming. Mecha-
nical force and compressed air is used to form the con-
tainer in a water-cooled mold below the web.

e. Carton Systems
Form-Fill-Seal Cartons
The packaging material is supplied in rolls which have been
printed and creased (for ease in the forming process). A
polyethylene (PE) strip is sealed to one edge and the pack-
aging material sterilized using a wetting system or a deep
bath system. The sterilized packaging material is fed into
a machine where it is formed into a tube and closed at the
longitudinal seal by a heat sealing element. In this process,
the PE which was added prior to sterilization is heat sealed
across the inner surface of the longitudinal seal to provide
protection of the aluminum and paperboard layers from
the product which could corrode or swell the layers if such
a strip were absent. Product is then filled into the tube and
a transverse seal made below the level of product, thus
ensuring that the package is completely filled. The Tetra-
Pak and International Paper systems fall under this category.

Prefabricated Cartons
In this method, prefabricated carton blanks are used, the
cartons being die-cut, creased, and the longitudinal seam
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completed at the factory of origin. The cartons are deliv-
ered to the processors in lay-flat form, ready to be finally
shaped in the filler and the top and bottom seams formed
and bonded. Stacks of blanks are loaded into a magazine
from which they are individually removed by suction
pads, opened up into a rectangle, and placed on a mandrel.
PE at the bottom of the carton is softened by hot air. 
The bottom is then folded by transverse and longitudinal
folders and sealed. The top is then pre-folded. All of this
takes place in a non-sterile zone. The inside surface is
then sterilized by peroxide in a sterile zone (over-pressure
of sterile air). The carton is then filled, closed, and 
heat sealed.

f. Bulk Packaging Systems
Metal Drum
Two major systems are in use and both use a 55 gallon
metal drum constructed from steel with an electrolytically
coated tin lining outside. The ends are double-seamed
onto the body of the drum during manufacture and filling
takes place through a threaded hole in which a cap is
swaged after filling. The Scholle, FranRica, and Cherry-
Burrell systems fall under this category.

Bag-in-Box
In this system, the product is filled into a plastic bag which
when full is put into an outer container such as a drum or
a paperboard box. For large containers, filling occurs after
the bag is placed in the box. The Scholle, FranRica,
Liquibox, and ELPO systems fall under this category.

Further details of aseptic packaging systems are
described in reference (8). In addition, details of some of
the “FDA-accepted” low-acid packaging systems have
been presented in reference (9).

2. Testing of Package Integrity

Testing of the integrity of aseptic packages is usually done
by one of the following methods.

a. Destructive Methods
Teardown
The flaps of the package are unfolded and pressure
applied to the package to check the tightness of the trans-
verse seals. The quality of the transverse and longitudinal
seals is determined by carefully pulling apart the seals —
if the seal is good, the PE layers will be removed and the
aluminum foil laid bare in the sealing zone.

Electrolytic Test
This test is based on the principle that a tight plastic con-
tainer is an electrical insulator. By introducing an electric
potential across a brine-filled package which is partially
immersed in a brine solution, the existence of holes in the
package can be determined. Positive tests are generally
followed by a dye test for confirmation.

Dye Test
After rinsing with water and drying, a solution of 0.5%
Rhodamine B in isopropanol is applied to the critical
areas of the package including the longitudinal and trans-
verse seals. The carton is then allowed to develop for 5
minutes and dried in a warm cabinet overnight. The flaps
of the package are unfolded and the dye coated paper
removed and examined for ink penetration. Any sign of the
pink ink indicates the presence of holes in the PE layers.

b. Nondestructive Methods
These include visual inspection, computer-aided video
inspection, and automatic profile scanning.

c. Biotest Methods
The package is filled with a nutrient broth, sealed, and
placed in contact with a medium infected with a test organ-
ism. After contact for a certain period of time, the package
is placed in an incubator and microbial growth is assessed
after an appropriate period of time.

E. ISSUES RELATED TO PROCESS VALIDATION

Thermal process validation involves three stages: process
establishment, lethality assurance, and record keeping.
Process establishment involves considerations related to
product formulation and properties, initial temperature,
container size and shape, location of thermocouple, criti-
cal point, container stacking, retort controls, and steam and
water controls. Lethality assurance involves comparison
of the actual lethality delivered to that based on the sched-
uled process. Record keeping involves maintenance of full
records of the process history of all production runs which
contain the details of all critical factors related to the
scheduled process.

In aseptic processing, biological validation tests are
performed at various stages of the process — just after
start-up, during the middle of the run, and just before
shut-down. These tests account for variations during the
process and also for factors such as fouling. The valida-
tion tests are conducted at different temperatures to docu-
ment a positive/negative result at the end of the process.
This will aid in determining the minimum allowable
process temperature that will result in a safe process.
Microbiological validation tests are done using PA 3679
inoculated within alginate particles. Care should be taken
to ensure that the spores do not leach out into the fluid. If
the target for the process was a 5D process, and an initial
load of 105 spores per particle is used, a final count of �1
would indicate a safe process. The decimal reduction time
of the organisms used is determined by means of thermal
death time studies. Based on all of these tests, a process is
designed and finally verification of the established process
has to be conducted. During this process of verification,
comparisons are made between actual temperatures and
lethalities to the predicted temperatures and lethalities in
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order to ensure that the mathematical model developed
(details of mathematical models have been provided by
(3)) results in a conservative prediction of process lethality.

Once verification is successful, all the process and sys-
tem parameters are noted down and care should be taken
to ensure that these parameters remain within an accept-
able range. Some of the parameters include hydration time,
mixing/batching time, temperatures at various locations,
product flow rate, back pressure, and product properties.
The final step in commercialization of the product involves
process filing with the FDA using form 2541c. A compre-
hensive overview of the procedures and processes involved
in process filing for a product such as the one discussed
above has been given in a report prepared based on the
workshops organized by the Center for Advanced Pro-
cessing and Packaging Studies (CAPPS) and the National
Center for Food Safety and Technology (NCFST) — 
(10) and the detailed discussion of the form has been pre-
sented in reference (3).

At pH values below 4.6, processes are aimed at con-
trolling the survival and growth of spore-forming organ-
isms such as B. coagulans, B. polymyxa, B. macerans, and
butyric anaerobes such as C. butyricum and C. pasteuri-
anum, but not C. botulinum. An F0 � 0.7 min is generally
regarded as adequate for this. NFPA suggests F8.3

93.3 �
10 min when pH is between 4.3 and 4.5; F8.3

93.3 � 5 min
when pH is between 4.0 and 4.3. Below a pH of 3.7,
processors are concerned with the control of non-sporing
bacteria, yeasts, and molds. They can be generally con-
trolled by heat processes with temperatures below 100°C.

Aseptic process validation requirements differ depend-
ing on the country of marketing and distribution and prod-
uct type being marketed. In North American countries,
requirements and procedures are regulated by government
regulatory agencies like the Food and Drug Administration
in the U.S. In most other countries, validation procedures
and requirements are typically defined and implemented
by the food producers. In either case, the producers need
to design and implement a treatment that imparts the
degree of sterility to the least treated food segment suffi-
cient to inactivate all microorganisms of public health sig-
nificance and sufficiently reduce the risk of product spoilage
by the more resistant spoilage-related microorganisms.

Unlike in European countries (11, 12) where regula-
tions are based on spoilage tests, the FDA requires micro-
biological tests to prove the safety of a process with
sufficient latitude for variability in process conditions. In
the U.S., different regulatory agencies and rules apply to
different products. For example, UHT milk processing is
covered under title 21 (parts 108, 113, 114) of the code of
federal regulations (CFR). The process should also adhere
to the pasteurized milk ordinance (PMO). When meat is
involved, the regulations are imposed by the USDA. In
addition to these regulations, certain states have state reg-
ulations imposed on certain processes. During the past

few years, HACCP has gained tremendous importance
and its implementation has been extended by the FDA to
various products after its initial application to certain acid-
ified and low-acid canned foods. The details of the require-
ments of a HACCP program are described in detailed in
21 CFR 113, 114. In addition, details of the evaluation of
a HACCP program for a multiphase food product asepti-
cally produced has been presented in reference (3).

Shelf-stable low-acid food products constitute a special
case since the conditions of storage and chemical compo-
sition are conducive to the growth and toxin formation by
various strains of Clostridium botulinum, microorganisms
capable of producing one of the most potent toxic sub-
stances known, the causing agent of potentially fatal bot-
ulism poisoning. Processes for treating these types of
products need to be designed and validated to consistently
deliver a 12D reduction of spores of the most resistant pro-
teolytic strains of C. botulinum. For homogeneous materi-
als like beverages, dairy products, purees, homogenates,
and clear and smooth soups, procedures and methodology
to establish and validate these types of processes are well
known and established.

General FDA Requirements for Establishment of
Registration, Thermal Process Filing, and Good
Manufacturing Practices for Low-Acid Canned Foods and
Acidified Foods are covered in 21 CFR 108, 21 CFR 110,
21 CFR 113, and 21 CFR 114. These and other listed reg-
ulations and forms are also accessible through contact
with FDA directly or from their web site.

Aseptically processed low-acid particulate products
present a formidable challenge to the processor in terms
of the ability to design, document, and validate a process
that will deliver adequate treatment to the fastest moving,
slowest heating particle within a continuously processed
system. Three decades of intensive research and develop-
ment by numerous researchers and engineers have been
invested in the development of knowledge methodology
and a technology database to perform these documenta-
tion and validation studies to meet the regulatory agency
requirements. Typical thermal process design for asepti-
cally processed liquid foods, aseptically processed fluid
homogeneous foods, and aseptically processed low-acid
heterogeneous foods containing discrete particulates have
been presented in reference (9).

A series of industry-university-government workshops
on aseptic processing of multiphase foods in 1995 and
1996, sponsored by the National Center for Food Safety
and Technology in Chicago and the Center for Advanced
Processing and Packaging Studies at North Carolina State
University in Raleigh, resulted in a publication of the
“Case study for condensed cream of potato soup from the
aseptic processing of multi-phase foods workshop” (10).

As a result of these workshops, criteria for demonstrat-
ing a safe process for aseptic particle-containing foods
were established (13). Within one year, Tetra Pak Inc., in

Aseptic Processing: Basic Principles and Advantages 123-11



conjunction with the NFPA, developed the necessary data
required for a low-acid canned foods filing for cream of
potato soup, which was accepted by the FDA in May 1997.
After this first successful filing, no further filings are
known that were submitted to FDA and no aseptically
processed and packaged low-acid products are known to
be on the North American market.

This illustrates the still-prevailing hurdle of regulatory
requirements and the lack of appropriate validation tech-
niques as one of the major remaining obstacles to wider
commercialization of multiphase aseptic products and
aseptically processed foods in general.

As a result, there is an abundance and wide variety of
fluid and homogeneous semi-fluid aseptically processed
products on the market, but low-acid products containing
particles, in spite of the obvious advantages of aseptic
processing technologies to their quality and distribution,
remain limited world-wide and absent on the North
American market. Further development of technologically
more sophisticated, but easier to implement validation
methods and tools is expected to reduce this last remain-
ing obstacle to aseptic technology penetration and imple-
mentation into a wider range of processed food products
and biomaterials.
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I. INTRODUCTION

Food irradiation involves exposing the food (packaged or
in bulk) to controlled amounts of ionizing radiation to
achieve certain desirable objectives. The technology has
recently been identified by the Food and Drug Adminis-
tration (FDA) and World Health Organization (WHO) as
having significant strategic importance for the future of
food safety worldwide.

Food irradiation has been around for over 60 years
and can offer a number of potential benefits including
inactivation of microorganisms, inhibition of many enzy-
matic processes (such as those that cause sprouting and
ripening), in addition to the fact that it can be used as an
alternative to chemical treatment for disinfestations. The
recent progress in the development of electron beam
accelerators, together with the increased number of ill-
nesses associated with produce-related foodborne disease
outbreaks in the last years, provide the incentive for the
development of an efficient technique to ensure hygienic
quality of food products, especially those to be consumed
raw or undercooked, to protect consumer health.

It is estimated that up to 81 million people a year are
infected by foodborne illness, and of that number, 10,000
die (1). With an estimated 25% of all food production lost
after harvesting to insects, bacteria, molds, and premature
germination and the potential for continued rise in food
poisoning incidence, irradiation could be used more
widely to improve the quality and safety of the food supply
in the future.

II. SOURCE OF IONIZING RADIATION

The type of radiation used in processing materials is lim-
ited to high energy gamma-rays, X-rays, and accelerated
electrons. These radiations are also referred to as ionizing
radiations because their energy is high enough to dislodge
electrons from atoms and molecules and to convert them
to electrically charged particles called ions. Gamma-rays
and X-rays, like radiowaves, microwaves, ultraviolet, and
visible light rays, form part of the electromagnetic spectrum,
occurring in the short wave length, high energy region of
the spectrum. Their properties and effects on materials are



the same, but their origins are different. In most cases,
X-rays with varying energies are generated by machines.
Gamma-rays with specific energies come from the spon-
taneous disintegration of radionuclides. Only certain radi-
ation sources can be used in food irradiation. These are
the radionuclides cobalt-60 (60Co) or caesium-137 (137Cs);
X-ray machines having a maximum energy of 5 MeV, or
electron machines having a maximum energy of 10 MeV.
Energies from these radiation sources are too low to
induce radioactivity in food.

As shown in Figure 124.1, gamma-rays and X-rays
radiation can penetrate distances of a meter or more into
the product, depending on the product density, whereas
electrons, even with energy as high as 10 MeV, can pene-
trate only several centimeters.

A. COBALT-60

Naturally occurring and man-made radionuclides, also
called radioactive isotopes or radioisotopes, are unstable,
and emit radiation as they spontaneously disintegrate, or
decay, to a stable state. The Becquerel (Bq) is the unit of
radioactivity and equals one disintegration per second.

The radionuclide used almost exclusively for the irra-
diation of food by gamma rays is 60Co. Until 1993, food

irradiation in the United States occurred exclusively from
the use of 60Co (2). It is produced by neutron bombard-
ment, in a nuclear reactor, of the metal 59Co, and then 
doubly encapsulated in stainless steel “pencils” to prevent
any leakage during its use in a radiation plant. 60Co has a
half-life of 5.3 years.

The emitted gamma rays are photons with very short
wavelengths, similar to ultraviolet light and microwaves
but with much higher energies. Because gamma radiation
does not elicit neutrons (i.e., the subatomic particles that
can make substances radioactive), irradiated foods and
their packaging are not made radioactive (3). Since 1960,
the worldwide use of 60Co has resulted in the accumulation
of a vast and successful record of safety and reliability (4).

One economic factor related to 60Co is the fact that its
supply is limited and is practically a monopoly of Nordion
Inc. (Ontario, Canada). Prices have increased and a suffi-
cient future supply is questionable. A significant increase
in demand would require the development of increased
nuclear reactor capabilities.

In a typical gamma radiation facility, the radioactive
material (137Cs or 60Co) is placed at the top of an elevator
that can be moved up for use or down under water when
not in use. Materials that need to be irradiated are placed
around the radioactive material at a suitable distance for
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their desired dose. Among the drawbacks to the use of
radioactive material is that the isotope source emits rays in
all directions and cannot be turned “on” or “off ” (4).

B. CESIUM-137
137Cs is the only other gamma-emitting radionuclide suit-
able for industrial processing of materials. It can be
obtained by reprocessing spent, or used, nuclear fuel ele-
ments and has a half-life of 30 years (6).

The proposed use of 137Cs as a radiation source dates
from the early 1970s. It was based on the availability of vast
quantities of unprocessed and encapsulated 137Cs from US
Government’s stock of byproducts from nuclear energy
and nuclear weapon production programs. By 1988, the
Department of Energy canceled the program and the option
of using 137Cs as an ionizing radiation source for food safety
was eliminated (5).

C. ELECTRON BEAM ACCELERATORS

Some machine sources of radiation are suitable for irradiating
certain materials. High energy electron beams can be pro-
duced from machines capable of accelerating electrons
(accelerators). Electrons cannot penetrate very far into food,
compared with gamma radiation or X-rays. However,
X-rays can be produced when a beam of accelerated elec-
trons bombards a metallic target. Although X-rays have
good penetrability into food, the efficiency of conversion
from electrons to X-rays is generally less than 10% (7).

Electron accelerators offer certain advantages over
radioactive elements, which make them more attractive for
industrialization: (1) The efficiency for direct deposition
of energy, (2) the easy variability of electron-beam current
and energy to provide flexibility in the choice of surface and
depth treatments for a variety of food items, and (3) the ease
with which an electron accelerator can be turned off or on.

There are two main differences between gamma rays
and accelerated electrons. First, gamma penetration is
higher than accelerated electrons, but the penetration
capacity of the latter increases with their energy. Electrons
at 10 MeV are more penetrating than those at 4 MeV.
Second, the gamma dose rate from a typical 60Co irradiator
is 1–100 Gy/min, whereas electron beams from an acceler-
ator can produce 103–106 Gy/sec (5).

A particle accelerator delivers energy to a charged-
particle beam by the application of an electric field.
Acceleration of charge particles can be divided in two cat-
egories: electrostatic and electromagnetic acceleration.
An electrostatic accelerator consists basically of two con-
ducting surfaces with a large voltage difference and a par-
ticle with charge gains kinetic energy. The peak energy of
the beam is limited by the voltage that can be sustained
without breakdown (8). The Van de Graaff accelerator is
an electrostatic accelerator and will be described below
since it is the electron beam source simulated in this work.

Electromagnetic fields are required in order to obtain
energies above a few million electron volts. Electromagnetic
accelerators can be resonant or nonresonant. Nonresonant
are pulsed and are essentially step-up transformers, with the
beam acting as a high voltage secondary. Resonant means
that electromagnetic oscillations in resonant cavities or
waveguides are used to transform input microwave power
from low to high voltage. There is also a close coupling
between properties of the particle orbits and time varia-
tions of the accelerating field. The category of resonance
accelerators includes the linac, cyclotron, and synchrotron.
Linac is an abbreviation for linear accelerator and the
charged particles moves on a linear path and are acceler-
ated by time dependent electromagnetic fields. Likewise,
the particle orbit in a cyclotron is a spiral and a circle for
a synchrotron (8).

1. Van de Graaff Accelerator

Mechanical transport of electric charges to the inner surface
of a hollow electrode underlies the operation of electro-
static generators (Figure 124.2). In this type of accelerator
a corona discharge from an array of needles in gas is used
as the source of electrons. The electrons drift toward the
positive electrode and are deposited in a moving belt. The
belt, which is composed of an insulating material with high
dielectric strength, is immersed in insulating gas at high
pressure. The attached charge is carried mechanically
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against the potential gradient into a high-voltage terminal.
The terminal acts as a Faraday cage and there is no electric
field inside the terminal other than that from the charge on
the belt. The charge flows off the belt when it touches a
metal brush and is deposited on the terminal.

The energy to charge the high-voltage terminal is sup-
plied by the belt motor. High-voltage terminals are usually
constructed as large, smooth spheres to minimize peak
electric field stress. The current available to drive a load
(such as an accelerated beam) is controlled by either the
corona discharge current or the belt speed. Typical cur-
rents are in the range of 10 µA. Van de Graaff accelerators
are excellent research tools since they provide a steady-
state beam with good energy regulation (8).

Electron beam facilities, widely used to irradiate med-
ical equipment, have been built for food treatment. A con-
veyor or cart system moves the product to be irradiated
under the electron beam at a predetermined speed to obtain
the desired dosage. The products move in and out the irradi-
ation area continuously. Energy penetration is about 3.86 cm
in food products, so the thickness of items to be treated is
limited to about 7.62 cm with double-sided treatment (9).

X-rays are electromagnetic radiation produced when
energetic electrons hit a target. In an X-ray machine, the
electrons are emitted by a heated cathode whose potential
may be the order of 30 to 50 kV above the target (made of
a material such as tungsten or molybdenum). For food
irradiation electrons from a linear accelerator operating at
5 MeV hit a target to make X-rays and then treat the food.

The early design of accelerator systems provided poor
penetration (produced only low energies, �2 MeV), were
difficult to control, and were unreliable. So, the irradiation
market was taken over by 60Co (gamma).

During the 1970s, several companies, including Varian
Associates, Phillips, and Siemens, took a new look at the
application of X-ray technology for radiographic and
oncology therapy equipment (10). Their involvement in
the improvement of durability and reliability of accelerated
electron technology raised performance parameters to a new
level (11).

Today, industrial e-beam accelerators are character-
ized by (11):

● Higher energy (10 MeV) and thus better
penetration

● High duty cycles (7,000–8,000 hours/year)
● Fully automated electronic control systems fea-

turing programmable logic controllers (PLCs)

The applications of electron beam processing have then
increased substantially in the last decades and are still
growing.

A comparison among the three basic industrial elec-
tron accelerators is shown in Table 124.1 (10): (1) Direct
Current machines (DC); (2) Rhodotrons, and (3) Pulsed
and Continuous Wave Linear Accelerators (CW LINAC).

A Direct Current machine is a linear accelerator that
operates at 50 kW to produce up to 10 MeV beams. In a
linear accelerator particles move in a linear path and are
accelerated by time-dependent electromagnetic fields.
The Rodotron technology utilizes a coaxial accelerating
cavity of 2 meters in diameter. 10 mA of electrons are sent
into the cavity and undergo a first acceleration of 0.5 MeV.
Electrons pass through an opening and then emerge into
the second part of the cavity, as the electrical field is
reversed, they gain once more 0.5 MeV. Around the cav-
ity, window-frame magnets are bending electrons back
into the cavity for further acceleration steps. Ten successive
crossings would be required to obtain 10 MeV beams (12).

A LINAC may be operated continuously, which is
called a continuous-wave (CW) operation or may also be
pulsed operated. If the accelerated beam current is small,
most of the power in CW operation is not delivered to the
beam but is dissipated in the structure walls. If the accel-
erator is pulsed operated, a larger fractional power is
delivered to the beam, and the efficiency is improved (13).

Low-energy applications with electron beams up 
to �1 MeV are adequately served by DC machines. These
accelerators have high beam power and plug efficiency,
but are bulky, thus being difficult and costly to handle.
Above �3 MeV, the CW LINACs have the lowest beam
power cost of any commercial accelerator (10).

Electron beam irradiator facilities require shielding
and product handling equipment similar to 60Co facilities,
although some shielding requirements may be reduced due
to the directionality of radiation fields generated by machine
sources. In addition, semi permanent facilities may also be
developed, because electron beam accelerators can be made
transportable (4).

III. EFFECT OF IONIZING ENERGY 
ON FOOD

Regardless of the source, the effect of ionizing energy on
food is identical. Energy penetrates the food and its pack-
aging but with X-rays and gamma-rays most of the energy
simply passes through the food, similar to the way
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TABLE 124.1
Industrial Electron Accelerator Parameters

Direct Current1 Rhodotron2 CW LINAC3

Energy 10 MeV 10 MeV 10 MeV
Max beam 50 kW 200 kW 500 kW
power
Efficiency �30% 38% 40%
Duty factor 5% 100% 100%
Dimensions �1.0 � 1.0 � �2.9 � 2.2 m2 �0.8 � 0.8 �

4.0 m3 9.0 m3

Approximate �$2 M �$4 M �$1.5 M
cost

1 (25) 2 (24) 3 (10).



microwaves pass through food, leaving no residue. Most
of the energy that does not pass through the food is con-
verted to heat, but some produces DNA strand breaks that
inactivate bacteria.

E-beam accelerators work on the same principle as a
television tube. Electrons are emitted from a cathode and
accelerated by an electric or magnetic field in a vacuum.
Instead of being widely dispersed and hitting a phosphores-
cent screen at low energy levels, the electrons in the accel-
erator are concentrated and accelerate to higher energy,
approximately 99% of the speed of the light. The electrons
then pass through a thin metal foil and enter air at normal
pressure.

Irradiation efficiency depends on both the accelerator
characteristics and irradiation technique, as well as on a
number of factors including the type of material, its geo-
metric dimensions, its shape, the packaging material, etc.
Processing capacity (kg/h) is directly related to the beam
power (kW) and system efficiency, and inversely related
to the dose.

The dose unit in the system is the Gray (Gy) — the dose
at which 1 Joule of energy is absorbed in each kilogram of
substance; the dose rate (Dr) is expressed most often in
kGy/s; the total dose absorbed by the irradiated material is
directly related to the dose rate and the irradiation time.
The dose rate depends on the current (I, mA), the cross-
section area (A, m2) of the irradiation field, over which the
electron is scanned, and the energy gradient or the stop-
ping power (T, MeV/g/m2) of the electrons. In general, the
dose rate increases with energy and beam current and
decreases as the distance between the accelerator and the
irradiated material increases.

The electron range, the distance the electron will pene-
trate, is inversely proportional to the density of the material
being irradiated. The useful range can be increased by 2.5
times by using two-sided irradiation rather than one-sided
irradiation (14). In the case of food materials, if radiation is
done from one side only a detector can be placed in the back
of the material to monitor beam penetration and dose rate.

A. BASIC INTERACTION OF PHOTONS AND

ELECTRONS WITH MATTER

Photons (gamma rays and X-rays) are electrically neutral
and do not steadily lose energy as they penetrate food mate-
rials. Instead, they can travel some distance before inter-
acting with an atom. Penetration depth of a given photon
depends on the specific medium traversed and on the photon
energy. When photons interact with matter, they might be
absorbed and disappear or be scattered, changing direction
of travel, with or without energy loss (Figure 124.3).

By contrast, a charged particle (electron), being sur-
rounding by its Coulomb electric force field, interacts with
one or more electrons or with the nucleus of practically
every atom it passes (Figure 124.4). Thus, it is convenient
to think of the particle as losing kinetic energy gradually in
a friction-like process, often referred to as the “continuous
slowing-down approximation” (CSDA).

In general, electrons have much less penetration power
than gamma and X-rays. Because of the small mass and
single negative charge, each time an electron approaches
a target, it is deflected from its path by the orbital electrons
and the positive atom nuclei. For those reasons, electrons
have a poorer penetrability compared to gamma and X-rays.
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Figures 124.5a and 124.5b show the results of a sim-
ulation of the energy deposition of 1 MeV photons and
electrons, respectively, in an apple with tilted source
direction (Figure 124.6). The simulated results clearly
show that the absorbed energy is distributed into the entire
apple when 1 MeV photons is used as the energy source
(Figure 124.5a). However, electrons with the same energy
only penetrate about 5 mm of the apple (Figure 124.5b).
For surface pasteurization of fruits and vegetables, elec-
trons beams are the preferable source of treatment.
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B. THE EFFECT OF IONIZING RADIATION ON

MICROORGANISMS

According to the target theory (15), lethality due to ionizing
radiation occurs when the irradiated microorganisms are
destroyed by the passage of an ionizing particle or quan-
tum of energy through, or in close proximity to, a sensi-
tive portion of the cell. This direct “hit” on the target
causes ionization in this sensitive region of the organism
or cell and subsequent death.

Bacterial spores are more resistant to ionizing radia-
tion than are vegetative cells. Gram-positive bacteria are
more resistant than gram-negative bacteria. The resistance
of yeast and molds varies considerably, but some are more
resistant than most bacteria.

According to reference (16), the efficacy of a given
dose of irradiation to destroy a microbial population
depends on the following:

● The kind and species of the organism.
● The numbers of organisms (or spores) origi-

nally present. The more organisms there are,
the less effective a given dose will be.

● The composition of the food. Proteins, catalase,
and reducing substances (nitrites, sulfites, and
sulphydryl compounds) may be protective.
Compounds that combine with the SH groups
would be sensitizing.

● The presence or absence of oxygen. The effect
of free oxygen varies with the organism, rang-
ing from no effect to sensitization of the organ-
ism. Undesirable “side reactions” are likely to
be intensified in the presence of oxygen and to
be less frequent in a vacuum.

● The physical state of the food during irradia-
tion. Both moisture content and temperature
affect different organisms in different ways.

● The condition of the organisms. Age, tempera-
ture of growth and sporulation, and state (vege-
tative or spore) may affect the sensitivity of the
organisms.

C. CHEMICAL AND NUTRITIONAL CHANGES

IN FOODS

In general, the irradiation process produces very little
chemical change in food. None of the changes known to
occur have been found to be harmful or dangerous. Some
of the chemical changes produce so-called “radiolytic”
products. These products have proven to be familiar ones,
such as glucose, formic acid, acetaldehyde, and carbon
dioxide that are naturally present in foods or are formed
by heat processing. The United States Food and Drug
Administration has estimated that the total amount of

undetected radiolytic products that might be formed when
food is irradiated at a dose of 1 kGy would be less than 3
milligrams per kilogram of food — or less than 3 parts per
million (17).

Research has shown that protein, carbohydrates, and
fat are relatively stable to radiation doses of up to 10 kGy.
Different types of vitamins have varied sensitivity to irra-
diation and to some other food processing methods. For
example, vitamins C and B-l (thiamine) are sensitive to
irradiation as well as to heat processing. The evidence
suggests that irradiation does not induce special nutri-
tional problems in food (18).

The change in nutritional value caused by irradiation
depends on a number of factors including the radiation
dose to which the food has been exposed, the type of food,
packaging, and processing conditions (temperature during
irradiation). Most of these factors are also true for other
food preservation technologies.

D. LOW DOSE IRRADIATION FOR SURFACE

PASTEURIZATION OF FRESH PRODUCE

Ingestion of raw vegetables and fruits has been linked to
outbreaks of food borne illness. Contaminated artichoke,
beet leaves, cabbage, carrots, cauliflower, celery, egg-
plant, endive, fennel, onion, lettuce, mushrooms, potatoes,
tomatoes, cantaloupe, watermelon, raspberries, strawber-
ries, apples, etc. have been vehicles for transmission of
pathogens (19). The viability of pathogenic organisms on
the surface of fresh fruits and vegetables can be signifi-
cantly reduced by electron beam irradiation. By limiting
the irradiation to the surface, changes in the quality of the
bulk of the product can be minimized. Electron beams 
(e-beams) are produced by small accelerators (which do
not produce radiation when not in use) and electron ener-
gies, which penetrate only a short distance into the tissue,
can easily be obtained. The most difficult technical chal-
lenge for surface irradiation is the need to achieve a uni-
form dose over the entire surface. This is particularly
difficult if there are deep recesses such as the area of the
stem of an apple, or convoluted surfaces such as some type
of lettuces.

Most of the investigations in the area of e-beam accel-
erators to irradiate food have dealt with the effect of this
energy source on the inactivation of microorganisms and
on the product characteristic changes. No information is
available in the literature regarding the development of
methods for ensuring reliable quality control of the irradi-
ation process on materials with irregular shapes, for
example. Methods to continuously monitor the e-beam
characteristics, such as the electron energy, electron cur-
rent, scanner width, scanner uniformity, penetration
depth, and conveyor speed need to be evaluated for these
types of product.
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IV. DOSE DISTRIBUTION 
DETERMINATION IN FOOD
PRODUCTS

In food irradiation, one way to verify dose distribution in
an irradiated product is by using photo luminescent
dosimeters (20). This dosimeter is a small plastic wafer
that is irradiated with the food. The dosimeter documents
the dose received so that the process can be controlled to
ensure that the product receives doses within regulatory
requirements (dose range). Shining blue light on the irra-
diated dosimeter induces it to emit a red light (fluores-
cence). The intensity of the fluorescence is proportional to
the dose that the food received.

A chemical dosimeter using a ferrous sulfate (Frike)
solution was used by (21) to calibrate e-beam irradiation
dose to different foodstuffs. The dosimeter uses the
change in ultraviolet absorption caused by dose-dependent
oxidation of ferrous to ferric ions. The homogeneity of the
dose delivered to the products was verified with an ioniz-
ing chamber on a motor-driven scanning system.

The dose can also be predicted by various mathemat-
ical methods. Most of the research advances in dose dis-
tribution calculations has been in the area of radiation
therapy. Although the application and practice of e-beam
irradiation techniques vary from one industry to another,
engineers tend to learn from each other. Thus, it is worth
reviewing some of the radiation applications in the med-
ical industry to learn how to improve the application of
this technique to reduce pathogens in the US food chain.

One of the most important steps in radiation treatment
planning process is the determination of radiation dose
distribution in the body. There are two main methods for
calculating the dose in the patient: measurement-based
empirical methods and model-based methods (22). The
empirical approach relies on experiments with dose mea-
surements in a ‘phantom’ (a box filled with water). The
measured dose is then slightly corrected to account for
actual beam shape, patient shape, and density and compo-
sition of the body tissue. Measured-based methods are
accurate if the beam shape is a simple square, the surface
of material to be irradiated is flat and perpendicular to the
beam, and the beam travels through homogeneous soft tis-
sue. This method would not be accurate for a more com-
plex 3D structure of foods since it does not adequately
account for their inhomogeneity and the lack of secondary
electron equilibrium in and around the typical food object.

The model-based methods are then generally used to
estimate the dose in a body in radiation treatment plan-
ning. Monte Carlo technique is today the most accurate
means of dose calculation. Monte Carlo transport simulates
the behavior of irradiation particles as they interact with
atoms in the body during a typical radiation treatment.

Simulation of radiation transport (electrons and 
photons) by the Monte Carlo method has been used to

simulate radiation treatment machine heads, absorbed
dose distribution, energy distributions, and electron-treat-
ment planning (23).

As an example, Figures 124.5a,b show Monte Carlo
simulation used to determine the dose distribution at the
surface of an apple irradiated with e-beam generated by a
Van de Graaff accelerator (1–2 MeV). The dose distribu-
tion was used to develop the best irradiation angle while
rotating an irregularly shaped food material (the apple) for
uniform surface irradiation.

V. CONCLUSIONS

We know that consumption of food contaminated with
pathogens (Salmonella and E. coli, for example) causes
serious foodborne illness and even death. Also, foods may
be used as vehicles to deliver biological agents to cause dis-
ease. The security and safety of our food supply and agri-
cultural production will continue to be topics of widespread
international interest in the years to come. Consequently,
efforts across the food industry to improve and implement
measures to enhance assurances of food safety will always
be needed.

Progress in electron beam accelerators will continue
to further the development of efficient methods to ensure
quality and safety of food products, especially those to be
consumed raw or undercooked, to protect consumer
health. Satisfactory irradiation of foods will be a common
goal for producers, processors, government agencies, and
consumers around the world. Advances in dosimetry
methods in heterogeneous and irregular shaped materials
such as foods will provide accurate, precise, and wide
range dosimetry data for effective treatment planning of a
wide number of food products.
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I. INTRODUCTION

Microwave heating of food has existed since 1949. Growth
in the number of homes with microwave ovens, combined
with the industrial use of microwaves, has created a large
market for microwave-processed foods and, consequently,
has changed food preferences and preparation methods
and increased the need for research on the behavior of var-
ious types of foods during microwave heating.

Using microwaves as a source of heat in the processing
(thawing, heating, drying, etc.) of food materials is advan-
tageous because it offers a potential for rapid heat penetra-
tion, reduced processing times, and, hence, increased
production rates, more uniform heating, and improved

nutrient retention. The use of microwaves represents the use
of sophisticated technology in the food industry. Lack of
sufficient and unified knowledge of this complex and radi-
cally different heating process has been the primary con-
tributor to its unpredictability. Emphasis should be on basic
research to better understand the interaction between the
microwave energy and product. This chapter will provide
fundamentals of microwave heating and description of
microwave processes in the food industry.

II. MICROWAVE HEATING

The temperature of a material can be increased either
directly or indirectly. The indirect methods are those in



which heat is generated external to the product and is
transferred to it by conduction, convection, or radiation.
The direct methods are those in which heat is generated
within material itself. Dielectric heating is used with elec-
trically non-conducting materials. The material to be
heated is placed between two electrodes and forms the
dielectric component of a capacitor. Excitation is by means
of a high frequency voltage (2 to 100 MHz) applied to the
condenser plates. Radio frequency heating, which is at a
much lower frequency, has thrived as an industry along-
side microwaves over the decades. Radio frequency heat-
ing in the United States can be performed at any of three
frequencies: 13.56, 27.12, and 40.68 MHz. Microwave
heating is a special field of dielectric heating in which
very high frequencies (300 MHz to 30 GHz) are applied.
Domestic microwave ovens operate at 2450 MHz and
industrial processing systems generally use either 2450 MHz
or 915 MHz (896 MHz in the UK). A domestic microwave
oven is a multimode cavity in which electromagnetic waves
form a resonant pattern.

As dielectric materials are poor heat conductors, heat
applied from the outside by convection, radiation, or con-
duction is inefficient. In some cases the heat applied
causes a skin or crust to form on the outside which is in
itself a thermal barrier. The single most important thing
about microwave heating is the unique opportunity to cre-
ate heat within a material — the volumetric heating effect —
not achievable by any other conventional means. No tem-
perature differential is required to force heat into the cen-
ter of the material. Generation of heat within food
products by microwave energy is primarily caused by
molecular friction attributed to the breaking of hydrogen
bonds associated with water molecules and ionic migra-
tion of free salts in an electric field of rapidly changing
polarity. Substances that respond to and, therefore, can be
processed by microwave energy are composed of polar
(e.g., water), ionic, or conductive (e.g., carbon black)
compounds. Non-polar substances, e.g., polyethylene and
paraffin, are unaffected.

III. DEFINITION OF TERMS AND 
PROPAGATION OF WAVES

James Clerk Maxwell (1831–1879) developed the classi-
cal theory of electromagnetism and correctly predicted
that an electromagnetic wave has associated electric 
field E and magnetic field H. A uniform plane wave 
characterized by E � ax Ex propagating in a lossy medium
in the �z-direction has associated with it a magnetic 
field H � ayHy. The solution to be considered here is that
of a plane wave, which for the electric field attains the
form

E(x) � Emaxe
jωt�γ z (125.1)

A propagation constant, γ, is defined as

γ � jkc � jω�µ�εc� (125.2)

with

εc � ε� � jε� � ε0(ε�r � jε �r) (125.3)

ε�r � ε�/ε0 ; ε�r � ε�/ε0 (125.4)

where ε0 is the permittivity of free space (8.8542E-12
Farad/m). Hence, all the previous equations for noncon-
ducting media will apply to conducting media if ε is
replaced by the complex permittivity εc. The material’s
ability to store electrical energy is represented by ε�, and
ε� accounts for losses through energy dissipation. ε�r is
often called “relative dielectric constant.” This is somewhat
inappropriate, as the term “constant” should be used only
for true constants. ε�r varies significantly both with tempera-
ture and frequency for many typical workload substances.
ε�r is called the relative dielectric loss incorporating all of
the energy losses due to dielectric relaxation and ionic
conduction. The ratio ε�/ε� is called a loss tangent because
it is a measure of the power loss in the medium:

tan δc � ≅ (125.5)

The quantity δc may be called the loss angle.
The propagation factor e�γ z can be written as a prod-

uct of two factors:

E(x) � Emaxe
�αze j(ωt�βz) (125.6)

where α and β are the real and imaginary parts of γ, respec-
tively. Since γ is complex, we write, with the help of 
Equation (125.3),

γ � α � jβ � jω�µ�ε��1 � �
1/2

� jω�µ�ε���1 � j �
1/2

(125.7)

α � �ε��r����1�� ��� t��an��2��δ���� 1��� (125.8)

β � �ε��r����1�� ��� t��an��2��δ���� 1��� (125.9)

As we shall see, both α and β are positive quantities. The
first factor, e�αz, decreases as z increase and thus is an
attenuation factor, and α is called an attenuation constant.
The second factor, e�jβz, is a phase factor; β is called a
phase constant which expresses the shift of phase of the
propagating wave and is related to the wavelength of radi-
ation in the medium (λm) by λm � 2π/β which, in free
space, reduces to λ0 � 2π/β � c0/f.

From Equation (125.6), the first exponential term gives 
the attenuation of the electric field, and, therefore, the 

�2�π f
�c

�2�π f
�c

ε�
�ε�
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distribution of the dissipated or absorbed power in the
homogeneous lossy material follows the exponential law
(Lambert’s Law):

Pdiss � Ptranse
�2αz (125.10)

where Ptrans is the power through the surface in the z direc-
tion. Theoretically, the power penetration depth, Dp, is
defined as the depth below a large plane surface of the
substance where the power density of a perpendicularly
impinging, forward propagating plane electromagnetic
wave has decayed by 1/e from the surface value, 1/e �
37% [1]. The absorbed power in the top layer of this thick-
ness in relation to the totally absorbed power (per surface
area), is then 63%.

Dp � (125.11)

Substitution of Equation (125.8) into Equation (125.11)
yields the general expression for the penetration depth:

Dp � ��
� (125.12)

The skin depth Ds, where the electric field strength is
reduced to 1/e (and the power density thus to (1/e)2), is
twice the power penetration depth, Ds � 2Dp.

IV. MICROWAVE POWER DISTRIBUTION

Most practical materials treated by microwave power are
nonhomogeneous and very frequently anisotropic; the per-
mittivity of these materials changes with temperature and
moisture content (drying process). Thermal losses from
the material surface and heat transfer in the bulk of mate-
rial give additional complications. The generation of heat
in food materials is also accompanied by significant mois-
ture migration which, in turn, affects the energy absorp-
tion characteristics of food creating a coupling of heat and
mass transport that complicates mathematical analysis.

From the physical point of view, microwave heating is
a combination of at least four different processes: distribu-
tion of power, absorption of power, heat transfer, and mass
transfer. The magnitude and uniformity of temperature dis-
tribution are affected by both food and oven factors such as:

1. Magnitude and distribution of microwave power
where the food is placed;

2. Reflection of waves from the food surface and
penetration depth, as characterized by the food
geometry and properties;

3. Distribution of absorbed power as well as power
dissipated at a particular point (electric field
intensity) as functions of the material parame-
ters, temperature, and time (due to drying); and

4. Simultaneous heat and mass transfer.

A. ELECTRIC FIELD INTENSITY

Electromagnetic waves transport energy through space. The
amount of microwave energy absorbed is, in turn, deter-
mined by the electric field inside the microwave applicator.
It offers an intangible link between the electromagnetic
energy and the material to be treated.

For microwave heating, the governing energy equa-
tion includes volumetric heat generation that results in a
temperature rise in the material:

� α∇2T � (125.13)

In this equation Qabs (watts/cm3) corresponds to volumet-
ric rate of internal energy generation due to dissipation of
microwave energy. Basically, the apparatus is placed in
the oven at the position of interest and the rate of temper-
ature rise, ∂T/∂t, is measured. Cp (cal/g °C) is the heat capac-
ity of the material, and ρ (g/cm3) is the density of the
material. Assuming no temperature gradients in a small
mass of dielectric medium, the energy balance can be
obtained by simplifying Equation (125.13):

Qabs � � ρCp (125.14)

where Pabs is the total power absorbed by the dielectric
medium (watts). Its relationship to the E-field at the loca-
tion can be derived from Maxwell’s equations of electro-
magnetic waves [2].

Qabs � 2πf ε0ε�eff E 2
rms (125.15)

where f is the microwave frequency (2450 MHz), ε�eff is the
dielectric loss factor for the dielectric material being
heated, and Erms is the root mean square value of the elec-
tric field intensity. By knowing the rate of temperature
rise, the heat generation, Qabs can be determined and
equated to the electric field, Erms, using Equation (125.15).

Erms ���
2�π�f

ρ�ε
C

0
�p

ε ��
ef
�

f
���

∂
∂
T�t
�� (125.16)

B. LAMBERT’S LAW

In several computational studies of microwave heating, the
heat generation has been modeled by Lambert’s law, accord-
ing to which the microwave power is attenuated exponen-
tially as a function of distance of penetration into the sample
[3–9]. It must be emphasized that these penetration depth
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calculations are valid only for materials undergoing plane
wave incidence and for semi-infinite media only and
henceforth will be referred to as Lambert’s law limit [5, 8].
Although Lambert’s law is valid for samples thick enough
to be treated as infinitely thick, it is a poor approximation
in many practical situations and often does not describe
accurately the microwave heating of food in a cavity.

To determine the conditions of the approximate appli-
cability of Lambert’s law for finite slabs, Ayappa and oth-
ers [8, 9] compared it with microwave heating predicted
by Maxwell’s equation. The critical slab thickness Lcrit (in
cm) above which the Lambert’s law limit is valid can be
estimated from Lcrit � 2.7/Dp � 0.08. Fu and Metaxas
[10] proposed a new definition for the power penetration
depth ∆p, which is the depth at which the power absorbed
by the material is reduced to (1 � 1/e) of the total power
absorbed. This definition allows a unique value of ∆p to be
found for all thickness and also gives an indication of the
validity of assuming exponential decay within the slab.
Another approach is used where a spherical dielectric load
is assumed to absorb energy from a surrounding radiation
field [11]. The power absorption inside of dielectric
medium can be estimated in the following way. Assume
that the power flux (power per unit area) entering through
the surface of the dielectric medium is uniform, and all the
waves are transmitted into the medium, i.e., no wave
reflection. Then power decays exponentially, P(x) �
P0 � exp(�x/Dp) where, P0 is the incident power at the sur-
face. From the Poynting theorem [12], the field energy
that dissipates as heat in the enclosed volume is equal to
the total power flowing into a closed surface minus the
total power flowing out of the same closed surface.

∑ Peff � 	 dx

� �P0
	
a

0

d(a � r)

� 	�a

0

�
e�(

D

a�

p

r)/Dp

� d(a � r)� (125.17)

Pabs � ∑ Peff � P0[1 � e�2a/Dp] (125.18)

where a is the radius of the spherical dielectric load, Peff is
the effective magnitude of the Poynting vector, and Pabs is
the total power absorption by the dielectric medium. The
use of Lambert’s law requires an estimate of the transmit-
ted power intensity Ptrans (Equation (125.10)), which is
obtained from calorimetric measurements [4, 7] or used as
an adjustable parameter to match experimental tempera-
ture profiles with model predictions [6]. Thus Ptrans meas-
ured by the above methods represents the intensity of
transmitted radiation, the accuracy of the estimate

depending on the method used. Alternately if Ptrans is the
incident power flux then Lambert’s law must be modified
to account for the decrease in power, due to reflection at
the surface of the sample.

Since Lambert’s law does not yield a comprehensive
approach, a more accurate estimation of the heating rate
based on predicting or measuring the fundamentally nonuni-
form electric field intensity in a cavity should be the most
important subject of current research. How the shape and
volume (relative to the microwave oven) of a food material
change the rate of heating must be investigated further. The
interior electric field, the moisture movement in solid foods,
and changes in the dielectric and other properties combined
to make designing microwave processes a difficult task.

V. INTERACTION OF MICROWAVE WITH
FOOD

Food shape, volume, surface area, and composition are
critical factors in microwave heating. These factors can
affect the amount and spatial pattern of absorbed energy,
leading to effects such as corner and edge overheating,
focusing, and resonance. Composition, in particular mois-
ture and salt percentages, has a much greater influence on
microwave processing than in conventional processing,
due to its influence on dielectric properties. Interference
from side effects like surface cooling, interior burning,
steam distillation of volatiles, and short cook time alter
the extent of interactions.

A. DIELECTRIC PROPERTIES

The dielectric properties of foods are very important in
describing the way foods are heated by microwaves. The
most comprehensive effort on dielectric properties data to
date being that of von Hippel [13]. The dielectric proper-
ties of foods vary considerably with composition, chang-
ing with variation in water, fat, carbohydrate, protein, and
mineral content [14]. Dielectric properties also vary with
temperature. As indicated earlier, the dielectric properties
affect the depth to which microwave energy penetrates
into the food to be dissipated as heat. The magnitude of
the penetration depth, defined as the depth at which 63%
of the energy is dissipated, can be used quantitatively to
describe how microwave energy interacts with the food. A
large penetration depth indicates that energy is poorly
absorbed, whilst a small penetration depth indicates pre-
dominantly surface heating.

Dielectric properties data for agricultural products,
biological substances, and various materials for
microwave processing are widely dispersed in the techni-
cal literature [15–18]. Those literature data can provide
guidelines, but variability of composition of food prod-
ucts, and other specific conditions for particular applica-
tions, often require carefully conducted measurements.

e�(a�r)/Dp

�
Dp

P0e
�x/Dp

�
Dp
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B. GEOMETRICAL HEATING EFFECTS — CORNER,
EDGE, AND FOCUSING EFFECTS

With conventional cooking methods, heat is transferred
from outside to the food product by conduction, convec-
tion, or infrared radiation. There is a temperature gradient
from the outside to the inside. It is often said that with
microwaving, heating takes place from the inside to the
outside. This is not true; heating occurs throughout the
whole food simultaneously, although it may not be evenly
distributed. Probably this misapprehension is due to the
fact that surface temperatures tend to be lower than tem-
peratures inside the food (this is because of evaporative
cooling and geometrical heating effect). For foods with a
high loss factor, most of the microwave energy of a wave
impinging on the food will be absorbed near the surface,
and penetration and in-depth heating will be limited. In
general, the surface will heat more rapidly than the inte-
rior, but there are exceptions. Refraction and reflection at
interfaces will cause reinforcement of the field pattern
near corners and edges of rectangularly shaped foods,
resulting in overheating. Core heating effects of the same
nature occur in foods of spherical or cylindrical shape at
certain dimensions, causing energy concentration and
overheating of the central part.

The concentration heating effect means maximum
heating occurs in the center for certain spherical and
cylindrical geometries [19]. The well-known explosion of
eggs during microwave heating is one of the most signifi-
cant demonstrations of core heating effect. This occurs
because center heating cause formation of steam which
induces an energy impulse with such high power as to
move the surrounding mass parts away from each other.
This kind of thermal behavior has already been observed
by many people [3, 6, 19, 20] for cylindrical and spheri-
cal shaped foods. The maximum heating regions also
move slowly from the center towards the surface when the
diameter increases. If the diameter is much greater than
penetration depth, the temperature profile will be similar
to that observed for a “semi-infinite” body. That is, the
temperature decreases exponentially from the surface in
accordance to Lambert’s law which governs the absorp-
tion of microwave power. If the diameter is much less than
penetration depth, the heating profile will be flat. In
between these extremes the focusing effect occurs.
Moreover, Mudgett [3] pointed out the effect of salt on
drying behavior. With addition of sodium chloride, pene-
tration depth decreases significantly and, therefore, the
heating profile could shift from that of focusing and cen-
ter heating to one of surface heating.

Another reason for uneven heating in lossy products
can be traced to the electromagnetic boundary conditions
at edges and corners [21]. This is the so called edge and
corner effects. In an electric field, where the wavelength 
is larger than the dimensions of the heated object, field

bending will give rise to concentrations at some locations.
The convergence of two or more waves at a corner results
in a higher volumetric power density than on the flat sur-
face. Higher heating rates will thus be obtained at the cor-
ners. If the electric field is strong enough, an arc may
emanate from there when the air ionizes [22]. Square con-
tainers can cause burning in the corners of the product due
to a greater surface area/volume ratio, resulting in more
microwave energy absorption. Circular or oval containers
help reduce the strong edge and corner effects as energy
absorption occurs evenly around the edge but core heating
effects may then originate.

C. MICROWAVE BUMPING

Another phenomenon during microwave heating is the
“bumping” which may occur in microwave cooking. The
term, “microwave bumping,” also known as microwave
popping or microwave splattering, is descriptive of the
explosion phenomenon and is characterized by a jostling
or shaking of the container, usually accompanied by an
audible explosion. When microwave bumping occurs, the
explosive sounds which can be heard some distance away
are annoying and an unexpected surprise to consumers.
Microwave bumping is due to the explosion of food par-
ticulates, not localized boiling of the liquid. Increasing 
the viscosity of the liquid did not result in a significant
difference in intensity or frequency of bumping. Degree of
microwave bumping is believed to be directly related to
local superheating effects. The higher the electric field inten-
sity, the greater the incidence of bumping. Due to edge,
corner, and focus heating effects by microwave, container
shape influences heating pattern of a food product and
location of bumping in the container. Sterilizing vegetable
particulates which causes excessive softening and salting
food particulates which causes high microwave heating rate
are two indispensable conditions to produce microwave
bumping [23].

D. EVAPORATIVE COOLING AND STEAM

DISTILLATION

During the heating process of foods containing water, the
resulting evaporation at the surface causes a depression of
the temperature, known as evaporative cooling. The sur-
face of food is seen to be cooler than the region just below
the surface and warmer than the surrounding air. This phe-
nomenon is readily seen during the cooking of a meat
roast [6, 24].

At the same time, this surface evaporation can cause
steam distillation of certain flavor components. Flavor
release in microwave cooking is increased by steam dis-
tillation. In microwave heating, water vapor (steam) is one
of the most important transport mechanisms contributing
to movement of flavor compounds within a food matrix.

Microwave Heating in Food Processing 125-5



Individual compounds that make up a flavor which are
particularly low molecular weight and water-soluble may
be driven off or steam distilled out of the product during
microwave heating. Fruit and other “sweet” flavorings are
more of a problem. They evaporate easily in foods with
high initial water content because they contain a great
number of short-chain, volatile flavoring substances.
Moreover, they are often of a more hydrophilic character
and therefore a great part of the flavoring substances
migrates to the aqueous phase of the food, which selec-
tively absorbs the great part of microwave energy [25].
The percent loss may range from less than 10% for high
boiling compounds to 95% for very volatile compounds
[26]. The latter are the ones that create a strong aroma
which is necessary when the flavor is designed to impart
a balanced aroma profile in the room during microwave
heating [27]. In this case the flavor was added solely for
aroma generation and contributed very little to the flavor
profile of the microwave product itself. However, this
phenomenon, flash-off, often leads to imbalance of flavor
concentrations in a finished product with a different char-
acter from the flavor that was added before cooking.
Formulations that compensate for flash-off may require a
highly imbalanced flavor character prior to microwaving.
The specific loss is dependent on the types of flavor com-
ponents used and the food system in which it is incorpo-
rated. As the outward migration of water vapor is the most
important factor influencing flavor retention in the food
product, the flavorings used for microwave application
should have low water vapor volatility unless the flavor-
ings are intended to create the “oven aroma” of conven-
tional cooking methods, or to cover undesirable off-notes
released during microwave cooking.

E. LACK OF CRISPNESS (TEXTURE) AND BROWNING

(COLOR, FLAVOR) OF MICROWAVE FOODS

The texture of a microwaveable food may directly affect its
acceptance. Toughness or lack of crispness in bread slightly
overcooked in a microwave oven may not directly change
its flavor, but does influence the consumer’s perception of
the product. The lack of conventional-styled browning and
crisping in microwave ovens is due to the microwave fre-
quency used. At 2450 MHz, the wavelength, 12.2 cm, is too
long to create the intense surface heat which occurs at the
higher infrared frequencies, limiting the food item to a tem-
perature of approximately 100°C. This is ideal for wet foods
like vegetables and stews, but unacceptable for pastry,
breaded or batter-coated items, and roast meat. In contrast
to the convectively heated food, we have relatively low tem-
perature ambient air (60–75°C) with a rather high relative
humidity in most cases during microwave heating. The
level of maximum temperature and consequently of maxi-
mum water vapor pressure generally lies further below the
surface. The main driving force, therefore, is directed

towards the surface instead of towards the center [28, 29].
Water vapor generated inside the food continuously
migrates to the surface, drawing flavoring substances with
it on the way out. As the evaporation rate of water is not
high enough to dry out the surface, the evaporated water is
continuously replaced by migration of water from the
inside [25]. For foods which require a long heating time,
e.g., meat joints, the effect can be significant and the result-
ing moisture loss from the surface of the product can be
appreciable. An electromagnetic phenomenon creating “hot”
and “cold” spots is inherent in all microwave ovens and is
responsible for much of the uneven cooking associated with
them. Liquid products quickly dissipate the microwave
energy and result in a more uniform product. Solid food
products, multiphase systems, or frozen products develop
hot and cold spots during heating which further complicate
flavor delivery in these systems [27].

During microwave heating the low surface tempera-
ture and its much higher water activity (approximately
1.0) and the lack of prolonged baking time have the fol-
lowing consequences: (1) no crust is formed because the
necessary physical changes (protein denaturation, starch
gelatinization, etc.) are inhibited, and (2) the formation of
many flavor compounds and/or pigments (Maillard brown-
ing reactions) do not occur to the required extent. Thus,
some flavors that typically develop in a conventionally
cooked product will not necessarily work in a microwaved
product. Van Eijk [25] stated that the differences in flavor
generation and the performance of flavoring substances in
microwave foods can be explained satisfactorily by the
differences in heating pattern, the corresponding differ-
ences in water vapor migration, and the resulting physical
changes, particularly at the surface of the food. No ather-
mal effects have been observed.

F. FOOD INGREDIENTS

Some of the ingredients in foods such as water, ionized
salts, and fats and oils, in particular, and the distribution
of these ingredients in the food product, exert a strong
influence on temperature level and distribution. These
ingredients interact physically and chemically to an extent
dictated by numerous factors including mode of heating.

The dielectric and thermal properties of foods can be
modified by adjusting food ingredients and formulations
and are manageable within certain limits. Frozen pure
water has no microwave dipole relaxation and is therefore
microwave transparent. Frozen foods, however, are not
microwave transparent since some of the water is still in
free liquid form. So when deep-frozen foods are defrosted
by microwave energy, particularly difficult problems arise
once both ice and water are present. Hot spots and run-
away heating may be the consequence in this case. Fats
have a low dielectric loss and consequently do not gener-
ate as much heat directly from the microwave field. Once
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heat has been generated, conduction and convection
become the main mechanisms of heat transfer. Fats reach
very high temperatures due to their high boiling points,
whereas water is limited to a maximum temperature of
100°C. However, since the heat capacity of fats is about
half that of water, they heat more quickly in the microwave.

Factors that affect dielectric properties of water,
including the presence of other interactive constituents
such as hydrogen bonding resulting due to the presence of
glycerol and propylene glycol, and sugar and carbohy-
drate-like polyhydroxy materials will also impact
microwave heating [30]. Salts and sugars can be used to
modify the browning and crisping of food surface.
Heating a sample with higher salt content can change the
microwave heating pattern from center heating to surface
heating [31]. In addition to direct microwave interactions,
lipids, salts, sugar, and polyhydroxy alcohols can also
raise the boiling point of water. This allows the food to
reach a higher temperature needed for the development of
reaction flavors, and Maillard browning reactions.

To obtain useful and meaningful information on the
contributions of rates of flavor migration and kinetics of
degradation under various conditions, Fu and others [32]
designed an apparatus for on-line measurement of flavor
concentration, to formulate a thermally stable flavor-
dough system and to accomplish isothermal heating.
Photoionization detection method [33] and a cold-trap,
on-line sampling method [34] were to investigate migra-
tion of flavor compounds in a solid food matrix subjected
to microwave heating. As the moisture concentration
decreased below 0.1 g water/g solid during microwave
heating of gelatinized flour dough, a type of encapsulation
occurred that prevented flavor from being released. The
results of microwave reheating of limonene-formulated
dough showed limonene is very stable and no significant
limonene concentration profile in the sample and less than
1% overall change in total limonene concentration [35].

VI. MICROWAVE PROCESSING

In the quest for better quality of shelf-stable, low-acid
foods, a number of emerging technologies have been con-
sidered [36]. Food engineering will continue to evolve.
Although alternative processes have been developed over
the years, thermally processed food products maintain a
clear dominance in the marketplace, primarily as a result
of the wealth of theoretical and empirical knowledge that
has been developed regarding thermal inactivation of path-
ogenic microorganisms and their spores [37]. Microwave
sterilization is a nontraditional but solely a thermal process
and so can be regarded by technologist and regulators as
another terminal thermal sterilization technique.

Microwave heating offers numerous advantages in
productivity over conventional heating methods such as
hot air, steam, etc. These advantages include high speed,

selective energy absorption, excellent energy penetration,
instantaneous electronic control, high efficiency and speed,
and environmentally clean processes [38]. Currently,
microwave and radio-frequency both are laboratory or pilot
scale and there are no known large operating microwave
systems operating in the food industry, except for bacon
precooking or tempering. It remains a very exciting pro-
cessing tool, unmatched by any other technology if atten-
tion is paid to their selection.

A. DRYING AND DEHYDRATION

Microwave drying is rapid, more uniform, and energy
efficient compared to conventional hot air drying and
sometimes it results in an improvement in product quality.
But it is highly unlikely that an economic advantage will
be demonstrated if only bulk water removal by microwave
heating is desired, such as occurs in the constant-rate
region [39]. During the falling-rate period because of the
low thermal conductivity and evaporative cooling effect,
high product temperatures are not easily obtained using
convective drying. Surface hardening and thermal gradi-
ents again provide further resistances for moisture trans-
fer. Actually, it has been suggested that microwave energy
should be applied in the falling rate period or at low mois-
ture content for finish drying [40–43]. Correspondingly
sensory and nutritional damage caused by long drying
times or high surface temperatures can be prevented. It is
important to understand the dielectric properties of the
material with different moisture content during microwave
drying. The ability of dielectric heating to heat selectively
areas with higher dielectric loss factors and the potential
for automatic moisture leveling afford a major advantage
for even drying of these types of materials [39].

Because internal microwave heating facilitated a more
predominant vapor migration from the interior of the
material as compared to that during conventional drying,
microwave dried products have been reported to show a
higher porosity because of the puffing effect caused by
internal vapor generation [44–46]. Similar results are also
found for pasta drying. Microwave drying produces a
slightly puffed, porous noodle which rehydrates in half
the time required for noodles dried by conventional meth-
ods [47]. Tong and others [44] investigated temperature
and pressure distribution in a dough system with porosity
ranging from 0.01 to 0.7 during microwave heating using
miniature fiber optic temperature and pressure probes.
Pressure build-up to approximately 14 kPa occurred dur-
ing the initial stages of the heating process when the ini-
tial porosity was less than 0.15 and disappeared when the
pressure exceeded the rupture strength of the dough.
Volume expansion was observed up to the point where the
dough sample ruptured, producing visible cracks in the
structure. So microwaves produce a pressure gradient that
pumps out the moisture [44]. This property can be used to
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advantage to speed up the drying process. If the pressure
build-up did not exceed the rupture strength of the struc-
ture it might be the result of such enhanced porous struc-
ture of the samples. So, it is a difficult task for reducing
drying time and increasing quality at the same time.
Careful studies need to be done by applying the right
amount of microwave energy in the process.

Nonuniformities in the microwave electric field and
associated heating patterns can lead to high temperature in
various regions dried earlier, causing product degradation
[48]. Improvement can be achieved by using a fluidized
bed dryer, or spouted bed dryers to average the uneven
electric field [49, 50]. The combination of microwave and
vacuum drying [51–54] or freeze drying [55–59] also has
a certain potential. The vacuum process opens the cell
structures (puffing) due to the fast evaporation and an
open pore structure is generated. Reduced drying time is
the primary advantage of using microwaves in the freeze-
drying process. But no commercial industrial application
can be found, due to high costs and a small market for
freeze dried food products.

Pasta and potato chips have been dried successfully.
Freeze drying and vacuum drying, in conjunction with
microwave energy, have also shown promise and interest
from an academic point of view but not meeting the eco-
nomic criteria. A relative new and successful combination
of microwave energy and frying process is used to pro-
duce fried goods, such as chips, noodles, and chickens,
with 60% reduced time, 50% reduced fat content, and 
33–60% energy saving [60].

B. PASTEURIZATION AND STERILIZATION

Pasteurization provides a partial sterilization of sub-
stances by inactivating pathogenic microorganisms,
notably vegetative cells of bacteria, yeast, or molds.
Products have to be refrigerated. Sterilization processes
are designed to inactivate microorganisms or their spores.
Thermal sterilization is usually done at temperatures in
excess of 100°C which means they are usually done under
pressure. Industrial microwave pasteurization and sterili-
zation systems have been reported on and off for over 30
years [61–68]. Studies with implications for commercial
pasteurization and sterilization have also appeared for
many years [69–77]. Early operational systems include
batch processing of yogurt in cups [78] and continuous
processing of milk [79]. A very significant body of knowl-
edge has been developed related to these processes. As of
this writing, two commercial systems worldwide could be
located that currently perform microwave pasteurization
and/or sterilization of foods [68, 80]. As a specific exam-
ple, Tops Foods (Belgium) [68] produced over 13 million
ready meals in 1998 and have installed a newly designed
system in 1999.

Microwave pasteurization can reduce the come-up
time, which can shorten to a small fraction of the time used
by the conventional process. After this, the microwave
heated meals pass into a nonmicrowave hot air tunnel for
the hold-time period, and then to the cooler. Microwave is
difficult to hold a constant temperature and should not be
used. Especially in Europe, food pasteurization by
microwave processing has been successfully accomplished
for decades. The major advantage of the microwave process
is that the product may be pasteurized within a package. A
product goes through the line in wrapping continually,
package by package, pallet by pallet. Shelf life can be
extended from days to over a month without preservatives.

Typical sterilization temperatures in the product may
be 121–129°C (250–265°F) with hold times of 20–40 min-
utes. The come-up time may be significantly reduced by
microwaves. This reduced come-up time would provide
greater product quality. The enhanced quality retention is
due to the fact that quality attributes normally have much
lower activation energy (10–40 kcal/mol) than the micro-
bial spores (50–95 kcal/mol). The heat-up time of the
microwave process is much faster than that in a retort, so
the product’s organoleptic (texture, color, and flavor) and
nutritional qualities could be considerably improved. Micro-
wave sterilization is more flexible than ohmic heating and
aseptic processing. It can sterilize liquids, semi-solid, and
solids and it can also sterilize pre-packed food products.

There are several practical concerns and problems that
have to be solved before it can be applied at the industrial
level. The main issue has been the regulation of process
parameters so that commercial sterility can be achieved.
For the conventional retort process, by monitoring the
time-temperature history at the cold point using a thermo-
couple thermometer, it is reasonably easy and accurate to
determine the microbial lethality through mathematic cal-
culations. But, determining the microbial lethality for a
microwave sterilization process is not straightforward.
The cold point during microwave sterilization is not always
located on the central axis. The problem of providing a
uniformly heated product makes it extremely time-
consuming and costly to adjust the microwave pattern to
produce the quality advantage theoretically possible by
using microwaves. Each product could require custom
adjustment. The presence of uneven heating (hot and cold
spots) makes it very difficult to ensure that all portions of
a meal have reached a kill temperature. Microbiological
safety is the major reason for the slow acceptance of
microwave sterilization. In addition, the technical ability
to accurately measure the temperature distribution
throughout an entire microwave sterilized product has not
been demonstrated. From the engineering point of view,
no computer simulation models are available for investi-
gating the feasibility of microwave sterilization. These
computer simulation models are not only required by the
Food and Drug Administration (FDA) for regulating and
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approving microwave sterilization processes, but also
highly demanded by the food industry for performing the
cost/ benefit analyses. Without the reliable inputs of dielec-
tric properties, thermophysical properties, and boundary
conditions, a computer model is completely useless. Unfor-
tunately, literature values on these properties are only
available at room temperature to 60°C and not readily
available at sterilization temperature.

In Europe, microwave-sterilized foods, primarily pasta
dishes such as lasagna and ravioli, are on many grocery
shelves with no reported difficulties. Safety regulations are
less stringent in Europe. For example, in one implementa-
tion [68] the process design consists of microwave tunnels
with several launchers in relation to the number of prod-
ucts (ready meals). Microwave-transparent and heat-
resistant trays are used with shapes adapted for microwave
heating. Exact positioning of the package is made within
the tunnel and the package receives a pre-calculated, spa-
tially varying microwave power profile optimized for that
package. The process consists of heating, holding, and
cooling in pressurized tunnels. The entire operation is highly
automated. But, microwave sterilization has not been
approved on the use of microwave processing for food
sterilization by the Food and Drug Administration in the
United States (US-FDA). Today, there continues to be a
great deal of interest and some R&D activity in pasteur-
ization and sterilization by microwaves [81–88].

C. TEMPERING AND THAWING

Thawing and tempering of frozen food materials is an
important part of some food processes, especially in the
meat industry and food service. Reducing thawing time by
higher temperatures results in a decrease in product qual-
ity such as more dip loss and surface drying in addition to
increased risk of microbial growth.

Frozen foods can be considered to be the mixture con-
taining two components: fixed structure of ice and biolog-
ical material surrounded by monomolecular layer of
strongly bound water, and loose liquid water saturated
with dissolved salts. Dielectric activity of this mixture is
much higher than that of pure ice, but much less than that
of the same material at temperatures above zero. The loss
factor (ε� ) of water is approximately 12; while that of ice
is approximately 0.003. The penetration depth in water
(1.4 cm) is much lower than in ice (1160 cm) [89]. If the
thickness values is much greater than penetration depth,
the temperature profile will be similar to that observed for
a “semi-infinite” body. That is, the temperature decreases
exponentially from the surface in accordance to Lambert’s
law. Surface layers thus absorb more energy and heat up a
little bit faster than the inside of the product. But for
thickness values smaller than a certain value, resonance
can still not be avoided and inside of a slab can be heated
directly at high intensity, resulting in quick thawing. As

the loss factor increases with the temperature, the surface
heats up faster and faster and the penetration depth 
continually decreases. Spots of free water and spots that
have reached temperature 0°C absorb more energy than
crystals of ice, which leads to further acceleration of heating.

Microwave energy penetrates a food material and pro-
duces heat internally. The main advantage consists of
speed because tempering by microwave takes minutes
instead of hours or even dozens of hours. For example, a
20 cm thick piece of beef, frozen to �16°C, thaws more
than 10 hours at the surrounding temperature of �4°C.
On the other hand, the whole cycle of MW tempering with
following slicing, modification, and repeated freezing
takes only 30 minutes [90]. There are at least 400 temper-
ing systems operating in the United States alone. Food is
heated to just under freezing temperatures, allowing easy
chopping, cutting, processing, etc. In the United Kingdom
there are several large systems, up to 200 kW, utilized for
tempering of frozen beef, as well as butter. The lower fre-
quencies, e.g., 915 MHz band, are used to advantage for
MW thawing and tempering of larger blocks of food. For
example, when tempering 18 cm thick blocks at 915 MHz
frequency, temperature gradient is half of the gradient for
2450 MHz frequency [90]. 915 MHz tempering systems,
batch and continuous, are sold worldwide.

Microwave thawing remains a major problem. A main
difficulty is formation of wide temperature gradients (run-
away heating) within the product. The preferential absorp-
tion of microwaves by liquid water over ice is a major cause
for run-away heating. Maximum homogeneity is achieved
with temperatures slightly above zero. After that the inho-
mogeneity rises again. Therefore it is advantageous to
reduce the thawing process to plain tempering, i.e., to stop
the heating at the temperatures �5 to �2°C. Another reason
why tempering is preferred is that the progress of energy
consumption is dependent on the temperature. With most
biological materials and water, the energy consumption
starts to rise sharply at temperatures above �5°C; the less
fat they contain the higher is the consumption. Since the
thawed material has a much higher dielectric loss,
microwave penetration depth at the surface is significantly
reduced, in effect developing a “shield.” Surface cooling
helps to reduce the gradient in a frozen food, thus enabling
the microwave power to remain on longer to decrease 
the thawing time. The temperature uniformity during
microwave thawing can be improved when appropriate sam-
ple thickness, microwave power level, frequency, and/or 
surface cooling are applied [64, 91–93]. Today, there con-
tinues to be a great deal of interest and some R&D activity
in thawing and tempering by microwaves [94–97].

D. BAKING

Baking, in all cases except unleavened products, involves
the creation, expansion, and setting of edible foams through
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the use of heat. Proofing is the step of causing the dough to
rise and precedes the final baking or frying in the case of
donuts. During the baking of raw bread dough significant
volume change occurs, and the dough is converted from a
viscoelastic material containing airtight gas cells with the
ability to expand to a rigid structure which is highly perme-
able to gas flow. The cell walls are elastic but strong and the
increasing gas pressure must cease while the cell walls set.
Baking is a complex physicochemical reaction in which all
the events must be carefully timed and must occur in a well-
defined sequence. All baked products form some sort of
crust which acts as a shield, making heat even harder to
reach the inside. The heat transfer problems encountered by
conventional means can be easily overcome by microwave
heating. Pei [98] reviewed heat and mass transfer in the
bread baking process and discussed the application of
microwave energy. Goedeken [99] investigated microwave
baking of bread dough with simultaneous heat and mass
transfer. Highly porous products, such as bread, lend them-
selves well to the use of microwave energy because of
greater penetration of microwave energy resulting in more
uniform energy distribution within the product. But the
microwave application must be carefully controlled or heat-
ing and expansion will occur too quickly, and while the cake
may look fully expanded and baked, it will collapse to a pan-
cake when the microwave energy is removed.

Bread baking by means of microwave energy was first
reported in the literature by Fetty [100]. Decareau [101]
noted the possibility of combining microwave energy and
hot air to produce typically brown and crusted loaves of
bread in a shorter time than by conventional baking meth-
ods. One microwave baking process that was quite suc-
cessful for several years was the microwave frying of
doughnuts. Frying times of approximately two-thirds nor-
mal time are possible with 20% larger volumes, or 20%
less doughnut mix required for standard volume. Fat absorp-
tion can be 25% lower than conventional. This proofing
system was developed by DCA Food Industries, which
operated 2450 MHz and varied in output from 2.5 to
10 kW for production rates of 400–1500 dozen doughnuts
per hour [102–104]. One difficulty in the microwave bak-
ing process was to find a microwavable baking pan that is
sufficiently heat resistant and not too expensive for com-
mercial use. A patent by Schiffmann and others [105]
describes microwave proofing and baking of bread in metal
pans. This technique utilizes partial proofing in a conven-
tional proofing followed by proofing in a microwave
proofer utilizing warm, humidity-controlled air and
reduces the proofing time by 30–40%. This was then fol-
lowed by microwave baking in a separate oven. Four
patents by Schiffmann and others [104–107] describe pro-
cedures for the baking of bread utilizing metal pans and, in
some cases, also provided for partial proofing of the bread
in the pans. In the procedure described in the aforemen-
tioned patents, the microwave baking process involved the

simultaneous application of microwave energy and hot air
to both bake and brown the bread, producing thoroughly
browned and crusted loaves of comparable volume, gain
structure, and organoleptic properties. It was found that the
use of either 915 MHz or combinations of 915 and
2450 MHz were quite effective in baking a loaf of bread.
The system of microwave frying doughnuts was very suc-
cessful for quite some time during the 1970s. These
doughnuts have longer shelf life, better sugar stability, and
excellent eating quality. The larger volume and lower fat
absorption provided high profits for the bakery.

To date, some very sophisticated packaging along with
advanced susceptor technology has been the predominant
solution to the lack of conventional-styled browning and
crisping. Susceptors rapidly heat to temperatures where
browning readily occurs and thus help produce flavor in the
product. However, susceptors solve the flavor-related prob-
lems only on the surface. Another possible solution to the
lack of browning during microwave cooking is the addition
of compounds which give a roasted or toasted reaction fla-
vor. Today, there continues to be a great deal of interest and
some R&D activity in baking by microwaves [108–115].

VII. RADIO FREQUENCY PROCESSING

Radio frequency and microwave heating refers to the use
of electromagnetic waves of certain frequencies to gener-
ate heat in a material [2, 116, 117]. Radio frequency heat-
ing, which is at a much lower frequency, has thrived as an
industry alongside microwaves over the decades. Radio
frequency heating in the United States can be performed
at any of three frequencies: 13.56, 27.12, and 40.68 MHz.
The heating mechanism of radio frequencies is simply
resistance heating which is similar to ohmic heating. This
lossy dielectric arises from the electrical conductivity of
the food and is different from the resonant dipolar rotation
of microwave frequencies.

Unlike microwave sources, one cannot purchase an RF
high power source. Due to the high impedance nature of
RF coupling, the RF source and applicator normally need
to be designed and built together. Manufacturers of RF
equipment develop the whole system, rather than only the
power source. Therefore, developments in RF processing
must involve the commercial RF manufacturers. RF equip-
ment is available commercially at much higher power lev-
els than microwave sources. While commercial microwave
sources are available only below 75 kW, RF equipments at
hundreds of kW are very common. At these high levels, the
price per watt of RF equipment is much cheaper than
microwaves. In addition to higher power and lower cost,
another advantage of RF equipment over microwaves is in
the control area. In high power RF systems, the source and
the load are commonly locked together in a feedback cir-
cuit. Therefore, variations in the load can be followed by
the source without external controls [118].
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Microwave or radio frequency? For the same electric
field, the higher the frequency, the higher the amount 
of power into the material. This is the reason why
microwaves are a conceptually more effective means of
heating. However, RF equipment has several advantages
which workers in the field of microwave processing may
find more suitable for scale-up of some processes. The
microwave fields attenuate within the bulk of conductive
materials and materials with high dielectric loss. The pen-
etration depth of microwaves is much lower. This is partic-
ularly troublesome for larger scale processes. But, this type
of nonuniformities are frequency dependent and become
less severe as frequency is lowered. Because of much
longer wavelengths of radio frequencies, they have better
uniformity. Also, the depth of penetration is much higher.
So, in cases where uniformity of heating is a critical issue,
use of the radio frequencies and 915 MHz microwave fre-
quency may have potential for the future [119, 120].

Working at radio frequencies allows it to process a
large range of material types, from the thin wide webs of
the paper industry to large three-dimensional objects like
textile packages. In general terms, microwave is better for
irregular shapes and small dimensions and RF is better for
regular shapes and large dimensions. Microwave is more
suitable for hard to heat dielectrics. Actually, many appli-
cations can be done by either, but RF is cheaper if it fits. RF
equipment is easier to engineer into process lines, and can
be made to match the physical dimensions of the up- and
down-stream plant. In the case of microwaves, in a contin-
uous process, complex arrangements may be necessary to
allow the product to move in and out of the enclosure with-
out giving rise to excessive leakage of energy [121]. This is
because the wavelengths at microwave frequencies (e.g.,
12.54 cm at 2450 MHz) are very much shorter than those at
radio frequencies (e.g., 1100 cm at 27.12 MHz).

An overview of food and chemical processing uses of
radio frequency can be seen in Minett and Witt [122] and
Kasevich [123]. The industrial applications using radio fre-
quency include textiles (drying of yarn packages, webs, and
fabrics), food (bulk-drying of grains; moisture removal and
moisture leveling in finished food products), pharmaceutical
(moisture removal in tablet and capsule production
processes), and woodworking (adhesive curing for wood
joinery). Radio frequency heating has been used in the food
processing industry for many decades. The post-baking of
biscuits, crackers, and snack foods is one of the most
accepted and widely used applications of RF heating in the
food processing industry. A relative small RF unit can be
incorporated directly into a new or existing oven line (a hot
air oven or conventional baking line) to increase the line’s
productivity and its ability to process a greater range of
products. The benefits of RF-assisted baking are precise
moisture control, reduced checking, improved color control,
and increased oven line throughput [124]. RF drying is
intrinsically self-leveling, with more energy being dissipated

in wetter regions than in drier ones [121]. This RF leveling
leads to improvements in product quality and more consis-
tent final products. Recently, RF cooking equipment for
pumpable foods has been developed. These devices involve
pumping a food through a plastic tube placed between two
electrodes, shaped to give a uniform heating [125]. The pri-
mary advantage of improved uniformity of heating was also
shown for in-package sterilization of foods in large packages
using radio frequency at 27.12 MHz, although enhanced
edge heating continued to be an issue [120]. Defrosting of
frozen food using RF was a major application, but problems
of uniformity with foods of mixed composition limited the
actual use. The interest in RF defrosting has increased again
in the last number of years [125].

Today, the use of a more recent 50 Ω RF heating
equipment which allows the RF generator to be placed at
a convenient location away from the RF applicator gives
the possibility of an advanced process control [126].
Whether conventional or 50 Ω dielectric heating systems
are used, the RF applicator has to be designed for the par-
ticular product being heated or dried. RF post-baking,
RF-assisted baking, and RF meat and fish defrosting sys-
tems will continue to benefit both existing and emerging
food applications and the availability of low cost RF
power sources could lead to a major growth in the use of
RF heating in the commercial food sectors.

RF heating is well established in industry and, for
many applications, it is the standard method. Its equip-
ment is well proven and also reliable. It is an excellent
choice where it fits.

VIII. CONCLUSION

The fundamentals of microwave heating should be studied
in depth before spending a great deal of effort and time on
trial and errors.

Microwave and radio frequency heating all provide a
product that is potentially superior in quality to the prod-
uct produced by conventional techniques. This point is
key to almost all industrial processes. The potential syn-
ergistic effects of microwaves combined with steam,
forced-air convection, and/or infrared will probably lead
the future expansion of microwave processing technology.

Microwaves are an extremely expensive way to evapo-
rate water as compared to frying, high-velocity hot air, or
infrared. They can be commercially successful if the prod-
ucts are of high intrinsic economic value and can carry the
extra cost burden put on them.
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Pulsed electric field (PEF) processing is a non-thermal
method used to maintain food safety and increase shelf life
of foods by inactivating spoilage and pathogenic micro-
organisms. Many researchers have investigated this problem,
including Sale and Hamilton (82, 83), Mizuno and Hori
(64), Jayaram et al. (36), Qin et al. (75), and Pothakmury
et al. (71). PEF processing is advantageous over other
methods because the changes in product color, flavor, and
nutritive value during the treatment are minimized (19,
40–42). A high intensity pulsed electric field processing
involves the application of pulses of high voltage (typically
20–80 kV/cm) to foods placed between two electrodes.
PEF treatment is conducted at ambient, sub-ambient, or
slightly above ambient temperatures for less than 1 s, and
energy loss due to heating of foods is minimized. For food
quality attributes, PEF technology is considered superior
to traditional heat treatment of foods because it avoids or
greatly reduces the detrimental changes of the sensory 
and physical properties of foods (78). Although some
studies have concluded that PEF preserves the nutritional
components of foods, effects of PEF on the chemical and

nutritional aspects of foods must be better understood
before PEF can be used in food processing (74).

Some important aspects in pulsed electric field tech-
nology are the generation of high electric field intensities,
the design of chambers that impart uniform treatment to
foods with minimum increase in temperature, and the
design of electrodes that minimize the effect of electroly-
sis. The large field intensities are achieved through storing
a large amount of energy in a capacitor bank (a series of
capacitors) from a DC power supply, which is then dis-
charged in the form of high voltage pulses (108). Studies
on energy requirements have concluded that PEF is an
energy-efficient process compared to thermal pasteuriza-
tion, particularly when a continuous system is used (73).

I. TREATMENT CHAMBERS AND 
EQUIPMENT

Currently, there are only two commercial systems avail-
able (one by PurePulse Technologies, Inc. and one by
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Thomson-CSF). Different laboratory- and pilot-scale
treatment chambers have been designed and used for PEF
treatment of foods. They are classified as static/batch 
(U-shaped polystyrene and glass coil static chambers) or
continuous (chambers with ion conductive membrane,
chambers with baffles, enhanced electric field treatment
chambers, and coaxial chambers), see Figure 126.1.

A diagram for PEF processing of foods is depicted in
Figure 126.2. The test apparatus consists of seven major
components (25): a high-voltage power supply, an energy
storage capacitor, a treatment chamber(s), a pump to con-
duct food though the treatment chamber(s), a cooling
device, measuring devices (voltage, current, and tempera-
ture measurements), and a computer to control operations.

A. BATCH TYPE PROCESSING (“STATIC”) 
CHAMBERS

1. Parallel Plate Electrode Chambers

This model consists of two carbon electrodes supported
on brass blocks placed in a U-shape polystyrene spacer

(Figure 126.3a). Different spacers regulate the electrode
area and amount of food to be treated. The brass blocks are
provided with jackets for water recirculation and controlling
temperature of the food during PEF treatment. This cham-
ber could support a maximum electric field of 30 kV/cm.
The second chamber model designed by Dunn and
Pearlman (19) consists of two stainless steel electrodes
and a cylindrical nylon spacer. Another model (3) consists
of two round-edged, disk-shaped stainless steel elec-
trodes, with polysulfone used as an insulation material.
The effective electrode area is 27 cm2 and the gap between
electrodes can be selected at either 0.95 or 0.5 cm. The
chamber can support up to 70 kV/cm. Water circulating at
pre-selected temperatures through jackets built into elec-
trodes provides cooling of the chamber.

2. Glass Coil Static Chambers

A model proposed by Lubicki and Jayaram (59) uses a
glass coil surrounding the anode. The volume of the chamber
is 20 cm3, which requires filling liquid with high conduc-
tivity and similar permittivity to the sample (media — NaCl
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solution, σ � 0.8 to 1.3 S/m; filling liquid (water)
�10�3 S/m) to be used because there is no inactivation
with a non-conductive medium (silicone oil).

B. CONTINUOUS FLOW PEF CHAMBERS

Continuous flow PEF treatment chambers (77) are suit-
able for large-scale operations and are more efficient than
the static chambers.

1. Parallel Plate Chambers (Figure 126.3b)

The first experimental chambers were designed to treat a
confined, static volume. Some of the first designs incorpo-
rated parallel plate geometry using flat electrodes separated
by an insulating spacer. The major disadvantage of this type
of design is the low productivity of these chambers. Due to
the electric field strength limitation it is difficult to increase
product load and make this chamber more efficient.

2. Co-Field Flow Chambers

Co-field chambers described by Yin et al. (106) have two
hollow cylindrical electrodes separated by an insulator to
form a tube through which the product flows (Figure
126.3c). Field distribution in a co-field chamber is not
expected to be uniform, though some useful advantages
may be gained by special shaping of the insulator. The pri-
mary advantage of co-field chambers is that they can be
designed to operate in PEF systems at lower currents than
the coaxial chambers.

3. Coaxial Continuous PEF Chambers

Coaxial chambers are generally composed of an inner cylin-
der surrounded by an outer annular cylindrical electrode that
allows food to flow between them, see Figure 126.3d. A pro-
truded outer electrode surface enhances the electric field
within the treatment zones and reduces the field intensity in
the remaining portion of the chamber. The electrode config-
uration was obtained by optimizing the electrode design
with a numeric electric field computation. Using the opti-
mized electrode shape, the prescribed field distribution along
the fluid path without an electric field enhancement point
was determined. This treatment chamber has been used suc-
cessfully in the inactivation of pathogenic and non-patho-
genic bacteria, molds, yeasts, and enzymes present in liquid
foods such as fruit juices, milk, and liquid whole eggs (3).

4. Enhanced Electric Field Continuous Treatment
Chambers

Yin et al. (106) applied the concept of enhanced electric
fields in the treatment zones by development of a contin-
uous co-field flow PEF chamber with conical insulator

shapes to eliminate gas deposits within the treatment 
volume (Figure 126.3e). The conical regions were
designed so that the voltage across the treatment zone
could be almost equal to the supplied voltage.

C. SPECIAL DESIGN FLOW-THROUGH CHAMBERS

1. Continuous Chamber with Ion Conductive
Membrane

One design by Dunn and Pearlman (19) consists of paral-
lel plate electrodes and a dielectric spacer insulator
(Figure 126.4a). The electrodes are separated from the
food by conductive membranes made of sulfonated poly-
styrene and acrylic acid copolymers. An electrolyte is used
to facilitate electrical conduction between electrodes and
ion permeable membranes.

2. Chamber with the Electrode Reservoir Zones

Another continuous chamber described by the same authors
(19) is composed of electrode reservoir zones instead of
electrode plates (Figure 126.4b). Dielectric spacer insula-
tors have slot-like openings (orifices) between which the
electric field enhances. The average residence time in each
of these two reservoirs is less than 1 min.

II. MECHANISMS OF MICROBIAL 
INACTIVATION

The application of electrical fields to biological cells in a
medium (for example, water) causes build-up of electrical
charges at the cell membrane (84). Membrane disruption
in many cellular systems occurs when the induced mem-
brane potential exceeds a critical value of 1 V, which, for
example, corresponds to an external electric field of about
10 kV/cm for E. coli (15). Several theories have been pro-
posed to explain microbial inactivation by PEF (2, 7, 44,
85, 86, 100, 105). Among them, the most studied (see
Figure 126.5) are electrical breakdown and electropora-
tion or disruption of cell membranes (113).
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A. ELECTRICAL BREAKDOWN

Zimmermann (112) explains what electrical breakdown of
cell membrane entails. The membrane can be considered
as a capacitor filled with a dielectric (Figure 126.5). The
normal resisting potential difference across the membrane
Vm is 10 mV and leads to the build-up of a membrane
potential difference V due to charge separation across the
membrane. V is proportional to the field strength E and
radius of the cell. The increase in the membrane potential
leads to reduction in the cell membrane thickness.
Breakdown of the membrane occurs if the critical break-
down voltage Vc (of the order of 1 V) is reached by a fur-
ther increase in the external field strength. It is assumed
that breakdown causes the formation of transmembrane
pores (filled with conductive solution), which leads to
immediate discharge at the membrane and thus decompo-
sition of the membrane. Breakdown is reversible if the
product pores are small compared to the total membrane
surface. With electric field strengths above critical and
long exposure times, larger areas of the membrane are
subjected to breakdown. If the size and number of pores
become large in relation to the total membrane surface,
reversible breakdown turns into irreversible breakdown,
which is associated with mechanical destruction of the
cell membrane.

The corresponding electric field is Ecritical � Vcritical /fa,
where a is the radius of the cell and f is a form factor that
depends on the shape of the cell (84). For spherical cells f
is 1.5; for cylindrical cells of length l and hemispheres of
diameter d at each end, the form factor is f � l (1 � d )/3.
Typical values of Vcritical required for the lysing of E. coli
are of the order of 1 V. The critical field strength for the
lysing of bacteria with a dimension of approximately
1 µm and critical voltage of 1 V across the cell membrane
is therefore on the order of 10 kV/cm for pulses of 10
microseconds to milliseconds in duration (84).

B. ELECTROPORATION

Electroporation is the phenomenon which occurs when a
cell exposed to high voltage electric field pulses tem-
porarily destabilizes the lipid bilayer and proteins of cell
membranes (15, 43, 45, 87, 114). The plasma membranes
of cells become permeable to small molecules after being
exposed to the electric field, and permeation then causes
swelling and eventual rupture of the cell membrane 
(46, 88, 91, 92). The main effect of an electric field on a
microorganism cell is increasing of the membrane perme-
ability due to membrane compression and poration (31,
79, 103–105). Kinosita and Tsong (50) demonstrated that
an electric field of 2.2 kV/cm induced pores in human
erythrocytes of approximately 1 nm in diameter. They
suggested a 2-step mechanism for pore formation in
which the initial perforation is a response to an electrical
suprathreshold potential followed by a time-dependent
expansion of the pore size (Figure 126.5). Large pores are
obtained by increasing the intensity of an electric field
and pulse duration or reducing the ionic strength of the
medium (26, 43).

III. EVENTS OF ELECTROPORATION AND
MICROBIAL LYSIS

A. ELECTRIC FIELD-INDUCED TRANSMEMBRANE

POTENTIAL

We now know that when a cell (radius � Rcell) suspended in
a medium is exposed to external electric field (direct current
of strength Eappl), there is a rapid redistribution of cations in
the vicinity of the plasma membrane, thus generating a
transmembrane potential ∆ψmembr with a rise time, τmembr:

∆ψmembr � 1.5RcellEappl cos θ [1 � exp(�t/τmembr)] (126.1)

Pulsed Electric Field in Food Processing and Preservation 126-5

FIGURE 126.5 Schematic diagram of reversible and irreversible breakdown: pore development and cell membrane disruption.



τmembr � RcellCmembr (rint � rext /2) (126.2)

Here θ is an angle between the field line and the normal
from the center of the spherical cell to a point of interest
on the membrane surface; Cmembr, rint, and rext are the
membrane capacitance (per unit area), and the resistivities
of the cytoplasmic fluid and the external medium respec-
tively (17). For biological cells of micrometers in diameter,
τmembr � 1 µs and the exponential term in equation (126.1)
approaches zero within 1 µs. Cells of larger diameters
have τmembr � 1 µs (49). The maximum transmembrane
potential generated in a cell with the DC electric pulse a
few times longer than τmembr is

∆ψmembr, max � 1.5RcellEappl (126.3)

B. KINETICS OF ELECTROPORATION IN

CELL MEMBRANES

The plasma membrane of a cell is the first site of the elec-
tric interaction. Beside lipids, there are proteins, carbohy-
drates, and other types of molecules, most of which are
either charged or polarizable. Channel proteins are espe-
cially sensitive to the ∆ψmembr, and each type of channel
has a range of ∆ψmembr in which it becomes conductive.
The range of ∆ψmembr for opening protein channels is
approximately 50 mV, considerably smaller than the
dielectric strength of the lipid bilayer, which is in the
range of 150–400 mV. Like a lattice defect of the lipid
bilayer, once a protein channel is forced to open, a strong
current greatly exceeding the normal conductance of the
channel will generate local heat sufficient to denature 
the protein. This denaturation could be reversible or irre-
versible, depending on the extent of temperature change
and the properties of the channel. The time of
opening/closing of the protein channel is in the submi-
crosecond time range (94). Thermal denaturation of a pro-
tein takes milliseconds to seconds. Renaturation of a
protein occurs in seconds (48). Electropores in lipid
domains will reseal within seconds (93). Closing of PEF-
perforated protein channels should transpire in millisec-
onds. However, repairing of a PEF-damaged cell
membrane will take minutes to hours (50).

C. COLLOID OSMOTIC LYSIS

A major difference between electroporation of lipid vesi-
cles and that of cells is the colloid osmotic lysis of cells (50).
A PEF-perforated cell membrane loses its permeation bar-
rier to ions and small molecules but not necessarily to 
proteins. The electroperforated membrane becomes semi-
permeable to cytoplasmic macromolecules. The osmotic
pressure of these macromolecules causes the cell to swell.

This process, known as colloidal swelling, eventually
leads to a rupture of the plasma membrane because of the
excessive osmotic pressure imposed on the cells.

Colloidal osmotic pressure in the PEF-treated red
blood cells was identified as the main cause of the electric
field-stimulated hemolysis. Colloidal swelling depends on
the osmotic imbalance of the cytoplasm and the suspend-
ing medium. When the difference is large, PEF-treated
cells will swell in the minute time range. During this
swelling phase, electropores in cell membranes also begin
to reseal. If the resealing takes place faster than the
swelling, cells will shrink again and recover their original
volume, thus averting membrane rupture. If, on the other
hand, the resealing is slower than the swelling, the plasma
membrane of cells will be ruptured. The colloidal osmotic
lysis may be prevented by balancing the osmotic pressure
of the cytoplasm and the medium.

D. ELECTROOSMOSIS IN ELECTROPORES

An electric field parallel to the surface/liquid interface
will cause a net hydrodynamic flow in the appropriate
direction as long as there is an imbalance in the numbers
of the two charges in the layer of liquid adjacent to the
charged surface. If electropores, which are expected to be
induced closer to the “poles” of the cell that face the elec-
trodes, are viewed as cylinders with an average net nega-
tive (from ionized headgroups of phospholipids and
ionized amino-acid side chains on integral proteins)
charge on this surface and with their axis perpendicular to
the plane of the membrane, then a hydrodynamic flow
existence would be expected during the electric field pulse
(Figure 126.6). It was predicted and experimentally
demonstrated that the overall permeabilization difference
between both hemispheres would be less than originally
thought if an electroporation experiment were conducted
to take electroosmosis into account (90).
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IV. MICROBIAL INACTIVATION KINETICS

Three types of factors that affect the microbial inactiva-
tion with PEF have been identified:

● the process factors (electric field intensity,
pulse width, treatment time and temperature,
and pulse waveshapes);

● microbial entity factors (type, concentration,
and growth stage of microorganisms); and

● treatment media factors (pH, antimicrobial and
ionic compounds, conductivity, and medium
ionic strength).

Hülsheger and Niemann (32) were the first to propose a
mathematical model for inactivation of microorganisms
with PEF. Their model was based on the establishing
dependence of the survival ratio S � N/No (the ratio of 
living cell count before and after PEF treatment) on the
electric field intensity E by the following expression:

ln S � �bE(E � Ec) (126.4)

where bE is the regression coefficient, E is the applied
electric field, and Ec is the the critical electric field value
obtained by extrapolating E for 100% survival.

The regression coefficient reflects the gradient of
straight survival curves and is a microorganism-media
depending constant. The critical electric field was found
to be the function of cell size and applied pulse duration.
Hülsheger et al. (34) proposed an inactivation kinetic
model that relates microbial survival fraction (S) with PEF
treatment time (t) in the form of

ln S � �bt ln (126.5)

where bt is the regression coefficient, t is the treatment
time, and tc is the critical treatment time, or extrapolated
value of t for 100% survival.

The model proposed by Peleg (69) describes a sig-
moid shape of the pathogen survival curves generated by
the PEF inactivation. The model represents the percentage
of surviving organisms as a function of an electric field
and the number of pulses applied. This model is defined
by the critical electric field intensity that corresponds to
50% survival (Ed), and the kinetic constant K that is a
function of the number of pulses representing the steep-
ness of the sigmoid curve. Generalized equations for both
models are combined in Table 126.1.

Small values of the kinetic constants for both models
indicate a wide span in the inactivation rate curves and
hence lower sensitivity to PEF, whereas large values
imply a steep decline or higher susceptibility to PEF.

Lower Ec (or Ed) values indicate lesser resistance of
pathogens to the PEF treatment.

A. MICROBIAL FACTORS IN EFFICACY OF

PEF PROCESSING

1. Type of Microorganisms

Among bacteria, gram-positive ones are more resistant to
PEF treatment than gram-negative (33). In general, yeasts
are more sensitive to electric fields than bacteria due to
their larger size, although at low electric fields they seem
to be more resistant than gram-negative cells (74, 82). A
comparison between the inactivation of two yeast spp. of
different sizes showed that the electric field intensity
needed to achieve the same inactivation level was
inversely proportional to cell size. These results are logi-
cal but inconsistent with the results obtained by Hülsheger
et al. (33). Further studies are needed to better understand
the effect of microorganism type on microbial inactivation
effectiveness.

2. Growth Stage of Microorganisms

Bacterial cells in logarithmic phase are more sensitive to
various stresses than cells in lag and stationary phases.
Microbial growth in logarithmic phase is characterized by
high proportion of cells undergoing division, during
which cell membrane is more susceptible to the applied
electric field. Gaskova et al. (23) reported that the killing
effect of PEF for S. cerevisiae in the logarithmic phase is
30% greater than for those in stationary phase of growth.

B. PEF MICROBIAL INACTIVATION

Numerous publications on microbial inactivation present
data on vegetative cells, the majority of them from a few
genera. Extensive microbial inactivation tests have been
conducted to validate the concept of PEF treatment as a
non-thermal food pasteurization process (15, 73, 74, 98,
99, 108).

An applied intensive pulsed electric field produces a
series of degradative changes in blood, algae, bacteria,
and yeast cells (15). The changes include electroporation

t
�
tc
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TABLE 126.1
Inactivation Models
Hülsheger’s Model (32) Peleg’s Model (69)

S � � �
E – electric field; t – treatment time; Ed – electrical field when 
Ec – critical electric field; 50% of population is 
tc – critical time; inactivated; K – kinetic 
K – kinetic constant. constant.
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and disruption of semipermeable membranes, which lead
to cell swelling and/or shrinking, and finally to lysis of the
cells. The mechanisms for the inactivation of microorgan-
isms include electric breakdown, ionic punch-through
effect, and electroporation of cell membranes (75). The
inactivation of microorganisms is primarily caused by an
increase in membrane permeability due to compression
and poration (99).

Castro et al. (15) reported a 5-log reduction in bacte-
ria, yeast, and mold counts suspended in milk, yogurt,
orange juice and liquid egg treated with PEF. Zhang et al.
(109) achieved a 9-log reduction in E. coli suspended in
simulated milk ultrafiltrate (SMUF) and treated with PEF
by applying the converged electric field of 70 KV/cm
strength, and a short treatment time of 160 µs. These pro-
cessing conditions and results are adequate for commercial
food pasteurization that requires 6- to 7-log reduction cycles.
Table 126.2 presents the bacteria reported to be success-
fully inactivated by the pulsed electric field treatment.

V. PEF PROCESS CALCULATIONS AND
VARIABLES

To treat foods with PEF in a continuous system, the liquid
food product is pumped through a series of treatment
zones in the chamber with high voltage electrodes on one
side of each zone and a low voltage electrode on the other
side. The PEF process conditions are defined by an
applied electric field strength and a treatment time.

A. ELECTRIC FIELD INTENSITY

It is one of the main factors influencing microbial inacti-
vation (20, 32). The microbial inactivation increases with
an increase in the electric field intensity, above the critical
transmembrane potential (72). This is consistent with the
electroporation theory, in which the induced potential dif-
ference across the cell membrane is proportional to the
applied electric field. The critical electric field Ec (an elec-
tric field intensity below which inactivation does not
occur) increases with the transmembrane potential of the

cell. Trans-membrane potentials, and consequently Ec, are
larger for larger cells (39). Pulse width (duration) also
influences the critical electric field; for instance, with
pulse widths greater than 50 µs, Ec is 4.9 kV/cm. With
pulse widths less than 2 µs, Ec is 40 kV/cm (84).

B. TREATMENT TIME

Treatment time is defined as the product of the number of
pulses and the single pulse duration. An increase in any of
the two variables improves microbial inactivation (82). As
noted above, pulse width influences microbial reduction
by affecting Ec. Longer widths decrease Ec, which results
in higher inactivation; however, an increase in pulse dura-
tion may also result in an undesirable food temperature
increase. Optimum processing conditions should therefore
be established to obtain the highest inactivation rate with the
lowest heating effect (24, 51). The inactivation of microor-
ganisms increases with the treatment time (33). In certain
cases, however, the number of pulses that increase inactiva-
tion rate reaches saturation. This is the case in Saccha-
romyces cerevisiae inactivation by PEF that reaches
saturation with 10 pulses of an electric field at 25 kV/cm (3).

Critical treatment time also depends on the electric
field intensity applied (1, 80, 107). At electric field values
above Ec, critical treatment time decreases with electric
field increase. Barbosa-Cánovas et al. (3) reported that for
the electric field strength 1.5 times higher than Ec, the crit-
ical treatment time would remain constant.

C. PULSE WAVESHAPE

Electric field pulses may be applied in the form of expo-
nentially decaying, square-wave, oscillatory, bipolar, or
instant reverse charges (16, 77). Oscillatory pulses are the
least efficient for microbial inactivation, and square-wave
pulses are more energy and lethally efficient than expo-
nentially decaying pulses (5, 107). Bipolar pulses are
more lethal than monopolar pulses, because PEF causes
movement of charged molecules in the cell membranes,
and reverse in orientation or polarity of the electric field
causes a corresponding change in the direction of charged
molecules movement (29, 75). The difference between
bipolar and monopolar pulses was reported in Bacillus
spp. (30) and E. coli (75) inactivation studies. With bipo-
lar pulses, the alternating changes in the movement of
charged molecules cause a stress in the cell membrane
and enhance its electric breakdown. Bipolar pulses also
offer the advantages of minimum energy utilization,
reduced deposition of solids on the electrode surface, and
decreased food electrolysis (3).

A study conducted by Zhang et al. (110) showed the
effect of square-wave, exponentially decaying, and
instant-charge-reversal pulses on the shelf life of orange
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TABLE 126.2
Some Bacteria Effectively Inactivated with PEF
Bacillus cereus (70, 81) Pseudomonas aeruginosa (52)
Bacillus subtilis (18) Pseudomonas fluorescens (11, 97)
Bacillus subtilis spores (28) Saccaromyces cerevisiae (111)
Candida famata (102) Salmonella (37, 61)
Escherichia coli (95, 96) Staphylococcus aureus (ATCC
Listeria innocua (13, 14) 25923) (77)
Listeria monocytogenes (Scott A) Yersinia enterocolitica (60)

(1, 21, 95, 96)
Lactobacillus leichmannii

(80, 95, 105)



juice. Square wave pulses were more effective, yielding
products with longer shelf lives than those treated with
exponentially decaying and charge reverse pulses. In
agreement with this study, Love (58) quantitatively
demonstrated the stronger inactivation effect of square-
wave pulses over all other wave shapes.

D. TREATMENT TEMPERATURE

Experimental results have demonstrated that, in challenge
tests, both treatment temperatures and process tempera-
tures impact microbial survival and recovery (8, 107).

PEF treatments at moderate temperatures (50 to 60°C)
have been shown to exhibit synergistic effects on the 
inactivation of microorganisms (19, 36). At the constant
electric field strength, pathogen inactivation increases with
an increase in treatment temperature (13). Since application
of an electric field causes increase in the temperature of 
the treated foods, proper cooling of treatment chamber is 
necessary to maintain food temperatures far below those
existing during a thermal pasteurization process (10, 57, 68).

Additional effects of high treatment temperatures
include changes in cell membrane fluidity and permeabil-
ity, which increase the susceptibility of the cell to mechan-
ical disruption (34). Also, a low trans-membrane potential
decreases Ec and therefore increases inactivation (39).

E. ELECTROCHEMISTRY OF A HIGHLY POLARIZED

ELECTRODE/FOOD PRODUCT INTERFACE

Usually, PEF processing is considered as “zero chem-
istry” treatment with no chemical reactions involved.
However, reported changes in the sensory and physical
attributes of processed foods are not solely the result of
Joule heating and high electric current that passes through
the food product. All treatment chambers in existing PEF
systems have extremely high electrode surfaces-to-treat-
ment volume ratio due to power supply and electric field
strength limitations. Therefore, electrode materials are
directly involved in the PEF treatment process. They
interact with treated food products by electrochemical
reactions that occur at the surface of highly polarized
electrodes, and electric double layer assisted reactions of
food particulates (solid phase of food product) with the
electrode surface. These interactions include (6, 12, 101):

● adsorption of organic and inorganic anions;
● changes in the chamber capacitance due to

changes of electric double layer relaxation time;
● electrophoretic deposition of food solids;
● electrocoagulation of solid phase at the elec-

trode surface;
● electrodissolution of electrode material;
● hydrogen/oxygen evolution due to electrode

reactions.

Electrode surface interactions with food matrix compo-
nents have been previously underestimated by the
researchers and rarely investigated (5). Due to the impor-
tance of the electrode surface properties to the food prod-
uct behavior in the electrode vicinity and PEF treatment
process, electrochemical polarization characteristics of
electrode material play the critical role. This is also
important because electrical impulses can accelerate elec-
trochemically induced changes in electrode polarization
and food properties.

The potential scanning measurements of various food
products in the range from 0.5 to 3 V for two widely used
electrode materials –– aluminum (alloy 2024) and stain-
less steel — have been performed. Electrochemical poten-
tial is the thermodynamic potential that characterizes
reaction ability of an electrode in the solution. Increasing
of thermodynamic potential by 1 V is equivalent to chang-
ing the reaction temperature by 103 K. Electrode polariza-
tion in the range between 2 and 3 V is considered as
extremely high polarization.

Despite the general similarity, both electrodes demon-
strate different behavior in acid media (orange juice)
(Figure 126.7). In low polarization region aluminum
shows the more stable behavior and less corrosive activity.
However, to increase electric current through the alu-
minum electrode one should maintain very high voltage.
The stainless steel electrode can support higher current
due to lower adsorbance of HO3 ions at the electrode sur-
face. In the high polarization region both electrodes demo-
nstrate similar volt-ampere characteristics. However,
stainless steel has the potential dynamic curve shifted in
the direction of higher values of electric current, and
therefore is more suitable for PEF applications. For low
electric field applications (ohmic heating) aluminum elec-
trodes are more preferred.

The food product composition is a significant factor
influencing electrodic processes. Potential dynamic char-
acteristics of stainless steel electrodes in orange juice,
whole milk, and tomato soup are depicted in Figure 126.8.
Tomato soup has classical corrosion-type characteristics
that include Taffel region (adsorption) and electrodissolu-
tion (corrosion) of electrode material (12). Orange juice
has similar characteristics except the two regions of 
current-voltage instability, which can be explained with
polarized pulp aggregation at the electrode surface. The
most unusual potential dynamic curve corresponds to the
electrochemical treatment of milk. This type of curve usu-
ally corresponds to the passivated metal electrode. At low
polarization potentials the behavior of stainless steel elec-
trode in milk does not differ from the other food products.
Potential rise leads to the deposition of milk constituents
onto the electrode and blockage (passivation) of its surface.
In the high polarization regime all three products behave
similarly.
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V. MATHEMATICAL MODEL OF
CONTINUOUS OPERATION (22)

From an engineering point of view, it should be of inter-
est to differentiate between the single pass and recircula-
tion modes of operation of PEF treatment chamber. In
both cases, the mathematical model consists of energy and

mass balances, kinetic equations, and equilibrium condi-
tions. It is possible to build a large and complicated math-
ematical model, but that would not be useful. In order to
simplify the model, some assumptions may be adopted.
Accordingly, plug type flow in the PEF chamber, perfect
mixing in the tank, and a first order kinetics for the inac-
tivation of microorganisms were assumed.
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A simplified scheme of PEF installation operating in
a single pass mode is depicted in Figure 126.2. It can be
assumed that the concentration of microorganisms in the
feed tank cT (microorganisms/L) is the same as that at the
PEF chamber inlet, and that the rate of microorganism
destruction r (microorganisms/(L/s)) follows the first
order kinetics with respect to microorganism concentra-
tion c (microorganisms/L):

r � �kc (126.6)

where k (s�1) is the kinetic constant of microorganism
inactivation.

Assuming stationary state and plug-type flow in the
PEF chamber (56), the microorganism balance gives the
following expression:

q ln(c/cT) � �kVrt (126.7)

where q (L/s) is the fluid flow rate and Vr (L) is the PEF
chamber volume.

According to the last equation, the relation between the
outlet microorganism concentration c (microorganisms/L)
and time t(s) is exponential.

c � cT e (126.8)

The energy balances are more complex. The energy E (J)
dissipated during the discharge of the capacitor C (µF) at
a voltage V(V) is given by the following equation:

E � CV 2 (126.9)

Taking into account frequency f(s�1) of the pulses, the
energy dissipation per second during the liquid flow
through the chamber Q (J/s) is:

Q � fCV 2 (126.10)

However, only one part φ of this energy will heat the liq-
uid food (flow q (L/s), density ρ) that passes through the
PEF chamber. This ratio φ must be less than 1, and
strongly depend on the electrical conductivity of the food
product. Energy balance for the PEF chamber after the
stationary state is reached is represented by:

qρCp(T � TT) � φQ (126.11)

where q (L/s), ρ (kg/L), and Cp (J/kg°C) are the flow rate,
density, and specific heat of the liquid food product,
respectively; TT and T (°C) are the temperature of food
sample in the feed tank and in the chamber, respectively.
Consequently, the increase in the temperature T�TT of the
liquid food can be estimated as:

(T � TT) � (126.12)

VII. PROCESS CALCULATIONS

The total possible temperature change per pair of elec-
trodes in treatment chamber (∆T ), total energy input dur-
ing treatment per electrode pair (P), and Reynolds number
(NRe) can be calculated using the following equations:

∆T � (E2tσ/ρCp)/n
(126.13)P � E2tσ/n

NRe � ρDu/µ

The process variables used in the equations are described
in Table 126.3.

VIII. PHYSICAL PROPERTIES OF FOOD
PRODUCTS FOR PEF PROCESSING

Physical properties of foods that are the most critical for
PEF treatment efficacy are the electrical conductivity, den-
sity, specific heat, and viscosity of the product. Some use-
ful data can be found in reference (5). Liquid foods contain
several ion species that carry an electrical charge and con-
duct electricity. At a given voltage, the electrical current
flow is directly proportional to the electrical conductivity
of the food product (108). An increase in the electrical con-
ductivity causes an increase in the overall energy input and
change in the product temperature during processing.

The density and specific heat of food product affect
the temperature change during PEF treatment. As the 
density of product decreases, the total temperature change
increases (108). Similarly, a decrease in product specific
heat also increases the temperature change during PEF
processing.

The viscosity of the product determines flow charac-
teristics, which are calculated based on the Reynolds
number. For the Reynolds number greater than 5000, the
product flow is turbulent, which provides uniform veloc-
ity profile in the treatment chamber that, in turn, is likely
to provide uniformity of PEF process (8, 57).

φfCV 2

�
qρCp

1
�
2

1
�
2

1
�
2
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�q
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TABLE 126.3
PEF Process Variables
Process Variable Notation Dimension

Electric field strength E V/m
Total treatment time t s
Number of electrode pairs in n

treatment chamber
Treatment zone diameter D m
Mean liquid velocity µ m/s
Product electrical conductivity σ S m
Product density ρ kg/m3

Product specific heat Cp kJ/kg°C



A. CONDUCTIVITY, pH, AND IONIC STRENGTH

The electrical conductivity of a medium (σ Ohm�1/m),
which is defined as the ability to conduct electric current,
is an important variable for PEF processing. Electrical
conductivity is the reciprocal of resistivity (r), which is
measured in Ohm/m. Foods with large electrical conduc-
tivities generate smaller peak electric fields across the
treatment chamber, and therefore are not susceptible for
PEF treatment (3). Studies on inactivation of Lactobacillus
brevis with PEF showed that as the conductivity of the
fluid increased, the resistance of the treatment chamber
was reduced (36), which in turn reduced the pulse width
and decreased the rate of inactivation. Since an increase in
medium conductivity results from increase of its ionic
strength, the latter leads to the decrease in bacteria inacti-
vation rate. Furthermore, increased difference between the
conductivities of a medium and microbial cytoplasm
weakens the membrane structure due to an increased flow
rate of ions across the membrane. Thus, the inactivation
rate of microorganisms increases with decreasing conduc-
tivity, even at equal input energy (36). Yet another study
performed by Dunne et al. (20) showed that the resistivity
had no influence on E. coli and L. innocua PEF inactiva-
tion effectiveness. These controversial results may be due
to the microorganisms or media used.

Vega-Mercado et al. (99) studied the effect of pH and
ionic strength of the medium (SMFU) during the PEF
treatment. The inactivation ratio increased from not
detectable (zero) to 2.5-log cycles as ionic strength of the
solution was adjusted from 168 to 28 mM. At 55 kV/cm (8
pulses), as the pH was reduced from 6.8 to 5.7, the inacti-
vation ratio increased from 1.45- to 2.22-log cycles. The
PEF treatment and ionic strength of the solution were
responsible for electroporation and compression of the
cell membrane, whereas the pH of the medium affected
the cytoplasm when the electroporation was complete.
Dunne et al. (20) reported that, depending on the microor-
ganism, acidic pH enhanced microbial inactivation,
although no specific details were provided (what micro-
organisms were affected or what range of pH was used).

B. PARTICULATE FOODS

Inactivation of microorganisms in liquid-particulate 
systems has been studied by Dunne et al. (20). E. coli,
L. innocua, Staphyloccocus aureus, and Lactobacillus
acidophilus were suspended in a 2 mm diameter alginate
beads model system, and the effects of PEF process vari-
ables on microbial inactivation were tested. The
researchers concluded that the process was effective in
killing microorganisms embedded in particulates.
However, to achieve more than a 5-log cycle reduction,
high energy inputs were needed (70 –100 J/ml, depending
on the bacteria treated). Qin et al. (76) reported that
dielectric breakdown occurs when air or liquid vapors are

present in the food because of the difference in dielectric
constants between liquid and gas.

IX. APPLICATION OF PEF IN FOOD
PRESERVATION

PEF has been mainly applied to preserve the quality of
foods, such as to improve the shelf life of apple juice
(Evrendilek et al., 2000a; Simpson et al., 1995), cranberry
juice (Evrendilek et al., 2001a), skim and chocolate milk
(Evrendilek et al., 2001a), orange juice (Qui et al., 1998;
Yeom et al., 2000), liquid eggs (Hermawan, 1999), and
pea soup (Vega-Mercado et al., 1996a).

A. PROCESSING OF APPLE JUICE AND CIDER

Simpson et al. (1995) reported that apple juice from con-
centrate treated with PEF at 50 kV/cm electric field
strength, 10 pulses, 2 µs pulse duration, and maximum
processing temperature of 45°C had a shelf-life of 28 days
compared to a shelf life of 21 days of fresh-squeezed
apple juice. There were no physical or chemical changes
in ascorbic acid or sugars in the PEF-treated apple juice,
and a sensory panel found no significant differences
between untreated and electric field treated juices. Vega
Mercado et al. (1997) reported that PEF treatment
extended the shelf life of fresh apple juice, and apple juice
at 22–25°C had a shelf life more than 56 days or 32 days,
respectively. There was no apparent change in its physico-
chemical and sensory properties. Evrendilek et al. (2000a)
indicated that PEF treatment of apple juice and
PEF � mild heat treatment of apple cider improved the
shelf life quality of the products compare to control sam-
ples at 4, 22, and 37°C without degradation of vitamin C
and change in the color measured by L (white if L � 100,
black if L � 0), a (�a � green, a � red), and b
(�b � blue, �b � yellow) values.

B. PROCESSING OF ORANGE JUICE

Sitzmann (1995) reported the reduction of native micro-
bial flora of freshly squeezed orange juice by 3 log cycles
with an applied electric field of 15 kV/cm without signifi-
cantly affecting its quality. The shelf life of reconstituted
orange juice treated with an integrated PEF pilot plant sys-
tem consisted of a series of co-field chambers evaluated
by Qui et al. (1998) and Zhang et al. (1997). It is reported
that total aerobic counts were reduced by 3 to 4 log cycles
under 32 kV/cm electric field strength. When stored at
4°C, both heat- and PEF-treated juices had a shelf life of
more than 5 months. Vitamin C losses were lower and
color was generally better preserved in PEF-treated juices
compared to the heat-treated ones up to 90 days (storage
temperature of 4 or 22°C) or 15 days (storage temperature
of 37°C) after processing. In the study of Yeom et al.
(2000) orange juice was treated by PEF, and with an
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increase in electric field strength longer shelf life is
obtained. Compared to heat treatment more flavor com-
ponents were retained in PEF treated orange juice.

C. PROCESSING OF CRANBERRY JUICE

Cranberry juice was treated either by high voltage pulsed
electric field at 20 kV/cm and 40 kV/cm for 150 µs, or by
thermal treatment at 90°C for 90s. Higher electric field
and longer treatment time reduced more viable microbial
cells. The overall volatile profile was not affected by PEF
treatment, but it was affected by heat treatment.
Compared to control samples PEF treatment caused no
color change in the samples. When treatment conditions
were 40 kV/cm for 150 µs, there was no mold and yeast
growth at both 22 and 4°C and no bacterial growth at 4°C
(Jin and Zhang, 1999). PEF (32 kV/cm electric field
strength, 500 pps frequency, 1.4 µs pulse duration, and
47 µs total treatment time) and PEF � heat (60°C for 32s)
processing of cranberry juice revealed that shelf life cran-
berry juice stored at both 4 and 22°C increased signifi-
cantly (for 197 days). The PEF and PEF � heat
treatments did not cause any significant differences in the
color retention of the samples (Evrendilek et al., 2001a).

D. PROCESSING OF MILK

Inactivation of Salmonella dublin and shelf life study with
homogenized milk was performed by the electric field
strength of 36.7 kV/cm and treatment time of over a
25 min (Dunn and Pearlman, 1987a). S. dublin was not
detected after PEF treatment or after storage at 7–9°C for
8 days. The naturally occurring milk bacterial population
increased to 107 cfu/ml in the untreated milk, whereas the
treated milk showed approximately 4 � 102 cfu/ml.
Further studies by Dunn (1987b) indicated less flavor
degradation and no chemical or physical changes in milk
quality attributes for cheesemaking.

Fernandez-Molina et al. (2001) studied the shelf life of
raw skim milk (0.2% milk fat), treated with PEF 
at 40 kV/cm, 30 pulses, and 2 µs treatment time using 

exponential decaying pulses. The shelf life of the milk was
2 weeks when it is stored at 4°C; however, treatment of
raw skim milk with 80°C for 6 s followed by PEF treat-
ment at 30 kV/cm, 30 pulses, and 2 µs pulse width
increased the shelf-life up to 22 days, with a total aerobic
plate count of 3.6 log cfu/ml. Reina et al. (1998) studied
the inactivation of Listeria monocytogenes Scott A in pas-
teurized whole, 2%, and skim milk by PEF. L. monocyto-
genes was reduced 1 to 3 log cycles at 25°C and 4 log
cycles at 50°C, with no significant differences being found
among the three milks. The lethal effect of PEF was a func-
tion of the field intensity and treatment time. Calderon-
Miranda (1999) studied the PEF inactivation of Listeria
innocua suspended in skim milk and its subsequent sensiti-
zation to nisin. The microbial population of L. innocua was
reduced by 2.5 log after PEF treatments at 30, 40, or
50 kV/cm. The same PEF intensities and subsequent expo-
sure to 10 IU nisin/ml achieved 2, 2.7, or 3.4 log reduction
cycles of L. innocua. Similar to cranberry juice, chocolate
milk was processed by PEF (35 kV/cm electric field
strength, 600 pps frequency, 1.4 µs pulse duration, and 
45 µs total treatment time) and PEF � heat (105 and 112°C
for 31.5 s) by pilot plant PEF processing system (Figure
126.4). Compare to control samples, the shelf life of choco-
late milk treated by PEF � 105°C and PEF � 112°C
increased significantly at 4, 22, and 37°C (Figure 126.9). The
PEF � heat treatments did not cause any significant differ-
ences in the color retention (Evrendilek et al. 2001a).

E. PROCESSING OF EGGS

PEF studies in liquid eggs, on heat-pasteurized liquid egg
products, and on egg products with potassium sorbate and
citric acid (added as preservatives) were conducted by
Dunn and Pearlman (1987b). Comparisons were made
with regular heat-pasteurized egg products with and with-
out the addition of food preservatives when the eggs were
stored at low (4°C) and high (10°C) refrigeration temper-
atures. The study focused on the importance of the hurdle
approach in shelf-life extension. Its effectiveness was
even more evident during storage at low temperatures,
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where egg products had a final count around 2.7 log
cfu/ml stored at both 10°C and 4°C. The samples main-
tained a low count for 4 and 10 days, respectively, versus
a few hours for the heat pasteurized samples.

In addition to color analysis of eggs products, Ma 
et al. (1997) evaluated the density (indicator of egg pro-
tein-foaming ability) of fresh and PEF-treated LWE (liq-
uid whole egg) as well as the strength of sponge cake
baked with PEF-treated eggs. The stepwise process used
did not cause any difference in density or whiteness
between the PEF-treated and fresh LWE. The strength of
the sponge cakes prepared with PEF-treated eggs was
greater than the cake made with non-processed eggs. This
difference in strength was attributed to the lower volume
obtained after baking with PEF-treated eggs. The statisti-
cal analysis of the sensory evaluation revealed no differ-
ences between cakes prepared from PEF processed and
fresh LWE.

A study reported by Hermawan (1999) indicated that
there is a 90% of reduction of Salmonella enteritidis inoc-
ulated into LWE with circulation mode fluid handling sys-
tem using 200 pps pulse repetition rate, 2.12 µs pulse
duration, and 25 kV/cm electric field strength.

F. PROCESSING OF GREEN PEA SOUP

Vega-Mercado et al. (1996) exposed pea soup to two steps
of 16 pulses at 35 kV/cm to prevent an increase in temper-
ature beyond 55°C during PEF treatment. The shelf life of
the PEF-treated pea soup stored at refrigeration tempera-
ture (4°C) exceeded 4 weeks, and 22 or 32°C was found
inappropriate to store the product. There were no apparent
changes in the physical and chemical properties or sensory
attributes of the pea soup directly after PEF processing or
during the 4 weeks of storage at refrigeration temperatures.

G. PROCESSING OF YOGURT BASED PRODUCT

PEF and mild heat (60°C for 30 s) processing of yogurt
based products similar to a dairy pudding dessert and
yogurt based drink revealed that the combination of
PEF plus mild heat significantly increased the microbial
stability of the product at 4 and 22°C without any differ-
ence in the sensory attributes. Sensory evaluation of the
products indicated that there was no significant difference
between control and processed products. Color, pH, and
°Brix were not significantly affected by the processing
conditions (Evrendilek et al. 2001b; Yeom et al. 2001).

H. PROCESSING OF RICE PUDDING

Due to its higher viscosity, rice pudding was preheated to
55°C for 30 s before PEF treatment. Processing conditions
were 33 kV/cm electric field strength, 100 L/h flow rate,
1.47 µs pulse duration, and 500 pps frequency. Monopolar
negative pulse was applied. Shelf life studies of the product

showed that total plate count and a value for color mea-
surement of the PEF treated and control samples were sig-
nificantly different. PEF treated rice pudding has a shelf
life of 94 days, whereas, control samples were spoiled in
10 days (Ratanatriwong et al. 2001).

X. PEF AS A HURDLE TECHNOLOGY

In general, controlling the combination of factors (hur-
dles), such as pH, ionic strength, and antimicrobial com-
pounds of the solution, during PEF treatment can
effectively aid in microorganism inactivation. The term
hurdle technology covers an intelligent use of multiple
preservation procedures in combinations specifically rele-
vant to particular types of foods. The concept is pertinent
to the control of pathogenic and food spoilage microor-
ganisms, and to almost all food commodities and products.
Furthermore, hurdle technologies have been traditionally
employed in all countries of the world, although with
greatly differing emphasis depending on the history and
social characteristics of different cultures (55).

Preservation technologies are based mainly on the
inactivation of microorganisms or on the delay or preven-
tion of microbial growth. Consequently, they must operate
through those factors that most effectively influence the
survival and growth of microorganisms (35). Such factors
are not numerous. They include a number of physical fac-
tors, some chemical ones, and some that are essentially
microbial in that they depend on the nature of micro-
organisms present in particular products. The most widely
quoted classification of those factors derives from the
original proposals of Mossel and Ingram (67), updated by
Mossel (66). They include:

- Intrinsic factors: Physical and chemical factors
that exist within a food product, and with which
contaminating microorganisms are inextricably
in contact.

- Processing factors: Procedures that are deliber-
ately applied to foods in order to achieve
improved preservation.

- Extrinsic factors: Factors that influence microor-
ganisms in foods, but which are applied from 
or exist outside the food; they also act during
storage.

- Implicit factors: Factors related to the nature of
microorganisms present in food product, and to
their interactions among themselves and with the
environment during growth.

- Net effects: These take into account that many of
the factors strongly influence each other, so that
the overall effect of combinations of different
factors may not be obviously predictable, but
may be usefully greater than the perceived
effects of the single factors.
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Combination (hurdle) effects are the focus of many of the
recent developments in the predictive modeling of micro-
bial growth and survival in foods. The limits presented at
which these different preservative factors inactivate or
inhibit relevant microorganisms must be used to evaluate
the effects of these factors on spoilage and food poisoning
microorganisms. However, it has to be remembered that
the limits listed only apply if all other factors are optimal
for the microorganisms in question. But this is hardly the
case in any foodstuff. If more than one of the preservative
factors (hurdles) is present then an additive or even syner-
gistic effect results, and this is the basis of the hurdle
effect and the intentional hurdle technology.

The effective hurdle technologies typically employ
multiple hurdles to preserve foods. In the use of such mul-
tiple hurdles, a consideration of the stress reactions and
adaptations that microorganisms undergo underpins the
logic of employing hurdles that affect different targets in
the microbial cell. Ideally, the targets should be comple-
mentary to gain synergism rather than simply additive
effects (55).

If mild heating can be applied to the food, then the
injury that would impair the membranes functionality
may represent a further sensible target, which should
amplify the effects of the previously applied hurdles rely-
ing on properly functioning membranes. The potential
value of the multitarget approach can therefore be appre-
ciated easily, and perhaps built on more logically in the
future. An example of a multitarget novel process is PEF
food treatment, which damages the cell membrane, in
combination with the application of nisin, so the mem-
brane cannot be repaired due to the membrane-active
action of nisin (13, 65). Overall, therefore, homeostasis is
interfered with by attacking two distinct targets.

It has been suspected that different hurdles in a food
might not just have an additive effect on microbial stabil-
ity, but could act synergistically (53). A synergistic effect
could be achieved if the hurdles in a food hit, at the same
time, different targets within the microbial cells and thus
disturb the overall homeostasis of microorganisms present
in several respects. If so, the repair of homeostasis as well
as the activation of “stress shock proteins” in microorgan-
isms becomes more difficult. Therefore, employing simul-
taneously different hurdles in the preservation of a
particular food should lead to optimal stability (54). In
practical terms, this could mean that it is more effective to
employ different preservative factors (hurdles) of small
intensity than one preservative factor of larger intensity,
because different preservative factors might have a syner-
gistic effect.

The multitarget preservation of foods is a promising
research area, because if small hurdles with different tar-
gets are selected, a minimal but most effective preserva-
tion of foods could be accomplished. It is anticipated that
the targets in microorganisms of different preservative

factors will be more fully elucidated, and that hurdles
could then be grouped in classes according to their targets.
A mild and effective preservation of foods, i.e., a syner-
gistic effect of hurdles, is likely to be achieved if the pre-
servative measures are based on intelligent selection and
combination of hurdles taken from different target classes
(54). This approach is probably valid not only for the tra-
ditional food-preservation procedures, but also for mod-
ern processes of food irradiation, ultra-high pressure, or
pulsed electric field, or light beam treatments, in combi-
nation with conventional hurdles.

a. PEF � hydraulic pressing
Mechanical expression is widely used in the food industry
for extraction of fruit juices and vegetable oils, dewater-
ing of fibrous materials, etc. (89). Efficacy of this process
can be increased by raw material plasmolysis, cellular dam-
age, or permeabilization prior to its expression. Various
methods are traditionally used to increase the degree of
raw material plasmolysis: heating, osmotic drying or
freezing dehydration, alkaline breakage, enzymatic treat-
ment, etc. (4). Earlier on, the method of electric field treat-
ment (both DC and AC) was also proposed for cellular
material plasmolysis. The methods of electro-plasmolysis
were shown to be good for juice yield intensification and
for improving the product quality in juice production (62),
processing of vegetable and plant raw materials (27),
foodstuff processing (63), winemaking (47), and sugar
production (38). But all these electric field applications
are usually restricted by the high and uncontrolled increase
in food temperature and product quality deterioration
because of electrode material electrolytic reactions, etc.

Bazhal et al. (9) investigated the influence of PEF
applied simultaneously with pressure treatment on juice
expression rate from fine-cut apple raw material. Three
main compression phases were observed in the case of
mechanical expression. A unified approach was proposed
for juice yield data analysis allowing a reduction in data
scattering caused by the differences in the quality of sam-
ples. PEF application at the moment when the press-
cake’s specific electrical conductivity reaches the
minimum and the pressure achieves its constant value is
reported to be the most optimal.

The combination of pressing and PEF treatments sig-
nificantly enhances the juice yield and improves its qual-
ity in comparison with samples untreated by PEF. The
PEF treatment intensifies pressing whenever it is applied.
The best juice excess yield results at the lowest value of
the applied field may be obtained when PEF is applied
after some pre-compression period. Such pressure pre-
treatment before PEF application is necessary for struc-
turing uniformity of the press-cake, removing excess
moisture, and decreasing the electrical conductivity of the
material. In Bazhal et al. (9) the precompression period of
300–400 s and PEF treatment after that period were found
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to be optimal for the quality of juice, which was con-
firmed by its coloration and transmittance. The simultane-
ous pressure application and PEF treatment reveal the
passive form of the PEF-induced cell plasmolysis, which
develops very slowly under a low electric field without
pressure application. The pressure promotes damage of
defective cells, enhances diffusion migration of moisture,
and depresses the cell resealing processes.

b. PEF � bacteriocins
Microorganisms in the presence of PEF suffer cell mem-
brane damage, and nisin is a natural antimicrobial known
to disrupt cell membrane integrity. Thus the combination
of PEF and nisin represents a hurdle for the survival of
Listeria innocua in the liquid whole egg, which has been
investigated by Calderon et al. (13). L. innocua suspended
in liquid egg was subjected to two different treatments:
PEF and PEF followed by exposure to nisin. The selected
frequency and pulse duration for PEF was 3.5 Hz and 2 ms
respectively. Electric field intensities of 30, 40, and
50 kV/cm were used. The number of pulses applied to the
liquid whole egg was 10.6, 21.3, and 32. The highest
extent of microbial inactivation achieved with PEF was
3.5 log cycles (U) for an electric field intensity of
50 kV/cm and 32 pulses. Treatment of liquid egg by PEF
was conducted at relatively low temperatures, 36°C being
the highest. Exposure of L. innocua to nisin after the PEF
treatment exhibited an additive effect on the inactivation
of the microorganism. Moreover, a synergistic effect was
observed as the electric field intensity, number of pulses
and nisin concentration increased. L. innocua exposed to
10 IU nisin/ml after PEF exhibited a decrease in popula-
tion of 4.1 U for an electric field intensity of 50 kV/cm
and 32 pulses. Exposure of L. innocua to 100 IU nisin/ml
following PEF treatment resulted in 5.5 U for an electric
field intensity of 50 kV/cm and 32 pulses.

The model developed for the inactivation of 
L. innocua by PEF followed by the exposure to nisin (13)
was established to be successful in predicting the extent of
microbial inactivation resulting from the combination of
PEF and nisin. The combination of these two preservation
factors proved to be a hurdle against the survival of 
L. innocua in the liquid whole egg. When energy conser-
vation is a goal, inactivation of L. innocua in liquid egg
products can be accomplished by selecting the proper
combination of PEF intensity and nisin concentration.

Carvacrol was used in another study as a third preser-
vative factor to further enhance the synergy between nisin
and pulsed electric field treatment against vegetative cells
of Bacillus cereus (70). Applied simultaneously with
nisin, carvacrol (0.5 mM) enhanced the synergy found
between nisin and PEF treatment (16.7 kV/cm, 30 pulses)
in potassium-N-2-hydroxy-ethylpiperazine-N-ethanesul-
fonic acid (HEPES) buffer. The influence of food ingredi-
ents on bactericidal activity was tested using skimmed

milk that was diluted to 20% with sterile demineralized
water. The efficacy of PEF treatment was not affected by
the presence of proteins, and the results found in HEPES
buffer correlated well with the results obtained in milk.
Nisin showed less activity against B. cereus in milk, and
carvacrol was not able to enhance the synergy between
nisin and PEF treatment in milk, unless used in high con-
centrations (1.2 mM). This concentration in itself did not
influence the viable count, but carvacrol did act synergis-
tically with PEF treatment in milk, and not in HEPES
buffer. This synergy was not influenced by milk proteins,
since 5% milk still allowed synergy between carvacrol
and PEF treatment to the same extent as 20% milk.
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I. INTRODUCTION

Nanotechnology — a term introduced in 1974 to describe
ultrafine machining of matter — now can be applied to a
wide scope of small-scale engineering (133). Nanotechnol-
ogy research has emerged as one of the most revolution-
ary scientific topics in decades. Nanotechnology focuses
on the physical/biological structures smaller than 100 nm,
which result in unique material properties because of their
nanosize. Some of these structures can be manipulated
and converted into nanomachines able to perform func-
tions previously not possible. Nanotechnology arises from
the exploitation of new properties, phenomena, processes,
and functionalities that matter exhibits at intermediate sizes
between isolated atoms or molecules (�1 nm) and bulk
materials (over 100 nm). The reason that nanoscale materi-
als and structures are so interesting is that size constraints
often produce qualitatively new behavior. When the sam-
ple size, grain size, or domain size becomes comparable
with a specific physical length scale such as the mean free
path of the molecules, the domain size strongly affects the
corresponding physical phenomena. Figure 127.1 repre-
sents the fundamental science and engineering disciplines
endowing in the nanoscience and nanotechnology devel-
opment in their current state.

The objective of this chapter is to show the potential
of the nanotechnology field to the food science and tech-
nology community.

Food manufacturing will benefit greatly from future
developments in nanoscale science, engineering, and tech-
nology. For instance, nanoscale synthesis and assembly
methods are expected to result in significant improvements
in energy-efficient food processing; stronger, lighter mate-
rials that increase transportation efficacy; greatly improved
chemical and biological sensing; use of low-energy chem-
ical pathways to break down toxic substances for 

environmental remediation and restoration; and better con-
trols that enhance efficacy of manufacturing processes.

The study of nanostructures in biological materials of
plant and animal origin enables scientists to establish rela-
tionships between macroscopic and molecular properties of
materials, such as molecular structure, degree of order, and
intermolecular forces. Minuscule nanomachines able to cir-
culate through the blood stream and clean out fat deposits
from arteries, kill microbes, undo tissue damage, and
reverse cancer, could be delivered to the human body
through foods. This will put in a new perspective the health
promotion role of foods (111). Generation of foods by non-
biological means using advanced nanotechnology could be
another future development, meant to ensure enough nutri-
tion for the entire human population with limited resources.
In food systems it is possible to envision self-assembling
molecules capable of building well-defined food structures;
the manipulations of molecular conformation to deliver
active compounds precisely to designated sites.

II. NANOTECHNOLOGY IN FOOD
SCIENCE

Nanotechnology has the potential to revolutionize world’s
food system. Agricultural and food systems security, disease
treatment delivery methods, new tools for molecular and
cellular biology, new materials for pathogen detection,
protection of the environment, and education of the public
and future workforce are examples of the important links
of nanotechnology to the science and engineering of agri-
culture and food systems. Some overarching examples of
nanotechnology as an enabling tool for food industry are:

● Manufacturing, processing, and shipment of food
products can be made more secure through the
development and implementation of nanosensors
for pathogen and contaminants detection.

● The development of nanodevices that will enable
maintaining the historical environmental
records of a particular product and tracking of
individual shipments.

● Systems that provide integration of sensing,
localization, reporting, and remote control of
food products (“Smart/Intelligent Systems”)
that can increase efficacy and security of food
processing and transportation.

Strategies to apply the achievements of nanoscience to the
needs of food industry are quite different from the tradi-
tional nanotech applications. Food processing is multi-
technology manufacturing with a broad range of raw
materials used, high biosafety requirements, and well-
regulated technological processes. Four major trust areas
in food production can be significantly enhanced by nan-
otechnology, bringing it to the next technological level:
development of new functional materials; micro- and
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nanoscale processing; product development; and methods
and instrumentation design for improved food safety and
biosecurity. Possible nanotechnology applications in 
food industry, grouped by the target area are depicted in
Figure 127.2.

Employing nanoscience in food technology is the
complex process not limited to improvement of individual
processes and products, but considering the whole food
supply chain as a continuous process sequence.

Nanotechnology works at the same scale as a virus or
disease-infecting particle, and thus has the potential for very
early detection and eradication of pathogens. Nanotech-
nology holds out the possibility that “smart” treatment deliv-
ery systems could be activated long before macro symptoms
appear. For example, a smart system could be a miniature
device implanted in an animal that samples saliva on a reg-
ular basis. Long before an illness develops, the integrated
sensing and monitoring system would detect the presence of
a disease, and activate a targeted treatment delivery system.

The fundamental processes in agriculture are explored
through research in molecular and cellular biology. New
tools for molecular and cellular biology that are specifi-
cally designed for separation, identification, and quantifi-
cation of individual molecules are needed. This is possible
with nanotechnology and will permit broad advances in
agricultural research areas such as reproductive science
and technology, conversion of agricultural and food wastes
to energy and other useful by-products through enzymatic
nanobioprocessing, and disease prevention and treatment
in plants and animals.

New materials that have special characteristics at the
nanoscale will be a tremendous breakthrough in agricul-
ture and food systems for pathogen and contaminant detec-
tion. Materials that have self-assembly and self-healing

properties will find a multitude of applications in agricul-
ture. Packaging of food in “antimicrobial” containers would
prevent food microbial contamination and facilitate food
preservation, storage, and distribution.

Protection of the environment through the reduction
and conversion of agricultural materials into valuable 
products is an exciting potential area of nanotechnology
advancement. The design and development of nano-cata-
lysts for the conversion of vegetable oils into biobased
fuels and biodegradable industrial solvents is one approach
already under scientific examination, and would be greatly
enhanced with the addition of nanotechnological abilities.

Management of local and environmental emissions is
another area of agriculture that could benefit from nano-
technology. Before reaching the dinner table, the lettuce,
baked potato, broccoli, and warm wheat bread have sur-
vived a formidable number of challenges from the envi-
ronment. Agricultural crops must be protected against the
invasions of wild animals, weeds, insect pests, fungal
pathogens, and the whimsy of the weather. Daily “scout-
ing” of crops for potential problems is one of the most
important tasks in the agriculture sector. Preventive mon-
itoring and treatment of crops with nanoscale devices
(sensors and delivery systems) can improve the quality of
food products and durability of post-harvesting processes.

III. NEW PROPERTIES OF MATERIALS AT
NANOSCALE

The area of nanomaterials technology presents an
unprecedented opportunity to investigate the new proper-
ties of materials at the nanoscale (158), and to exploit this
knowledge to our benefit. The tools responsible for this
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opportunity include synthesis methods that permit atomic
and electronic structure of the material to be controlled to
the atomic scale, in all three dimensions; instrumental
probes that are capable of characterizing nanoscale materi-
als, structures, and their properties on a wide range of
length and time scales; and growing computational power
which permits theoretical exploration of structures and
properties from the atomic to the macroscopic scale.

Nanomaterials can be either created through nanotech-
nology, or found in nature, such as nanoparticles existing
in soil (clays, zeolites, imogolite, iron, and manganese
oxides). They provide the potential to manipulate structures
at the nanoscale, and to control and catalyze chemical
reactions. The shape, structure, and aggregation abilities of
individual particles at the nanoscale influence the proper-
ties of the material at the macro-level. “Smart fabrics” that
can monitor the vital signs of the wearer are an example of
the potential new uses envisioned for agricultural fiber
products. Nanoparticles are also produced as agricultural
by-products: airborne dust and aqueous runoff that cause
air and water pollution. Controlling these nanoparticles is
in the best interests of cost-effective and environmentally
responsible agriculture. Soils are aggregates of nanoparti-
cles, layer particles, organisms, and water. Viewing soil as
a nanocomposite, and applying the paradigms and technolo-
gies of nanoscale science to it will lead to more efficient
and environmentally friendly agriculture.

A. EFFECTS OF SIZE CONSTRAINTS

Size constraints alone are often responsible for qualita-
tively new behavior of materials. For example, if the
nanoscale structure is smaller than the characteristic length-
scale for scattering of electrons or phonons (the mean free
path), qualitatively new modes of electrical current and/or
heat transport can arise (49, 148).

Thermodynamic properties, including interface phe-
nomena and phase transitions demonstrate substantial
changes when the system size is comparable to the particle
size or the coherence length for collective behavior (70).
Systems with components sizes ranging from a few tenths
to about ten nanometers lie at the fuzzy boundary between
the quantum and classical domains. Such systems are also
in the size range where thermal energy fluctuations and
Brownian motion can have significant effects.

The mechanical properties also change dramatically as
the grain size in polycrystalline materials approaches the
nanometer scale (3). Changes in the strength of nanoscale
structural elements, changes in the nature of friction, and
effective modes of fluid flow (hence, of lubrication) all
require new design strategies for micromachines (87).
Modes of failure also will change, as the size of devices
and machines decreases toward the nanoscale. The causes
include different mechanical properties that will modify
fracture characteristics; the increased importance of 

surface tension; and, the enhanced role of diffusion and
corrosion at the large surface-to-volume ratios that exist in
materials at nanoscale (106).

B. SHIFT OF CHARACTERISTIC TIME SCALES

Lengthscale change is accompanied by concomitant
changes in the characteristic time scale of physical 
phenomena. In part, this is no more than the increase in
characteristic frequencies that follows from the decreased
time required to travel shorter distances at a fixed propa-
gation velocity (for phonons, photons, electrons, etc.).

Another time-dependent phenomenon at nanoscale is
an increased rate of kinetic processes due to the increased
fluctuation rate, as the reduced dimensionality of important
structural features (e.g., surface-to-volume ratio) becomes
important or dominant. This effect also leads to the increased
effectiveness of sensor elements in biological systems.

C. MAGNETIC PROPERTIES

Dramatic quantization and other effects occur in magnetic
materials at the nanoscale. The ability to control thin-film
growth at the near-atomic level to form epitaxial and het-
eroepitaxial structures has recently been extended to mag-
netic nanostructures, including metallic, oxide, and
semiconducting phases (51, 116).

D. THERMAL PROPERTIES

Thermal transport properties of nanostructured materials
have received relatively little attention in the past decade.
It is well known that polycrystalline materials exhibit
lower thermal conductivity than low-defect single crystals
of the same material. Investigators have recently realized
that this could result in significantly reduced thermal con-
ductivities of nanostructured materials (86, 129), which are
expected because of a reduction in the phonon mean free
path due to grain boundary scattering (43).

In contrast to the reduced thermal conductivity of
nanostructured thin films or coatings, opportunities exist
for increasing thermal transport rates in fluids by suspend-
ing nanocrystalline particles in them. These “nanofluids”
have recently been shown to exhibit substantially increased
thermal conductivities and heat transfer rates compared to
fluids that do not contain suspended particles (96). Food
industry widely employs heat exchangers that require fluids
with efficient heat transfer properties. With new “nanoflu-
ids” with increased heat transfer rates manufacturers can
make heat exchange systems smaller and lighter, and reduce
the amount of energy and heat transfer fluid required for
the system operation.

E. ENERGY CONVERSION AND TRANSPORT

Energy conversion and transport in nanostructures impacts
a variety of fields and applications. Although energy 
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conversion and transport at macroscales is relatively well
understood, it is not at all clear at the nanoscale. For exam-
ple, it is well known that thermoelectric refrigerators and
engines are not as efficient as other energy conversion
devices because heat conduction by phonons is too high in
thermoelectric materials. There is evidence that nano-
structuring can improve electron transport (67–69).

F. FRICTION CONTROL AT NANOSCALE

Nano-devices are expected to significantly improve the
performance of robots, computers, communication, and
other electrical/optical/mechanical devices. However, fric-
tion imposes significant limitations on the usage of these
tiny devices. As a manifestation of the nano in the macro,
hundreds of millions of dollars can be lost as a result of
wear, friction, breakdowns, and wasted energy at nanoscale.
Achievements in the research allowing friction control at
the nanoscale will result in highly improved performance
in the macro world and can produce significant economic
savings (21).

Traditional lubrication methods employ organic sub-
stances whose functional groups can adsorb onto polar
surfaces to form closed-packed arrangements of almost
perpendicularly oriented lubricant chains. Nano-machines
lubricant selection is complicated by new considerations.
Due to the built-in-place nature of nano-mechanics, lubri-
cation by the conventional means of hidden and contact-
ing surfaces is prohibited. Fluid lubricants may also
introduce capillary and viscous shear mechanisms, which
would result in energy dissipation. Despite great progress
made during the past half century, many basic issues in
fundamental tribology such as the origin of friction and
the failure of lubrication remained unsolved. Moreover,
current reliable knowledge related to friction and lubrica-
tion is mainly applicable to macroscopic systems and
machinery, and will be of only limited use (if at all) in
nano-systems. When the lubrication film thickness is of
the same order as the molecular or atomic size, the behav-
ior of the lubricant becomes significantly different (75).
Understanding the mechanisms of friction, lubrication,
and other interfacial phenomena at atomic and molecular
scales can provide designers and engineers with the required
tools and capabilities to control friction, reduce unneces-
sary wear, and predict mechanical faults and failures of
lubrication in nano-devices (20, 146).

IV. CONTROLLED SYNTHESIS AND
PROCESSING AT NANOSCALE

Nanotechnology is comprised of the large family of 
phenomena and processes. Only two of them –– nanomea-
surement and nanomanipulation — are currenty developed
and technically proven. Molecular manufacturing is the
combination of these two activities. Application of 

nanotechnology to molecular manufacturing allows that the
environmentally clean, inexpensive, and efficient manufac-
turing of structures, devices, and “smart” products based on
the flexible control of architecture and processes at the
atomic or molecular scale can be feasible in the near future.
The ultimate goal of the molecular manufacturing is to pro-
duce complex products on demand from simple raw mate-
rials, e.g., inserting basic chemical elements in a molecular
assembly factory to yield a common household appliance,
perhaps with built-in sensors and actuators to respond to
commands or changes in environmental conditions.

A. NANOTECHNOLOGY: DRAWING INSPIRATION

FROM NATURE

Living organisms are not just the collections of nanoscale
objects — atoms and molecules; these objects are organ-
ized in hierarchical structures and dynamic systems, that
are the results of the million years-long Mother Nature’s
experiments. Tenth-nanometer ions such as potassium and
sodium generate our nerve impulses. The size of vital bio-
molecules, such as sugars, amino acids, hormones, and
DNA, is in nanometer’s range. Membranes that separate
one cell from another, or one subcellular organelle from
another, are about five-fold bigger. Proteins can be tens of
nanometers across. Every living organism on Earth exists
because of the presence, absence, concentration, location,
and interaction of these “nano-structures.”

The uses of biological molecules are split between
two categories:

● Biological molecules can be used in conjunction
with other structures to perform just as they do
in organisms.

● Biological molecules can be used in conjunction
with other structures to perform in a novel man-
ner, quite distinct from their natural function.

Functional nanostructures can incorporate individual bio-
logical molecules. For example, biosensors can use natu-
ral sugars or proteins as target recognition groups (30).
Modified biological structures can be used to act in
MEMS devices — for example, modified photosynthetic
membranes can split water to hydrogen and oxygen (54).
Functional multi-component structures can use molecules
in unusual ways. The filament protein actin, found in mus-
cle, can be attached to the enzyme ATP synthase, which is
involved in the production of most of the cell’s ATP, its
“energy currency” (115), and act as a molecular motor.

Many specific functions performed by living systems
employ nanometer-size structures in particularly intrigu-
ing ways that we would very much like to emulate:

● Living systems utilize self-assembling multiple
individual parts in a precisely defined functional
structure.
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● Living systems are hierarchically organized
into complex structures. For example, colla-
gen, a fiber that rivals steel in strength, is built
through successive aggregation of single amino
acid strands into triple helices, triple helices
into microfibrils, microfibrils into fibrils, and
fibrils into fibers.

● Living systems use template-based elements,
such as DNA, for reproduction and recovery
(125).

● Organisms can sense their molecular sur-
roundings, having developed exquisitely sensi-
tive nanometer-size sensors on their outer
surfaces. Using the principle of molecular
recognition, only the specific desired target
can bind to the surface-mounted “receptor”
molecules. Upon binding, these receptors
change shape in a manner that alerts other
components of the system to the presence of
the target (78).

● Living systems use nanometer-size structures
to act as highly selective pumps. The electron
transport chain, which is central to the trapping
of the energy content of nutrients, pumps protons
from one side of the mitochondrial membrane
to the other, against the chemical gradient
(114). Neurons pump sodium ions out and
potassium ions into the cell to prepare it for the
next impulse (139).

● Living systems use nanometer-size structures
as switches. Within 200 msec of the binding of
a repellant molecule to a receptor, a phosphoryl
group is transferred to a protein and the rotation
of the bacterial “tail” is switched from counter-
clockwise to clockwise. This turns the organism
around and allows it to swim away from the
repellant (92).

● Living systems use nanometer-size structures
to perform catalysis with specificity, selectivity,
and rate enhancements that are hardly achieved
artificially. Enzymes can be selective enough to
catalyze a reaction with only one particular
molecule from a mix of many, ignoring even its
mirror image. Enzymes can selectively catalyze

only one of many chemically allowed reactions
with that molecule, with rate enhancements up
to 1016 fold (164).

B. NEW MANUFACTURING PARADIGM

The concept of manufacturing at the “nano” or atomic
scale dates to more than three decades ago. Many devel-
opments in biotechnology, chemistry, computational
tool building, electrical engineering, and physics have
moved the scientific and engineering community closer
to operating smoothly on the nanoscale. Manufacturing
of new nano-materials with pre-determined functional-
ity is a sequence of macroscale processes combined
with the microscale control and energy delivery (see
Figure 127.3).

All individual steps in the suggested manufacturing
sequence already exist at least in the lab-scale experiments.
The aim of the next decade is the integration of individual
steps and components into the working system.

Extensive molecular manufacturing applications, if
they become cost-effective, will probably not occur until
well into the future. However, some products benefiting
from molecular manufacturing technology may be devel-
oped in the near term. As initial nanomachining, novel
chemistry, and protein engineering (or other biotechnolo-
gies) are refined, initial products will likely focus on
those that substitute for existing high-cost, lower-effi-
ciency products. Likely candidates for these technologies
include a wide variety of sensor applications; biomedical
products including diagnostics and therapeutics;
extremely capable computing and storage products; and
unique, tailored, smart materials, including those for food
processing and biosecurity applications. Areas that are
important to the future of molecular nanotechnology-
based advanced manufacturing, and in which successful
discoveries could serve other applications, include the
following:

● Macromolecular design and folding (32, 59,
94, 172);

● Self-assembly methods (79, 124, 174, 181);
● Catalysis (inorganic, enzyme, and other) (135,

160, 161);
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● Dendrimers, fullerenes, and other novel chemi-
cal structures development (48);

● Bioenergetics, nanobatteries, and ultrasound-
driven chemistry (17, 31, 33, 38, 134);

● Semiconductor-organic/biological interfaces
studying (36, 53, 62).

C. SYNTHESIS OF INDIVIDUAL BUILDING BLOCKS

The first step of nanoscale manufacturing process is the
fabrication of individual components (building blocks
for the entire system) at nanoscale. These components
can greatly differ in nature and required processing
conditions, but all are suitable for the high-volume pro-
duction.

1. Nanocrystals

In the last decade there have been significant advances in
the preparation of nanocrystals (26, 104). Many com-
mon materials, such as metals, semiconductors, and
magnets, can be prepared as nanocrystals using colloidal
chemistry techniques, which lead to a wide range of
applications in unexpected areas, such as in biological
tagging (25, 29).

2. Nanotubes and Rods

The exciting discovery of the fullerenes was followed
closely by the discovery of nanotubes of carbon (156).
Carbon-based nanotubes have the potential to act as a
hydrogen storage medium that could exhibit very high stor-
age density per unit weight, which is critical for hydrogen-
based transportation systems. A crucial issue is whether or
not the hydrogen could be extracted efficiently from such
a storage medium at relatively low temperatures. Nanotubes
also show tremendous promise as building blocks for new
materials.

3. Polymeric Electronic Materials: Dendrimers
and Block Copolymers

Tremendous advances in the preparation of organic build-
ing blocks of considerable complexity have been made
through the last decade (105, 152, 159).

D. TEMPLATED GROWTH AND ASSEMBLY

High surface area materials with nanoscale dimensions,
i.e., small particles and clusters with very high surface-to-
volume ratio, can be attained by creating materials where
the void surface area (pores) is high compared to the amount
of bulk support material (119). Nano-porous inorganic
oxides can be an example of such materials. Properties of
these materials, e.g., chemical reactivity, magnetic moment,
polarizability, and geometric structure exhibit the strong
dependence on surface dimensions.

Nanoscale surfaces as well as nano-particles have con-
siderable utility as controlled drug delivery systems and
biosensitive molecules carriers (109). Increased surface
area of a nano-structured material leads to the increasing of
the surface chemical reaction rate and intensification of the
electron transfer (i.e., biosensor output signal) through the
solid-liquid interface. Furthermore, ordered nanoscale
structure of a surface substrate stimulates ordering and
self-assembly of deposited specific biological components
at the molecular level. The use of nanoscale fabrication
techniques for low dimensional devices is being investi-
gated to complement the more traditional fabrication
methods (40). These nano-synthesizing techniques take
advantage of the self-patterning of natural systems, where
the biointerface material is synthesized in the size and
shape of the desired nano-structure. These methods
include fabrication of nano-structure arrays using self-
assembled epitaxial growth (14), chemical synthesis of
colloidal nano-structures (2), synthesis of nano-structures
in glass and polymer materials (155), and template based
chemical synthesis of nano-structures (136). Preparation
of mesoporous inorganic solids has been greatly advanced
by Antonelli (4). The initial work showed that it is possible
to use organic surfactant molecules to prepare complex
patterns. These patterns can serve as the templates for the
formation of an inorganic phase.

E. DRIVEN SYSTEMS

A very promising area for processing of three-dimensional
bulk nanoscale structures originates with the recent 
discovery that mesoscopic structures can be obtained by
nonequilibrium processing, such as ion irradiation, implan-
tation, and mechanical working (ball milling, etc.) (11, 88,
103). It is worth mentioning that similar processing schemes
perform very important functions in biological systems.

Self-assembly is one of the tools required to build
ordered nanostructures. The dynamics underlying the self-
assembly process is now well understood (24, 117). A mate-
rial system embedding enormous complexity dynamically
transits through a variety of states, squeezing out free energy
along the way, to arrive at a functional (and desirable) con-
figuration. The spontaneous organization of a vesicle and the
folding of a protein are notable examples of this phenome-
non. Self-assembly, however, is not a completely enabling and
sufficient tool. Biological systems make extensive use of
both self-assembly and dissipative processes to make impor-
tant structures or effect adaptive changes (166, 167).

F. PHASE TRANSFORMATIONS

Many processing schemes involve transformations between
different phases of the material. Although thermodynamics
ultimately determines the equilibrium phase for a given set
of conditions, the answers as to whether and how this phase
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is achieved from the metastable precursor phase depend
on system kinetics. Since most phase transitions involving
nanostructured materials occur under conditions far from
equilibrium, the kinetic pathways available to these sys-
tems are numerous and not well understood. This problem
is further complicated by the large contributions to the free
energy of nanoscale materials from interfaces, which sub-
stantially shift phase boundaries. It will be important for
making progress in the areas of synthesis and processing
of nanomaterials to develop better understanding of
nanochemistry and the broader general issues of nucleation
and growth. One example of how phase transformations
are used in the processing of nanostructured materials has
already been noted, namely the formation of metallic
nanoparticles in silicate glass for non-linear optical
devices (98). The processing of bulk nanostructured mate-
rials from bulk metallic glass provides another example of
using phase transformations in nanotechnology (65, 179).
Both materials are now commercially available.

G. DIRECTED SYNTHESIS OF NANOPARTICLES,
NANOTUBES, AND NANOSTRUCTURED

MATERIALS

Nanostructured materials also promise greatly improved
structural properties in comparison with conventional
metal alloys. For example, small-diameter bundles of 
single-walled carbon nanotubes have been predicted and
observed (126, 141). They have the largest strength-to-
weight ratio of any known material with an elastic modu-
lus �1 TPa, which is approximately 102 times that of steel
but with only 1/6 its weight. Such materials offer almost
unimaginable economic benefits and product opportuni-
ties, if only they can be cross-linked to overcome the low
shear modulus (141).

H. NANOMECHANICS AND NANO-TO-MICRO

ASSEMBLY

The future of nanoscale devices depends upon the abilities
of scientific community to physically manipulate 
the nano-sized parts and to build and integrate larger
micro-to-mini scaled devices (42). However, relative signif-
icance of fundamental physical forces changes as parts are
reduced in size. Figure 127.4 shows the variation of differ-
ent forces with respect to parts scale. For parts with fea-
tures of the order of a few millimeters and above, classical
mechanical phenomena such as mass and friction domi-
nate the manipulation processes. However, when part sizes
are reduced below one millimeter threshold, surface effects
such as adhesion due to surface condensation and the
electrostatic potential between parts start to dominate in
manipulation over the classical inertia effects present in
large-scale moving structures.

V. NANO-BIOENGINEERING

The use of natural biological processes to create a desired
compound or material from a defined feedstock, e.g.,
compost material from plant and animal wastes, is called
bioprocessing. Nanobioprocessing focuses on and utilizes
nanoscale technology to achieve the goal of bioprocessing
with greater efficacy. The use of molecular probes or devel-
opment of assays that allow rapid identification of microbes
present in a feedstock are examples of the research at
nanoscale that can increase the efficacy of bioprocessing.
The product itself may be the bulk material or nanomaterial.

Nano-engineering of a biological system is focused on
the assembly of nanomaterials to create or enable a spe-
cific biological function and/or the subsequent characteri-
zation of that function. This can be viewed as a separate
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project from the study of nano-biomaterials themselves,
which is defined by their isolation and characterization or
their synthesis from basic building blocks (57, 151, 152).

The extension of nano-engineering to biology includes
patterning of 2D templates to direct cell or tissue response
for biocompatability or biosensor applications. Applications
in medical science include implants, prosthesis, drug
delivery, and diagnostics. Other examples include creating
a biological input/output device using nano-fabrication
techniques to enable communication with individual cells
for information technology applications (53, 62, 110, 170).
The field of computer science is struggling with the problem
of how to integrate information science with biology (73).
One approach has been through bioinformatics, where tra-
ditional computer science methodology and hardware is
applied to manage the enormous amount of information
now available from biotechnology (173). Another approach
envisions the integration of the biology with computer sci-
ence in creating new hardware and technology to enable
direct communication with the biology. If successful, this
will provide the platform for the treatment of biology as
just another peripheral for sensing, data storage, and infor-
mation security functions. Other applications of this hybrid
system could include communication with individual cells
to switch on and off the biomanufacturing of drugs in vivo,
or the construction of biological–nonbiological hybrids for
robotics studies and applications (63, 149, 153).

Nanopatterned surfaces are the environment and loca-
tion on which most chemical and biological interactions
occur (12, 143). A bioselective surface has either an
enhanced or reduced ability to bind or hold specific organ-
isms or molecules (128). Bioselective surfaces are important
to the development of biosensors, detectors, and catalysts, in
the separation or purification of mixtures of biomolecules,
and in the processing and packaging of foods (37, 182).

The primary objective of nanoengineering is the engi-
neering of the biological interface (66). The success of
two-way communication between electrically active cells
and microelectronic devices depends on the proper regis-
tration of cells with the microelectrode and their close
association or “seal” to this microelectrode (80). The “seal
resistance,” Rseal, is measured between the electrode and
the grounded recording media. Low values of Rseal are
associated with poor electrode-to-cell adhesion resulting
in an attenuated and distorted bioelectrical signal, a prob-
lem inherent in most extra-cellular recording systems. In
contrast, Rseal values in the GOhm range, which are typi-
cally achieved using glass micropippettes during electro-
physiology measurements, permit clearer resolution of
bioelectric signals. In tissue this seal is accomplished by
the interactions of proteins and other biological macro-
molecules with the glycocalyx, or outside surface of the
cells. The first step in recreating this interface is nano-
engineering of the non-biological surface with biologically
compatible materials such as proteins, peptides, and

biologically active functional groups (47, 83, 89). Surface
modification allows a large variety of biomolecules to be
attached to a microelectrode surface, which facilitates cell–
microelectrode adhesion, increases Rseal, and allows for
geometric placement of cells (131). For example, it is pos-
sible to control nutrients supplied to cells, so that they
produce desirable surface groups that allow binding of
those cells to specific nonbiological surfaces (175). The
immediate benefit is that if a cell is associated with a sin-
gle microelectrode, it becomes an individual sensor permit-
ting multiple independent assays that then enable statistical
analysis. Extracellular recordings of these individual 
sensor elements would allow long-term, multi-site mea-
surements of electrically active cell bodies and processes
for building information technology devices (144).

Modern chemistry and material sciences allow the
systematic and parallel patterning of matter on the
nanoscale (2). The controlled positioning of atoms within
small molecules is of course routinely achieved by chemical
synthesis of moles of identical molecules. Nanometer-size
objects are much larger entities, comprised of thousands
or even millions of atoms. There are many powerful new
approaches to patterning on the nanoscale, including atom
manipulations by scanning probe tips, and electron beam
lithography (132, 165).

VI. CONTROL AND MEASUREMENT
PARADIGM AT NANOSCALE

A. NANOSCALE INSTRUMENTATION

Progress in nanotechnology requires the appropriate tools
to observe, characterize, and control phenomena at the
nanoscale. A whole new generation of analytical instru-
mentation and nanoscale devices, capable of providing
information about physical, chemical, and mechanical
phenomena, and material properties at nanoscale must be
developed. Nanotechnology is already benefiting from
novel instrumentation developed during the past two
decades, for example scanning probe microscopes (SPM,
see Figure 127.5), and the new generation of synchrotron
x-ray sources capable of studying materials at the
nanoscale. On the other hand, recent discoveries in
nanoscale science and engineering provide the basis for
the development of unprecedented new tools. Thus, both
opportunities and challenges in developing instruments
for synthesizing nanostructures, as well as for character-
izing of existing nanostructures and measuring properties
of nanomaterials, will exist during the next decade.

Scanning probe microscopy is a family of techniques,
which provide images of the surface topography and, in
some cases, surface properties on the atomic scale. The
inventions of the scanning tunneling microscope (STM) (16)
and the atomic force microscope (AFM) (15) have spawned
the development of a variety of new scanning probe
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microscopes (SPMs)(168). Whereas the STM and AFM
have found applications mainly in topographical imaging,
the other SPMs added more functionality. Examples include
the near-field scanning optical microscope (NSOM) (13),
scanning thermal microscope (SThM) (99, 100), scanning
capacitance microscope (SCM) (171), magnetic force and
resonance microscopes (MFM) (72, 138), and the scanning
electrochemical microscope (SECM) (7). Some current
applications of SPM for nano-materials analysis include a
sensor that can measure atomic-level forces that develop
between two surfaces as they approach each other and
come into contact also has been developed (74). The
Interfacial Force Microscope (IFM) utilizes a feedback
force sensor that eliminates the snap-to-contact event that
is inherent in other scanning force microscope designs.
The IFM allows measurement of the full range of adhesive
interactions and can be used to image surfaces by control-
lably hovering out of range of contact.

Understanding of how an atom travels over a surface
at different temperatures, and ultimately incorporates into
the surface, is crucial to making smaller, faster, smarter
nanodevices. A new instrument called “Atom Tracker”
(154) can observe an individual atom in motion, and track
atomic motions up to 1000 times faster than a conven-
tional STM. Continuous monitoring of the motion of an
individual atom as it binds to various sites on a surface
allows this diffusing atom itself to become a probe of the
surface structure and properties.

In order to understand processes used to produce nano-
sized particles deposited on surfaces, the new aerosol instru-
mentation is needed. Significant progress has been made
recently, with instruments now available for detecting par-
ticles as small as several nanometers in diameter (145, 150).

Nano-sensors have a high potential for deployment in
areas and media that are not readily amenable to probing by
traditional devices (177). An example is medical operations
requiring minimally invasive surgery. A collection of 

specialized devices may be needed to provide all neces-
sary functionalities. One can imagine an ensemble of
micro- or nanorobots that cooperatively explore, assess,
and operate on various locations in an organ. This poses
formidable challenges in signal processing, control, and
interconnectivity (178). Consequently, as non-destructive,
real-time measurements of the physical properties of
nanoparticles and nanostructured materials evolve, and as
their use to monitor nanomaterials processing is devel-
oped, they will provide exceptional opportunities for fun-
damental and applied investigations and problem-solving
at nanoscale (27, 62).

B. NANOSENSORS

Conventional sensors now can provide an abundance of
information about the environmental conditions such as
temperature and weather, data on air, land, and sea trans-
portation, chemical contaminants, deceleration for release
of airbags in automobiles, and countless other parameters.
Biological organisms also have the ability to sense the
environment. For example, humans sense the environment
through sight, touch, taste, smell, and sound. In living
organisms, various sensors operate over a range of scales
from macro- (ear drum vibrations), to micro- (nerve cells
impulses), to nanoscale (molecules binding to sensors in
our noses).

The exciting possibility of combining biology and
nanoscale technology into sensors holds the potential of
increased sensitivity, and therefore a significantly reduced
response time to potential problems (120, 121, 162, 176).
It is possible to design a bio-analytical nanosensor that
could detect a single virus long before it multiplies and
the symptoms become evident in a plant or an animal
(133, 163). The potential applications for bioanalytical
nanosensors include detection of pathogens (85), contami-
nants (55), heavy metals, particulates or allergens, and envi-
ronmental conditions ( 35).

Thundat et al. (157) has demonstrated that the inter-
actions of antigen molecules with their corresponding
antibodies, attached to surface of an AFM cantilever, can
provide sufficient surface stress to bend the cantilever
beam. Such a device is an example of hybridization and
integration of nanostructures at several levels, because
along with nanocomponents (antibodies bound to a can-
tilever surface) it has microcomponents (cantilever beams),
which can be delivered in a chip (millimeter scale compo-
nents), that integrates biology and biochemistry with engi-
neering. Boxer (19) has recently developed the method of
the deposition of lipid membranes into lithographically
defined corrals. Early results suggest that this approach
may allow electrochemical addressing of photo-defined
membrane cells. Consequently, this is the first step towards
integrating the functional nanotechnology demonstrated
by living cells into robust machine architecture. The design
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and assembling of specific structures at near-atomic scales
requires precise controlling of the materials according to
macro- and mesoscopic specifications, which are actually
decided at the quantum level (180).

The development of chips/sensors for rapid detection
of biological pathogens is a critical area with applications
in the food handling/processing industry, in biological/
chemical warfare, and in emerging biosecurity systems with
early warning for exposure to air- and water-borne bacteria,
viruses, and other antigens (9, 107). Microfabricated chips
for DNA analysis (93, 97) and for the detection of poly-
merase chain reaction (91) have already been demon-
strated. The µChemLab (50) has performed the research
to incorporate similar structures into a fully autonomous
analytical system that can be integrated into on-a-chip archi-
tectures. For example, organically functionalized meso-
porous structures have been successfully integrated on a
micromachined heating and flow stage to provide 1000-fold
chemical preconcentration for on-a-chip analysis of chemi-
cal warfare agents.

C. SMART SYSTEMS INTEGRATION: SENSING,
LOCALIZATION, REPORTING, AND CONTROL

The nanotechnologies can only reach their full potential
through integration. The “Smart Systems Integration” is
similar to designing and building the logic of a “nervous
system” that allows the individual parts to work together
(56). Integration of the nanotechnologies into a working
food safety management system (whether remotely or auto-
matically controlled) requires successful electronic com-
munication between several components, including sensing
systems, reporting systems, localization systems, and con-
trol systems (101, 122). The logic to control the subsys-
tems (control algorithms) must be developed and
eventually translated into a computer language (35).

VII. APPLICATIONS OF NANOTECHNOLOGY
IN FOOD INDUSTRY

A. NANODEVICES FOR IDENTITY PRESERVATION

AND TRACKING

Application of nanotechnology in agriculture brings the
opportunities that once were only possible in science fiction.
Identity preservation (IP) is a system that provides cus-
tomers with information about the practices and activities
used to produce a particular crop, food, or other agricultural
product. Regulatory agencies can take advantage of IP as a
more efficient way of recording, verifying, and certifying
agricultural practices. Through IP it is possible to provide
stakeholders and consumers with access to information,
records, and supplier protocols regarding the food product’s
farm of origin, environmental practices used in its produc-
tion, food safety and quality, and animal welfare issues.

Each day multiple shipments of different agricultural
products are moved all over the world. Currently, there are
financial limitations of the number of inspectors that can be
employed at critical control points for the safe production,
shipment, and storage of foods and agricultural products
(64). Quality assurance of agricultural products’ safety
and security can be significantly improved through the IP.
Nanoscale IP holds the possibility of the continuous track-
ing and recording the history of manipulations, processing
steps, and transformations which a particular agricultural
product experiences. In the future, these nanoscale intelli-
gent monitors can be linked to recording and tracking
devices to improve identity preservation of foods and
agricultural products (35).

Originally developed by the 3M Corporation, the
MICROTAGGANT® brand identification particle is a
microscopic, traceable, anti-counterfeit device that is highly
versatile in its applications. The MICROTAGGANT is a
distinct numeric code sequence represented in multiple
colored layers format. The code becomes a unique “finger-
print” to which the meaning is assigned. Optional fluores-
cent, magnetic, and other qualities may be added that are
detectable by scanners and sensors providing enhanced cod-
ing and identification capabilities. These particles can be
easily detected in the field using UV/VIS light, 100X mag-
nification glass, magnetic, or laser scanners. The color
code sequence in every particle is identical for each
specific color code lot (108).

B. NANODEVICES FOR SMART TREATMENT/
DELIVERY SYSTEMS

MEMS technology is based on techniques used in the
semiconductor fabrication industry and has generated 
significant enthusiasm among physicians and surgeons 
in recent years. At their most basic levels, MEMS are
devices with dimensions of micrometers to a few 
millimeters that combine electrical and mechanical com-
ponents to acquire data or do work. Implantable and trans-
dermal drug delivery microsystems allow patients 
both accurate and continuous dosing of medication and
allow delivery of drugs directly to their intended sites of
action (18, 23).

Today, the application of agricultural fertilizers, pesti-
cides, antibiotics, probiotics, and nutrients is typically
performed by spray or drench methods to soil or plants, or
through feed or injection systems to animals. Delivery of
pesticides or medicines is either provided as “preventive”
treatment, or once the disease has multiplied and symp-
toms are evident in a plant or animal. Nanoscale devices
are envisioned to have the capability to detect and treat an
infection, nutrient deficiency, or other health problem long
before the symptoms become evident at the macroscale.
This type of treatment can be targeted to the specific area
affected by the disease.
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“Smart delivery systems” for agriculture can be
defined as a combination of the following: time-
controlled, spatially-targeted, self-regulated, remotely
regulated, preprogrammed, or multifunctional release of
treatment to avoid biological barriers for successful
pathogens inactivation (90). Smart delivery systems also
can have the capacity to monitor the effects of the delivery
of pharmaceuticals, nutraceuticals, nutrients, food supple-
ments, bioactive compounds, probiotics, chemicals, insec-
ticides, fungicides, or vaccinations to people, animals, plants,
insects, soils, and the environment (35). Smart treatment
delivery systems are envisioned as bioactive systems: drugs,
pesticides, nutrients, probiotics, nutraceuticals, and
implantable cell bioreactors (34).

C. NANOPARTICLES TECHNOLOGY

There is currently considerable research interest in the use
of microparticles as carriers for poorly bioavailable drugs
and vaccines via mucosal (particularly oral) routes (39,
41, 76, 140). A variety of therapeutic moieties, including
peptides and proteins, have shown enhanced oral uptake
when entrapped within various types of microparticulate
system constructs, and this approach has also been used
successfully for the oral, nasal, and rectal delivery of a
variety of vaccines (8, 48, 71, 123, 137). Numerous inves-
tigations have shown that both tissue and cell distribution
profiles of anticancer drugs can be controlled by their
entrapment in submicronic colloidal systems (nanoparti-
cles) (22, 123, 137). The rationale behind this approach is
to increase antitumor efficacy, while reducing systemic
side effects.

Naturally occurring antioxidants in raw fruits and veg-
etables are thought to provide significant health benefits,
such as reduced risk of heart attack, stroke, neurodegen-
erative diseases, and cancer. Processed foods, which are
statistically more likely to be consumed by the high-risk
individuals, as opposed to raw fruits and vegetables, typi-
cally lose some or all of the potency of their natural antiox-
idant content. Heat-sensitive nutrients like beta-carotene,
Omega-3 fatty acids, and other anti-oxidants are signifi-
cantly or totally degraded upon pasteurization and canning.
In foods that do not naturally contain anti-oxidants, intro-
duction of anti-oxidant compounds is difficult due to these
compound’s high susceptibility to heat, pH variations, and
other conditions existing during food processing.

Now nanoscale engineered materials can protect
antioxidants and other health-promoting food components
from degradation during manufacturing and storage.
Nanoparticles (46) and various types of nano-containers ––
silica-shell (61) and “nanocochleate delivery vehi-
cles” –– offer protection for a wide variety of nutrients that
currently cannot be delivered in high-temperature, adverse
pH, or other conditions. BDSI’s Nanocochleates offer the
following benefits for processed food nutrients: pressure

and shear resistance; protection from oxidants (air, free rad-
icals); protection from temperature extremes; protection
from photodegradation (10).

D. NANOEMULSION TECHNOLOGY

The method of infection control with conventional disin-
fectants requires a tradeoff: to ensure microorganisms are
killed, the toxic chemical must be present at levels that cre-
ate health and contamination risks. Nanoemulsion formu-
lation works very differently (112, 118, 174). Nanospheres
of oil droplets �1 µm are suspended in water to create a
nanoemulsion requiring only miniscule amounts of active
antimicrobial ingredient (60, 113). The nano-
spheres carry surface charges that efficiently penetrate the
microorganisms’ membranes (44, 84, 127, 169). Namo-
emulsions are effective against a variety of food pathogens
including Gram-negative bacteria (58). The nanoemul-
sions can be rapidly produced in large quantities and
remain stable for many months at room temperatures (6).
Nano-emulsions are composed of ingredients, which are
either food, e.g., vegetable oils, or are on the FDA GRAS
list of food ingredients. They are proved to be effective for
decontamination of food processing plants, and for reduc-
tion of surface contamination of meat and poultry products
(28, 118).

E. PACKAGING

No longer is packaging expected just to safely contain a
product — it may now capture the history of a package,
interact with the consumer, have functions other than dis-
pensing (e.g., heating/cooling), communicate with appli-
ances, or allow itself to be tracked through the supply
chain (1). Nanotechnology has rised a new packaging par-
adigm — Smart Packaging (5) — which includes active
packaging (147), smart tagging/labeling (52), self-venting
films, anticounterfeiting and tamper-proof materials/tech-
nologies, RFID devices (81, 82), self-opening packages,
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diagnostic and freshness indicators, responsive labels, time-
temperature indicators, self heating/cooling packages, etc.

The addition of reinforcing agents is widely used in
the production of packaging films (77, 102, 142). It is
expected that the reducing of the added particles size to
nanoscale could enhance the performance of these mate-
rials (95, 130). The new polymer nanocomposite materi-
als, which can be produced by adding the nanoscale
ceramic powders to commercial products, are aimed to
substitute more expensive barrier plastic films in food
industry (45, 84).

VIII. CONCLUSION

Many other examples can be given to illustrate the close
link between fundamental studies of nanoscale phenom-
ena and their technological applications. Although
observed at nanoscale changes in material properties can
dominantly affect the nanoscale structures, we still have
remarkably little experience or intuition for the antici-
pated phenomena and their practical implications, except
for the case of electronic systems. The physics, chemistry,
and biology of phenomena occurring at nanoscale is
effectively the new subject with its own set of physical
principles, theoretical descriptions, and experimental tech-
niques, which we are only in the process of discovering.
Thus, there is an urgent need for broad investigations of
the phenomena associated with nano-systems and struc-
tures, especially in materials and structural contexts where
the implications are not at all well understood.

Implementation of nanoscience methods and nanoscale
materials in the food industry can bring it to the next tech-
nological level. Fundamental changes in food manufac-
turing and technology due to scientific advances add new
qualities into the established industrial practice:

● control of mass and heat transfer at nanoscale;
● improved nanomaterials;
● vastly increased manufacturing capacity due to

the miniaturization and combination of processes;
● improved logistics due to the high performance

computing and integration of “smart” nanode-
vices into products packaging and transportation;

● better access to resources and control of energy
consumption by introducing micro- and
nanoscale power sources and more efficient
processes;

● total food quality control by managing food addi-
tives and health promoting food components
interacting with the product matrix at nanoscale.

In short, nanotechnology has the potential to make as
much difference as the discovery of agriculture, steel, germ
theory, the assembly line, the colonization of America, elec-
tricity, the airplane, computers, and genetic engineering all

put together — without further environmental damage!
And this is expected to happen within the next few decades.

REFERENCES

1. 2002. New products and processes. Focus on Polyvinyl
Chloride 2002:6–7.

2. Alivisatos, A., P. Barbara, A. Castleman, J. Chang,
D. Dixon, M. Klein, G. McLendon, J. Miller, M. Ratner,
P. Rossky, S. Stupp, and M. Thompson. 1998. From
molecules to materials: Current trends and future direc-
tions. Advanced Materials 10:1297–1336.

3. Anonimus. 1999. Special Issue on Mechanical Behavior
of Nanostructured Materials. MRS Bulletin 24.

4. Antonelli, D., and J. Ying. 1996. Mesoporous materials.
Colloid & Interface Science 1:523–529.

5. Appendini, P., and J. H. Hotchkiss. 2002. Review of
antimicrobial food packaging. Innovative Food Science
& Emerging Technologies 3:113–126.

6. Baechi, D., and R. Buser. 2000. Suspension handling sys-
tem. Sensors and Actuators B (Chemical) B63:195–200.

7. Bard, A., F. Fan, D. Pierce, P. Unwin, D. Wipf, and 
F. Zhou. 1991. Chemical imaging of surfaces with the
scanning electrochemical microscope. Science 254:68–74.

8. Barratt, G. M. 2000. Therapeutic applications of colloidal
drug carriers. Pharmaceutical Science & Technology
Today 3:163–171.

9. Battiston, F. M., J.-P. Ramseyer, H. P. Lang,
M. K. Baller, C. Gerber, J. K. Gimzewski, E. Meyer, and
H.-J. Guntherodt. 2001. A chemical sensor based on a
microfabricated cantilever array with simultaneous res-
onance-frequency and bending readout. Sensors and
Actuators B: Chemical 77:122–131.

10. BDSI. (BioDelivery Sciences International). http://
www.biodeliverysciences.com/

11. Bellon, P., and R. Averback. 1995. Nonequilibrium
roughening and faceting of interfaces in driven alloys.
Phys. Rev. Lett. 74:1819.

12. Bellon, P., and R. S. Averback. 2003. Preface to view-
point set on: materials under driving forces. Scripta
Materialia 49:921–925.

13. Betzig, E., J. Trautman, T. Harris, J. Weiner, and 
R. Kostelak. 1991. Beating the diffraction barrier:
Optical microscopy on a nanometer scale. Science
251:1468–1470.

14. Bhattacharya, P., D. Klotzkin, O. Qasaimeh, W. Zhou,
S. Krishna, and D. Zhu. 2000. High-speed modulation
and switching characteristics of In(Ga)As-Al(Ga)As
self-organized quantum-dot lasers. IEEE Journal of
Selected Topics in Quantum Electronics 6:426–38.

15. Binnig, G., C. Quate, and C. Gerber. 1986. Atomic force
microscope. Phys. Rev. Lett. 56:930–933.

16. Binnig, G., H. Rohrer, C. Gerber, and E. Weibel. 1982.
Surface studies by scanning tunneling microscopy. Phys.
Rev. Lett. 49:57–61.

17. Biswas, S., and K. Guha Sujoy. 1999. Membrane
microextension: A possible mechanism for establishing
molecular contact in electrofusion. Bioelectrochemistry
and Bioenergetics 48:435–440.

Nanotechnology and its Applications for the Food Industry 127-13



18. Bloom, M. B., A. D. Salzberg, and T. M. Krummel.
2002. Advanced technology in surgery. Current Problems
in Surgery 39:733–830.

19. Boxer, S., J. Groves, and N. Ulman. 1997. Science
275:651.

20. Braiman, Y., F. Family, and H. Hentschel. 1997.
Nonlinear friction in the periodic stick-slip motion of
coupled oscillators. Phys. Rev. B 55:5491.

21. Braiman, Y., V. Protopopescu, and J. Barhen. 1999.
Friction and control of friction in thin Films at the
Nanoscale: Towards novel forms of lubrication.

22. Brigger, I., C. Dubernet, and P. Couvreur. 2002.
Nanoparticles in cancer therapy and diagnosis.
Advanced Drug Delivery Reviews 54:631–651.

23. Bromberg, L. E., D. K. Buxton, and P. M. Friden. 2001.
Novel periodontal drug delivery system for treatment 
of periodontitis. Journal of Controlled Release 
71:251–259.

24. Brooks, C., M. Gruebele, J. Onuchic, and P. Wolynes.
1998. Chemical physics of protein folding. Proc. Natl.
Acad. Sci. USA 95:11037.

25. Bruchez, M., M. Moronne, P. Gin, S. Weiss, and 
A. Alivisatos. 1998. Semiconductor nanocrystals as 
fluorescent biological labels. Science 281:2013–2016.

26. Brus, L. 1996. Semiconductor colloids: Individual
nanocrystals, opals and porous silicon. Colloid &
Interface Science 273:199–241.

27. Brust, M., and C. J. Kiely. 2002. Some recent advances in
nanostructure preparation from gold and silver particles:
a short topical review. Colloids and Surfaces A:
Physicochemical and Engineering Aspects 202:175–186.

28. Center for Biologic Nanotechnology, w. m. u. e. 2002,
posting date. [Online.]

29. Chan, W., and S. Nie. 1998. Quantum dot bioconjugates
for ultrasensitive nonisotopic detection. Science 281:
2016–2018.

30. Charych, D., Q. Cheng, A. Reichert, G. Kuziemko,
N. Stroh, J. Nagy, W. Spevak, and R. Stevens. 1996. A
‘Litmus Test’ for Molecular Recognition Using Artificial
Membranes. Chemistry and Biology 3:113.

31. Chen, J., J. Klemic, and M. Elimelech. 2002.
Micropatterning microscopic charge heterogeneity on
flat surfaces for studying the interaction between col-
loidal particles and heterogeneously charged surfaces.
Nano Letters 2:393–396.

32. Clague, D. S., and E. K. Wheeler. 2001. Dielectrophoretic
manipulation of macromolecules: The electric field.
Physical Review E (Statistical, Nonlinear, and Soft Matter
Physics) 64:026605/1–8.

33. Connolly, P., G. Moores, W. Monaghan, J. Shen,
S. Britland, and P. Clark. 1992. Microelectronic and nano-
electronic interfacing techniques for biological systems.
Sensors and Actuators B: Chemical 6:113–121.

34. Cox, P. D. 2004. Potential for using semiochemicals to
protect stored products from insect infestation. Journal
of Stored Products Research 40:1–25.

35. CSREES/USDA. 2002. Presented at the National 
planning workshop, Washington, DC, November 18–19,
2002.

36. Cunningham, J. E. 1999. Recent developments and appli-
cations in electroabsorption semiconductor modulators.
Materials Science & Engineering R: Reports R25:155–94.

37. Curtis, A., and C. Wilkinson. 2001. Nantotechniques
and approaches in biotechnology. Trends in
Biotechnology 19:97–101.

38. Das, B., and S. P. McGinnis. 2000. Novel template-based
semiconductor nanostructures and their applications.
Applied Physics A: Materials Science & Processing
71:681–688.

39. Davda, J., and V. Labhasetwar. 2002. Characterization
of nanoparticle uptake by endothelial cells. International
Journal of Pharmaceutics 233:51–59.

40. Davydov, D. N., J. Haruyama, D. Routkevitch,
B. W. Statt, D. Ellis, M. Moskovits, and J. M. Xu. 
1998. Nonlithographic nanowire-array tunnel device:
Fabrication, zero-bias anomalies, and Coulomb blockade.
Physical Review B (Condensed Matter) 57:13550–3.

41. Delie, F. 1998. Evaluation of nano- and microparticle
uptake by the gastrointestinal tract. Advanced Drug
Delivery Reviews 34:221–233.

42. Drexler, K. 1992. Nanosystems. Molecular Machinery,
Manufacturing & Computation.

43. Eastman, J., U. Choi, S. Li, G. Soyez, L. Thompson, and
R. DiMelfi. 1998. Proceedings of the International
Symposium on Metastable, Mechanically Alloyed, and
Nanocrystalline Materials (ISMANAM’98).

44. EnviroSystems, I. h. w. e. c. 2002, posting date.
[Online.]

45. Erlat, A. G., B. M. Henry, J. J. Ingram, D. B. Mountain,
A. McGuigan, R. P. Howson, C. R. M. Grovenor,
G. A. D. Briggs, and Y. Tsukahara. 2001. Characteris-
ation of aluminium oxynitride gas barrier films. Thin
Solid Films 388:78–86.

46. Esumi, K., N. Takei, and T. Yoshimura. 2003. Antioxidant-
potentiality of gold-chitosan nanocomposites. Colloids
and Surfaces B: Biointerfaces 32:117–123.

47. Fan, Y. W., F. Z. Cui, S. P. Hou, Q. Y. Xu, L. N. Chen,
and I.-S. Lee. 2002. Culture of neural cells on silicon
wafers with nano-scale surface topograph. Journal of
Neuroscience Methods 120:17–23.

48. Florence, A. T., and N. Hussain. 2001. Transcytosis of
nanoparticle and dendrimer delivery systems: evolving
vistas. Advanced Drug Delivery Reviews 50 SU —
1:S69–S89.

49. Frank, S., P. Poncharal, Z. Wang, and W. d. Heer. 1998.
Carbon nanotube quantum resistors. Science 280:1744.

50. Frye. 1999. p. 477. In Harrison and V. d. Berg (ed.),
Micro Total Analysis Systems ’98. Kluwer, Acad. Press.

51. Fullerton, E., J. Jiang, C. Sowers, J. Pearson, and 
S. Bader. 1998. Structure and magnetic properties of
exchange-spring Sm-Co/Co superlattices. Appl. Phys.
Lett. 72:380.

52. Gerard, M., A. Chaubey, and B. D. Malhotra. 2002.
Application of conducting polymers to biosensors.
Biosensors and Bioelectronics 17:345–359.

53. Grainger, D. 2003. Biomedical micro- and nano-
technology. Advanced Drug Delivery Reviews 55:
311–313.

127-14 Handbook of Food Science, Technology, and Engineering, Volume 3



Nanotechnology and Its Applications for the Food Industry 127-15

54. Greenbaum, E. 1985. Platinized chloroplasts: A novel
photocatalytic material. Science 230:1373.

55. Grow, A. E., L. L. Wood, J. L. Claycomb, and 
P. A. Thompson. 2003. New biochip technology for
label-free detection of pathogens and their toxins.
Journal of Microbiological Methods 53:221–233.

56. Hall, D., and J. Llinas. 2001. Handbook of Multisensor
Data Fusion. CRC Press, New York.

57. Hammer, D., and M. Tirrell. 1996. Biological adhesion
at interfaces. Annu. Rev. Mater. Sci. 26:651.

58. Hamouda, T., A. Myc, B. Donovan, A. Shih, J. Reuter,
and J. Baker. 2001. A novel surfactant nanoemulsion
with a unique non-irritant topical antimicrobial activity
against bacteria, enveloped viruses and fungi. Microbiol.
Res. 156:1–7.

59. Han, J., and H. G. Craighead. 2000. From microfluidics
to nanofluidics: DNA separation using nanofluidic
entropic trap array device. Proceedings of the SPIE,
The International Society for Optical Engineering
4177:42–8.

60. Hans, M., and A. Lowman. 2002. Biodegradable
nanoparticles for drug delivery and targeting. Current
Opinion in Solid State and Materials Science 6:319–327.

61. Hao, L., C. Zhu, C. Chen, P. Kang, Y. Hu, W. Fan, and
Z. Chen. 2003. Fabrication of silica core-conductive
polymer polypyrrole shell composite particles and
polypyrrole capsule on monodispersed silica templates.
Synthetic Metals 139:391–396.

62. Haruyama, T. 2003. Micro- and nanobiotechnology for
biosensing cellular responses. Advanced Drug Delivery
Reviews 55:393–401.

63. Hatefi, A., and B. Amsden. 2002. Biodegradable
injectable in situ forming drug delivery systems. Journal
of Controlled Release 80:9–28.

64. Hennessy, D. A., J. Roosen, and H. H. Jensen. 2003.
Systemic failure in the provision of safe food. Food
Policy 28:77–96.

65. Herzer, G. 1989. Grain structure and magnetism of
nanocrystalline ferromagnets. IEEE Trans. Magn.
25:3327.

66. Hickman, J., and D. Stenger (ed.). 1994. Interactions of
Cultured Neurons with Defined Surfaces, 1st ed, vol.
51. Academic Press, Inc., San Diego.

67. Hicks, L., and M. Dresselhaus. 1993. Thermoelectric
figure-of-merit of a one-dimensional conductor. Phys.
Rev. B 47:16631.

68. Hicks, L., T. Herman, and M. Dresselhaus. 1993. Use of
quantum-well superlattices to obtain a high figure-of-
merit from nonconventional thermoelectric materials.
Appl. Phys. Lett. 63:3230.

69. Hicks, L., T. Herman, X. Sun, and M. Dresselhaus.
1996. Experimental study of the effect of quantum-well
structures on the thermoelectric figure of merit. Phys.
Rev. B 53:10493.

70. Hill, T. 1994. Thermodynamics of Small Systems.
Dover, New York.

71. Hillery, A. M. 1998. Microparticulate delivery systems:
potential drug/vaccine carriers via mucosal routes.
Pharmaceutical Science & Technology Today 1:69–75.

72. Hobbs, P., D. Abraham, and H. Wickramasinghe. 1989.
Magnetic force microscopy with 25 nm resolution.
Appl. Phys. Lett. 55:2357–2359.

73. Hood, L. 2003. Systems biology: integrating technol-
ogy, biology, and computation. Mechanisms of Ageing
and Development 124:9–16.

74. Houston, J., and T. Michalske. 1992. Interfacial-force
microscope. Nature 356:266.

75. Hu, Y., and S. Granick. 1998. Microscopic study of thin
film lubrication and its contribution to macroscopic
tribology. Tribology Letters 5:81.

76. Hussain, N., V. Jaitley, and A. T. Florence. 2001. Recent
advances in the understanding of uptake of micropartic-
ulates across the gastrointestinal lymphatics*1.
Advanced Drug Delivery Reviews 50:107–142.

77. Incarnato, L., P. Scarfato, G. M. Russo, L. Di Maio,
P. Iannelli, and D. Acierno. 2003. Preparation and char-
acterization of new melt compounded copolyamide
nanocomposites. Polymer 44:4625–4634.

78. Jeong, B., and A. Gutowska. 2002. Lessons from nature:
stimuli-responsive polymers and their biomedical appli-
cations. Trends in Biotechnology 20:305–311.

79. Jessensky, O., F. Muller, and U. Gosele. 1998. Self-
organized formation of hexagonal pore arrays in anodic
alumina. Applied Physics Letters 72:1173–5.

80. Jung, D., J. Cuttino, P. Pancrazio, T. Manos, R. Custer,
L. Sathanoori, M. Coulombe, M. Czarnaski, D. Borkholder,
G. Kovacs, P. Bey, D. Stenger, and J. Hickman. 1998.
Cell-based sensor microelectrode array characterized by
imaging XPS, SEM, impedance spectroscopy, and cel-
lular recordings. J. Vac. Sci. Tech. A 16:1183.

81. Karkkainen, M., T. Ala-Risku, and K. Framling. 2003.
The product centric approach: a solution to supply net-
work information management problems? Computers 
in Industry 52:147–159.

82. Karkkainen, M., J. Holmstrom, K. Framling, and 
K. Artto. 2003. Intelligent products –– a step towards a
more effective project delivery chain. Computers in
Industry 50:141–151.

83. Karlsson, M., E. Palsgard, P. R. Wilshaw, and L. Di Silvio.
2003. Initial in vitro interaction of osteoblasts with nano-
porous alumina. Biomaterials 24:3039–3046.

84. Kawaguchi, H. 2000. Functional polymer microspheres.
Progress in Polymer Science 25:1171–1210.

85. Kayser, O. 2001. A new approach for targeting to
Cryptosporidium parvum using mucoadhesive nanosus-
pensions: research and applications*1. International
Journal of Pharmaceutics 214:83–85.

86. Klemens, P. 1997. pp. 97–104, Chemistry and Physics
of Nanostructures and Related Non-Equilibrium
Materials. TMS, Warrendale PA.

87. Knight, J. 1999. The dust mite’s dilemmat. New
Scientist, April:41.

88. Koch, C. C. 1991. p. 193. In R. Cahn, P. Haasen,
E. Kramer, and V. Weinheim (ed.), Materials Science
and Technology, vol. 15.

89. Kokubo, T., H.-M. Kim, and M. Kawashita. 2003. Novel
bioactive materials with different mechanical properties.
Biomaterials 24:2161–2175.

Nanotechnology and its Applications for the Food Industry 127-15



90. Kopecek, J. 2003. Smart and genetically engineered
biomaterials and drug delivery systems. European
Journal of Pharmaceutical Sciences 20:1–16.

91. Kopp, M., A. deMello, and A. Manz. 1998. Chemical
amplification: Continuous-flow PCR on a chip. Science
280:1046–1048.

92. Koshland, D. 1988. Chemotaxis as a model second mes-
senger system. Biochemistry 27:5829.

93. Kurian, K., C. Watson, and A. Wyllie. 1999. DNA chip
technology. J. Pathology 187:267–271.

94. Ladoux, B., and P. S. Doyle. 2000. Stretching tethered
DNA chains in shear flow. Europhysics Letters 
52:511–17.

95. LeBaron, P. C., Z. Wang, and T. J. Pinnavaia. 1999.
Polymer-layered silicate nanocomposites: an overview.
Applied Clay Science 15:11–29.

96. Lee, S., U. Choi, S. Li, and J. Eastman. 1999. J. Heat
Transfer 121:280–289.

97. Lemieux, B., A. Aharoni, and M. Schena. 1998.
Overview of DNA chip technology. Molecular Breeding
4:277–289.

98. Magruder, R., Y. Li, R. Haglund, C. White, L. Yang,
R. Dorsinville, and R. Alfano. 1993. Optical properties
of gold nanocluster composites formed by deep ion
implantation in silica. Appl. Phys. Lett. 62:1730.

99. Majumdar, A. 1999. Scanning thermal microscopy.
Ann. Rev. Materials Science.

100. Majumdar, A., J. Carrejo, and J. Lai. 1993. Thermal
imaging using the atomic force microscope. Appl. Phys.
Lett. 62:2501–2503.

101. Manafi, M. 1998. Presented at the Interlaken ’98:
OECD Workshop Molecular Methods for Safe Drinking
Water.

102. Markarian, J. 2002. Additives in food packaging.
Plastics, Additives and Compounding 4:16–21.

103. Martin, G., and P. Bellon. 1997. Driven alloys. Sol.
State Physics 50:189.

104. Martin, T. 1996. Shells of atoms. Physics Reports —
Review Section of Physics Letters 273:199–241.

105. Matthews, O., A. Shipway, and J. Stoddart. 1998.
Dendrimers — Branching out from curiosities into new
technologies. Progress in Polymer Science 23:1–56.

106. McGraw, R., and R. LaViolette. 1995. Fluctuations,
temperature, and detailed balance in classical nucleation
theory. J. Chem. Phys. 102:8983.

107. McNeil, C. J., and P. Manning. 2002. Sensor-based
measurements of the role and interactions of free 
radicals in cellular systems. Reviews in Molecular
Biotechnology 82:443–455.

108. Microtrace, I. h. w. m. c. 2001, posting date. [Online.]
109. Moghimi, M., and R. Rajabi-Siahboomi. 1997. Advanced

colloid-based systems for efficient delivery of drugs and
diagnostic agents to the lymphatic tissues. Progress in
Biophysics & Molecular Biology 65:221–249.

110. Moore, M. N. 2002. Biocomplexity: the post-genome
challenge in ecotoxicology. Aquatic Toxicology 59:1–15.

111. Moraru, C. I., C. P. Panchapakesan, Q. Huang,
P. Takhistov, S. Liu, and J. L. Kokini. 2003.
Nanotechnology — A new frontier in food science.
Food Technology 57:24–29.

112. Muller, R. H., C. Jacobs, and O. Kayser. 2001.
Nanosuspensions as particulate drug formulations in
therapy: Rationale for development and what we can
expect for the future. Advanced Drug Delivery Reviews
47:3–19.

113. Najafi, F., and M. N. Sarbolouki. 2003. Biodegradable
micelles/polymersomes from fumaric/sebacic acids and
poly(ethylene glycol). Biomaterials 24:1175–1182.

114. Nicholls, D., and S. Ferguson. 1992. Bioenergetics 2.
Academic Press.

115. Noji, H., R. Yasuda, M. Yoshida, and K. Kinosita. 1996.
Direct observation of the rotation of F1-ATPase. Nature
381:623.

116. Notzel, R. 1997. Self-organization of nanostructures 
on planar and patterned high-index semiconductor sur-
faces. Microelectronics Journal 28:875.

117. Onuchic, J., Z. Luthey-Schulten, and P. Wolynes. 1997.
Theory of protein folding: the energy landscape per-
spective. Annu. Rev. Phys. Chem. 48:545.

118. Owens, J. 2001. A sticky end for pathogens? Drug
Discovery Today 6:500–502.

119. Ozin, G. A. 1992. Nanochemistry: synthesis in dimin-
ishing dimensions. Advanced Materials 4:612–49.

120. Pace, R. J., V. Braach Maksvytis, L. G. King, P. Osman,
B. Raguse, L. Wieczorek, and B. A. Cornell. 1998. The
gated ion channel biosensor — a functioning nano-
machine. Proceedings-of-the-SPIE — The-International-
Society-for-Optical-Engineering 3270:50–9.

121. Padeste, C., S. Kossek, and L. Tiefenauer. 1995. Modular
amperometric immunosensor devices. 8th International
Conference on Solid State Sensors and Actuators and
Eurosensors IX. Digest of Technical Papers 2:2.

122. Patel, P. D. 2002. (Bio)sensors for measurement of ana-
lytes implicated in food safety: a review. TrAC Trends
in Analytical Chemistry 21:96–115.

123. Pinto-Alphandary, H., A. Andremont, and P. Couvreur.
2000. Targeted delivery of antibiotics using liposomes
and nanoparticles: research and applications. International
Journal of Antimicrobial Agents 13:155–168.

124. Platt, M., R. A. W. Dryfe, and E. P. L. Roberts. 2003.
Electrodeposition of palladium nanoparticles at the 
liquid-liquid interface using porous alumina templates.
Electrochimica Acta 48:3037–3046.

125. Pohorille, A., and D. Deamer. 2002. Artificial cells:
prospects for biotechnology. Trends in Biotechnology
20:123–128.

126. Poncharal, P., Z. Wang, D. Ugarte, and W. d. Heer. 1999.
Science 283:1513.

127. Qhobosheane, M., S. Santra, P. Zhang, and W. Tan.
2001. Biochemically functionalized silica nanoparticles.
Analyst 126:1274–8.

128. Qin, W., Z. Zhang, and Y. Peng. 2000. Plant tissue-based
chemiluminescence flow biosensor for urea. Analytica
Chimica Acta 407:81–86.

129. Raghavan, S., H. Wang, R. Dinwiddie, W. Porter, and
M. Mayo. 1998. The effect of grain size, porosity and
yttria content on the thermal conductivity of nanocrys-
talline zirconia. Scripta Mater. 39:1119.

130. Ratto, J. A., P. J. Stenhouse, M. Auerbach, J. Mitchell,
and R. Farrell. 1999. Processing, performance and

127-16 Handbook of Food Science, Technology, and Engineering, Volume 3



Nanotechnology and Its Applications for the Food Industry 127-17

biodegradability of a thermoplastic aliphatic polyester/
starch system. Polymer 40:6777–6788.

131. Ravenscroft, M., K. Bateman, K. Shaffer, H. Schessler,
D. Jung, T. Schneider, C. Montgomery, T. Custer,
A. Schaffner, Q. Liu, Y. Li, J. Barker, and J. Hickman.
1998. Developmental neurobiology implications from
fabrication and analysis of hippocampal neuronal net-
works on patterned silane-modified surfaces. 
J. Amer. Chem. Soc. 120:12169.

132. Rennon, S., L. Bach, H. Konig, J. P. Reithmaier, A.
Forchel, J. L. Gentner, and L. Goldstein. 2001. Nanoscale
patterning by focused ion beam enhanced etching for
optoelectronic device fabrication. Microelectronic
Engineering 57–58:891–896.

133. Roco, M. C. 2003. Nanotechnology: convergence with
modern biology and medicine. Current Opinion in
Biotechnology 14:337–346.

134. Rosemberg, Y., and R. Korenstein. 1997. Incorpora-
tion of macromolecules into cells and vesicles 
by low electric fields: Induction of endocytotic-
like processes. Bioelectrochemistry and Bioenergetics
42:275–281.

135. Routkevitch, D., J. Chan, D. Davydov, I. Avrutsky,
J. M. Xu, M. J. Yacaman, and M. Moskovits. 1997.
Presented at the MRS Fall 1996 Conference,
Boston, MA.

136. Routkevitch, D., A. A. Tager, J. Haruyama,
D. Almawlawi, M. Moskovits, and J. M. Xu. 1996.
Nonlithographic nano-wire arrays: fabrication, physics,
and device applications. IEEE Transactions on Electron
Devices 43:1646–58.

137. Roy, I., S. Mitra, A. Maitra, and S. Mozumdar. 2003.
Calcium phosphate nanoparticles as novel non-viral
vectors for targeted gene delivery. International Journal
of Pharmaceutics 250:25–33.

138. Rugar, D., C. Yannoni, and J. Sidles. 1992. Mechanical
detection of magnetic resonance. Nature 360:563–566.

139. Sakmann, B. 1992. Elementary steps in synaptic trans-
mission revealed by currents through single ion chan-
nels. Science 256:503.

140. Sakuma, S., R. Sudo, N. Suzuki, H. Kikuchi, M. Akashi,
and M. Hayashi. 1999. Mucoadhesion of polystyrene
nanoparticles having surface hydrophilic polymeric
chains in the gastrointestinal tract. International Journal
of Pharmaceutics 177:161–172.

141. Salvetat, J., G. Briggs, J. Bonard, R. Bacsa, A. Kulik,
T. Stockli, N. Burnham, and L. Forro. 1999. Phys. Rev.
Lett. 82:944.

142. Schmidt, D., D. Shah, and E. P. Giannelis. 2002. New
advances in polymer/layered silicate nanocomposites.
Current Opinion in Solid State and Materials Science
6:205–212.

143. Schmidt, G., and M. M. Malwitz. 2003. Properties of
polymer-nanoparticle composites. Current Opinion in
Colloid & Interface Science 8:103–108.

144. Scholl, M., C. Sprossler, M. Denyer, M. Krause,
K. Nakajima,A. Maelicke, W. Knoll, and A. Offenhausser.
2000. Ordered networks of rat hippocampal neurons
attached to silicon oxide surfaces. Journal of Neuroscience
Methods 104:65–75.

145. Seto, T., and K. Okuyama. 1997. Condensation of
supersaturated vapors on monovalent and divalent ions
of varying size. J. Chem. Phys. 107:1576–1585.

146. Shimizu, J., H. Eda, M. Yoritsune, and E. Ohmura.
1998. Molecular dynamics simulation of friction on the
atomic scale. Nanotechnology 9:118.

147. Skandamis, P. N., and G.-J. E. Nychas. 2002.
Preservation of fresh meat with active and modified
atmosphere packaging conditions. International Journal
of Food Microbiology 79:35–45.

148. Sohn, L., L. Kouenhoven, and G. Schoen. 1996.
Mesoscopic Electron Transport. Kluwer, Dordrecht.

149. Stenger, D. A., G. W. Gross, E. W. Keefer, K. M.
Shaffer, J. D. Andreadis, W. Ma, and J. J. Pancrazio.
2001. Detection of physiologically active compounds
using cell-based biosensors. Trends in Biotechnology
19:304–309.

150. Stolzenburg, M., and P. McMurry. 1991. An ultrafine
aerosol condensation nucleus counter. Aerosol Science
and Technology 14:48–65.

151. Stupp, S., and P. Braun. 1997. Molecular manipulation
of microstructures: Biomaterials, ceramics, and semi-
conductors. Science 277:1242.

152. Stupp, S., V. LeBonheur, K. Walker, L. Li, K. Huggins,
M. Keser, and A. Amstutz. 1997. Supramolecular 
materials: Self-organized nanostructures. Science
276:384–389.

153. Sundberg, S. A. 2000. High-throughput and ultra-high-
throughput screening: solution- and cell-based
approaches. Current Opinion in Biotechnology 11:47–53.

154. Swartzentruber, B. 1996. Direct measurement of surface
diffusion using atom-tracking scanning tunneling
microscopy. Phys. Rev. Lett. 76:459.

155. Tamulaitis, G., V. Gulbinas, G. Kodis, A. Dementjev,
L. Valkunas, I. Motchalov, and H. Raaben. 2000.
Optical nonlinearities of glass doped with PbS
nanocrystals. Journal of Applied Physics 88:178–82.

156. Terrones, M., W. Hsu, H. Kroto, and D. Walton. 1999.
Nanotubes: A revolution in materials science and elec-
tronics 199:189–234.

157. Thundat, T., P. Oden, and R. Warmack. 1997.
Microcantilever sensors. Microscale Thermophysical
Engr. 1:185–199.

158. Timp, G. 1999. Nanotechnology. AIP Press, Springer-
Verlag, New York.

159. Tomalia, D. 1994. Starburst cascade dendrimers — fun-
damental building-blocks for a new nanoscopic chem-
istry set. Advanced Materials 6:529–539.

160. Torres-Martinez, C. L., R. Kho, O. I. Mian, and 
R. K. Mehra. 2001. Efficient photocatalytic degradation
of environmental pollutants with mass-produced ZnS
nanocrystals. Journal of Colloid and Interface Science
240:525–532.

161. Van de Runstraat, A., P. Stobbelaar, J. Van Grondelle,
and B. Anderson. 1997. Influence of zeolite pore struc-
ture on catalytic reactivity. Studies in Surface Science
and Catalysis 105B:1253.

162. Van Gerwen, P., W. Laureyn, W. Laureys,
G. Huyberechts, M. Op De Beeck, K. Baert, J. Suls,
W. Sansen, P. Jacobs, L. Hermans, and R. Mertens. 1998.

Nanotechnology and its Applications for the Food Industry 127-17



Nanoscaled interdigitated electrode arrays for biochemi-
cal sensors. Sensors and Actuators B: Chemical 49:73–80.

163. Visser Nina, V., A. Van Hoek, J. W. G. Visser Antonie,
J. Frank, J. Apell Hans, and J. Clarke Ronald. 1995. Time-
resolved fluorescence investigations of the interaction
of the voltage-sensitive probe RH421 with lipid mem-
branes and proteins. Biochemistry 34:11777–11784.

164. Walsh, C., and W. Freeman. 1979. Enzymatic Reaction
Mechanisms.

165. Weimann, T., W. Geyer, P. Hinze, V. Stadler, W. Eck,
and A. Golzhauser. 2001. Nanoscale patterning of self-
assembled monolayers by e-beam lithography. Micro-
electronic Engineering 57–58:903–907.

166. Westerhoff, H., P. Jensen, J. Snoep, and B. Kholodenko.
1998. Thermodynamics of complexity. Thermochim.
Acta. 309:111.

167. Whitesides, G., and R. Ismagilov. 1999. Complexity in
chemistry. Science 284:89.

168. Wickramasinghe, H. 1989. Scanned-probe microscopes.
Scientific American 261:98–105.

169. Wilhelm, C., C. Billotey, J. Roger, J. N. Pons,
J.-C. Bacri, and F. Gazeau. 2003. Intracellular uptake of
anionic superparamagnetic nanoparticles as a function
of their surface coating. Biomaterials 24:1001–1011.

170. Wilkinson, C. D. W., M. Riehle, M. Wood, J. Gallagher,
and A. S. G. Curtis. 2002. The use of materials pat-
terned on a nano- and micro-metric scale in cellular
engineering. Materials Science and Engineering: C
19:263–269.

171. Williams, C., J. Slinkman, W. Hough, and 
H. Wickramasinghe. 1989. Lateral dopant profiling with
200 nm resolution by scanning capacitance microscopy.
Appl. Phys. Lett. 55:1663–1664.

172. Yamamoto, T., O. Kurosawa, and H. Kabata. 2000.
Molecular surgery of DNA based on electrostatic micro-
manipulation. IEEE Transactions on Industry
Applications 36:1010–17.

173. Yanagida, M. 2002. Functional proteomics: current
achievements. Journal of Chromatography B: Analytical
Technologies in the Biomedical and Life Sciences
771:89–106.

174. Yang, L., and P. Alexandridis. 2000. Physicochemical
aspects of drug delivery and release from polymer-
based colloids. Current Opinion in Colloid & Interface
Science 5:132–143.

175. Yarema, K., L. Mahal, R. Bruehl, E. Rodriguez, and 
C. Bertozzi. 1998. Metabolic delivery of ketone groups
to sialic acid residues: Application to cell surface glyco-
form engineering. J. Biol. Chem. 273:31168.

176. Ye, J.-S., A. Ottova, H. T. Tien, and F.-S. Sheu. 2003.
Nanostructured platinum-lipid bilayer composite as
biosensor. Bioelectrochemistry 59:65–72.

177. Yi, C., W. Qingqiao, P. Hongkun, and C. M. Lieber.
2001. Nanowire nanosensors for highly sensitive and
selective detection of biological and chemical species.
Science 293:1289–92.

178. Yoon, M., B. Larson, J. Tischler, J. Chung, G. Ice,
T. Haynes, and P. Zschack. 1999. Bulletin of the Am.
Phys. Soc. 44:1045.

179. Yoshizawa, Y., S. Oguma, and Y. Yamauchi. 1988. New
Fe-based soft magnetic alloys composed of ultrafine
grain structure. J. Appl. Phys. 64:6044.

180. Zhang, S., D. M. Marini, W. Hwang, and S. Santoso.
2002. Design of nanostructured biological materials
through self-assembly of peptides and proteins. Current
Opinion in Chemical Biology 6:865–871.

181. Zhao, S. Y., S. B. Lei, S. H. Chen, H. Y. Ma, and 
S. Y. Wang. 2000. Assembly of two-dimensional
ordered monolayers of nanoparticles by electro-
phoretic deposition. Colloid & Polymer Science
278:682–6.

182. Zheng, J., Z. Zhu, H. Chen, and Z. Liu. 2000.
Nanopatterned assembling of colloidal gold nanoparti-
cles on silicon. Langmuir 16:4409–4412.

127-18 Handbook of Food Science, Technology, and Engineering, Volume 3



128-1

128 Biosensor Technology for Food 
Processing, Safety, and Packaging

Paul Takhistov
Rutgers University

CONTENTS

I. Needs of Food Quality/Safety Control ............................................................................................................128-2
A. Food Processing ........................................................................................................................................128-2
B. Food Contamination ..................................................................................................................................128-2
C. Sources/Raw Materials ..............................................................................................................................128-3
D. Food Substitutes and Genetically Modified Foods (GMF) ......................................................................128-3
E. Food Industry Hygiene ..............................................................................................................................128-3

II. Sources of Information for Biohazards Detection ............................................................................................128-3
III. Biosensors: General Facts ................................................................................................................................128-4
IV. Types of Biosensors ..........................................................................................................................................128-5

A. Mechanical (Resonant) Biosensors ..........................................................................................................128-5
1. Sensors Based on Electromagnetic Waves ........................................................................................128-5

B. Optical Detection Biosensors ....................................................................................................................128-6
1. Surface Plasmon Resonance ..............................................................................................................128-6

C. Electrochemical Biosensors ......................................................................................................................128-6
D. Impedimetric/Conductometric Biosensors ................................................................................................128-6
E. Amperometric Biosensors ........................................................................................................................128-7
F. Potentiometric Biosensors ........................................................................................................................128-7

1. Field Effect Transistors (FET) and Ion-Selective Field Effect Transistors (ISFET) ..........................128-7
G. Cell-Based Biosensors ..............................................................................................................................128-8
H. Lab-on-a-Chip Systems and DNA Detection Devices ..............................................................................128-8
I. DNA-Based Sensors/Assays ....................................................................................................................128-8

V. Applications of Biosensors in Food Science and Manufacturing ....................................................................128-9
A. Sensors for Pathogens Detection ..............................................................................................................128-9
B. Sensors to Monitor Food Packaging and Shelf-Life ..............................................................................128-10

1. Foreign Body Detection ....................................................................................................................128-10
C. Biosensors for Food Quality/Additives Control ......................................................................................128-11
D. Biosensors for Sensory Evaluation of Food Products ............................................................................128-12

VI. Role of Biosensors in the Food Safety Management System ........................................................................128-13
A. Biosensors and Biosecurity ....................................................................................................................128-13
B. Biosensors and HACCP ..........................................................................................................................128-14

VII. Future of Biosensing: Detection of Cellular Response with Nanosensors ....................................................128-15
References ................................................................................................................................................................128-16

Biosensor technology is a powerful alternative to conven-
tional analytical techniques, harnessing the specificity and
sensitivity of biological systems in small, low cost devices.
Despite the promising biosensors developed in research

laboratories, there are not many reports of real applications
in food safety and quality monitoring. A sensor is the device
that can detect a property or group of properties in a food
product and respond to it by a signal, often an electric 



signal. This signal may provide direct information about the
quality factor(s) measured, or may have known relation to
the quality factor. Usually, sensors are classified according
to their mode of use (see Table 128.1).

I. NEEDS OF FOOD QUALITY/SAFETY 
CONTROL

Food quality control is essential in the food industry; nowa-
days, an efficient quality assurance is becoming increas-
ingly important. Consumers expect adequate quality of
food product at a fair price, long shelf-life, and high prod-
uct safety, while food inspectors require safe manufactur-
ing practices, adequate product labeling, and compliance
with the FDA regulations. Further, food producers are
increasingly demanding the efficient control methods, par-
ticularly through on-line or at-line quality sensors to satisfy
consumers’ and regulatory requirements, and also to
improve the feasibility of automated food processing, qual-
ity of sorting, and to reduce the production time (increase
throughput) and the final product cost.

Extensive development of biosensors for food safety
and quality control were stimulated by acquiring several
new food safety and key quality concepts during the last
decade: Hazard Analysis Critical Control Points
(HACCP), Total Quality Management (TQM), ISO 9000
Certifications. The wave of terrorist acts and foodborne
diseases outbreaks has raised the importance of the food
traceability and authentication (77, 99). There are specific
safety problems (pathogenic microorganisms, BSE, GMF,
pollutants, etc.), which require intensive control, data log-
ging, and data treatments and can be effectively controlled
only with the new generations of biodetection systems
(46). All these tasks require in-time and on-line sensors
for new data analysis systems, warning systems, tight
feedback loops for automated processing, etc.

Figure 128.1 explains needs for biosensors in food
safety and quality management, showing the sources of
biohazard contaminations in foods and their influence on
technological, “shelf-life,” and perception properties of food
products. The major sources of undesirable contaminants
and changes in foods can be combined in five groups by
their localization and occurrence. Three of them are food

manufacturing-related: technology (processing and
sequence of process operations), industrial hygiene (food
safety management at the plant level, HACCP), and for-
mulation (product development, interactions of food addi-
tives/ingredients with food matrix, bioavailability). The
sources of food raw materials and their quality are the
issue of biosafety/biosecurity in the agricultural process-
ing including post-harvesting technologies and logistics.
The fifth source of biohazards is the environment in the
broadest sense, including pollution, climate changes, and
anthropogenic environmental factors.

Below is the brief description of some possible
sources of undesirable contaminations and/or changes in
food products.

A. FOOD PROCESSING

It is well known that many important nutrients are denat-
uralized, altered, or even destroyed by the faulty process-
ing of foods. Food can also become contaminated during
processing, handling, distribution, and consumption. Many
undesirable or even harmful substances can enter the food
as additives and toxic metabolites during its processing
and preservation.

B. FOOD CONTAMINATION

Food can become contaminated during every step of food
processing sequence, from cultivation to consumption.
The contaminants may be:

Microbiological: viral, bacterial, parasitological, and
fungal;
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FIGURE 128.1 Needs for food safety and quality control:
sources of pollution and contamination.

TABLE 128.1
Sensor Operation Modes
On-line �5 min Sensors/detectors operate directly in the process

stream, giving a real-time signal 
related to the quality factor of concern. 

At-line �30 min Sensors are used, in split-flow measurements,
requiring reagent additions or sufficient time for 
the equilibration or chemical reaction to occur

Off-line 1 hr–24 hr Sensors/assays are used in the laboratory with 
extensive periods of time required to performing
the measurements



Chemical: pesticide residues, nitrates, nitrites, high-
salinity, fluorides, arsenic compounds, lead, and
other heavy metals. These pose serious and long-
term health threats;

Harmful metabolites and biological toxins (e.g.,
methyl alcohol, estrogen-like substances, hor-
mones, biotoxins including mycotoxins espe-
cially aflatoxins, allergens, and carcinogens).

C. SOURCES/RAW MATERIALS

The major aspect in the area is the utilization of food
sources, which were previously wasted or not used. This
is mainly to enrich fodder, thus ensuring better recovery
for human consumption indirectly.

D. FOOD SUBSTITUTES AND GENETICALLY

MODIFIED FOODS (GMF)

There has been incredible progress in new biotechnology
with commercialized products of insulin, human growth
hormones, interferon, and recombinant vaccines using
human cell culture or “novel” bacteria (90). Unfortunately,
some people are allergic to some food ingredients. A reli-
able system of diagnosis and treatment of infant’s milk
intolerance exists in all countries. Allergies to natural foods
are less common and less serious compared to those to
food additives and untraditional or inedible food varieties.

E. FOOD INDUSTRY HYGIENE

In addition to the need for development of appropriate pol-
icy related to health (135), agriculture, trade, manufacture,
and licensing, the rational consumer protection regulatory
systems are to be developed and enforced (30).

The next level of the diagram in Figure 128.1 represents
the major types of changes in foods caused by the sources of
undesirable contaminants. They can be instrumentally con-
trolled, hence represent the primary targets for biosensors
development and design. Indeed, the great challenge is to
develop the real-time and on-line sensors and data systems
suitable for surveying processes and products, controlling
automated processes and the raw material stream, sensing
the final products quality, typing the product labels with
nutritional and health information, and much more.

II. SOURCES OF INFORMATION FOR 
BIOHAZARDS DETECTION

The detection of biohazards can be performed directly
(see Figure 128.2) by measurements of the pollutants/
pathogens concentration in a food product with specifically
aimed biosensors. Another (indirect) approach to determin-
ing the presence/level of biohazard is through the meas-
urements of changes in processing parameters (temperature,
pressure, water activity, etc.) that lead to variations in

microbial contamination levels. External information can
alert the food safety management system on possible
increase of bacterial contamination or risk of bioterrorists’
attack and/or environmental pollution splash. This infor-
mation, i.e., expectations of high contamination level, can be
used to perform changes in screening and sampling pro-
cedures, and extend the range of pathogens to be detected.

Internal knowledge base (“sensor-free detection”) is
the set of accumulated data/records giving the correlation
between the properties of raw materials, process parame-
ters, and biohazard level in manufactured products.

Today, the most important quality parameters and
concepts in food production control are:

● Sensory: appearance, flavor, taste, texture, sta-
bility, etc.;

● Nutritional, including health implications, such
as “high in fiber,” “low cholesterol,” “GMF
free,” etc.;

● Composition and labeling: additives lists, qual-
ity and ethical claims (e.g., ecological informa-
tion), etc.;

● Pollutants record: environmental pollutants,
veterinary drugs, agricultural chemicals, BSE-
prions and mycotoxins;

● Detection of foreign bodies, such as stones,
glass, or metal fragments;

● Microbial safety, in particular Listeria,
Salmonella, Campylobacter, E. coli, and 
Yersinia;

● Shelf-life: microbial, sensory, chemical, sterility
testing, F0-values;

● Production hygiene: cleaning, decontamination;
● HACCP: traceability and authentication;
● Process parameters control: machine settings,

temperature, pressure, flow, aseptic conditions,
and many others;

● Packaging: integrity, pinholes, gas permeabil-
ity, migration control.
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III. BIOSENSORS: GENERAL FACTS

Biosensors usually are small analytical bio-electronic
devices that combine a transducer with a sensing biologi-
cal component (biologically active substance). The trans-
ducer, which is in intimate contact with the biologically
sensitive material, can measure weight, electrical charge,
potential, current, temperature, or optical activity of the
substance. The biologically active species include enzymes,
multi-enzyme systems, antibodies or antigens, receptors,
populations of bacterial or eukaryotic cells, or whole slices
of mammalian or plant tissue, to name a few. Substances
such as sugars, amino acids, alcohols, lipids, nucleotides,
etc. can be specifically identified and their concentration
measured by these sensors.

A schematic functional representation of a biosensor
and the detection principle is depicted in Figure 128.3.
The biosensor consists of a biological sensing element inte-
grated with a signal transducer; together they produce a
reagent-free sensing system specific for the target analyte.

The biological component of a biosensor used for the
molecular detection is made of highly specialized macro-
molecules or complex systems with the appropriate selec-
tivity and sensitivity. Biosensors can be classified
according to the biocomponents used for the detection.

The biodetection principle can be schematically
described as follows. A chemical, biological, or physical
sensor produces a signal (e.g., voltage, absorbance rate,
heat, or current) in response to a detectable event, such as
binding between two molecules. In case of a biological or
chemical sensor this event typically involves a receptor
(e.g., macrocyclic ligand, enzyme, or antibody) binding to
a specific target molecule in a sample. Physical sensors,
on the contrary, measure inherent physical parameters of
a sample, such as current or temperature, which can
change due to reactions occurring in it. In any case, the
signal is then transduced by passing it to a circuit where it
is digitized. The obtained digital information can be stored
in a memory, displayed on a monitor, or made accessible
via digital communications port.

Since it is essential that the sensor’s response be
detected, it is necessary that an appropriate transduction
mode for electrochemical signals, optical signals utilizing
changes in the fluorescence or absorbance rate of a sample,
or plasmon resonance be available. With most sensors,
transduction is accomplished electrochemically or optically.

The transducer transforms the physicochemical varia-
tions occurring in the biosensing element as the result of
a positive detection event into an electric signal, which is
then amplified by an ad hoc designed electronic circuit, and
used for the control of external devices. The transducers
can be electrochemical (amperometric, potentiometric,
conductometric/impedimetric), optical, piezoelectric, or
calorimetric. Very often this classification is used to iden-
tify the type of biosensor (see Figure 128.4).
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The bio-specific elements of the biosensor and trans-
ducer can be coupled together in one of the four possible
ways (80), schematically shown in Figure 128.5: mem-
brane entrapment, physical adsorption, matrix entrap-
ment/porous encapsulation, covalent bonding.

In the membrane entrapment scheme, a semi-permeable
membrane separates the analyte and the bioelement, and
the sensor is attached to the bioelement (collagen mem-
branes, synthetic preactivated membranes (102), cellu-
lose-acetate membranes). The physical adsorption scheme
is depending on a combination of van der Waals forces,
hydrophobic forces, hydrogen bonds, and ionic forces to
attach the biomaterial to the sensor surface (52). The porous
entrapment scheme is based on forming a porous encap-
sulation matrix around the biological material that helps
in binding it to the sensor (nylon net (60), carbon paste
(36) or graphite composites (3)). In the case of covalent
bonding the sensor surface is treated as a reactive group to
which the biological material can bind (108). One of the
bioselective elements most frequently used in biosensors
is an enzyme. These are large protein molecules that act as
catalysts in chemical reactions, but remain themselves
unchanged at the end of reaction.

IV. TYPES OF BIOSENSORS

A. MECHANICAL (RESONANT) BIOSENSORS

In this type of biosensor an acoustic wave transducer is
coupled with an antibody (biosensitive element). When
the analyte molecules (antigens) attach to the membrane
(cantilever, Figure 128.6), the membrane mass changes,
resulting in a subsequent change in the resonant frequency
of the transducer (57). This frequency change is detected
and measured (80).

1. Sensors Based on Electromagnetic Waves

Electromagnetic sensors may be classified by the 
wavelength of the electromagnetic waves they use:
visible (400–700 nm), ultraviolet (10–400 nm), infrared
(700–30,000 nm: NIR (95), FTIR (78), MRI (68)) waves,
microwaves (37) (1–10 cm), radiofrequency (59) (1–10 m),
X-rays (2) (100 pm–1 nm). Each sensor class may be further
sub-divided according to the molecular information that can
be obtained through the interaction. For instance, infrared
sensors may be subdivided into near-infrared (700–
2500 nm), mid-infrared (2500–30000 nm), far-infrared (up
to 1,000,000 nm), and thermography (1–15 µm) sensors,
which all extract different information from the molecules
(sample) interacting with the waves. We may also classify
these sensors according to their precise type of interaction:
absorbance, transmittance, or reflectance of light.

Sensors based on interactions with electromagnetic
radiation waves have been on the market for many years,
in particular for laboratory purposes. On-line examples of
such sensors are also numerous: x-rays used for foreign
body detection (94), visible light sensors for color recog-
nition or machine vision inspections (22), near-infrared
sensors for quality inspection and temperature measure-
ments (81), or microwave sensors for the detection of
water content (15).
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B. OPTICAL DETECTION BIOSENSORS

Strictly speaking, optical biosensors belong to the larger
class of electromagnetic detectors, but due to their impor-
tance and broad use they are usually considered as a sep-
arate group of biosensitive devices. The output signal
measured in this type of biosensors is a light signal (119).
These biosensors can be made based on optical diffraction
or electrochemiluminescence (41).

1. Surface Plasmon Resonance

Surface plasmon resonance (SPR) is another optical phe-
nomenon used in new sensors, often in those involving
antibodies or enzymes. The optical range used is most
often in the visible part of the spectrum, but may also be
in the NIR range. Traditionally, SPR devices (see Fig.
128.7) detect minute changes in the refractive index of the
sensing surface and its immediate vicinity. They may
detect these changes by a diffraction grating, or with a
prism on a glass slide, or through an optical waveguide
carrying a thin metal layer (gold). The metal layer carries
a sensitizing layer, e.g., immobilized antibodies or other
molecules binding the analyte specifically; this layer is in
contact with the sample. Inside the device, a collective
excitement of electrons in the metal film occurs, and leads
at a specific wavelength to a total absorption of light at a
particular angle of incidence. This angle depends on the
refractive indices on either side of the metal film. Specific
molecules binding to the sensitizing layer change the
refractive index, thus changing an angle of total absorp-
tion; this angle is measured and correlated to the concen-
tration of the analyte.

The SPR detection technique has been used by Hellnaes
(69) for on-line and at-line detection of veterinary drug
residues (hormones and antibiotics) in dairies and slaugh-
terhouses. Clenbuterol and ethinyl-estradiol in bovine
urine, sulfamethazine (SMT) and sulfadiazine (SDZ) in
porcine bile, and SMT, SDZ, and enrofloxacin in milk
have been successfully detected by the technique. The
developed biosensor operates in real time and can simul-
taneously detect up to 8 different veterinary drugs with a
throughput of up to 600 samples per day. The project par-
ticipants have established a new company to produce and
further develop the sensor systems, and several new and
elegant designs of SPR sensors are now under develop-
ment by other groups. The SPR sensor principle has also
been used by Patel (113). The sensor developed as a result
of this research has been applied to the quantification of
mycotoxins, Listeria, and markers for growth hormones
(recombinant bovine somatotrophin, rBST).

Most current research is focused on the NIR/VIS sen-
sors, SPR sensors (surface plasmon resonance), and NMR
sensors (pulsed and low resolution); some work has also
been done on fluorescence sensors, MIR and Raman 
sensors, Fourier transform NIR sensors, thermography

based sensors, and sensors combining two or more sensor
principles.

C. ELECTROCHEMICAL BIOSENSORS

Electrochemical biosensors are mainly used for the detec-
tion of hybridized DNA, DNA-binding drugs, glucose
concentration, etc. The underlying principle of these
biosensors is that many chemical reactions produce or
consume ions or electrons which in turn cause some
changes in the electrical properties of the solution; these
changes can be sensed out and measured (75). The elec-
trochemical biosensor can be classified based on the
measured electrical parameter as conductimetric, ampero-
metric, or potentiometric (126).

D. IMPEDIMETRIC/CONDUCTOMETRIC BIOSENSORS

Many biological processes involve changes in the concen-
trations of ionic species. Such changes can be utilized by
biosensors, which detect changes in electrical conductivity.
The measured parameter is the electrical conductance/
resistance of the solution. When electrochemical reactions
produce ions or electrons the overall conductivity/resistiv-
ity of the solution changes (47). This change is measured
and calibrated to a proper scale. Conductance measure-
ments have relatively low sensitivity. The electric field is
generated using sinusoidal voltage, which helps in mini-
mizing undesirable effects such as Faradaic process, dou-
ble layer charging, and concentration polarization (17).

Impedimetric biosensors utilize changes in the electri-
cal conductivity in the frequency domain (impedance) of a
biological system for sensing and detection (4, 52, 71).
Impedance spectroscopy provides a powerful tool for inves-
tigating a variety of bioelectric processes for both electrical
and non-electrical applications. In impedance spectroscopy
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the current flowing through a sample cell containing a nano-
scale patterned bio-interface and the voltage across this cell
are measured as a function of frequency (5, 8, 20). Design
of impedimetric sensors is very similar to conductivity-
based sensors (see Fig. 128.8) (61, 75, 86, 107, 117, 122).
Enzyme/antibody immobilization on electrode surface
makes these sensors highly selective and sensitive (128).

E. AMPEROMETRIC BIOSENSORS

This highly sensitive biosensor can detect electro-
active species present in biological test samples. Enzyme-
catalysed redox reactions can form the basis of a major
class of biosensors if the flux of redox electrons can be
determined (104). Normally, a constant voltage is applied
between two electrodes and the current, due to the elec-
trode reaction, determined. The first and simplest biosensor
was based on this principle. It was for the determination
of glucose and made use of the Clark oxygen electrode
(Figure 128.1). In case of amperometric biosensors, the
measured parameter is an electric current. Some of the
most recent applications of amperometric biosensors
include: glucose sensor for meat freshness (106); glucose
sensor for use in fermentation systems (124); rapid cell
number monitor (19); monitor for herbicides in surface
waters (24, 85); amperometric ELISA method based on
the self enzyme amplification system (84); amperometric
and novel fluorescent DNA probes (150).

F. POTENTIOMETRIC BIOSENSORS

In this type of sensor the measured parameter is an 
oxidation/reduction potential of an electrochemical 

reaction (13). The simplest potentiometric technique is
based on the concentration dependence of the potential,
E, at reversible redox electrodes according to the Nernst
equation (17):

E � E0 + ln as

where E0 — standard redox potential, R — gas constant,
T — absolute temperature, F — Faraday constant, n —
number of exchanged electrons of the substance S, and 
as — activity of the substance S. Changes in ionic con-
centrations are easily determined by use of ion-selective
electrodes (13). This forms the basis of potentiometric
biosensors (4). Many biocatalysed reactions involve
charged species, each of which will absorb or release
hydrogen ions according to their pKa and the pH of the
environment (88). This allows a relatively simple elec-
tronic transduction using the commonest ion-selective
electrode (see Fig. 128.9), the pH electrode (121).

1. Field Effect Transistors (FET) and Ion-
Selective Field Effect Transistors (ISFET)

Potentiometric biosensors can be miniaturized by the use
of field effect transistors (FET). Ion-selective field effect
transistors (ISFET) are low cost devices that are in mass
production (148). A recent development from ion-selective
electrodes is the production of ion-selective field effect
transistors (ISFETs) and their biosensor use as enzyme-
linked field effect transistors (ENFETs). Enzyme mem-
branes are coated on the ion-selective gates of these
electronic devices, the biosensor responding to the electri-
cal potential change via the current output. Thus, these are
potentiometric devices although they directly produce
changes in the electric current. Figure 128.10 shows a dia-
grammatic cross-section through an npn hydrogen ion
responsive ISFET with a biocatalytic membrane. The
build-up of positive charge on this surface (the gate)
repels the positive holes in the p-type silicon causing a
depletion layer and allowing the current to flow. In (1)
Langmuir-Blodgett films containing butyrylcholinestrase

RT
�
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(BuChE) are fabricated to realize an ion-sensitive field-
effect transistor (ISFET) for the detection of organophos-
phorus pesticides in water.

G. CELL-BASED BIOSENSORS

Cell-based biosensors have been implemented using
microorganisms, particularly for environmental monitor-
ing of pollutants (109). Biosensors incorporating mam-
malian cells have a distinct advantage of responding in a
manner that can offer insight into the physiological effect
of an analyte (33, 66). Several approaches for transduction
of cellular signals (67) are described in the literature:
measures of cell metabolism, impedance (129), intracellu-
lar potentials, and extracellular potentials (72). Among
these approaches, networks of excitable cells cultured on
microelectrode arrays (9, 33, 43, 103, 109) are uniquely
poised to provide rapid, functional classification of an
analyte and ultimately constitute a potentially effective
cell-based biosensor technology. Keese and Giaever (82)
have designed a biosensor that can be used to monitor cell
morphology in tissue culture environment. The sensing
principle used is known as electric cell-substrate imped-
ance sensing (ECIS). In this process, a small gold elec-
trode is immersed into tissue culture medium. After cells
attach and spread over the electrodes, the electric imped-
ance measured across the electrode chamber changes.
These changes in impedance can be used for understand-
ing cell behavior in the culture medium. The attachment
and spreading of the cells are important factors for suc-
cessful use of this biosensor. Unfortunately, some types of
cells, e.g., cancerous cells, can grow and reproduce freely
in a medium without being attached to any substrate/sur-
face; that makes them impossible to detect with these
sensors.

Proposed in (34) biosensor mimics biological sensory
functions and can be used with most types of receptors,
including antibodies and nucleotides. The technique is
very flexible and even in its simplest form it is sensitive to
pico-molar concentrations of proteins.

H. LAB-ON-A-CHIP SYSTEMS AND DNA
DETECTION DEVICES

Significant advances have been made in the development
of micro-scale technologies for biomedical and drug dis-
covery applications. The first generation of microfluidics-
based analytical devices (Lab-on-a-Chip (141)) have been
designed and are already functional. Microfluidic devices
offer unique advantages in sample handling (45, 65, 142),
reagent mixing (23, 79, 140), separation (54, 89, 98), and
detection (27). They include, but are not limited to:
devices for cell sampling (7), cell trapping and cell sort-
ing devices (9, 12, 16, 44, 152), flow cytometers (49, 105,
142), devices for cell treatment: cell lysis, poration/gene
transfection and cell fusion devices (145).

Biosensors used for DNA detection are used to iden-
tify small concentrations of DNA (of microorganisms
such as viruses or bacteria) in a large sample. The detec-
tion relies on comparing sample DNA to a DNA of known
microorganism (probe DNA) (28). Since the sample solu-
tion may contain only a small number of microorganism
molecules, multiple copies of the sample DNA need to be
created for proper analysis (31). This is achieved with an
aid of the polymerase chain reaction (PCR). PCR starts by
splitting the sample’s double-helix DNA into two parts by
heating it. If the reagents contain proper growth enzymes,
each of these strands would grow the complementary miss-
ing part and form the double-helix structure again. This
happens after the temperature is lowered. Thus, in one
heating/cooling cycle the amount of sample DNA is dou-
bled (10). In general, PCR is very power-consuming, so it
was previously not possible to fabricate portable bio-
detectors able to perform PCR. But, using newly developed
MEMS devices, such biodectors (also known as lab-on-a-
chip systems) have been created. In these MEMS-based
devices the amount of reagent used is scaled down (115).

I. DNA-BASED SENSORS/ASSAYS

The general principle of DNA probe assay is similar to the
immunoassay described in Figure 128.11. Indeed, even the
applications of DNA probes and monoclonal antibody
immunoassay frequently overlap, thus establishing a
“competition” between the two possible approaches.

One of the most important applications for DNA
probes is the testing for virus infections (96). For probes
of infectious disease, it is assumed that all strains can still
contain a common DNA sequence region, and thus be
identified by a single probe. Recognized by the cell as a
foreign body, viruses will induce an antigenic reaction
causing antibody generation so they can also be detected
in an immunoassay (73).

Another type of biosensor developed by the Naval
Research Laboratory (10) uses magnetic field instead of
optics or fluorescence. This sensor equipped with magnetic
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sensors and microbeads (131) is able to detect the pres-
ence and concentration of bioagents. The magnetic sensor
(group of sensors) is coated with single-stranded DNA
probes specific for a given bioagent or sample DNA. Once
a single strand of DNA probe and a single strand of sam-
ple DNA find each other, they form a double stranded
(double-helix) structure, which in turn binds a single mag-
netic microbead. When a magnetic bead is present on a
sensor surface, its resistance decreases which can be
detected and measured.

V. APPLICATIONS OF BIOSENSORS 
IN FOOD SCIENCE AND 
MANUFACTURING

Detailed description of all existing biosensors for food
applications requires a separate book and is definitely out
of the borderlines of this chapter. Instead, this chapter  aims
to compare needs for biosensors in food safety/
biosecurity management systems and existing biosensor
technologies. The general classification of sensors, princi-
ples of their operation, and some practical examples given
in this chapter accomplish this goal. To find more informa-
tion about specific biosensors and applications readers
should refer to other papers. Biosensors for food safety
applications are reviewed in references (64, 75, 111, 114).
Additionally, the author can recommend a good description
of existing market for food safety applications (6). The gen-
eral review of electrochemical biosensors for food
pathogens detection can be found in references (91, 126,
134). Specific details are presented in the following articles
about biodetection in poultry industry (93), and pathogen
detection in muscle foods (42). The needs for fast, on-line,
and accurate sensing, e.g., in situ analysis of pollutants in
crops and soils, detection, and identification of infectious
diseases in crops and livestock, on-line measurements of

important food processing parameters (62), monitoring ani-
mal fertility, and screening therapeutic drugs in veterinary
testing are well-described in another work (138).

A. SENSORS FOR PATHOGENS DETECTION

The broad spectrum of foodborne infections keeps chang-
ing dramatically over time, as well-known pathogens have
been controlled or eliminated, and new ones have
emerged. The burden of foodborne diseases remains sub-
stantial: one in four Americans is estimated to have a sig-
nificant foodborne illness each year. The majority of these
illnesses is not caused by known pathogens, so more of
them remain to be discovered. Among the known food-
borne pathogens, the recently identified predominate, sug-
gesting that as more and more is learned about pathogens,
they would come under control. In addition to the emer-
gence or recognition of new pathogens, other trends include
global pandemics of some foodborne pathogens, the emer-
gence of antimicrobial resistance, the identification of
pathogens that are highly opportunistic, affecting only the
most high-risk subpopulations, and the increasing identi-
fication of large and dispersed outbreaks. New pathogens
can emerge because of changing ecology or technology that
connects a potential pathogen with the food chain. They
also can emerge by transferring the mobile virulence fac-
tors, often through bacteriophage (133).

Over the past decade many improvements have been
seen in both conventional and modern methods of patho-
genic bacteria detection in foods (75). Modification and
automation of conventional methods in food microbiol-
ogy involve sample preparation, plating techniques,
counting, and identification test kits. ATP biolumines-
cence techniques are increasingly used for measuring the
efficacy of surfaces and utensils cleaning. Cell counting
methods, including flow cytometry and the direct epifluo-
rescent filter technique, are suitable for rapid detection of
contaminating microorganisms, especially in fluids.
Automated systems based on impedance spectroscopy are
able to screen high numbers of samples and make total
bacterial counts within 1 day. Immunoassays in various
formats make a rapid detection of many pathogens possi-
ble. Recently, there have been important developments in
the nucleic acid–based assays and their application for the
detection and subtyping of foodborne pathogens. The sen-
sitivity of these methods has been significantly increased
by employing the polymerase chain reaction and other
amplification techniques. Alternative and rapid methods
must meet several requirements concerning accuracy, val-
idation, speed, automation, sample matrix, etc. Both con-
ventional and rapid methods are used in the frame of
biohazard analysis critical control point programs. Further
improvements especially in immunoassays and genetic
methods can be expected, including applications of
biosensors and DNA chip technology (38).
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In recent work of Bokken (18) a surface plasmon res-
onance biosensor was used to detect a Salmonella
pathogen through antibodies reacting with Salmonella
group A, B, D, and E (Kauffmann-White typing). In the
assay designed, anti-Salmonella antibodies immobilized
onto the biosensor surface were allowed to bind injected
bacteria, followed by a pulse with soluble anti-Salmonella
immunoglobulins to intensify the signal. No significant
interference was found for mixtures of 30 non-Salmonella
serovars at 109 CFU ml�1. A total of 53 Salmonella
serovars were successfully detected at 107 CFU ml�1,
except those from groups C, G, L, and P, as expected.

Another sensor technology recently developed uses a
micro-electrophoretic system (mFFE) that separates and
concentrates the analyte in question by a number of elec-
trophoretic methods: preparative zone, interval zone, iso-
tachophoresis, or isoelectric focusing. The mFFE system
can be designed as a plain glass substrate 1.5 mm thick,
and a cross-linked polydimethyl-siloxane (PDMS) top
layer with micromachined sample channels. The central
separation chamber (12 � 4 � 0.15 mm) is connected to
34 inlet channels for sample injection, and 36 outlet 
channels for sample collection. The detector unit can be
based on several principles. In the case of Listeria, the
detector unit may be a well-known ATP luminescence
detector. For other analytes, the SPR detection system
may be used with an immobilized bio-specific layer, e.g.,
antibodies (111).

A new ion-channel biosensor based on supported
bilayer lipid membrane for direct and fast detection of
Campylobacter species has been reported (76). The sens-
ing element was composed of a stainless-steel working
electrode, covered with an artificial bilayer lipid mem-
brane (BLM). Antibodies to bacteria embedded into the
BLM are used as channel-forming proteins. The biosensor
has a strong signal amplification effect, which is defined
as the total number of ions transported across the BLM.
The biosensor has demonstrated a very good sensitivity
and selectivity to Campylobacter species.

A novel assay system for the detection of Escherichia
coli O157:H7 has been recently developed. The detection
is based on the immunomagnetic separation of the target
pathogen from a sample and absorbance measurements of
p-nitrophenol at 400 nm from p-nitrophenyl phosphate
hydrolysis by alkaline phosphatase (EC 3.1.3.1) on the
“sandwich” structure complexes (antibodies coated onto
micromagnetic beads — E. coli O157:H7-antibodies con-
jugated with the enzyme) formed on the microbead sur-
face (92). The selectivity of the system has been examined,
and no interference from other pathogens including
Salmonella typhimurium, Campylobacter jejuni, and
Listeria monocytogenes was observed. The sensor’s work-
ing range is from 3.2 � 102 to 3.2 � 104 CFU/ml, with
the relative standard deviation of 2.5–9.9%. The total detec-
tion time is less than 2 hours.

An improved antibody-coated sensor system based on
quartz crystal microbalance analysis of Salmonella spp.
has been developed, using thiolated antibody immobiliza-
tion onto the gold electrode of the piezoelectric quartz crys-
tal surface (110). The best results in sensitivity and stability
were obtained with the thin layer of a thiol-cleavable, hetero-
bifunctional cross-linker. The long bridge of this reagent
can function as a spacer, facilitating antibody–Salmonella
interaction on the gold electrode. The sensor’s response
was detected for the microbial suspension concentrations
ranging from 106 to 1.8 � 108 cfu/ml.

A label-free immunosensor for the detection of path-
ogenic bacteria using screen-printed gold electrodes
(SPGEs) and a potassium hexacyanoferrate (II) redox
probe has been reported by Susmel (130). Gold electrodes
were produced using screen-printing, and the gold sur-
faces were modified by a thiol-based self-assembled
monolayer (SAM) to facilitate antibody immobilization.
In the presence of analyte a change in the apparent diffu-
sion coefficient of the redox probe was observed; it can be
attributed to impedance of the diffusion of redox electrons
to the electrode surface due to the formation of the anti-
body-bacteria immunocomplexes. No change in the diffu-
sion co-efficient was observed when a non-specific
antibody (mouse IgG) was immobilized and antigen
added. The system has been demonstrated to work with
Listeria monocytogenes and Bacillus cereus.

B. SENSORS TO MONITOR FOOD PACKAGING

AND SHELF-LIFE

In recent work (147) a cell-based biosensor has been used
to control meat freshness. Samples of fresh meat stored at
5°C were periodically removed from storage and washed
with water for periods of up to 2 weeks. The water was then
charged into a flow injection analysis (FIA) system com-
bined with the microbial sensor using yeast (Trichosporon
cutaneum) as a sensitive element. This sensor has been
specifically developed in this work for monitoring the
freshness of meat. Relationships between the sensor signals
obtained by the FIA system, the amounts of polyamines
and amino acids produced from the meat, and the number
of bacteria that had been multiplying in the meat during the
aging process were investigated. The sensor response has
been found to correspond to the increase in amino acid lev-
els and viable counts in the meat during the first stage of
aging. This is due to the fact that amino acids produced ini-
tially by enzymes in the meat serve as a nutrition source
for septic bacteria, and as a result, the amount of bacterial
cells increases with an increasing level of amino acids.

1. Foreign Body Detection

The presence of foreign bodies in processed food is of
major concern to the producers. Mechanical separation
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techniques based on size and weight of different compo-
nents have been used for many years to help find foreign
bodies in powdered and flowing products. Optical inspec-
tion techniques were able to extend the range of
detectable foreign objects in free-flowing materials with
regard to their shape and color. Metal detectors enabled
metallic particles inside the product to be found. With
recent achievements in sensor technologies advanced for-
eign body detection systems are becoming available (55).

The working principle and design of an ultrasonic
transducer system with auto-alignment mechanism was
first described by Zhao (151). The proposed system has
been used for detecting foreign bodies in beverage con-
tainers. Variations in reflection amplitude were analyzed
as a function of the ultrasound beam incident angle to the
beverage container surface. It has been concluded that a
quadratic relationship exists between the strength of the
reflected signal and the incident angle. Furthermore, a cal-
culation for effective angular increment for searching the
normal to a curved surface was introduced. Experiments
conducted using the sensor prototype have demonstrated
that foreign bodies are detectable in containers of various
juices. This sensor design is also applicable to non-
destructive inspection of canned food products for the
presence of foreign bodies.

C. BIOSENSORS FOR FOOD QUALITY/ADDITIVES

CONTROL

Existing food processing equipment frequently includes
microprocessors that are activated by electronic or biolog-
ical sensors. Recent advances in electronic vision and com-
puter technology have opened the research horizons for
greater accuracy in process control, product sorting, and
operation. The development of new sensors and instruments
in this area is focused on measuring/evaluating the prod-
uct’s internal and external quality and flavor (138).

The aim of food additives control and measurement is
to develop, extend, and enhance the instrumental methods
in order to improve consumer-perceived macroscopic qual-
ity factors. For quality assessment, grading, and sorting of
food products, several types of electronic sensors that can
provide rapid and non-destructive determination of prod-
uct internal qualities have been investigated and described
in the literature.

A near infrared sensing technique can rapidly deter-
mine the sugar content of intact peaches. This technology
has been extended to a number of other commodities,
including testing avocados for oil content, and kiwifruits
for starch and sugar content. NMR method, for example,
can be used for nondestructive detection and evaluation of
internal product quality factors, such as existence of bruises,
dry regions or worm damage, stage of maturity, oil con-
tent, sugar content, tissue breakdown, and the presence of
voids, seeds, and pits (see Figure 128.12).

Machine vision for postharvest product sorting and
grading is being investigated for a number of commodities.
Recent research has included development of a high-speed
prune defect sorter, color and defect detector for fresh-
market stone fruits, raisin grading, and flower grading
machines. In this technology, electronic cameras are used
for monitoring the product in various packing-line handling
situations. Quality features are computed from digitized
images, and the control system allows for product grading
and sorting. The NIR/VIS region has been used in several
different sensors. Thus, Crochon in his work (35) has pre-
sented the design of a glove-shaped apparatus equipped with
various miniaturized sensors providing information on fruit
quality parameters, i.e., sugar content, maturity, mechanical
properties (firmness, stiffness), and internal color. The sugar
content and internal color were measured by a miniatur-
ized spectrometer (NIR/VIS) coupled with optical fibers.
A sound sensor evaluated the mechanical properties, and the
size was measured by a potentiometer placed at the hand
aperture. These sensors were coupled to a microcomputer
that delivered processed information about the fruit overall
quality grade, based on previously established variety and
quality classes. The weight of the glove prototype was
400 g, and the electronic devices were held in a rucksack
weighing 1000 g. The glove may be used before harvest to
control the growth and to estimate the harvest date, at har-
vest to select fruits with specific qualities, or after harvest
to control and measure the quality of the crop.

In (11) chlorophyll fluorescence and reflectance in the
NIR/VIS spectrum has been used for the mechanical qual-
ity factors assessment of green beans, broccoli, and car-
rots. Biosensors have been used for evaluating the effects
of pasteurization on vegetable quality by measuring the
remaining enzymatic activity. Use of mid-infrared (MIR)
spectroscopy, as well as Raman scattering, for on-line qual-
ity assessment in bakeries, breweries, dairies, and fruit
farms has been reported (56).
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Another method working in the NIR/VIS range,
called time-resolved diffuse reflectance spectroscopy
(TDRS), has been used to measure the internal quality of
fruits and vegetables (149). The group has developed sta-
tistical models for the analysis of relationships between
the TDRS signals and the firmness, sugar, and acid content
of kiwifruit, tomato, apple, peach, nectarine, and melon.
They have also developed the classification models to sort
apples, peaches, kiwifruits, and tomatoes into quality
classes. Using a pulsed laser diode (70–200 pico-sec-
onds/pulse), the single measurement time was about 100
milliseconds. The absorption coefficient was related to the
tissue constituents, while the scattering coefficient was
related to the firmness and fiber content. A real-time sen-
sor in the NIR/VIS range can be also used to measure
product quality traits, such as maturity, flavor, or internal
diseases and defects in potatoes, apples, and peaches (26).

Among the optical sensor systems developed and
demonstrated in industrial environments are machine or
artificial vision sensors. The system for olives sorting, using
a traditional vision camera and three CCD color sensors
for the shape, size, and color evaluation, has been
described (118). The new algorithm allowed the olives to
be sorted into four classes with the speed of 132
olives/sec, and 6 images/sec.

The molecular imprinted polymers (MIP) technology
is the new technology used for the development of biosen-
sor substrates (97). The polymers are produced by imprint-
ing the recognition sites of predetermined specificity into
cross-linked synthetic polymers. The polymer is conse-
quently able to selectively re-bind the imprinted molecule
(100). These sensor materials are called “artificial anti-
bodies” (123). The MIP technology has particular
strengths for small molecular analytes up to about 400
Dalton; it may be used to bind and detect many chemicals
polluting food products, e.g., pesticides and veterinary drugs
in meat and dairy products.

This technology has been successfully employed to
develop and optimize plug-in detection cartridge supporting
the molecularly imprinted polymer assay (83) for detection
of different β-lactam antibiotics in milk. The sensor consists
of a micro-fabricated column accommodating an optical
detection window. Molecular imprinted polymers in the
form of beads were used as packing materials and recogni-
tion elements; analyte binding was detected by the fluores-
cence. The same MIP technology has been used in several
other studies, the overall objective of which was to develop
novel and robust MIP-based technology that can be used
in sensors for real-time measurements of food product
contaminants (112, 114, 136). The results of the study indi-
cate that MIP can be used to prepare both selective and
general recognition matrices for either individual analytes
or groups of compounds, with very good detection repro-
ducibility and stability (136). SPR based sensor shows sim-
ilar results for dairy product quality applications (48). The

MIP developed for clenbuterol has been successfully
applied in preparing a novel sensor comprising MIP as the
selective element and amperometric detector as the trans-
ducer (97). The responses from several sensors were deter-
mined to have a variability of 10%. The feasibility for an
oxacillin MIP-based sensor was also demonstrated.

At-line immunological sensors using amperometric
detection of the resulting antibody-antigen complexes
were described (125). The target quality factor assessed in
this project was the presence of toxic chlorophenolic
fungicides and their chloroanisole breakdown products in
potable water, wine, and fruit juices. The electrochemical
immunosensor uses monoclonal antibody preparations.
The investigations of the effects of liquid food matrices on
electrochemical transduction processes indicated that
horseradish peroxidase is a suitable label for interrogation
of the analyte-antibody immune complex, using amper-
ometry and in-house fabricated screen-printed electrodes.
The detection of hormonal substances for growth promo-
tion, also based on immunosensors has been recently
reported by Guilbault (58). The sensor has to be used prior
to slaughtering, and can detect and measure testosterone,
methyltestosterone, 19-nortestosterone, stanozolol, and
trenbolone levels in biological fluids (blood). Analysis
time achieved was about 30 minutes, compared to 24–36
hours for tests used in laboratories today.

D. BIOSENSORS FOR SENSORY EVALUATION OF

FOOD PRODUCTS

“Electronic noses” (139, 146) and “electronic tongues” (32)
are the common names of devices responding to the flavor/
odor (volatiles) or taste (solubles) of a product using an
array of simple and non-specific sensors, and the pattern
recognition software system (50). Historically, the sensors
used were advanced mass spectrometers or gas/liquid
chromatographs, producing a unique fingerprint of the
analyte. Nowadays, these sensors have been substituted
by arrays of simple electric and/or frequency sensors, or
sensors measuring changes in voltage or frequency as a
response to the food contact.

Electronic noses and tongues are used in food pro-
duction and quality control of different products, typically
for laboratory tests or at-line control, but may be further
developed for in-line operation in the future. Testing times
are often in the range of a few minutes, and the largest
drawback of these devices is the lack of sensor stability.
Examples of claimed successful applications include (14):

● Discrimination between single volatile com-
pounds;

● Tracking of aroma evolution of ice-stored fish
or meat;

● Tracking of the evolution of cheese aroma dur-
ing aging;
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● Classification of wines;
● Determination of boar odor (androsterone) in

pork fat;
● Classification of peaches and other fruits;
● Differentiation of spices by the area;
● General raw materials control;
● Testing of coffee, soft drinks, and whisky;
● Control of beer quality and faults.

Essentially, each odor or taste leaves a characteristic pat-
tern or fingerprint on the sensor array, and an artificial
neural network is trained to distinguish and recognize
these patterns (see Figure 128.13). Pattern recognition is
gained by building a library of flavors from known flavor
mixtures given to the network. Thus, e-noses and tongues
are the devices intended to simulate human sensory
response to a specific flavor, sourness, sweetness, salti-
ness, bitterness, etc. (14, 132).

The potentiometric chemical sensors such as ion
selective sensors are most often used in the electronic
noses. Considerable interest exists in the development of
cheap, portable electronic noses to detect, on-line or at-line,
odor quality of many foods. For instance, olive oil pro-
ducers would tremendously benefit from the possibility of
detecting oil quality and shelf-life, and classifying the oils
by their quality (e.g., Extra Virgin olive oil). This was the
objective of a course project in which scientists from olive
producing countries developed electronic noses especially
for the olive production plants, and tested them with great
success (25).

In (40) different tea samples were used to evaluate the
applicability of electronic noses for sensory studies. A
metal oxide sensor-based electronic nose has been used to
analyze tea samples with different qualities, namely, drier
month, drier month again over-fired, well fermented nor-
mal fired in oven, well fermented overfired in oven, and
under fermented normal fired in oven.

Electronic tongues are also widely used to assess taste
quality of various products. An electronic tongue based on
voltammetry measurements, and a multichannel lipid

membrane taste sensor based on potentiometry were com-
pared using two aqueous solutions: detergent and tea (74).
The electronic tongue consists of four electrodes made of
different metals, a reference electrode and a counter elec-
trode. The measurement principle is based on pulse voltam-
metry technique in which an electric current is measured
during the amplitude change of the applied potential. The
taste sensor consists of eight different lipid/polymer
membranes. The voltage difference between the electrodes
and an Ag/AgCl reference electrode is measured when the
current is close to zero. The multichannel electrochemical
(potntiometric) sensors have demonstrated better sensitiv-
ity, faster dynamic response, but lower reproducibility of
the results.

In study performed by Legin (87) the electronic tongue
based on a sensor array comprising 23 potentiometric
cross-sensitive chemical detectors, and pattern recognition
and multivariate calibration data processing tools, has
been applied to the analysis of Italian red wines.

VI. ROLE OF BIOSENSORS IN THE FOOD
SAFETY MANAGEMENT SYSTEM

A. BIOSENSORS AND BIOSECURITY

Food industry is one of the major potential targets for
bioterrorism. The most damage can be attained through:
(1) final product contamination using either chemical or
biological agents with an intent to kill or cause illness
among consumers; (2) disruption of food distribution sys-
tems; (3) damaging the food producing cycle by introduc-
ing devastating crop pathogens or exotic animal diseases
such as foot-and-mouth disease, which could severely
impact the food system.

Efforts to develop recognizing preparedness and
response strategies for protecting the nation’s food supply
pose substantial challenges for a number of reasons,
including the following (70, 127, 144):

● The food system encompasses many different
industries;

● A great variety of biological and chemical
agents could potentially contaminate the food
supply, and the possible scenarios for deliberate
contamination are essentially limitless;

● The public health system is complex, and respon-
sibilities for foodborne diseases prevention and
control may overlap, or much worse, fall in the
“gray area” between authorities of different
agencies.

To achieve an adequate food supply chain and agricultural
security, improvement is needed in the activities 
on bioterrorism prevention, detection, and response. In
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addition, appropriate areas for applied research must be
identified:

● Recognition of a foodborne bioterrorism attack.
This may be delayed because of background
levels of foodborne diseases and the potential
wide distribution of the contaminated product
or ingredient.

● Rapid diagnostic methods for identifying food-
contaminating agents. They are not yet consis-
tently available, and coordinated laboratory
systems for pathogens detection are not fully
operational.

● Rapid trace-back procedures for potentially
contaminated products.

B. BIOSENSORS AND HACCP

Timely detection of unsafe foods is the main issue that the
food safety system should address, providing guidance for
the design and integration of such system into the existing
food safety management structures, i.e., HACCP. The pre-
ventive detection of the biohazard can be accomplished by
direct measurements with the biosensors, or indirect detec-
tion by the process/environment monitoring and control.
Such detection is based on the data from physical and chem-
ical sensors, which are very reliable and allow scale-down,
which means the possibility of easy integration into the
existing information carriers. The HACCP system for food
safety management is designed to identify health hazards,
and to establish strategies to prevent, eliminate, or reduce
their occurrence. An important purpose of corrective actions
is to prevent potentially hazardous foods from reaching
consumers. Where there is a deviation from the established
critical limits, corrective actions are necessary. Therefore,
corrective actions should include the following elements:
(a) determine the disposition of non-compliant product; (b)
determine and correct the cause of non-compliance; (c)
record the corrective actions that have been taken.

Currently, the use of HACCP is voluntary, but it is
widely used in the food processing industry as a success-
ful component of comprehensive food safety program.
HACCP is a food safety management system in which
food safety is addressed through the analysis and control
of biological, chemical, and physical hazards from raw
material production, procurement and handling, to manu-
facturing, distribution, and consumption of the final product.
The terms “HACCP” and “food safety” are used inter-
changeably in the food industry, implying that HACCP may
be the only approach to achieving food safety. HACCP is
designed for use in all segments of the food industry from
growing, harvesting, processing, distributing, and mer-
chandising, to preparing food for consumption (135).

However, there is a need for enhancement and inte-
gration of the existing HACCP system into the total

quality management system, and food safety/biosecurity
management on higher levels. The system currently
includes the mechanisms to decrease the potential for con-
tamination of or damage to the food supply from farm to
table (i.e., prevention activities); systems to ensure early
detection of deliberate food contamination at any point
along the production pathway, including surveillance,
rapid laboratory diagnostic, and communication systems;
systems to ensure a rapid and thorough response if a bac-
terial contaminant is detected, including protection of
workers and consumers (i.e., emergency response, con-
trol, trace-back, and mitigation activities).

The ultimate goal is the integration of sensors and sen-
sor networks into the food safety management structure
(see Figure 128.14). Such integration will allow one to per-
form on-line and “on-shelf” control of the internal and/or
external food product quality and package environment.

The integrated sensor information system combines
data from multiple sensors (from different packages
and/or products) and the information about environmental
and process conditions to achieve highly specific informa-
tion that cannot be obtained by using a single, independent
microbiological assay. The emergence of new information
carriers and advanced processing methods will make the
food safety management system increasingly dependable.
A successful biohazard detection system should be able
to: (a) identify potential hazards; (b) identify hazards that
must be currently controlled; (c) conduct hazard analysis;
(d) recommend control factors, critical limits, and proce-
dures for hazard monitoring and verification; (e) recom-
mend appropriate corrective actions if a deviation occurs.

Based on a comprehensive model for multisensor data
processing, developed by the US Joint Directors of
Laboratories (JDL) Data Fusion Group on DoD request
(63), the integrated concept of multiple sensors data pro-
cessing has been developed for the existing HACCP system
of food safety monitoring and biohazard prevention (see
Figure 128.14). This model is specifically adapted to the
HACCP workflow and utilizes the principle of information
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system cyclic interaction with the environment. The four
major steps, including observation/ detection, hazard recog-
nition, decision making, and corrective actions, strictly cor-
respond to the seven HACCP principles. Integration of
such a system does not require the redesigning of existing
manufacturing and control processes.

The new integrated sensors are able to monitor
HACCP control points with corresponding material pack-
aging flow on a continuous basis, or with pre-determined
monitoring frequency. Statistically designed data collec-
tion or sampling systems lend themselves to this purpose.
Issues that need to be addressed when considering imple-
mentation of an integrated food safety monitoring system
include: where the system would be established; how it
would be funded; how the data would be generated, ana-
lyzed, summarized, and disseminated; and how “snap sur-
veys” could be utilized as a part of the system.

Microbiological tests are rarely effective for food
safety monitoring due to their time-consuming properties
and problems with ensuring detection of contaminants.
Physical and chemical measurements are preferred
because they are rapid and usually more effective for the
control of microbiological hazards. For example, the
safety of pasteurized milk is based upon the measurements
of heating time and temperature rather than on testing the
processed milk for the absence of surviving pathogens.

In order to address the issues of connectivity between
biosensor devices, the Connectivity Industry Consortium
(CIC) has been formed to set up the standardized commu-
nication platform for all devices (29). The CIC has identified
five requirements: bidirectionality, connection commonal-
ity, commercial software interoperability, security, and QC
and regulatory compliance (120). Under these standards,
new devices should seamlessly link into the existing data
management system without additional expenses.

Traditionally, food quality monitoring units consist of
a sensor for the particular analyte, an electronic unit to
convert the response into a digital signal, and a cable to
communicate with the base station. Advances in technol-
ogy now enable sensors to be integrated with the base sta-
tion through wireless communication that frees sensors
from being physically attached to it. An interest in such
freestanding monitoring units is growing rapidly, since
they offer the potential for developing integrated networks
of sensing devices that can detect, diagnose, and monitor
various food safety problems. The merging of computing
with wireless communication systems and sensors has led
to an increased accessibility to the real-time information in
digital form. Due to achievements in communications and
connectivity, data from these sensors can even now be eas-
ily accessed via personal digital assistants, PCs, mobile
phones, and networks. On the other hand, the communica-
tions network that has assembled over the past decade and
continues to attract huge investments will fuel demands
for more sources of health-related information and data.

New technologies do not come into existence easily. It
is not just the matter of making conventional laboratory
instruments smaller or putting a sensor into the human
body. The new sensor devices and networks must satisfy
food industry needs by delivering new benefits to users,
offering new ways of monitoring food product properties/
contaminations, developing tests that are cheaper, or cre-
ating devices that have significant advantages over those
already available.

It has been predicted that the trend in biodetection
systems development lies in the autonomous sensing tech-
nology with the next-generation handheld, portable sens-
ing devices, “smart” sensing, and in-line biodetection.
The only limitation to the fast progress in this area is the
fact that the sensors — especially chemical and biological
ones — lag behind the electronics.

In the future, the evolution of integrated food safety
management system may lead to the emerging of a food
processing control “nervous system,” which will comprise
multitudes of sensors and sensing technologies. Such sys-
tems could provide the information “nodes” for food
safety management and control applications.

VII. FUTURE OF BIOSENSING: 
DETECTION OF CELLULAR 
RESPONSE WITH NANOSENSORS

Cells are the smallest functional and integrating commu-
nicable units of living systems. Cultured cells transduce
and transmit a variety of chemical and physical signals by
producing specific substances and proteins throughout
their life cycle within specific tissues and organs. Hence,
cells and their responses might be usefully employed in
screening tools to obtain important information for both
pharmaceutical and chemical safety, and drug efficacy
profiles in vitro. However, cellular signals are very weak
and cannot be easily detected with conventional analytical
methods. By using novel micro- and nanobiotechnology
methods and integrated on-a-chip devices, higher 
sensitivity to cellular responses and better signal amplifi-
cation have been achieved (12, 53, 101). Micro- and nan-
otechnology are now rapidly evolving to suggest new
combinations of methods with improved technical per-
formance (53), helping to resolve challenging bioanalyti-
cal problems including detection sensitivity, signal
resolution, and specificity by interfacing these technolo-
gies in micro-scale format in order to confirm specific cel-
lular signals (21, 33, 51, 116, 137, 143). Receiving cell
signals in rapid time and small space, and importantly,
integration of signals from different cell populations (com-
munication and system modeling), will permit more valu-
able measuring of the dynamic aspects of cell responses to
various chosen stimuli (39). This represents the near
future for cell-based biosensing (67).
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Concerns over biosafety and security have accelerated
the implementation of biohazard control processes, includ-
ing hazard identification, assessment of its impact on human
health, and determination of when, where, and how it would
have an impact. Continuous biosafety control is used for
assessing the exposure to a hazard, and predicting the nec-
essary dose response.
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FOREWORD

The application of biotechnology in food industry is not
entirely new. Traditional biotechnology has played a key
role in the production of food for thousands of years. For
many centuries, the process of fermentation has used
microorganisms (yeasts and bacteria) to produce beer,
yoghurt and cheese. Naturally occurring microorganisms
occur in bread making, beer brewing and vegetable pick-
ling and nowadays, traditional biotechnology techniques
are still widely used in the production and preservation 
of foods.

The basis for modern biotechnology, also referred to as
gene technology, is DNA. All organisms are composed of
cells containing DNA. This DNA contains the genetic
information of an organism. Each organism has its own
genetic fingerprint made up of DNA, which determines the
regulatory functions of its cells, and thus the characteris-
tics that make it unique. Prior to genetic engineering, the
exchange of DNA was possible only between individual
organisms of the same species or closely related parent
plants to produce offspring, having desirable traits such as
disease resistance. The limitations of traditional or con-
ventional biotechnology are time and precision; consider-
able time may be necessary to achieve the desired traits
and the offspring may or may not exhibit the trait of inter-
est, hence the lack of precision.

However, due to improvements in scientific techniques
and the advent of genetic engineering in the 70s, scientists
have been able to identify specific genes associated with
desirable traits in one organism, and transfer those genes
beyond the species boundary into another organism. For
example, genes from bacteria, viruses or animals may be
transferred into plants to produce genetically modified
plants with desired characteristics. Through the use of
modern biotechnology precision increased and the time to
reach the desired trait or characteristic in a cell, animal or
microorganism was reduced.

The impact of genetic engineering on the contemporary
life has reached unseen heights. Biotechnology continues to
be a growing choice among farmers worldwide as the
global acreage of crops enhanced through biotechnology
increased by 15 percent, or 22 million acres in 2003,
according to a report released from the International Service
for the Acquisition of Agri-biotech Applications (1).

For the seventh consecutive year, farmers worldwide
adopted biotech crops at a double-digit pace, with 
2002 global biotech acreage reaching 167 million acres.
More than one-fifth of the global crop area of soybeans,
corn, cotton and canola acres are now biotech. Nearly 6
million farmers in 18 countries chose to plant biotech
crops in 2003, up from 5 million farmers in 13 countries
in 2001.

The aim of this chapter is to provide enough information
and some examples to give the reader a sound knowledge

of the use of plant biotechnology for food purposes. It is
not intended to provide an encyclopaedic coverage of the
subject though. The text describes the most common tech-
nologies that enable the genetic manipulation of crop
plants and some applications in food industry. Furthermore,
attention is focussed on the detection of genetically mod-
ified organisms in food products.

I. HISTORICAL BACKGROUND

Since life began, genes have crossed the boundaries of
related and unrelated species in nature. Biotechnology
applications by humans date back to 1800 B.C., when peo-
ple began using yeast to leaven bread and ferment wine.
By the 1860s, people started breeding plants through delib-
erate cross pollination. They moved and selected genes to
enhance the beneficial qualities of plants through cross-
breeding without knowing the traits for which the genes
coded. Most foods, including rice, oats, potatoes, corn,
wheat and tomatoes, are the products of traditional cross-
breeding. This time-tested practice continues to produce
crops with desirable traits.

However, traditional cross-breeding has its limitations.
It can only occur in the same or related plant species, so
genetic resources available are limited. Moreover, when
plants are cross-bred, all plant’s genes are mixed, produc-
ing random combinations. Since traditional plant breeders
ultimately want only a few genes or traits transferred, they
typically spend 10 to 12 years backcrossing hybrids with
the original plants to obtain the desired traits and to breed
out the tens of thousands of unwanted genes. Clearly, this
process is not speedy nor precise.

With the advent of recombinant DNA technology in
the 1970s, the genetic manipulation of plants entered a
new age. Traits previously unavailable through traditional
breeding could be acquired through the advance of recom-
binant DNA technology, developed in 1973. The tech-
nique allowed for effective and efficient transfer of
genetic material from one organism to another. Genetic
engineering of plants began in 1983 when researchers
reported that the Ti plasmid of Agrobacterium tumefa-
ciens, a common soil bacterium, could be modified to
allow transfer of foreign DNA into the plant genome 
(2, 3). The researchers introduced new genes into plants
with the aid of the Agrobacterium and also introduced a
marker gene for kanamycin resistance to select the trans-
formed cells (2, 4, 5).

The production of genetically modified plants rapidly
became an important tool for scientific investigation, and
transformation methods for a wide variety of crops were
subsequently developed (6–11). Many technological
breakthroughs in the laboratory soon followed, including
engineered resistance to plant viruses, insect resistance
based on expression of Bacillus thuringiensis (Bt)
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proteins, tolerance to various herbicides, control of fruit
ripening and softening in tomatoes, engineered male
sterility and restoration, modified carbohydrate composi-
tion and altered oil composition (12). Elite plant varieties
from all of these discoveries at the laboratory bench have
now been developed. They have been approved by regula-
tory agencies and are being prepared or grown for com-
mercial applications.

In the 1990s, the first genetically engineered foods
were made available to the public. In 1990, Pfizer Corpo-
ration’s genetically engineered form of rennet used in
making cheese was approved, but it received little public
attention. Only four years later, in 1994, the Food and
Drug Administration (FDA) gave approval for Calgene
Corporation’s Flavr Savr Tomato, the first genetically
engineered whole food approved for the market (13).

II. TRANSFORMATION METHODS

A transgenic plant is a plant that has received a DNA seg-
ment or gene(s) from another organism. The foreign seg-
ment of DNA is incorporated into the plant’s genome
through natural systems present in plant cells. Numerous
methods to introduce foreign DNA into plant cells have
been developed. A transformation system should allow 
for (14):

– stable integration into the host genome without
structural alteration of the foreign DNA,

– integration of a distinct number of copies of the
transforming DNA,

– stability of the new phenotype over several 
generations,

– eventual tissue and development specific regula-
tion of the introduced gene.

Among the array of genetically engineered plants
which currently have been approved, the transformation
of choice has been the use of modified plasmids of
Agrobacterium. Other transformation methods are based
on physical and chemical principles.

A. AGROBACTERIUM TUMEFACIENS

Plant transformation mediated by Agrobacterium tumefa-
ciens, a soil plant pathogenic bacterium, has become the
most used method for the introduction of foreign genes into
plant cells and the subsequent regeneration of transgenic
plants. Jozef Schell and Marc Van Montagu were the first
to discover that the bacterium A. tumefaciens transfers a
copy of parts of its genetic material into cells of wounded
plants, causing the formation of crown gall tumors (3).
The ability to cause crown galls thus depends on the 

ability of Agrobacterium spp. to transfer bacterial genes
into the plant genome (15).

Virulent strains of A. tumefaciens and A. rhizogenes
contain a large plasmid (more than 200 kb), respectively
known as the Ti-plasmid (tumor inducing) (Figure 129.1)
and the Ri plasmid (root inducing). These bacteria possess
the exceptional ability to transfer T-DNA, a particular
mobile DNA segment of the Ti or Ri plasmid, into the
nucleus of infected cells where it is then stably integrated
into the host genome and transcribed, causing the crown
gall disease (Ti) and hairy roots (Ri) respectively (16, 17).
The process of T-DNA transfer is mediated by the coop-
erative action of proteins encoded by genes determined in
the Ti plasmid virulence region (vir genes) and in the bac-
terial chromosome.

The initial results of the T-DNA transfer process to
plant cells demonstrate three important features for the
practical use of this process in plant transformation.
Firstly, the tumor formation is a result of the integration of
T-DNA into the plant cells and the subsequent expression
of the T-DNA genes. Secondly, the T-DNA genes are tran-
scribed only in plant cells and do not play any role during
the transfer process. Thirthly, every DNA sequence can be
transferred to plant cells, no matter where it comes from.
These well-established facts allowed the construction of
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the first vector and bacterial strain systems for plant trans-
formation (18).

B. BIOLISTICS

Particle (gun) bombardment, or biolistics, is the most
important and most effective direct gene transfer method
in regular use. In this method, rapidly propelled tungsten
or gold microprojectiles coated with DNA are blasted into
target plant material, where the DNA is released and can
integrate into the genome (6, 19). The integration of the
transgenic DNA though is infrequently. In order to gener-
ate transgenic plants, the plant material, the tissue culture
regime and the transformation conditions have to be opti-
mised quite carefully and in many cases tissue regenera-
tion is necessary.

Shortly after its discovery, researchers demonstrated
the effectiveness of the microprojectile mediated system
by successfully transforming monocots, the first of which
was Black Mexican Sweet corn (10, 20). This new ability
to transform and regenerate monocot plants marked a sig-
nificant advance in plant transformation.

C. ELECTROPORATION

The electroporation of cells can be used to deliver DNA
into plant cells and protoplasts. The vectors used can be
simple plasmids. The genes of interest require plant regu-
latory sequences, but no specific sequences are required
for integration. Material is incubated in a buffer solution
containing DNA and subjected to high voltage electrical
pulses. The DNA then migrates through high voltage
induced pores in the plasma membrane and integrates into
the genome (21). Electroporation has been successfully
used to transform all the major cereals, particularly rice,
wheat and maize.

D. MICROINJECTION

Simmonds and coworkers reported the use of microcapil-
laries for the introduction of plasmid DNA into the germ
line precursor cells of apical meristems by microinjection
(22). Despite a positive indication by PCR amplification
of DNA isolated from injected apices, this approach has
failed to yield any transgenic plants (23).

E. POLYETHYLENE GLYCOL

This procedure revolves around the use of protoplasts and
their totipotent ability to regenerate into mature plants.
Protoplasts are plant cells whose cell walls have been
removed leaving only a plasma membrane around the cells.
Plant protoplasts can be transformed with naked DNA by
treatment with polyethylene glycol (PEG) in the presence

of divalent cations (usually calcium). The PEG and the
divalent cations destabilise the plasma membrane of the
plant protoplast and render it permeable to naked DNA.
Once inside the protoplast the DNA enters the nucleus and
integrates into the genome (24). PEG treated protoplasts
for the most part have been abandoned as a genetic deliv-
ery system, because of the low effectiveness.

An advancement to PEG mediated transformation was
the liposome mediated transformation technique. Foreign
DNA is encapsulated in a spherical lipid bilayer termed a
liposome (25). In the presence of PEG, the host protoplast
will bind and envelop the liposome through endocytosis
(26). After endocytosis, the DNA is free to recombine and
integrate with the host genome. The liposomes are formed
from neutral lipids similar to those which compose the
plasma membrane and can be produced in a variety of
sizes ranging from 30–50 nm with a volume of approxi-
mately 2 ml. The DNA is packaged in vitro and then 
combined with the target protoplasts. As with other trans-
formation systems, a variety of vectors including viral
vectors can be incorporated into this system.

F. SILICON CARBIDE FIBRES

With this technique, plant material is introduced into a
buffer containing DNA and silicon carbide fibres, which
is then vortexed. The fibres penetrate the cell wall and
plasma membrane, allowing the DNA to gain access to the
inside of the cell (27). Although the procedure has been
utilised with friable callus from maize (28), this type of
friable callus is limited only to a few genotypes of maize
and oats. Many cereals produce an embryogenic callus that
is hard and compact and therefore not easily transformed
with this technique. Recently though, some progress has
been made in transforming such material, and procedures
are being developed to allow transformation of cereals
such as rice, wheat, barley and maize without the need to
initiate cell suspensions (29).

III. TRANSGENES

Transgenes are not necessarily different from endogenous
genes. However, transgenes are often chimeric, that is cob-
bled together from elements found naturally in different
genes. The most important element is usually the protein
coding region, which consists of one open reading frame.

A. THE PROMOTER

Promoters mediate the initiation of transcription in a man-
ner that is dependent on tissue type and sometimes other
signals. Promoters of variable strength and tissue speci-
ficity are available. They can be constitutive (typical) or
inducible by environmental or chemical stimuli (rare).
The most widely used promoter is the promoter driving
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expression of the 35S Cauliflower Mosaic Virus. CaMV
35S is a strong promoter that is active in essentially all
dicot plant tissues. Promoters have also been constructed
that are inducible by heat shock, copper ions, glucocorti-
coid hormones, alcohol, antibiotics and other stimuli.
Native plant promoters are usually less than 1 kb in length.
A plant promoter will often work in many different plant
species, but yeast, human or bacterial promoters do not
function in plants (15).

B. THE TERMINATOR

The terminator serves as a transcriptional stop signal to
the polymerase. Various terminators are in widespread use,
e.g., one derived from CaMV and one derived from the
nopaline synthase (nos-3�) gene of Agrobacterium. The
various terminators are basically equivalent (30).

C. STRUCTURAL GENES

The structural genes are the DNA sequences which con-
tain the information encoding the protein of interest. Dis-
tinction should be made between target genes and reporter
genes (see marker genes).

Many genes have been used for the generation of the
currently approved transgenic crops. Some of these genes,
such as accd, accS and sam-k (tomatoes) and some genes
coding viral coat proteins have only been used in one par-
ticular genetically engineered product. As a consequence,
the identification of sequences of one of these genes in
food would represent a product-specific detection method,
provided the actual sample did not contain the natural
sources of these sequences (e.g., from bacteriophages or
plant viruses) (30).

More common is the endotoxin gene from Bacillus
thuringiensis (insect resistance — corn, potato, tomato) or
the bar/pat gene, originally isolated from Streptomyces
hygroscopius, coding for the enzyme phosphinothricin
acetyltransferase (herbicide tolerance — chicory, corn, soy-
bean, oilseed rape, sugar beet, rice). Variants of the CP4
EPSPS gene from Agrobacterium (herbicide resistance —
corn, soybean, cotton, oilseed rape, sugar beet, potato),
the β-lactamase gene (tomato) and the polygalacturonase
gene (tomato) have also been introduced. Furthermore, the
gene encoding for barnase from the bacterium Bacillus
amyloliquefaciens encodes a ribonuclease which cat-
alyzes the hydrolysis of single stranded RNA molecules.
The gene is expressed in the anther only and causes male
sterility (chicory, corn, oilseed rape) (30, 31).

Other genetically modified (GM) foods currently
available are:

– melon: reduced accumulation of S-adenosylme-
thionine (SAM), and consequently reduced eth-
ylene synthesis, by introduction of the gene
encoding S-adenosylmethionine hydrolase,

– papaya: papaya ringspot virus (PRSV) resistant
papaya produced by inserting the coat protein (CP)
encoding sequences from this plant potyvirus,

– wheat: selection for a mutagenised version of the
enzyme acetohydroxyacid synthase (AHAS), also
known as acetolactate synthase (ALS) or aceto-
lactate pyruvate-lyase,

– squash: cucumber mosiac virus (CMV) and/or
zucchini yellows mosaic (ZYMV) and watermelon
mosaic virus (WMV) resistant squash produced
by inserting the coat protein (CP) encoding
sequences from each of these plant viruses into
the host genome.

D. MARKER GENES

One of the technical problems encountered in attempts at
gene transfer is knowing whether a particular gene has
actually been introduced into a new host cell and, if trans-
ferred, whether it is directing the synthesis of protein. To
overcome this problem, reporter or marker genes have
been developed, which can be transferred to the plant cell
using Agrobacterium.

The choice of a selectable marker gene depends on
the plant species and the specific genotype of the plant. In
general, antibiotic resistance genes make good selectable
markers for many dicotyledonous species, such as tobacco
or Arabidopsis thaliana. In contrast, many monocot species
are quite resistant to common antibiotics, and herbicide
resistance genes are preferred in this case. Herbicides are
also cheaper than antibiotics and they can be applied to
soil grown plants.

Marker genes tend to be developed from bacterial
genes coding for easily assayed enzymes (32–34). A typ-
ical marker gene is the neomycin phosphotransferase II
gene (nptII), with kanamycin resistance, as used in the
Flavr Savr™ tomato (30, 35, 36). An alternative system
uses the gene for a naturally derived enzyme, phospho-
mannose isomerase (37, 38). This particular enzyme
enables plant cells to use mannose as a source of energy.
The cells that manage to grow in the presence of mannose
have acquired the marker gene and have therefore also
taken up the other genes of interest. This system, and sim-
ilar ones based on other sugars, should allay the fear that
GM poses a danger to human health. These should allow
a refocusing of effort to tackle the overuse of antibiotics
in intensive farming and their overprescription in medi-
cine which pose a far greater threat to our health.

GUS, the Escherichia coli β-glucuronidase gene (39,
40), and the luciferase gene, which is obtained either from
fireflies (Photinus pyralis) or the marine bacterium Vibrio
harveyi have been very successful as reporter genes too (41).

In the near future, it can be expected that the selection
of markers for antibiotic resistance will be avoided. There
is no current list though of antibiotic resistance markers that
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cannot be used in the genetic modification of plant crops.
In Europe, Article 4(2) of Council Directive 2001/18/EC
refers to the phasing out of genes expressing resistance to
antibiotics which may have adverse effects on human
health and the environment or are of use in medical or vet-
erinary treatment. This phasing out must take place by 31
December 2004 in the case of GM crop plants for mar-
keting and by 31 December 2008 in the case of the release
of GM crop plants for research and development purposes.
In accordance with this requirement the commission has
established an expert working group to address the use of
antibiotic resistance marker (ARM) genes that genetically
modified organisms (GMOs) may contain and will aim to
produce a list of ARMs which must be phased out.

IV. STRATEGIES FOR GENETIC
MANIPULATION

Enzymes are the products of the majority of transgenes
introduced into the currently approved genetically engi-
neered agricultural crops. The expression of these enzymes
has conferred novel traits to the respective plants. Proteins
without an enzymatic activity, such as toxins, or antisense
constructs have also been expressed.

A. SENSE STRATEGY

In order to add a new trait to a crop, one or more genes or
their complementary DNA (cDNA) should be added to
the genome of the host plant. For this purpose, the gene or
cDNA is cloned in a sense orientation in between promo-
tor and terminator. This results in the expression of mes-
senger RNA to a protein.

B. TRANSGENE SILENCING

Instability of transgene expression is still a problem
encountered in many experiments involving transgenic
plants and is often referred to as gene silencing. Gene
silencing can involve a variety of methods and is still rel-
atively poorly understood.

When the chromosomal locus harboring a transgene is
analyzed carefully, one can find either a single T-DNA 
or multiple copies of the T-DNA. If multiple copies are
present, they can be arranged as direct repeats (sense) or
inverted repeats (antisense), or partial copies may be pre-
sent next to complete copies. Transgene loci with multiple
copies, especially inverted repeats, are often associated
with gene silencing, meaning that the transgene(s) are
poorly expressed.

Gene silencing is thought to represent a highly
sequence specific plant genome surveillance mechanism.
The plant is able to recognize certain nucleic acids as for-
eign and it has means to suppress the expression of such
genes. Two mechanisms can be distinguished. Either the

rate of transcription is reduced (transcriptional gene silenc-
ing) or the mRNA is destabilized (post-transcriptional gene
silencing). Transcriptional gene silencing occurs when
genes share homology in their promoter regions. It usually
results in altered methylation patterns and altered chro-
matin conformation, which results in gene silencing by
repressing transcription (42).

Sometimes, even endogenous genes that are similar in
sequence to the transgene are silenced along with the trans-
gene (co-suppression). This is usually undesirable, although
the effect has been exploited to some advantage as well. For
example, the delayed fruit softening in the Flavr Savr™
tomato is controlled by co-suppressing the endogenous gene
for ethylene production with a transgene of related sequence
(43). This tomato contains a gene that is transcribed into a
messenger RNA anti-sense to the mRNA from the poly-
galacturonase (PG) gene (Figure 129.2). The complemen-
tary in vivo base pairing of these two molecular species
results in inhibition of the expression of the gene, with a dra-
matically decreased PG activity in the transgenic tomatoes.
The enzyme PG degrades pectin, a major constituent of the
cell wall of the fruit. Its inhibition increases the shelf-life of
the tomatoes and prevents them from becoming soft (44).

Unfortunately, it is almost impossible to control whether
single or multiple T-DNAs are integrated. One has to gen-
erate several independent transgenic lines and screen them
for stable gene expression, or stable silencing, as the case
may be. It is also possible to find T-DNAs at several
unlinked sites in the genome (normally 1–4). Multiple
sites are also associated with gene silencing. In this case,
genetic backcrossing to wild-type plants should reduce
the number of transgene loci and may overcome silencing.

V. APPLICATION OF GENETIC
MANIPULATION IN THE FOOD 
INDUSTRY

A. BENEFITS OF GM FOODS

Most of the research in the application of gene technology
on food crops has sought to improve product quality and

Genetically Modified Organisms in Food Industry 129-7

Sense5′ 3′

3′ 5′

5′ 3′

3′ 5′

5′ 3′
5′ 3′

3′

3′

5′

5′Sense-mRNA

Antisense

Antisense-mRNA

Polygalacturonase

C T T A C

G A A T G

C U U A C

G A A U G

G A U U C

C U A A G

C T A A G

G A T T C

C U A A G C U U A G G A U U GG A A U G

G A A T C G T A A G

C T T A G C A T T C

FIGURE 129.2 Construction of the antisense mRNA technol-
ogy for the polygalacturonase vector.



agronomic traits and develop a better resistance to the
environment.

Genetic engineering can be used to increase crop yield
and reduce crop loss by making plants tolerant to pests,
weeds, herbicides, viruses, insects, salinity, pH, tempera-
ture, frost and drought. Insect resistant corn (see frame 1),
soybean, cotton, potato and apples, virus resistant can-
taloupes, squash, papaya, cucumbers and herbicide tolerant
corn, tomatoes, potatoes, canola and soybean (see frame
2) have all been produced (45–47). These crops with
improved agricultural qualities are considered as the first
generation of GMOs, introduced on the market from 1995.

Nowadays, more attention has been paid to the devel-
opment of GMOs with a clear, direct and significant advan-
tage for the consumer. This second generation of GMOs
should gain consumer’s interest, trust and acceptance.
These foods may have one of the following benefits:

– improved shelf-life, e.g., the Flavr Savr tomato,
and organoleptic quality of foods (48),

– improved nutritional quality and health benefits,
e.g. oils with an improved fatty acid profile (49),
higher lycopene levels in tomato and peppers
(47, 50), golden rice with provitamine A 
(50–54), allergen free rice and peanuts, …,

– improved protein quality and/or quantity (cas-
sava) or increased content in essential amino
acids (55–59),

– increase in food carbohydrate content, e.g.,
potato with a high solids content, which makes it
useful for making French fries (60, 61),

– edible vaccines and drugs, e.g., banana with pro-
teins that may be used as vaccines against hepa-
titis, rabies, dysentery, cholera, diarrhoea or
other gut infections prevalent in developing
countries (62, 63).

Examples

Bt corn

Bt is a naturally occurring soilborne bacterium that is found
worldwide. A unique feature of this bacterium is its pro-
duction of crystal-like proteins that selectively kill specific
groups of insects (Cry proteins). Plant molecular biolo-
gists created Bt corn by inserting selected exotic DNA
into the corn plant’s own DNA. Proteins have been found
with insecticidal activity against the Colorado potato bee-
tle (for example, Cry3A, Cry3C), corn earworm (Cry1Ac,
Cry1Ab), tobacco budworm (Cry1Ab) and the European
corn borer (Cry1Ab, Cry1Ac, Cry9C).

Glyphosate-tolerant soybean

Roundup Ready® soy (Monsanto), the first biotechnolog-
ically improved soybean to be marketed, became commer-
cially available in 1996. Glyphosate, the active ingredient
in Roundup herbicide, controls weeds by inhibition of the
enzyme 5-enolpyruvylshikimate-3-phosphate synthase
(EPSPS). EPSPS is an enzyme in the shikimate pathway
for aromatic amono acid biosynthesis in plants. Roundup
Ready soybean event 40–3–2 was produced by particle
acceleration transformation of active EPSPS isolated
from Agrobacterium sp. strain CP4 (CP4 EPSPS) into the
genome of the soybean cultivar A5403. The insertion of
DNA (Figure 129.3) includes the Cauliflower Mosaic
Virus (CaMV)-derived 35S promotor with duplicated
enhancer, the petunia-derived chloroplast transit peptide
(CTP) region, which is responsible for the correct pro-
cessing of the protein in the cell, the EPSPS gene and the
nopaline synthase (nos) sequence to terminate the tran-
scription of the genetic construct.

B. POTENTIAL RISKS OF GENETICALLY

MODIFIED FOODS

The critics of genetic engineering of foods have concerns,
not only for safety, allergenicity, toxicity, carcinogenicity
and altered nutritional quality of foods, but also for the
environment. The use of marker genes has been restricted
to prevent the development of antibiotic resistance. Fur-
thermore, genetic pollution, the creation of superweeds and
superpests have to be considered.

1. Food Safety

The introduction of modified foods has led to a shift 
in the food safety assessment towards a greater need for
whole food safety assessment. An important feature 
in determining the potential risks is whether or not the
GMO is able to cause disease to humans, animals or
plants.

In the United States, it is the responsibility of the Food
and Drug Administration (FDA) to provide oversight for
all foods, including those derived from GMOs. More than
15 years of laboratory research and field trials with
rDNA-engineered plants indicate that the risks posed by
these plants are not any greater than or different from the
risks posed by plants produced by traditional breeding
methods used for more than 100 years (64).

Various organisations and the biotechnology industry
have been working together since 1990 to design a safety
assessment strategy for genetically modified crops and

129-8 Handbook of Food Science, Technology, and Engineering, Volume 3

CaMV P35S promotor CP4-EPSPS nos terminator 3′5′

Plant DNA Plant DNA

 CTP

FIGURE 129.3 Constructs introduced in the glyphosate resistant Roundup Ready soybean.



their derived products. The EU legislation has elaborated
different rules covering the safety of genetically modified
foods: the Directive on the deliberate release into the envi-
ronment (2001/18/EC) and the Regulation concerning
novel foods (258/97/EC).

The food safety assessment of genetically engineered
foods should determine whether the modified food is as
safe as its traditional counterpart. As a starting point for
the safety assessment the concept of ‘substantial equiva-
lence’ was introduced as a means of establishing a bench-
mark of safe food. The potential risks associated with the
use of a GMO are determined by the characteristics of the
organism which receives the modification, the character-
istics of the used genetic material and the circumstances
under which the GMO is applied.

The food safety assessment of genetically engineered
foods is considered to consist of the following parts: (1) a
molecular characterization of the insert, (2) determination
of any unwanted direct toxicological effects as can be 
predicted from the nature of the inserted sequences, (3)
determination of any unwanted indirect toxicological con-
sequences resulting from the modification and (4) a mor-
phological and behavioral analysis of the plant under
relevant field conditions.

The concept of substantial equivalence was applied
for the first time in the safety assessment of the Flavr
Savr™ tomato before it was placed on the USA market in
1994. In the following years, a lot of experience with the
safety assessment of a large variety of genetically modi-
fied plants has been gathered. In the EU food ingredients
derived from herbicide tolerant soybeans and from several
insect and/or herbicide tolerant maize lines, and refined
oils derived from several herbicide tolerant rape seed lines
were registered and approved according to the legal require-
ments that have been put in place since 1990 and 1997
respectively.

2. Food Related Concerns

One of the major concerns regarding food safety is the
potential allergenicity of genetically modified foods. Well
known is the methionine rich protein (MRP) soy from
Pioneer Hi-bred International. To increase the protein con-
tent of its animal feed, the company incorporated Brazil
nut genes into soybeans. This gene modification caused
allergic reactions to consumers who were allergic to Brazil
nut, so this product was voluntarily recalled in 1996 (65).
It is also believed that foreign genes might alter nutritional
value of foods in unpredictable ways by decreasing levels of
some nutrients while increasing levels of others. Moreover,
genetic modification could inadvertently enhance natural
plant toxins by switching on a gene that has both the
desired effect and capacity to pump out a poison (66).

3. Environmental Concerns

Environmentalists are concerned that transgenic crops will
present environmental risks when they are widely cultivated
(62). Genetically modified crops with herbicide and insect
resistance could cross-pollinate with wild species, creat-
ing superweeds (63, 67). These superweeds can become
invasive plants with the potential to lower crop yields and
disrupt natural ecosystems.

A critical and very controversial aspect of the antibi-
otic resistance issue is the utilization of antibiotic resis-
tance genes as the selection marker in genetically modified
organisms (GMOs). The main safety concern relates to the
escape or transfer of the antibiotic resistance genes to sen-
sitive bacterial strains when these GMOs are introduced
into the environment. Moreover, the extended exposure to
plant produced pesticides could result in the development
of a resistance mechanism in the target organism (63).

Plants engineered to contain virus particles as part of
a strategy to enhance resistance could facilitate the creation
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of new viruses in the environment (53). Plants engineered
to express potentially toxic substances such as drugs and
pesticides will present risks to other organisms that are
not intended as targets. One example includes pollen from
transgenic corn, which has been suggested to kill the
Monarch butterfly larvae. It has been shown that hybrid
corn expresses a bacterial toxin in its pollen, which is then
dispersed over 60 meters by wind. In this range, the corn
pollen is deposited on other plants near cornfields where
it can be ingested by non-target organisms including the
Monarch butterfly. These butterflies have been found to eat
less, have a slower growth rate and higher death rate (68).
On the other hand, research has proven that the Monarch
butterfly population has not been affected (69). Since 
Bt-176 corn is no longer available in US maize varieties,
the risk to the Monarch butterfly populations from current
Bt maize varieties is low (15).

4. Other Concerns

The debate involves not only scientific but also political,
socio-economic, ethical, religious and philosophical issues
(63, 70–73). Some critics of genetic modification argue
that patenting which allows corporations to have monop-
oly control of genetically altered plants or animals vio-
lates the justice of life (74).

C. GENETICALLY MODIFIED MICROORGANISMS

Council Regulation 258/97 defines a novel food as food
which has not been used for human consumption to a sig-
nificant degree within the European Community. Within
this scope fall foods and food ingredients consisting of or
isolated from microorganisms, fungi or algae.

Developments in modern biotechnology facilitate the
production of bacterial strains with particular properties.
The introduction of such microorganisms into food raises
several issues that need to be addressed as part of the
safety evaluation. These include: (1) the risk of infectivity
and pathogenicity, (2) the potential for colonization and
gene transfer within the gastrointestinal tract, and the con-
sequences thereof, (3) their effects on microflora compo-
sition and function, including the production of deleterious
metabolites and (4) their effects on gastrointestinal mucosa
and function (75, 76).

There is huge potential for using biotechnology to
develop foods with improved processing qualities.
Biotechnology is also likely to be used to produce improved
microorganisms, both to improve conventional fermenta-
tion processes and to develop new ones. These could include
microorganisms for the production of foods (e.g., bread,
wine, yoghurt and cheese), or for a wide range of fermen-
tation products for use in food processing (e.g., enzymes,
vitamins, amino acids and high-grade chemical additives
such as citric acid, a flavouring and acidifying agent).

The major areas currently attracting attention are
described in this section.

1. Lactic Acid Bacteria

The vast majority of bacteria used in the food and dairy
industries belong to the group known as the lactic acid
bacteria (LAB). In general, genetic manipulation of LAB
is achieved either by the inactivation of a gene or by the
expression/overexpression of a gene (77). Such manipula-
tion may affect a biochemical pathway resulting in differ-
ent end products or altered yields of end products. This in
turn affects the taste, texture, yield or quality of the fer-
mented food.

A commercially important area is the production of
new strains of lactic acid bacteria which carry out a faster,
more efficient fermentation. For example, using plasmid
technology, new strains of Lactobacillus spp. have been
produced to provide improved starter cultures for cheese
production. The potential for the more rapid production
and maturation of cheeses, and a whole range of other fer-
mented products, is being exploited. Another important
achievement is the introduction into lactic acid bacteria of
genes resistant to destructive bacteriophages. Additionally,
lactic acid bacteria are excellent producers of peptidases,
which are already widely used in food technology. This
characteristic is thought to have enormous potential, not
least because these bacteria, being associated with the
production of traditional foods, are largely recognised as
being ‘safe.’ GM lactic acid bateria have also been used in
meat and sausage fermentation (78, 79).

2. Enzymes

Enzymes are very important in food processing. Apart from
enhancing nutritional value, they can be used to influence
flavour, aroma, texture, appearance and speed of production.

Microorganisms are the most important sources of
these enzymes. There is no reason why the ability to syn-
thesise enzymes normally associated only with plants and
animals should not be engineered into microorganisms for
culture in fermenters. This was achieved some time ago for
the enzyme chymosin (rennin), used in cheese manufacture.

Chymosin from transgenic yeast was the first enzyme
from a genetically modified organism to gain regula-
tory approval for food use in 1988. Three such enzymes are 
now approved in most European countries and the USA
derived from Escherichia coli, Kluyveromyces lactis and
Aspergillus niger. These proteins behave in exactly the
same way as calf chymosin, but their activity is more pre-
dictable and they have fewer impurities. Such enzymes
have gained the support of vegetarian organisations and of
some religious authorities. Chymosin obtained from recom-
binant organisms has been subjected to rigorous tests to
ensure its purity (80).
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3. Yeasts

Much attention is currently being paid to the possible use
of yeasts as a vehicle in which to express transferred
genes. Yeast is an important microorganism in the food
industry and has applications in brewing, baking and in
the production of fermented foods such as soya sauce.

In recent years, much research has been conducted
into the genetic manipulation of Saccharomyces cerevisiae
in order to enhance endogenous characteristics, such as
ethanol tolerance and to obtain expression of foreign
genes and the secretion of foreign proteins, some of which
are useful to the food industry (81–83). The yeast
Saccharomyces cerevisiae var. diastaticus, whilst not
itself suitable for use in brewing, produces an amylase
capable of hydrolysing starch residues which normally
remain in the brew. The high calorie starch residues are
thus converted into fermentable sugar. A gene coding for
the enzyme is transferred, via a plasmid, to normal brewing
strains of yeast. The transgenic yeast can be used to pro-
duce a high alcohol premium product or, alternatively, a
greater volume of low calorie ‘lite’ beer. New yeast strains
that are tailored to the barley and hops that are grown in
different regions of the world are being developed for use
in the brewing industry.

4. Fungal Factories for Enzyme Production

Fungi are of major economic importance as opportunistic
pathogens and spoilage organisms but they also have a
number of positive uses in food and non-food industries,
e.g., the production of catalase, glucose oxidase, lipase
and pectinesterase. These useful fungi may be modified
genetically to improve their efficiency and enzyme-
secreting capacity (84).

VI. DETECTION OF GMOs

A. LABELLING OF GMOS

There is a need for processors and traders to meet emerg-
ing mandatory GMO-labelling requirements in certain
countries, in particular the EU, but also in Switzerland,
Australia, New Zealand, Japan, etc. The tolerance levels
for labelling may differ among countries or still have to be
decided. EU legislation on labelling is summarised in the
following section.

Since 18 April 2004 two new regulations (1829/2003
and 1830/2003) (86, 87) concerning traceability and
labelling of GMOs entered into force in the EU. A har-
monised community system is set up to trace GMOs, the
labelling of GM feed is introduced, the current labelling
rules on GM food are reinforced and a streamlined autho-
risation procedure for GMOs in food and feed and their
deliberate release into the environment is established. Today,
labelling of GM food or feed is mandatory, even when the

specific DNA or protein of the GMO can no longer be
identified in the final product. Adventitious and techni-
cally unavoidable presence of GMO are not subject to
these labelling provisions as long as this presence is below
a 0.9% threshold of the food ingredient individually con-
sidered. For the presence of GM material that is not
approved in the EU but benefits from a favourable scien-
tific risk assessment by the Scientific Committees or the
European Food Safety Authority, a 0.5% threshold is
established. These laws also extend the labelling require-
ments in order to cover food and food ingredients produced
from GMOs under the level of detection, e.g., soya or maize
oil produced from GM-soya or GM-maize and biscuits
with maize oil produced from GM-maize.

It is obvious that the development and application of
reliable and quantitative analytical detection methods are of
utmost importance for the implementation of these labelling
rules. In general, detection methods for GMOs are based
on DNA or protein level. The first uses the polymerase
chain reaction (PCR), the latter is based on immunoassays.
Other detection strategies will be discussed briefly.

B. DETECTION BASED ON DNA

1. DNA Isolation

Provided that the laboratory sample is representative for
the field sample, batch or lot of the product and that is has
been adequately homogenised, even small aliquots of veg-
etal material are sufficient for DNA extraction, usually
between 100 mg (87) and 350 mg (88).

For the extraction of DNA from plant tissues and food
products, a vast range of methods is available. An overview
has been given by Anklam et al. (31). Currently, three dif-
ferent approaches to DNA isolation from plant material
and plant-derived products are favoured for GMO detec-
tion: the CTAB method, DNA binding silica columns
(various commercially available kits) (89) and a combina-
tion of these two. In general, DNA extraction from plant
material has to accomplish the following steps (31):

1. the breakage of cell walls is usually achieved by
grinding the tissue in dry ice or liquid nitrogen,

2. the disruption of cell membranes is achieved by
using a detergent (e.g., CTAB or SDS),

3. inactivation of endogenous nucleases is achieved
by the addition of detergents and/or EDTA,
which binds Mg2�, an obligatory co-factor of
many enzymes. Proteinase K may be added for
inactivation and degradation of the proteins, par-
ticularly in protocols using DNA binding silica
columns,

4. separation of inhibitory polysaccharides is pos-
sible due to the differential solubility of poly-
saccharides and DNA in the presence of
cetyltrimethylammonium bromide (CTAB),
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5. separation of hydrophobic cell constituents, e.g.
lipids and polyphenols is attained by extraction
with an organic solvent like chloroform,

6. finally, the separation from the detergent and
concentration of DNA is carried out by alcohol/
salt precipitation.

2. PCR — Principle

The polymerase chain reaction allows the millionfold
amplification of a target DNA fragment in a highly sensi-
tive and specific manner. DNA fragments with a length of
100 to 1000 base pairs are amplified with the aid of the
polymerase enzyme and two primers. Primers are oligonu-
cleotide sequences complementary to either one of the
two strands from the double stranded DNA target.

The kinetics of the PCR are determined by the tem-
perature profile used. Because of the high temperatures
required for the denaturation of DNA, the use of a ther-
mostable DNA polymerase is necessary. For this purpose,
a polymerase isolated from the thermophylic bacterium
Thermus aquaticus (Taq-polymerase) is used. The PCR
protocol exists of a 20 to 50 cycle program, each consist-
ing of the following steps (Figure 129.5):

– denaturation: the single stranded DNA mole-
cules are obtained by heating the DNA solution
to a temperature of 94–95°C, enough to break
the hydrogen bonds between the strands,

– annealing: by decreasing the temperature to
around 55°C, the primers bind to their comple-
mentary DNA sequence. Template DNA, primers
and DNA polymerase are included in the reaction
from the beginning of the PCR,

– extension: a polymerisation step is carried out 
at around 72°C under the action of the DNA
polymerase.

The primer extension products synthesised in one cycle
will serve as a template in the next. The repetitive series

of cycles results in the exponential accumulation of a spe-
cific fragment whose termini are defined by the primers.

After the PCR, the length of the amplification pro-
ducts has to be checked using the electrophoresis tech-
nique, although other separation methods such as high
performance liquid chromatography (HPLC) and capil-
lary electrophoresis (CE) have been used (90, 91). For the
separation of large DNA fragments agarose gels are used,
while polyacrylamid gels are more suitable for the sepa-
ration of small fragments. For GMO detection, gel elec-
trophoresis is preferred. Under an electric field, the
negatively charged DNA molecules will move through the
gel at different rates depending on their size, resulting in
a segregation of the different fragments of DNA. The
DNA is stained with a fluorescent molecule that binds to
DNA and is visualized under UV light.

3. PCR Strategies for GMO Screening and
Identification

Any PCR based detection strategy depends on a detailed
knowledge of the transgenic DNA sequences and the
molecular structure of the GMOs in order to select for the
appropriate oligonucleotide primers.

Before conducting a GMO specific or screening PCR
assay, the presence of amplifiable DNA in food samples must
be determined by using species specific primers. Several
(GM) food ingredients have been analyzed using PCR:
soy (92), wheat (93), canola, potatoes (94), rice, papaya
(40), alfalfa (39), maize, sugarbeet and tomatoes (95).

Nowadays, routine GMO is focused on the detection
of the Cauliflower Mosaic Virus (CaMV) 35S promotor
(P-35S) and the Agrobacterium tumefaciens nos terminator
(nos3�), which are present in many GMOs currently on the
market. However, additional target sequences are needed
in order to guarantee a complete identification procedure.
Moreover, these target sequences may occur as natural con-
taminants in the sample (from plant viruses and bacteria).
Therefore, specific sequences that are characteristic for
the individual transgenic organism should be targeted,
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such as the cross border regions between the integration
site and transformed genetic element of a specific GMO,
or specific sequence alterations due to truncated gene
insertions (i.e., cDNA, or altered codon usage) (96).

If there is any doubt about the fragment identity, the
amplified fragment can be checked more precisely using
specific endonucleases (restriction fragment analysis).
These enzymes cut only the expected DNA sequence into
two fragments of known size (97).

With Southern blotting, the sample DNA is isolated
and fixed onto nitrocellulose or nylon membranes and
probed with double stranded labelled nucleic acid probes
specific for the GMO. Hybridisation can be detected radio-
graphically, fluorometrically or chemiluminescently.

Recently, an alternative Southern blot technology has
been attempted with near infrared (NIR) fluorescent dyes
(emitting at �700 and 800 nm) coupled to a carbodiimide-
reactive group and attached directly to DNA in a 5 min
reaction. The signals for both dyes are detected simulta-
neously by two detectors of an infrared imager (98, 99).

Another strategy for GMO identification recently dis-
cussed makes use of amplified fragment length polymor-
phism (AFLP), a DNA fingerprinting method, which has
already been used successfully to discriminate between
and identify plant varieties, including processed agricul-
tural materials (100, 101).

Other methods to confirm PCR results are: hybridisa-
tion (96), direct sequencing of the PCR product (98, 102,
103), nested PCR (97, 104, 105), anchored PCR (106, 107)
and mass spectrometric detection of PCR products (108).

4. Quantitative Detection Methods Based
on DNA

Two kinds of PCR strategies are currently being used for
the quantification of GMOs in food: end-point PCR
(quantitative competitive PCR) and real-time PCR.

a. Quantitative competitive PCR (QC-PCR)
The principle of quantitative competitive PCR is the (co-)
amplification of internal DNA standards together with tar-
get DNA. A small difference between target and control
sequence (�40 bp) makes it possible to distinguish between
the two reaction products. Each sample is amplified with
increasing amounts of competitor, while keeping the 
sample volume/concentration constant. PCR products are
separated by an appropriate method, such as agarose gel
electrophoresis and subsequently quantified by photometric
methods. At the equivalence point, the starting concentra-
tion of internal standard and target are equal (i.e., the
regression coefficient is �0.99 and the slope of the regres-
sion line �1) (109). Although the presence of PCR
inhibitors will be noticed immediately because the ampli-
fication of both internal standard and target DNA will be
simultaneously affected, competition between the

amplification of internal standard DNA and target DNA
generally leads to loss of detection sensitivity. QC-PCR
has been developed for Roundup Ready soybean, Bt and
Maximizer maize, the P-35S promotor and nos3� termina-
tor (110–114).

b. Quantitative real-time PCR (RT-PCR)
The real-time PCR technique was originally developed in
1992 by Higuchi and co-workers, allowing to follow the
amplification of the target DNA sequence during the
whole reaction by indirect monitoring of the product for-
mation (115). Real-time detection strategies rely on the
continuous measurements of the increments in the fluo-
rescence generated during the PCR. Therefore, several for-
mats can be used: (1) the ds-DNA-binding dye SYBR Green
I, (2) hybridisation probes or fluorescence resonance energy
transfer (FRET) probes, (3) hydrolysis probes (TaqMan®

technology) and (4) molecular beacons (116). The number
of PCR cycles necessary to generate a signal statistically
significant above the noise is taken as a quantitative mea-
sure and is called the cycle threshold (Ct). As long as the
Ct value is measured at the stage of the PCR where the
efficiency is still constant, the Ct value is inversely pro-
portional to the log of the initial amount of target molecules.

More than 150 food products containing GM soy
(e.g., baby food, diet products, soy drinks, desserts, tofu
and tofu products, cereals, noodles, fats, oils and condi-
ments) have been analysed by TaqMan®, proving this
method to be sensitive (112, 117–120). Other research has
been done on GM maize (121).

c. PCR-ELISA
PCR-ELISA uses the strategy of real-time PCR and can
be quantitative when the PCR is stopped before a signifi-
cant decrease in amplification efficiency occurs (i.e.,
before the plateau phase is reached). Then ELISA can be
used to quantify the relatively low amounts of PCR pro-
ducts (122, 123).

C. DETECTION BASED ON RNA

The RNA based methods rely on the specific binding
between the RNA molecule and a synthetic RNA or DNA
molecule (primer). The primer must be complementary to
the nucleotide sequence at the start of the RNA molecule.
Usually binding between the RNA molecule and the
primer is followed by conversion of the RNA to a DNA
molecule through reverse transcription. Finally the DNA
can be multiplied with PCR or translated into as many as
100 copies of the original RNA molecule and the proce-
dure can be repeated by using each copy as a template
using nucleic acid sequence-based amplification (NASBA).
The specific primers needed for the procedure cannot be
developed without prior knowledge of the composition of
the RNA molecule to be detected (124).
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The first consideration when using reverse transcriptase
PCR for mRNA analysis is RNA isolation. The RNA should
be high quality and free from genomic DNA contamination.
However, since most reverse transcriptase PCR methods
amplify only a few hundred bases rather than the complete
mRNA sequence, the sample RNA can be slightly degraded.
The major problem for the use of reverse transcriptase PCR
for GMO analysis though is the chemical instability of the
RNA molecule and the ubiquitous presence of RNAses.

D. DETECTION BASED ON PROTEIN

GMOs are characterised by an altered genome which may
lead to the expression of new proteins. Therefore GM
foods might be identified by testing for the presence of the
introduced DNA or by detecting expressed novel proteins
encoded by the genetic material.

Immunoassay technologies with antibodies are ideal
for qualitative and quantitative detection of many types of
proteins in complex matrices when the target analyte is
known. Both monoclonal (highly specific) and polyclonal
(often more sensitive) antibodies can be used depending
on the amounts needed and the specificity of the detection
system (e.g., antibodies to whole protein or specific pep-
tide sequences), depending on the particular application,
time allotted for testing and cost (125). On the basis of
typical concentrations of transgenic material in plant tis-
sue (�10 µg per tissue), the detection limits of protein
immunoassays can predict the presence of modified pro-
teins in the range of 1% GMOs (126).

Both Western blot and enzyme-linked immunosorbant
assay (ELISA) techniques have been used for the analysis
of protein products of transgenic crops.

1. Western Blot

The Western blot is a highly specific method that provides
qualitative results for determining whether a sample con-
tains the target protein below or above a predetermined
threshold level (127), and is particularly useful for the analy-
sis of insoluble protein (128). Although developed for the
detection of modified soy (129, 130), this method is pre-
ferred for research purposes rather than for routine analysis.

2. ELISA

ELISA is the most common type of immunoassay.
Antibodies, raised against proteins derived from GMOs, are

coated on a microwell plate. For the detection of GMOs,
several approaches can be used. In a sandwich ELISA setup
(Figure 129.6), the protein extract is spread on the microw-
ell and a specific antigen–antibody binding takes place.
After removal of the excess of protein extract, a second
enzyme labelled antibody is added, which binds the target
antigen. Unbound enzyme labelled antibodies are removed
and an enzyme specific substrate is added, which results in
a colour reaction if all of the previous reactions have taken
place. The intensity of the signal is a measure for the
amount of GMO present in the tested sample.

One of the major drawbacks of immunochemical
assays is that their accuracy and precision can be adversely
affected in a complex matrix, such as those found in many
processed agricultural and food products. The possible
causes for interference from the matrix have been attrib-
uted to nonspecific interaction with the antibody by pro-
teins, surfactants (saponins) or phenolic compounds,
antibody denaturing by fatty acids and the presence of
endogenous phosphatases or enzyme inhibitors. Moreover,
detection and measurement may be rendered difficult by
low levels of expression of transgenic proteins, the degra-
dation associated with thermal treatments or pH changes,
a poor antibody affinity or the commercially available
source of antibodies and standards (31, 128, 131).

In summary, the main characteristics and peculiar dif-
ferences between the DNA based and protein based
tehniques for GMO detection are listed in Table 129.1.

Nonetheless, several immunoassay-based methods
have so far been developed, such as for the neomycin
phosphotransferase II (nptII), the EPSPS enzyme (Roundup
Ready soy), Bt insecticide Cry1Ab and PAT proteins 
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TABLE 129.1
Main Characteristics of DNA and Protein Based GMO
Tests (170)

DNA Protein
Characteristics (PCR) (ELISA/Lateral Flow)

Test sensitivity High Medium 
Contamination sensitivity High Low
Test complexity High Medium/low
Test speed Medium Medium/high
Universal markers Yes No
Test design flexibility Yes No
Markers availability Yes Low (antibodies)
Automation chance Yes Yes/no
Quantification chance Yes/no Yes/no
Complex matrices detection High Low



(132, 133, 130, 134). Several commercial immunoassay
methods are currently available for detection and quanti-
tation of biotech crops expressing Cry1Ab, Cry1Ac,
Cry3A, Cry2A, Cry9C, CP4 EPSPS and PAT proteins.

3. Lateral Flow Strip

A variation on ELISA uses strips instead of microtiter
wells. A typical strip consists of a reservoir, a result window
and a filter cover (Figure 129.7). The reservoir contains
(gold) coated antibodies against the target protein. Once
the strip has been put into the test solution and this solu-
tion reaches the reservoir, the labeled antibodies bind the
target proteins. When this complex reaches the area of the
second (immobilised) antibodies, a sandwich complex is
formed and a colour reaction is observed on the strip,
while antibodies are immobilised on the strip. As a posi-
tive control, a second band (control line) must be visu-
alised. The lateral flow strip gives results in 5 to 10 min, is
economical, consumer friendly and suitable as an initial
screening method early in the food chain (125).

4. Other Immunoassays

In addition to microplate ELISA and lateral flow devices,
other immunoassay formats are being developed, i.e.,
in combination with instrumental techniques. For example,
in addition to the hyphenated methods, such as immunoas-
say–mass spectrometry, considerable advances in relative
observation of antibody binding to target molecules using
biosensors have been reported. Furthermore, immunoas-
says can be performed with magnetic particles as the solid
support surface. The magnetic particles can be coated with
the capture antibody and the reaction carried out in a test

tube. The particles with bound reactants are separated from
unbound reactants in solution by a magnet. Advantages of
this format are superior kinetics because the particles are
free to move in reaction solution and increased precision
owing to uniformity of the particles (128).

E. OTHER DETECTION METHODS

1. Chromatography

Where the compositon of GMO ingredients, e.g. fatty acids
or triglycerides is (significantly) altered, conventional
chemical methods based on chromatography can be applied
for detection of differences in the chemical profile. This
has been demonstrated with oils derived from GM canola
for which high performance liquid chromatography
(HPLC) coupled with atmospheric pressure chemical ion-
isation mass spectrometry (APCI-MS) has been applied to
investigate the triglyceride patterns (135).

2. NIR Spectroscopy

Recently, NIR has been used in attempts to distinguish
Roundup Ready soy from conventional soybean (136). In
this study, spectral scans were taken from three spectro-
meters of whole grains. Results varied slightly, but were
promising in alle cases. However, the capability of NIR to
resolve small quantities of GMO varieties in non-GMO
products is assumed to be low, as is true for the chro-
matographic methods.

3. Microarray

With the microarray or DNA chip technology microscopic
arrays of single stranded DNA of the specific transgene of
interest are spotted on a solid support (probe DNA). DNA
isolated from the sample of interest (target DNA) is ampli-
fied using multiplex PCR. Addition of an exonuclease
transforms the double stranded PCR products into single
stranded DNA, which is able to hybridise with the spotted
ss-DNA. After incubation, fluorescent signals are observed
where a positive reaction occured. Analysis of the resulting
pattern of spots with a significant degree of hybridisation,
and therefore with a significant fluorescent signal, reveals
the presence and, depending on the spotted sequence, the
identity of GM varieties present in the sample (137).

The method allows fast and simultaneous analysis of
several thousand nucleic acids within the very small area
of the chip. Therefore, it is very cost saving while main-
taining high precision and reproducibility.

4. Nucleic Acid Lateral Flow Immunoassay
(Nalfia)

With the Nalfia technique, DNA is amplified through
PCR, using primer pairs with different labels. After PCR,
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several microliters of the PCR product is pipetted onto a
filter (strip), containing an enzyme which interacts with
one label of the amplified DNA (originating from one of
the introduced labelled primers). The sample then
migrates through a nitrocellulose membrane containing
another protein, which is able to bind the second labelled
primer. If the sample under investigation contains the tar-
get gene, the PCR products will contain both labelled
primers, which will be sandwiched by the two enzymes
from the strip and a colour signal is observed. For the
screening of GMOs a prototype of this test has been
developed for Roundup Ready soy (138).

VII. THE EFFECT OF FOOD PROCESSING
ON THE DETECTION OF GMOs
BY PCR

DNA is the preferred analyte for almost any kind of sam-
ple (raw materials, ingredients, processed foods) due to
the fact that DNA is a rather stable molecule and the most
common DNA based detection method, namely the poly-
merase chain reaction (PCR), is highly sensitive.

The efficiency of the PCR reactions depends on the
quality, quantity and purity of the extracted DNA. These
factors vary according to the material, the degree of 
processing of the sample and the DNA extraction method.
The DNA quality is determined by its fragment length 
and its degree of damage due to processing. The quantity 
of the DNA is determined by the food products itself,
the degree of processing and the extraction method
applied. The purity of the DNA usually depends on the
method of extraction. The detectability of the DNA frag-
ment is also dependent on the PCR approach (nested
PCR, real-time PCR, multiplex PCR) and the choice of
the primers.

For routine PCR diagnostics in processed foods, ampli-
con length should be situated below 300 basepairs (30).
Damage within the DNA fragments is believed to be
caused by the exposure to heat, enzymatic degradation by
nucleases, temperature, ionic strength, chemical agents
and pH values (139–141). The mechanism of DNA
destruction by heat is based on depurination or deamina-
tion. At temperatures above 100°C a significant strand scis-
sion and irreversible loss of secondary structure occurs
(142, 143). The influence of pH may be limited due to cell
wall structures protecting the DNA from cleavage.
Detectability of DNA template after prolonged incubation
at low pH suggests that after initial cell lysis and prelimi-
nary DNA destruction, the enzymes responsible for DNA
degradation (endogenous nucleases) are destroyed quicker
than DNA itself and its further breakdown is avoided
(143). In food the rates of these DNA degradation reac-
tions are strongly affected by matrix properties as well as
the processing and storage conditions.

Basically no difference between the stability of DNA
of a wild type and recombinant organism can be identified.
Modifications resulting from methylation or association
with DNA binding compounds (e.g., histones, polyamins)
might cause minor effects on DNA stability, but these fac-
tors apply to any DNA. These conclusions are supported
by studies of DNA stability in food such as dairy products,
maize polenta, fermented sausages, tofu from soybeans or
breads (144).

It is clear that the purity of DNA can be affected by
various contaminants in food matrices. These contami-
nants may originate from the material under examination,
e.g., polysaccharides, lipids polyphenols (97, 145, 146) or
chemicals used during the DNA extraction procedure,
such as CTAB (88, 147). Furthermore, nitrite salts used in
sausages (78) and dairy products (148) have been shown
to be potent inhibitors of the PCR. A long list of salts, car-
bohydrates and other compounds frequently used in buffer
solutions also decrease the performance of PCR (149,
150). The choice and optimisation of DNA extraction pro-
cedures, which eliminate potential inhibitory components
may thus be of crucial importance for the success of a
given PCR method (151).

Different succesfull DNA extractions have already
been published for several GM foodstuffs (30, 85, 88, 92,
97, 141, 146, 152–161).

Although the basic reactions contributing to DNA
degradation are already known and many methods have
been developed for the detection of DNA sequences of
GMOs in foods according to the current legislations, only
limited data are available about the release of DNA from
cells, as well as its presence and stability during process-
ing and storage of foods.

Bauer et al. (144) investigated the kinetics of degra-
dation of plasmid DNA by the process parameters acidic
pH and/or temperature using a tomato serum (pH 4.3 and
temperature of 65°C). The highest degradation was
found for the combined effect of acidic conditions and
heating.

Thermal treatment of corn meal at 100°C and potatoes
at 80°C contributed to degradation of DNA to fragments
smaller than 585 bp and 792 bp respectively (162). A sim-
ilarly effective thermal DNA degradation was also
described for dry corn grains by Chiter et al. (163) and for
corn gluten and flaked corn by Forbes et al. (164).
Specific attention has been paid to the degradation of
DNA during alkaline boiling (pH 11.0) of corn meal.
Alkaline-cooked corn, called nixtamal of corn masa, is an
instant product for the production of Mexican corn-based
foods such as tortillas, corn chips, taco shells and tamalas.
Kharazmi et al. (162) reported the failure of amplification
of fragments greater than 585 bp while Hupfer et al. (140)
still detected 1914 bp DNA fragments of corn after boil-
ing at pH 9.0 for 60 min. In a real-time quantitative PCR
approach, Quirasco et al. (165) were able to detect and
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quantify up to 0.1% StarLink corn, in spite of progressive
degradation of genomic DNA during processing.

In soybean flour, a rapid decrease in the maximal
detectable length of plant DNA under acidic conditions
(pH 4.75) was found, even at ambient temperature (144).
This is in agreement with the results found by Hupfer et al.
(140) which illustrated that DNA fragments of 1914 bp
were no longer detectable after boiling of Bt-176 maize
flour for 5 min at pH 2.0 to 3.0, whereas after boiling for
60 min at pH 8.5 to 9.5 the fragments remained detectable.
It was shown for the production of feed that DNA was
degraded during ensilaging of Bt-176 maize (pH 3.9–4.1)
and fragments of 1,914 bp were no longer detectable after
106 days.

For production of soy milk and tofu, DNA degradation
during heat treatment does not significantly contribute to
the DNA degradation, the mechanical step of grinding of
soaked soybeans is a more crucial DNA degrading step
(162). A similar extent of degradation was also observed
by Hupfer et al. (140) during chopping of whole corn
plants. It can be assumed that during grinding or chopping
DNA is released and becomes sensitive to the attack of
nucleases. Such nucleolytic activities were shown to occur
in food matrices, e.g., in bread dough (166) or sugar beet
raw juice (167) and it was observed that their action depends
on the processing temperature. Klein et al. (167) showed
that DNA is completely removed during the production of
sugar and the overall efficacy of DNA elimination was
calculated to 1014.

In addition, the degradation of the plant DNA during
production of bread was monitored indicating that tem-
perature and pH are the major effective factors (141, 166).

Still, for some refined and highly processed food prod-
ucts, the detection of DNA remains difficult, resulting 
in the impossibility to perform a GMO analysis. This 
category of products contains among others: starch, sugar
cane, caramel, dextrose, sorbitol (155, 158), bread with
soy sauce (158), refined soybean oil (159, 168), refined
corn oil (158), tomato concentrate, tomato puree and
tomato ketchup (158), cocoa drinks containing lecithin
(97). For these food products, GMO analysis is impossi-
ble, or a higher sample volume should be required (160,
161, 169).
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I. INTRODUCTION

Food packaging is constantly changing to meet new chal-
lenges in the market and new needs of the consumer. New
technologies continue to emerge with innovations in new
packaging materials and packaging techniques that offer
new possibilities for manufacturing, packaging, and mar-
keting a wide variety of foods. Today’s food package pro-
vides not only basic functions (contains and protects) but
also offers convenience, facilitates product use, and com-
municates with intended buyers of the product. The pack-
age label informs the consumer of nutrition facts, sells the
product through colorful graphics, and addresses environ-
mental concerns such as source-reduction and recycling.

Among the innovations and recent developments, major
efforts have focused on new barrier materials and technolo-
gies for flexible and rigid food containers. Better barrier
technology is desirable to enhance quality and safety of
food as well as to extend its shelf life. Barrier packaging
technology is the main focus in this chapter.

II. EVOLUTION OF PACKAGING

Packaging roles have continuously evolved with social
and community development (1). Initially bulk packaging
was used to deliver goods to retailers where it was
received and bagged for merchants. As food processing
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technology advanced individual container for consumer
products such as canned foods were widely used. By the
middle of the 20th century, most consumer goods were
individually packed and branded. The small community
store that originally sold products manufactured locally
evolved into a modern supermarket equipped with refrig-
eration and accommodated more products. As the number
of products increased to hundreds or thousands, the store-
keeper could not aid and influence the consumer’s pur-
chase. The consumer was left face-to-face with the
package. The package had to sell the product as well as to
inform the purchaser, calling for the package’s motiva-
tional and informational roles. To attract the purchaser,
package design and graphics needed to be attractive, thus
creating a new profession, package design, as well as
prompting an evolution in printing and decorating arts.

The post WW II baby boom affected population struc-
ture and trends, and subsequently food product and pack-
age design. The 1950s marked the emergence of fast food
outlets that created a demand for new kinds of packaging,
including disposable single-serve packaging and bulk
packaging for ready-to-cook food portions. Fast food out-
lets boomed along with a growing trend toward eating out.
This led to formation of the hotel, restaurant, and institu-
tional sector (HRI). The 1960s marked the growth of con-
venience and prepared food packages, as thermoplastics
became available as packaging materials. As use of these
plastics increased, the consumer’s concern toward envi-
ronmental problems increased. The 1970s and early 1980s
brought changes such as labeling laws, ozone-depleting
chlorofluorocarbons (CFCs), standards for the acceptance
of new packaging materials, and microwave ovens and
microwaveable packaging. Changing demographics of the
1990s were reflected in changes to product packaging.
The nutrition labeling law required the package label to
include nutrition facts. The aging population became
heath conscious and desired food and food products that
promote health and living wellness. Families became
smaller and the single-person household became com-
mon. Married couples have professional careers and
higher income levels, calling for “convenient” food prod-
ucts. The food package is required to be environmentally
friendly, tamper-proof, and convey detailed information
on the nutritional values and ingredients of the food prod-
uct. Currently, there is a proposed country-of-origin label-
ing law. Once the law is passed, it will be effective in
September 2004 (2) and will apply to packaging of meat,
seafood and produce, both fresh and frozen. Food pack-
ages will continue to evolve in the 21st century.

III. FOOD PACKAGING

Food packaging is the process of wrapping food with a
suitable package. The package may be made of one or
more materials that provide proper functionalities and

properties for holding and protecting the food from the
point of production to the consumer, while the quality and
safety of the food are maintained. Holding and protecting
the food are two major functions for packaging of food.
Food is generally sensitive and susceptible to environmental
abuse, and deteriorates by chemical, biochemical, and/or
microbiological changes that are usually accelerated by
environmental factors such as oxygen, water, light, and tem-
perature. With a suitable package, these changes can be
prevented or delayed. A suitable package can also prevent
contamination by foodborne pathogens, which render the
food hazardous and unwholesome for consumption. Food
packaging provides wholesome, high-quality, and nutritious
food products.

Packaging technology is dynamic as a result of the new
challenges and new technologies developed to accommo-
date new needs in the changing society. Discovery of new
packaging materials, new processes, and new techniques
have shaped the way we package, deliver, and consume
products. The thermoplastics developed in the 1950s have
revolutionized the packaging industry. Although many
foods are still packaged in traditional glass bottles and tin
cans, newer plastic, multilayer, and composite packaging
materials are creating opportunities for improved product
convenience, presentation, quality, and safety, as well as
innovative food product development.

An ideal food package is designed to meet many
requirements of the food itself, the processing or preserva-
tion methods, distributor and retailer needs, and consumer
expectations and acceptance. Modern packaging is driven
toward more intensive marketing and globalization. Pack-
aging plays a significant role in motivating purchase. Among
competing products that are similar in performance and
quality, their packages are different. Package design is then
critical in competition, and a new package often helps cre-
ate uniqueness for its brand.

An increase in market globalization requires a product
with an extended shelf life. Better barrier packaging mate-
rials and techniques are needed to achieve a desirable shelf
life for export. There are two factors influencing the devel-
opment of food packaging with increased barrier proper-
ties. First are the regulatory initiatives that are intended to
limit waste generation. Source reduction via downgauging
of flexible packaging is one way of reducing plastics’ con-
tent in solid waste. Second is the improved food preserva-
tion that barrier flexible packaging can offer in preventing
food losses and spoilage during storage.

IV. RECENT DEVELOPMENTS OF BARRIER
PACKAGING SYSTEMS

A barrier can be defined in many ways depending on the
desired level of protection from physical damage and
chemical and biological changes that affect food quality
and safety. Since most food packages are plastics, a barrier



is conceived to be for control of permeation of gases and
vapor through the package. Barrier technology has been
designed and developed for both flexible and rigid food
containers. A desired barrier level can be achieved by
using one or more barrier materials for food packages, or
by incorporating this barrier material using multi-layer
structure, lamination, or coating techniques. Years of
research and development have resulted in new barrier
technologies for various foods and food products.

V. BARRIER MATERIALS

Although polyethylene terephthalate (PET), high-density
polyethylene (HDPE), low-density polyethylene (LDPE),
polypropylene, (PP), polyvinyl chloride (PVC), and poly-
styrene (PS) are widely used plastics for food packaging,
they provide inadequate barrier properties. Newer barrier
materials were desirable. Several barrier materials of cur-
rent industry interest include polyvinylidene chloride
(PVDC), ethylene vinyl alcohol copolymer (EVOH),
nylon (PA), modified nylon (MXD6, Selar PA), liquid
crystal polymer (LCP), polyethylene naphthalate (PEN),
adhesive barrier materials, nanocomposites, and oxygen
scavengers. These materials are high priced, so they are
used in as small amounts as possible to give the desired
barrier properties. Barrier material can be incorporated
into a lower cost material by using lamination for a multi-
layer structure or coating onto a monolayer material.

PVDC is a favored choice for an improved barrier of
a food package. It was usually used in multi-layer films
and containers before the arrival of EVOH in the 1970s.
PVDC and EVOH could be used in co-extrusion of 5-, 7-,
and 9- layer cast barrier sheet structures for shelf-stable
and retortable food packaging. The basic 7-layer barrier
structure is typically a symmetrical arrangement of poly-
olefin/ regrind/tie layer/EVOH, PVDC, or PA/regrind/tie
layer/ polyolefin. EVOH was used for a ketchup bottle
that was developed in 1984, and the first multi-layer pack-
aging for retortable packages and microwaveable soup
bowls was commercialized in 1987.

Food packaged in shelf-stable, retortable containers is
at least one-third more expensive than similar products in
metal cans, mostly due to the price of packaging. Despite
high packaging prices, the market for the multi-layer cast
barrier sheet for shelf-stable and retortable packaging has
continued to grow. The growth is especially high for spe-
cialty foods, where the package cost is outweighed by the
features and benefits that the products provide and the
need they meet (3). For example, single-service contain-
ers of applesauce offer healthier alternatives to most snack
foods consumed at school or work, and microwaveable
baby foods offer nutrition and convenience in pre-meas-
ured, hot meals. Emerging end uses for the multi-layer
barrier containers include aseptic packaging for low acid
food with particulates, and modified atmosphere packaging

(MAP). MAP of meats is going into supermarket chains.
Typical MAP is a foamed PS/ tie layer/EVOH/PE or EVA
structure with one regrind layer. Shipping meat from fab-
ricating plants in MAP containers could eliminate the
need for butcher shops in supermarkets. The expense of
packaging, labor, and freight of MAP could be a slightly
lower-cost alternative to the in-store butchers.

In the early 1990s, flexible barrier packaging shifted
from metalized films, laminates, and rigid containers to films
incorporating barrier resins, especially EVOH, along with
films produced by new coating techniques that deposit
oxides of silicon or metal to obtain clarity (4). EVOH use
has grown rapidly as a substitute for PVDC coated films
and metalized films that are considered less recyclable.
Since its introduction, EVOH grades have been developed
to overcome delamination problems when used in multi-
layer structures. Eval Co. of America (Evalca) developed a
third-generation delamination-resistant EVOH barrier
resin, Eval grade XEP-567, which has better adhesion to
PET without a tie layer than the previous grades, MDX6, and
other nylons. The XEP-567 grade offers about 50% lower
O2 permeability and about 40% lower CO2 permeation than
Eval XEP-562, a second generation delamination-resistant
resin introduced in 1999 (5), and offers carbonated soft
drinks a shelf life of 16 weeks.

MXD6 is a modified nylon developed by Mitsubishi
Gas Chemical in 1986. Selar PA is modified nylon devel-
oped by DuPont. Both are often used in multi-layer struc-
ture food packages. MXD6 nylon can provide ca. 19–20
times greater barrier capacity than PET. Since it has sim-
ilar processing temperature to PET, it can be blended with
PET but has a drawback of high haze (6). MXD6 and liq-
uid crystal polymer (LCP) blend is then preferred for use
in multi-layer PET bottles.

Liquid crystal polymer (LCP) is a barrier material
superior to PVDC and EVOH. It functions at one-fifth the
thickness of EVOH, resulting in overall material saving
(7). Superex Polymers Inc. developed counter-rotating die
technology for biaxially oriented and extruded LCP (8).
Packaging applications of LCP include beer bottles and
blown films. It has more than 200 times greater O2 barrier
than PET and is not moisture sensitive. A monolayer PET
bottle is unsuitable for beer because it is neither an effi-
cient oxygen nor flavor barrier, so product shelf life and
taste stability are problems. A thin layer of LCP on the
PET eliminates both problems. Since LCP has a high
price, its use in packaging is minimal and depends on
desired product shelf life. A three-layer structure (PET/tie
layer/LCP) less than 0.5 mm thick and containing LCP
less than 5% of the bottle weight could provide beer with
a one-year shelf life. Less LCP could be used if a 6-month
shelf life is acceptable, and thus reduce bottle cost.
Biaxially oriented LCP film could be laminated or
coextruded to produce a lower cost material for barrier
packaging.
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PEN, a new polyester that has been blended with 
PET, improves the CO2 and O2 barrier properties of the
monolayer PET bottle used for beer. As PEN has a glass
transition temperature (Tg) of 122°C, far higher than for
PET, PEN blends allow the monolayer to sustain pasteur-
ization temperatures for beer. However, the high price of
PEN and PET/PEN blends is a major obstacle preventing
its widespread use for single-use containers such as beer
bottles. Nevertheless, PEN is cost-competitive with refill-
able glass bottles and less costly than one-way PET bottles
when PEN bottles are refilled at least three to five times (9).
Monolayer PEN bottles are used for marketing of multi-trip
refillable beer and water bottles in countries where refill-
able bottles are accepted, i.e., European countries, Latin
America, South Africa, and China.

Blox is the trade name of a new series of clear, tough,
highly adhesive barrier polymers from Dow Plastics. They
are poly-amino ethers made by polymerizing liquid epoxy
resins with an amine to create solid, low melting thermo-
plastics (10). Blox resins can be extruded into films, injec-
tion molded, or blow molded. One series of Blox resins
can be co-extruded as a barrier layer of multi-layer bottles
for juices, beer, or carbonated soft drinks. Their O2 and
CO2 barriers are about ten-fold higher than that of PEN
and in the range of EVOH or MXD6 nylon, depending on
humidity level. The clarity and toughness of Blox materi-
als are higher than those of EVOH and MXD6. Blox
resins have better adhesion to PET, permitting design of
more complex bottle shapes without the risk of delamina-
tion, and no tie layer is required.

Nanocomposites are materials where nanometer parti-
cles are dispersed in a polymeric matrix, which can be sin-
gle or multiple phase. A nanoscale particle is a particle with
at least one dimension in the nanometer range. Natural and
synthetic clays are mainly used as nanoparticles in plastic
composites (11). However, mixing plastics and clays is not
a simple process because the materials are immiscible and
tend to form a very light packing of individual clay layers.
As a result, clays must be treated with an organic intercalant
to improve interactions between clay platelets as well as 
dispersion of organoclays. An intercalant is an oligomer or
polymer that is sorbed between platelets of the layered
material and complexes with the platelet surface to form an
intercalate. The original concept for these plastic composites
began with the invention of polyamide-clay composites by
the Toyota Research Corporation in 1985; these were used
to make under the hood heat resistant automotive parts that
were lighter than metal. The technology has advanced and
can be applied to various plastics including thermoplastic
olefin (TPO), thermoplastic elastomer (TPE), PP, PET, and
nylon. The nanocomposites offer improved mechanical,
electrical, gas, and liquid barrier properties. Nanocomposite
technology has been migrating from automotive parts to
other applications including rigid and flexible packaging.
Nanocomposite plastics are usually enhanced by fillers

derived from the industrial clay called bentonite (12). The
fillers form flat platelets that disperse into a matrix of layers,
which force gases to follow a tortuous path through the
polymer. By increasing the path of diffusion of gases and
other molecules, the clay platelets slow gas transmission and
increase the barrier properties of the plastics.

Nylon is a preferred nanocomposite additive for mak-
ing a barrier layer in multilayer PET containers, which are
increasingly used to package oxygen sensitive foods and
beverages. Nylon has better inherent adhesion than EVOH
(an alternative barrier resin), thus sealants are not needed
between the nylon and PET layers. With nanoclay additives,
the barrier properties of nylon can be doubled or tripled,
making it an alternative barrier material to the superior bar-
rier EVOH resins. However, getting nanoparticles to dis-
perse properly to make the tortuous path principle work is
not easy. The most promising way is to introduce the clay
additive during polymerization, such as with the Aegis’s
nanocomposite nylon. Eastman Chemical Co., in cooper-
ation with nanoclay producer Nanocor, has developed a
nylon composite barrier material, Imperm (5). Imperm was
designed for use in multi-layer bottles, providing 50–100
times greater O2 barrier than PET, compared to 10–20 times
barrier improvement of MXD6 nylon over PET. A 20-g
three-layer PET/Imperm/PET bottle with 4% Imperm in the
bottle wall has a 3–5 times greater O2 barrier than PET
and less than 8% haze. A bottle with 10% Imperm has a
6–11 times greater O2 barrier and less than 10% haze.

Several oxygen scavenger systems have been devel-
oped using either oxidizable metal such as iron, various
oxidation promoters, and fillers or metal free absorbent
systems such as mixtures of organic compounds including
quinines, glycol, and phenolics (13). In the early 1990s,
Toyo Seikan introduced a non-conventional technology,
Oxyguard (iron salt-based), for incorporating a high oxygen
barrier into blow molded food containers and other rigid
packaging (14). Oxyguard is an alternative to the EVOH
or PVDC coextrusion of a multi-layer structure, where bar-
rier properties decrease under elevated relative humidity
and temperature such as during retorting, and they cannot
remove oxygen in the headspace of the bottle between the
contents and closure. In contrast, Oxyguard’s barrier is
claimed to be capable of trapping and holding oxygen com-
ing from the headspace instead of simply blocking it.

Amosorb oxygen scavengers developed by Amoco are
available in pellet concentrates of PP, PE, PET, and elas-
tomer resins. The oxygen scavenger resins are designed
for either retort and hot-fill food applications or non-retort
and refrigerated food and beverage packaging, and can be
employed in a wide range of packaging structures includ-
ing rigid containers, films, and closure liners. They are
claimed to be heat stable to 320°C and activated by mois-
ture. Amosorb 3000 copolyester was developed for beer,
tomato products, fruit juices, and teas. It is an iron-based
system that bonds permanently with oxygen that permeates
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the package wall, is present in the internal headspace, or
is dissolved in the packaged contents. It is transparent and
compatible with other polyesters. A multi-layer package
containing one or more core layers of Amosorb 3000 is
claimed to offer better protection than glass or metal for
even the most oxygen-sensitive products.

Hybrid BA-030 copolyester from Mitsui Chemicals
was developed for use in beer bottles as part of a 5-layer
structure (PET outer layer/BA-030/O2 scavenger/UV 
barrier/PET inner layer). The grade is claimed to reduce
acetaldehyde levels to as low as 3 ppm, and match or exceed
PEN properties when combined with PET (15).

AmberGuard polymer from Eastman Chemical was
developed for UV light protection. It can be used in a multi-
layer container with Eastman’s Imperm nanocomposite
polymer to provide UV protection and O2 and CO2 barriers.

Oxygen absorbing organic ingredients can be copoly-
merized with monomers of existing packaging polymers
to create inherently absorbent structures. Carnaud Metal
Box and Crown Cork & Seal developed Oxbar, which is a
non-iron-based system that uses nylon and a cobalt salt
formulation incorporated into a polyester base, as a chem-
ical trap (14). It is used in three-layer PET bottles for short
term applications e.g., single-serve fruit juice and beer as
well as wide mouth containers for tomato-based sauces
and condiments (16).

Southcorp technology developed ZERO2, which is a
non-metallic oxygen scavenger system that is activated by
UV light after it is incorporated into packaging structures
of materials such as PE, PP, PET, and ethylene vinyl
acetate (EVA) (13). It is used in conjunction with vacuum
packing and barrier films.

VI. BARRIER PET CONTAINERS

Polyethylene terephthalate (PET) is one of the most widely
used polymers. It was the first polymer to successfully
recycle, generating reclaimed materials for a wide range of
non-food and food applications. The recyclability of PET
material is a factor promoting its use beyond the carbonated
soft drink market to include other foods and beverages. It is
replacing glass bottles and some bottles made from other
plastics such as HDPE, PP, and PS. PET’s success is a
result of its better barrier and clarity than the plastics being
replaced, as well as technological development of the
processes used to convert PET into flexible and rigid pack-
ages at high outputs, which is crucial for the minimization
of packaging costs. Use of PET resins continues to rise
because of new applications, as well as the innovation of
barrier technologies that help enhance the barrier properties
of PET, and thus making it suitable for other demanding
applications including use with oxygen sensitive foods.
PET is now a commodity polymer competing directly with
polyolefins and styrenics in the markets for food and bev-
erage packaging, as well as for other products.

Monolayer PET packages are generally suitable for
many food applications but are not suitable for beverages
and food products that require better protection or gas bar-
riers. The ideal approach to improve the gas barrier of PET
is to design a monolayer PET structure that will provide
package design freedom. This approach requires blending
a barrier resin, oxygen scavenger, or both with the PET.
The monolayer solutions are less practical mainly because
suitable materials are high-priced. However, this approach
has been the subject of a recent development by Interbrew
in cooperation with M&G Group. Interbrew has launched
a single-layer PET barrier bottle, Pivopack, for a Russian
beer, Klinskoye brand. Pivopack is claimed to be the first
monolayer, barrier-enhanced PET bottle, which uses
M&G’s new Acti TUF, a PET resin made by a proprietary
oxygen-scavenging technology that is triggered to react
with oxygen only when a container is filled with beverage
(17). The monolayer PET provides the advantages of
allowing the preforms to be manufactured on standard
machines. The pricing of these resins is in a range of
Eur330–650/ton above that of standard PET (18).

Two other approaches for improving gas barriers are
multi-layer structures and surface coatings. Advancements
in multi-layer and surface coating technologies are making
PET bottles cost competitive with glass bottles and metal
cans for beer, carbonated soft drinks (CSDs), oxygen sen-
sitive juices and hot-filled foods. PET bottles for beer were
developed in 1999 with at least nine plastic beer bottle pro-
grams underway (19). Bottling beer in plastic is difficult
due to beer’s extreme sensitivity to light and oxygen. Con-
verting beer bottling from glass to PET requires a barrier
against carbon dioxide egress and oxygen ingress, while
retaining clarity and strength. Beer in bottles requires 120
days of shelf life with less than 15% loss of CO2 and no
more than 1 ppm gain of O2 (20). A major obstacle is a unit
cost that is much higher for barrier PET bottles compared
to glass. Shifting to barrier PET bottles requires breweries
and blow molders to invest heavily in new development. It
is not feasible for brewers to drop PET beer bottles into
glass bottle lines capable of a high-speed production at a
rate of tens of thousand bottles per hour. Another obstacle
is that the PET beer bottles fail when they are exposed to
thermal stress and pressure at temperatures beyond 62°C,
typically used for tunnel pasteurization by 80% of the
world’s beer filling operations. One solution is heat setting
the PET to increase the crystallinity of the material during
blow molding. The process produces heavier preforms and
slows the process, but the resultant bottle has a thicker wall
that can withstand pasteurization at 65°C. Besides a higher
cost than glass and cans, one large hurdle to the growth of
PET for beer is consumers’ perception that beer tastes bet-
ter in glass (21). As PET beer bottles with multi-layers
may disrupt the existing monolayer PET bottle recycling
stream because of the layers of nylon and PET, the amber
color, aluminum cap, and metalized label, some plastic
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beer bottle programs have been discontinued. Although
recyclability is technically not a problem because studies
demonstrated the multi-layer PET beer bottles could be
recycled and reused, most recyclers still cannot economi-
cally separate the materials (22). Due to these complexities,
use of both multi-layer and coated PET beer bottles is cur-
rently restricted to low-volume breweries, and to concerts
and sporting events where there are public safety issues.
The barrier PET beer bottles are not as successful as antic-
ipated, but blow molders remain confident that the PET
beer bottle will re-emerge in the future. Blow molders are
shifting their efforts toward designing barrier PET bottles
for less demanding applications in juices, carbonated soft
drinks, and hot-filled products.

VII. MULTI-LAYER STRUCTURES

Multi-layer food packaging structures have been used 
for many decades. Ethylene vinyl alcohol (EVOH) 
co-extruded with polypropylene (PP) was commonly used
in the 1970s. As demand for bottle transparency increased,
co-injection blow molding of polyester (PET) with EVOH
was developed during the 1990s. However, clarity improve-
ment of multi-layer PP containers is still emerging.
Pechiney Plastic Packaging, Inc. (PPPI) has developed a
family of PP barrier containers that are claimed to be as
clear as multi-layer PET bottles, and to be a cost-effective
alternative to multi-layer PET bottles. The three-layer
(PP/EVOH/PP) barrier containers are made using modi-
fied reheat stretch-blow mold machines (23). Today, PET
and PP are competing to determine which of these two
base polymers, with other barriers, will dominate the bar-
rier plastic bottle market (24).

Multi-layer structures are far more prevalent than coat-
ings and account for about 70% of barrier PET bottles
(25). The technology has succeeded for a decade in the
PET ketchup bottle. It is claimed that the multi-layer PET
food bottle is the optimal solution in barrier performance,
functionality, and cost. Higher productivity currently favors
multi-layer preform co-injection systems over coatings.
Multi-layer containers can be engineered to survive pasteur-
ization successfully by new bottle design features, process-
ing techniques, and materials modifications.

In a multi-layer structure, a core layer or layers contain-
ing higher priced barrier materials are sandwiched by PET
structural layers. There are several five-layer PET bottles
designed for beverages. A five-layer PET bottle is used for
Reallife® line of new-age beverages, non-carbonated flavors.
The bottle incorporates virgin PET, EVOH for barrier prop-
erties, and post-consumer recycled (PCR) resin within 
the five-layer structure (virgin PET/EVOH/PCR-PET/
EVOH/virgin PET); no adhesives or tie layers are used.
Two thin layers of EVOH provide the necessary barrier (26).
Instead of EVOH, MXD6 is used in a five-layer structure
(virgin PET/MXD6/virgin or PCR-PET/MXD6/virgin

PET) for Coca-Cola bottles (27). Continental PET
Technologies supplies a five-layer structure (PET/O2

scanvenger/PET/O2 scavenger/PET) single-serve PET bottle
for Miller beer (28). Krones has developed a five-layer struc-
ture (PET/nylon 6/PET/nylon 6/PET) PET beer bottle for a
Swiss brewery, while Bass developed a multi-layer (PET/
EVOH/PET) PET bottle for Carlsberg Black Label beer.

A. SEALICA

Tetra Pak’s patented two-stage process, Sealica, was devel-
oped for molding a multi-layer PET preform using a new
thermoplastic epoxy barrier resin called Blox from Dow
Plastics (20). Blox is a resin made by the reaction of resor-
cinol diglycidyl ether (RDGE), a resorcinol derivative used
extensively in high performance composites, with mono-
ethanolamine to yield extreme barrier performance (29).
The preforms are injection molded using less PET, only
60–70% as thick as normal, and subsequently they are over-
molded using a thermoplastic barrier material that fills the
remaining 30–40% of the preform cavity. The other half
of the mold and its cavities are then injected with PET to
complete the molding process. The thickness of the barrier
can be adjusted to suit the application.

The multi-layer approach is using promising new bar-
rier materials such as nylon-based nanocomposites and
passive-active barrier systems. The latter are dual use of a
passive barrier material and an active oxygen scavenger
that blocks oxygen entry and absorbs this gas from head-
space and content.

B. NYLON-BASED NANOCOMPOSITES

Nanocor in alliance with Mitsubishi Gas Chemical has
melt-compounded its own nanoclay additives with MXD6
nylon for making nanocomposite (M9) for use in barrier
PET bottles and films. M9 nanocomposite is claimed to
improve the CO2 and O2 barrier of standard MXD6 by
50% and 75%, respectively, while retaining high clarity and
delamination resistance equal to standard MXD6 (25). A
three-layer (PET/M9/PET) structure extends the shelf life
of beer to 110 days in the US and 180 days in Europe. The
structure uses a thinner M9 layer than if plain MDX6 were
used; this provides a cost saving for a processor even though
M9 costs more than MXD6.

Honeywell developed several nylon 6-based nanocom-
posites, Aegis products, to cover the full spectrum of high
barrier food bottles and film applications. Aegis products
are reactor-made or melt-compounded blends of nylon 
6 with low levels (2%) of nanoclay platelets (25). The
platelets act as a tortuous path barrier to CO2 and O2 gases.
To improve the O2 barrier to the level of glass, Honeywell
uses a proprietary oxygen scavenger that involves a poly-
diene entity dispersed in the nylon 6 without impairing the
matrix properties. Aegis OX is a nanocomposite grade that
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contains the O2 scavenger, offering sufficient passive and
active CO2 and O2 barriers to protect beer. Aegis CSD 
and HFX are grades optimized for carbonated soft drinks
and hot-filled foods, respectively. Aegis CSD extends the
shelf life of carbonated soft drinks in 0.5 L containers
from 9 to 14–16 weeks. Aegis HFX is a passive-active 
system that provides a greater O2 resistance for foods.
Both grades also have improved delamination resistance.

C. PASSIVE-ACTIVE BARRIER SYSTEMS

Use of an oxygen scavenger in multilayer packaging is
emerging.

1. SurShield Barrier

Owen Illinois has developed a patented process, SurShot,
for co-injection molding a patented five-layer plastic bot-
tle for beer (30). The outer, middle, and inner layers of the
bottles are made of virgin PET. Sandwiched between them
are two layers of proprietary passive-active barrier mate-
rial, SurShield. This barrier system includes MXD6 nylon
and an oxygen scavenger in two super-thin layers sand-
wiched between outer PET layers and a core layer incor-
porating up to 35% recyclate (25). This structure is claimed
to improve the CO2 barrier up by 40%. The bottles are
designed for food applications from ketchup to beer.

2. Oxbar Barrier

Developed by Constar International, this uses a three-
layer structure with a barrier layer of MDX6 nylon and O2

scavenger (25). This passive-active barrier system is aimed
at juices, flavored alcoholic beverages, hot-filled foods,
and beer. The Constar bottles are claimed to survive tun-
nel pasteurization by using extended necks that expand to
relieve pressure and base designs that retain shape and
strength.

VIII. SURFACE COATING TECHNOLOGIES

Coating basic plastic structures is not new, but the materi-
als and application methods used to achieve desired proper-
ties are. Plastic bottle coating technology is evolving. PVDC
coating of polyester bottles exists commercially but its
use has been slow because there are too many economic
issues and environmental concerns, especially in Europe.

A surface coating can be applied to a PET bottle to
improve gas barriers. The coating technologies apply a
super thin barrier to one surface of a monolayer PET bot-
tle. Coating systems use monolayer PET bottles for their
economies, but require costly equipment for integration into
complex, high speed filling-capping-labeling lines. Coatings
are less prevalent than multi-layer structures because they
offer an intermediate barrier and cannot give the barrier of
a multi-layer (31). However, coated bottles have advantages.

They are less expensive on a per bottle basis than the multi-
layer ones. Coatings can be applied by end users. Coated
bottles that use only one resin are considered far easier 
to recycle than multi-layers ones. They are less likely to
delaminate during handling, avoiding problems in material
handling in retail venues like vending machines. Several
barrier-coating technologies are available and differ by the
type of coating materials, coating placement (interior or
exterior), and application method.

Methods for increasing barrier properties in packaging
while reducing material use by applying a microscopic
layer of silicon on film emerged in the 1990s (32). These
methods were achieved by coating or by vacuum or plasma
deposition on a substrate, and then sandwiching the silicon
for protection in a laminated structure. The silicon layer
acts almost as a glass-like barrier. Lawson Mardon
Packaging Inc. claimed that silicon monoxide (SiOx)-
coated ceramic films yield substantial reductions in oxygen
and water vapor permeation. Because the silicon coating is
so thin (400–1000 angstroms), recyclability of the films is
not an issue. When used in appropriate laminates, the SiOx

barrier maintains a high degree of flex-crack resistance.
Silicon coatings can be applied on PET films for retortable
and nonretortable laminates, and on other plastics including
PP, PS, and polyamide (PA). Applications for films include
pouches for dry foods, and liquid and high-moisture con-
tent foods. Another process pioneered by AIRCO and PC
Materials, Inc. uses a low temperature (40–50°C) plasma-
deposition process that applies silica under a low or soft
vacuum (750 milli-torr range). The system is a batch,
air-vacuum-air process that produces a coating less than 40
nanometers thick. The low-vacuum nature of the process
puts less thermal stress on substrates and reduces wear on
the coating chamber. Another silicon-oxide QLF (quartz-
like-film) barrier coating for films of PET, oriented PP,
LDPE, or biaxially oriented nylon was developed by BOC
Coating Technology (33). QLF coatings are applied in a
low temperature, plasma-enhanced chemical vapor deposi-
tion (PECVD) process. The clear, colorless silica coatings
are only 20–40 nanometers; it is claimed that they improve
the O2 barrier by 120-fold and the moisture barrier by 45
fold of 12.5 micron PET films. These developments have
led to the current technology called plasma-enhanced
chemical vapor deposition (PECVD). PECVD is most
commonly employed to apply silicon oxide barrier coatings
on films, sheets, and bottles. The process applies a micro-
scopically thin (40–60 nanometers thick) layer of silicon
oxide on plastic surfaces. Under a low vacuum, a silicon
containing chemical such as silane, i.e., hexamethyl dis-
iloxane (HMDSO), is exposed to microwave or radiofre-
quency energy to convert it to a plasma (34). The silicon
oxide bonds to the plastic and creates a coating that blocks
the permeation of gases, water vapor and flavor. Plasma
coating may be applied using carbon or silicon oxide on
interior or exterior surfaces of packaging.
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A. INTERIOR COATING OF PET BOTTLES

1. Actis (Amorphous Carbon Treatment on 
Internal Surface)

Sidel developed the Actis cold plasma technology that was
originally aimed for beer containers. The process uses
acetylene gas as a source of carbon coating. The gas is
excited by a microwave-assisted process into plasma,
which deposits a layer of hydrogenated amorphous carbon
about 100 nanometers thick on the bottle’s interior. Actis is
claimed to improve the CO2 barrier seven-fold and the O2

barrier thirty-fold. It reduces acetaldehyde migration to
one-sixth of normal (19). The Actis system is a stand-alone
rotary-style coating machine and offers an advantage over
multi-layer structure machine. Actis Lite is a new Actis
system designed for less demanding juice, CSD, and hot-
filled applications. Actis-treated bottles have a light amber
color, providing some UV protection for beer packaging
(35). Actis coated bottles cost ca. 20% less than multi-
layer PET bottles with comparable barriers. Actis received
a letter of non-objection from the FDA for beverage con-
tact and commercial application for Mountain Dew’s Code
Red product to prolong CO2 retention.

2. Plasma Nano Shield (PNS)

PNS was formally called Diamond-Like-Coating (DLC),
was developed by Kirin/Mitsubishi of Japan. The process
uses a radiofrequency source plus internal and external
electrodes to ionize the gas to produce a coating 20–40
nanometers thick on the internal surface of PET bottles
(34). The coating offers an excellent gas and water vapor
barrier. Coated bottles outperform PEN bottles in reduced
color and flavor sorption and may be refillable (15).

3. Glaskin

Tetra Pak developed Glaskin, a silicon-dioxide plasma-
coating system for the interior of PET bottles. The coating
is created by reacting hexamethyl disiloxane with oxygen
(34). Microwave energy is used to excite a gas, depositing
a thin (10–20 nanometers), clear layer of silicon oxide,
essentially glass, on the bottle’s interior wall. It is claimed
to deliver CO2 and O2 barriers equal to glass. The coating
is elastic and ensures barrier integrity with crack resist-
ance despite expansion and contraction during the bottle
filling operation. It is designed for beer, juice, carbonated
soft drink, and hot-fill applications. It delivers 4–12
months of shelf life for beer and juice (29) with excellent
flavor retention (28).

4. Plasmax

SIG Corpoplast and Schott HiCotec developed Plasmax,
which is another silicone oxide (SiOx) coating system for

the interior of PET bottles. The process is based on the
plasma impulse chemical vapor deposition (PICVD) tech-
nology of Scott HiCotec (36). The technology uses a pulsed,
cold plasma process that deposits a thin-layer (0.01–1.0
microns thick) of silicon oxide on the interior of PET bot-
tles. The process occurs in a vacuum chamber, where the
bottles are held neck down. The bottles are filled with
gaseous hexamethyl disiloxane, and are microwaved to
decompose this gaseous precursor to form a deposit of
SiOx on the bottle. Byproducts, CO2 and water, are removed
by the vacuum system. The application process uses a rotary
coater that enables the system to be integrated into end
users’ filling line. A transparent adhesive layer is applied
before the coating cycle, allowing for good bonding of 
the barrier layer to the interior wall of the bottle even in
case of asymmetrical or other complex bottles shapes. The
process creates a barrier to O2, CO2, moisture, and chem-
icals. The SiOx layer is claimed to improve the oxygen
barrier more than ten-fold, and the CO2 barrier more than
seven-fold.

B. EXTERNAL COATING OF PET BOTTLES

Instead of internal coating, an exterior coating can be
applied to the PET bottles.

1. Bairocade

The Bairocade system was developed and is supplied by
PPG Industries. It is an epoxy-amine coating applied by
electrostatic spray, and cured in an infrared oven to ther-
moset the material on the exterior of the PET bottles. The
cross-linked, 1–6 micron thick coating is glossy, offers
excellent O2 and CO2 barriers, and survives pasteurization
(25). It is claimed that the shelf life of certain products can
be tripled. The coating’s lubricity facilitates the treatment of
tens of thousands of bottles per hour in a continuous opera-
tion. The coating can be removed by aqueous cleaners com-
monly used in washing reclaimed PET bottle flake. The
system can color the clear coating such as amber for beer.
Bairocade bottles are currently used most often in hot-filled
applications. The technology allows end users to create the
barrier for desired shelf life via coating thickness in a range
of 6–8 microns, which will increase by 3–5 times the barrier
compared to the untreated PET bottles (37). It comes in
three formulations: 1) one for carbonated soft drinks that
keeps CO2 inside the bottle, 2) one for juice that keeps O2

outside the bottle, and 3) one for beer that prevents egress of
CO2 and ingress of O2. Graham Packaging uses the coating
on 12- to 20-oz juice bottles. Pepsi uses the coating on sin-
gle serve CSD bottles sold in Saudi Arabia.

2. BestPET

The process was co-developed by Krones in cooperation
with user Coca-Cola. The system uses an energy-intensive
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evaporative process to generate ions of silicone-oxide
(glass) that coat the exterior of PET bottles for CSD (34).
This glass coating is claimed to retain good clarity while
improving CO2 and O2 barriers. A new BestPET Plus 
version has a topcoat to protect the outside glass coating,
and is used for single serve CSD, juice, beer and hot-fill
containers.

3. Combustion Chemical Vapor Deposition
(CCVD)

The process was developed by Micro-Coating Tech-
nologies. CCVD is a new coating system. It is an open-
atmosphere, flame-based system that deposits a thin coating
made of several organic or inorganic materials onto the
exterior of cans, plastic bottles, or films (34). Plastic sur-
faces do not require pre-treatment to achieve an adhesion
that is better than conventional plasma deposition. The
process atomizes a low vapor pressure coating solution
that contains the precursors into a mist in a flame, where
they are combusted to generate the coating material. Heat
from the flame provides the energy to evaporate the mists
and for the precursors to react and to deposit the vapor on
the package material substrate, to dry and simultaneously
to cure. Exposure time to the flame is so short that no sig-
nificant increase of substrate temperature is observed. It is
claimed to be simpler to operate, have lower cost per bot-
tle, and be more environmentally friendly than other coat-
ing systems. CCVD coatings can be thinner to achieve the
same barrier as alternative technologies, and improve CO2

and O2 barrier properties without impairing clarity. The
company’s organic coating is adequately flexible to resist
much more physical abuse in packaging and distribution
than the conventional silica coating.

Markets for barrier coatings include various types of
beverages. Carbonated soft drinks currently using mono-
layer PET bottles represents one of biggest potential mar-
kets for coated PET. Soft drink bottlers have two potential
advantages when using coated bottles: increased shelf life
and decreased material cost. With coatings, the potential
exists for downgauging of monolayer PET. If the total
saving from downgauging are more than the cost of coat-
ings, the bottlers will use coatings. Another major market
for coated PET bottles is beer. Unlike multi-layer struc-
tures, interior coatings provide the protective barrier next
to the product. Several European brewers have used bar-
rier coating systems including Actis and Glaskin. The
coated PET bottles can also be used with other demand-
ing beverages such as nutraceutical or healthy drinks,
which are emerging.

IX. OUTLOOK FOR FOOD PACKAGING

Food packaging technology and food package design 
have rapidly evolved since the 1950s and 1960s when new

container alternatives, including flexible packages and new
decorating methods, became part of the packaging
choices (38). Food package design is becoming a focus for
branding, the consumer, and public health. Use of multi-
ple-color printing on all package surfaces has increased to
improve a marketer’s shelf visibility. The development of
healthier foods and nutraceuticals is emerging in response
to the consumer demand.

There are several reasons for designing a new pack-
age, but the main one is for a new food product. A com-
pany uses packaging to introduce new products, as well as
to give a new life to the company’s existing brand prod-
ucts. Packages are redesigned to meet the changing needs
of the target consumer group. Today the number one need
driving new designs for food products is convenience, for
preparation and consumption either at home and/or at
work. Consumers want products that are easy to handle
and quick to prepare. Many food packages designed for
convenience are using barrier packaging systems (39).
Technical aspects of barrier packaging systems are related
to the type of processing, including hot filling, retorting,
aseptic, and controlled atmosphere package and modified
atmosphere package (CAP-MAP). A hot-fillable, heat set
PET container is an innovative wide-mouth jar. The jar
incorporates an easy-grip pinched-in middle to aid pouring,
thus allows the container to withstand the vacuum gener-
ated as the hot product cools after filling (40). MAP is used
with ready-to-eat salad mixtures for the consumer who has
neither time nor patience to wash and chop salad ingredi-
ents. Borden Foods has launched the first shelf-stable
cooked pasta that eliminates the need for refrigeration or
freezer storage, and requires minimal preparation and
cooking time. The pasta is contained in a rotary thermo-
formed, polypropylene tray sealed with clear, peelable lid-
stock that holds pouches of cooked pasta and tomato
sauce (39). Both pouches use the same clear barrier mate-
rial. This barrier structure and Borden’s proprietary pro-
cessing techniques yield a nine-month shelf life. For the
vending channel, Welch Foods has launched 16-ounce
bottles for white grape, grape, and 100% apple juices as
the first commercial applications of an epoxy/amide bar-
rier coating (Bairocade), which doubles product shelf life
compared to monolayer PET. Del Monte Foods developed
shelf-stable, ready-to-eat fruits called Fruit To-Go. The
fruit is packaged in a clear, 4-oz. plastic cup that is flushed
with a mixture of gases and provides up to an 18-month
shelf life when stored at room temperature. The fruit is cold-
filled and then retorted in a package made of polypropyl-
ene to provide heat resistance during retorting, while
ethylene vinyl alcohol in the package acts as an oxygen-
barrier layer to help maintain product quality and safety.

Innovations in all food package designs must fulfill the
basic requirements: to hold the food being contained and
provide suitable protection to the food, to offer suitable
functional barriers to the permeation of gases and vapors
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that cause deterioration of the food, and to be user friendly
(ease in opening the package while being tampering-proof).
Companies have a significant interest in improving their
food products. Like food products themselves, packaging
materials are constantly evolving to meet the latest demands
of the marketplace. New packaging materials as well as new
packaging techniques that offer optimal barrier properties
will definitely help the companies meet the challenge of
keeping products fresh and extending their shelf life. Trends
predict expansion and a promising market for evolving
technologies including new barrier resins and oxygen scav-
engers, low-cost surface coatings, and high-output multi-
layer PET preforms molding systems (25).
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I. INTRODUCTION

Use of plastics as packaging materials has grown rapidly
during the last several decades (Figure 131.1) (1). The
development of new plastic resins and the combination of
resins in multilayer structures has allowed plastics to sub-
stitute for glass and metal, in particular, in a variety of
applications. Such changes generally result in smaller and
lighter packages that take less space and consume less
energy in manufacture, storage, and distribution. Plastics
have also substituted for paper in a significant number of
applications. In other cases, a combination of paper and
plastics, sometimes with aluminum foil as well, has
replaced glass or metal. The area of flexible packaging
has been a major source of growth for the use of plastics.
However, plastics are certainly not confined to such uses.

Plastic is also used in crates, boxes, and trays where it
usually substitutes for corrugated board, and in pallets
where it substitutes for wood. Plastic bottles, drums, and
other containers are also widely used.

The focus of this chapter is on the use of plastics for
food packaging, and our concentration therefore will be
on the primary package — the package that directly con-
tacts the food. First, we will discuss the properties and
food-related uses of some of the major packaging plas-
tics. Common plastics additives will be covered briefly.
The major processing methods for forming plastic resins
into food packages will also be described. For many food
products, the barrier ability of the package, especially to
water and oxygen, is critical, so we will also discuss
package permeability and its relationship to product
shelf life.



II. BASIC PLASTIC STRUCTURE AND
PROPERTIES

Plastics are characterized by being formed by the joining
together of small building-block molecules (monomers)
into a large chain-like or network structure, in the process
known as polymerization. At some point in their manu-
facture, plastics are capable of being deformed by a com-
bination of heat and pressure. Most of the plastics we use
in packaging are thermoplastics, which can be repeatedly
softened by the application of heat, and hardened by cool-
ing (think of melting and cooling butter). Most thermoplas-
tics used in packaging are linear, although some branched
polymers (low density polyethylene, for example) are very
important packaging materials.

A few packaging plastics are thermosets. These plastics
undergo a chemical reaction when they are heated, in a
process known as curing, which forms them into a network
structure, usually three-dimensional, resulting in extremely
large molecules, which are no longer capable of flow. 
These materials cannot be softened and melted once cured
(think of cooking an egg). Thermosets are found primarily
in can coatings (although some coatings are thermoplastics),
and occasionally in rigid closures (although the vast
majority of closures are thermoplastics). Because of the
preponderant position of thermoplastics in food packag-
ing, we will concentrate on this category of plastics.

Plastics that are formed from only one type of mono-
mer, and hence have a regular repeating unit in their struc-
ture, are called homopolymers. Polymers that are formed
from more than one type of monomer, so that the units that
make up the molecule differ from place to place in the struc-
ture, are called copolymers. Copolymerization is used fairly
widely as a way to alter the properties of the basic poly-
mer, to fit its performance to application requirements.

Another categorization of plastics is as addition or con-
densation polymers. In addition (or chain-growth) polymers,
generally the whole monomer is added into the polymer
structure. The monomers usually have double bonds, and
the “opening” of the double bonds allows the monomers
to join together in a chain. Condensation (or stepwise-
growth) polymers are formed by more “ordinary” chemi-
cal reactions such as those between acids and amines, or
acids and alcohols, in which a small by-product molecule is
eliminated in each step. Despite the definitions of homopoly-
mers and copolymers above, the majority of condensation
polymers are made from two different monomers, each
containing two identical functional (reactive) groups.
Because this results in a polymer with a single repeating
unit (formed by the reaction of one type of group with the
other and the elimination of the byproduct molecule), these
are generally classified as homopolymers. A condensation
polymer that is considered a copolymer will be formed
from three or more different monomers, so that there are
differences between the repeating units.

The processes we use for forming plastics depend, for
the most part, on our ability to melt the materials and shape
them as desired. An important characteristic of plastics in
this regard is their viscoelasticity. Viscoelasticity can be
thought of as a plastic’s tendency to exhibit viscous flow
behavior, characteristic of a liquid, and elasticity, charac-
teristic of a solid, at the same time. In many plastics form-
ing processes, we depend on the ability of a plastic to
“hold together” when it flows (melt strength), so that we
can shape it in the desired manner while it is in or near 
a liquid state. At the same time, this flowing plastic has
“elastic memory” so that when we remove the deforming
force, there is often a response by the plastic to return par-
tially to the shape and dimensions it had before we exerted
that force. In the solid state, viscoelasticity is responsible
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for our ability to deform the plastic to such an extent that
we get limited “flow” of the molecules, resulting in per-
manent deformation of the plastic, allowing us to modify
its shape. Here, too, when the force producing the defor-
mation is removed, we will get an elastic response from
the plastic that removes some of the deformation we have
imposed. Plastics generally are also characterized by hav-
ing a viscosity that depends on flow rate, not just on tem-
perature. In other words, they are non-Newtonian fluids.
The viscosity of most plastics decreases as the rate of flow
(or more accurately of shear) increases.

Another important point about plastics is that many of
their properties are influenced by their molecular weight.
Unlike materials made up of ordinary small molecules,
such as sugar, a plastic resin will contain molecules that dif-
fer in size. Whenever we talk about the molecular weight
of a polymer, we really mean the average molecular weight.
To further complicate matters, these averages can be cal-
culated in different ways, with some being more closely
related to certain performance variables than others. Often,
we use a viscosity-average molecular weight, M

—
v or M

—
η,

because it is the easiest to determine, and is reasonably
closely related to the performance properties of interest
for packaging applications. This average is closely related
to the weight average molecular weight, M

—
w, and is often

used to approximate it. In general, when the average molec-
ular weight of a plastic increases, its strength, stiffness, and
other mechanical properties improve, while its resistance
to flow (its viscosity) increases, as does its cost. Processing
is easier for materials with lower viscosity (as long as vis-
cosity is not too low). Therefore, users often must com-
promise between performance of the finished material and
cost and ease of processing.

The behavior of a plastic resin is influenced by its
molecular weight distribution, as well as its molecular
weight average. Molecular weight distribution (Figure
131.2) refers to the range of sizes of molecules found in the
plastic resin. Small molecules contribute to decreased

viscosity by, in essence, “lubricating” flow. Large mole-
cules contribute to strength. The proportion of smaller and
larger molecules and how much they differ from the aver-
age affects performance in much the same ways as does the
molecular weight average. Distributions can be character-
ized as narrow or wide. Polymers with narrow molecular
weight distributions tend to have higher strength and other
mechanical properties, along with higher viscosity (and
cost) compared to polymers with wide distributions. While
normally molecular weight distributions approximate the
classical normal distribution bell-shaped curve, some poly-
mer resins, typically formed by combining two or more
batches of the basic polymer, have bimodal distributions.
This is one way to better optimize the mix of mechanical
and flow properties of the resin for a particular application.

Plastics can be characterized as crystalline or amor-
phous. Crystallinity implies the arrangement of molecules
(or parts of molecules) in a regular repeating pattern. While
materials composed of small molecules such as salt and
sugar can be totally crystalline, because of the large size of the
molecules in plastics, it is not possible to totally crystallize
the material. Thus a crystalline plastic is characterized 
by crystalline regions linked together by non-crystalline
(amorphous) regions. When we refer to a plastic as crys-
talline, therefore, we mean that it has some significant
degree of crystallinity. We classify as amorphous plastics
that have no significant crystallinity.

Another difference between plastics and materials com-
posed of small molecules is their melting behavior. While
materials such as water melt at a precise temperature, poly-
mers do not. In fact, if a polymer is amorphous, the soft-
ening as temperature increases is so gradual that we are
unable to clearly distinguish between solid and liquid.
Therefore, for amorphous plastics, the melting tempera-
ture is not defined. For crystalline plastics, we define the
melting temperature as the temperature at which the crys-
tallites (small crystalline regions) break up. Since the size
of the crystallites influences how much energy (and there-
fore what temperature) is required to disrupt the structure,
and since the size of the crystallites inside a given plastic
resin varies, crystalline plastics melt over a narrow range
of temperature, rather than at a precise point. The ability
of a polymer to crystallize is determined by its chemical
structure. To arrange in a regular repeating order, there has
to be a degree of orderliness of the underlying structure.
Therefore, some polymers cannot crystallize. If the structure
permits crystallization, the way a plastic is processed can
have a profound impact on the amount of crystallinity that
actually develops. Plastics can crystallize only over a certain
temperature range, and the rearrangement of molecules
into a crystalline array takes time. If a polymer is cooled
rapidly to a temperature below the lower limit for crystal-
lization, it may not develop any significant crystallinity,
while the same plastic resin, cooled more slowly, may be
highly crystalline. Another factor is that growth of crystals
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depends on initiation (nucleation). Think of a supersatu-
rated salt solution that has no crystals. If a seed crystal is
dropped into the solution, all at once there can be massive
crystallization. Similarly, providing sites that facilitate
crystal formation (adding nucleating agents) results in
more rapid crystallization.

Another important temperature for understanding poly-
mer behavior is the glass transition temperature, Tg. If a
plastic is below its glass transition temperature, it tends to
behave like a stiff, brittle material, while above its Tg, it
tends to behave like a soft, flexible material. The Tg of a
plastic, therefore, serves as a guide to its behavior at any
given temperature. All thermoplastics are stiff and brittle
if they are cold enough, and soft and flexible if they are
warm enough — but the temperatures at which this behav-
ior occurs vary widely.

One important consequence of a change in molecular
weight or molecular weight distribution is its effect on melt-
ing temperature, and in particular on sealing temperature
and sealing temperature range. Polymers with a narrower
molecular weight distribution tend to soften and flow (melt)
over a narrower range of temperatures. Polymers with a
higher average molecular weight tend to soften and flow
(melt) at a higher temperature. Since heat sealing funda-
mentally depends on the flow of molecules, or parts of mol-
ecules, from one layer into the adjoining layer, the
differences in melting temperature influence the tempera-
ture required to produce a seal. At the same time, if the plas-
tic gets too hot, there will be too much flow, resulting in
weakening of the material, or even the development of
holes. Therefore, if the heat seal range is narrow, greater
control over the sealing temperature is required to ensure
that it does not deviate too far from the optimum value.

Rather than specifying molecular weight average,
molecular weight distribution, or even viscosity, plastic
resins are often characterized by their melt index (or melt
flow index). The melt index refers to the amount of plas-
tic that will flow through a small orifice of a prescribed
size under specified temperature and pressure conditions.
Therefore, it is an indirect measure of viscosity; a high vis-
cosity (resistance to flow) means a low melt index, and vice
versa. The units normally used for melt index are g/10 min.
Plastic resins are often available with a wide variety of melt
index. For example, high density polyethylene (HDPE)
resins used for milk bottles typically have a melt index of
less than one, often in the 0.5 to 0.7 range. HDPE resins are
even available that have a melt index of 0 at the usual con-
ditions, so must be subjected to higher pressure to get a
measurable value (the result is referred to as a high load melt
index). An HDPE resin used for injection-molded margarine
tubs, on the other hand, would likely have a melt index of
at least 4, and maybe even 90 or so. As would be expected,
a high melt index is associated with a wide molecular
weight distribution and with a low average molecular
weight (low viscosity), and vice versa.

III. PLASTICS COMMONLY USED IN
FOOD PACKAGING

The most-used packaging plastics, by far, are high density
polyethylene (HDPE) and low density polyethylene
(LDPE) (Figure 131.3). Polyethylene terephthalate (PET),
polypropylene (PP), polystyrene (PS), and polyvinyl chlo-
ride (PVC) are considered the other major packaging plas-
tics. A number of other plastics are used in smaller
quantities, for specialty applications or as one component
in a multi-resin structure. Important examples include eth-
ylene vinyl alcohol (EVOH), polyvinylidene chloride
copolymers (PVDC), nylons, polycarbonate, ionomers,
and ethylene vinyl acetate (EVA).

In most states, plastic bottles 16 oz. and larger, and other
plastic containers 8 oz. and larger, are required to be
marked with their resin type, using the Society of the
Plastics Industry (SPI) coding symbol. This symbol con-
sists of a triangle formed by three chasing arrows, with a
number inside and a letter code below the triangle. Table
131.1 shows the letters and codes used for the various
types of resins used for plastic containers.
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TABLE 131.1
The SPI Coding System for Plastic Containers
Resin Type Number Symbol

Polyethylene terephthalate (PET) 1 PETE
High density polyethylene (HDPE) 2 HDPE
Polyvinyl chloride (PVC) 3 V
Low density polyethylene (LDPE and LLDPE) 4 LDPE
Polypropylene (PP) 5 PP
Polystyrene 6 PS
Other plastics, including multilayer 7 OTHER



A. HIGH DENSITY POLYETHYLENE

High density polyethylene (HDPE) is an addition polymer
of ethylene, with a predominantly linear structure that can
be represented as –(CH2–CH2)n–. The few branches that it
contains are short, and do not much influence its proper-
ties. Polyethylene has a Tg of about �120°C (estimates
vary, for reasons too complex to go into here). Therefore,
at the vast majority of use temperatures, HDPE is in the
soft, flexible range of behavior. The density of HDPE is
actually quite low, about 0.94–0.97 g/cm3, less than water.
It is characterized as high density polyethylene only
because its density is higher than that of low density poly-
ethylene, which will be discussed next.

The melting temperature, Tm, of HDPE is also rela-
tively low, at about 128–138°C. Therefore, a characteristic
of HDPE is that it maintains its flexibility well at cold
temperatures, such as those used for frozen food, but it is
too soft to be used for hot-filled products. As the existence
of a Tm implies, HDPE is a crystalline plastic. It is able to
crystallize over a wide range of temperatures, and gener-
ally is 65–90% crystalline. The crystallinity and density of
polymers are correlated, as crystalline regions pack a larger
number of atoms (and therefore higher mass) into a unit vol-
ume of space than do amorphous regions, with their greater
degree of disorder.

HDPE has excellent chemical and oil resistance. It is
a good water vapor barrier, but a poor barrier to gases such
as oxygen and carbon dioxide. Its transparency is poor.
For the most part, crystalline polymers tend to have infe-
rior transparency to amorphous polymers, as the crystal-
lites tend to scatter light, interfering with its transmission.

The largest use of HDPE is in containers, especially
bottles, although it is also used in film. Its single most
common use is for plastic milk bottles. The hazy appearance
of these bottles is an example of HDPE’s natural appear-
ance. For many applications, HDPE is pigmented, making
the containers opaque. This can be done to provide protec-
tion for the product against light-induced degradation, or
for marketing reasons, to make the container, and hence
the product, more attractive.

HDPE is produced by polymerization at moderate 
temperatures and pressures, using a catalyst to facilitate the
reaction. The traditional catalyst systems are in the Ziegler-
Natta family. In recent years, there has been increasing use
of a new catalyst family, metallocenes. These are capable of
providing plastic resins with a narrower and more control-
lable molecular weight distribution, as well as having other
desirable attributes.

B. LOW DENSITY POLYETHYLENE

Low density polyethylene (LDPE) is also an addition poly-
mer of ethylene (C2H4), but it is polymerized at high tem-
perature and pressure, resulting in a polymer with a highly

branched structure, containing both long and short branches
(Figure 131.4). While its Tg is the same as HDPE, it is
softer and more flexible because of its lower crystallinity,
40–60%. This also gives it better transparency, although it
still has a significant degree of haze. Like HPDE, it has
excellent oil and chemical resistance, and it is a reason-
ably good water vapor barrier. Its barrier properties are
inferior to HDPE, however. Permeation occurs almost
exclusively through the amorphous areas in a polymer, as
the crystallites do not have wide enough spacing between
polymer molecules to allow the passage of the permeant
molecules. Therefore, if other factors are the same, plastics
with higher crystallinity will be better barriers.

LDPE tends to have lower tensile strength than HDPE,
but higher impact strength. Tensile strength is increased by
HDPE’s increased crystallinity, since the crystallites resist
both deformation and fracture. On the other hand, impact
strength is strongly affected by the ability of the polymer
molecules to rearrange without fracture, and in doing so
absorb the impact energy. This is facilitated by a greater
preponderance of amorphous regions, since the crystal-
lites have very little ability to rearrange without producing
fracture.

Applications for LDPE range from stretch wrap for pal-
let loads of products to bread bags to squeezable drink
bottles, but are predominantly in the area of flexible pack-
aging. A common household food bag illustrates the some-
what hazy appearance of LDPE. LDPE is also found in
many multimaterial food packages, where it often serves
as a heat seal layer. It may also serve as a moisture barrier,
or as protection against interaction or chemical attack. For
example, in drink box structures, a layer of LDPE on the
outside protects the printed paper from exposure to moisture
and abrasion, and a layer of LDPE on the inside prevents
direct contact of the aluminum foil and the product, as
well as providing the ability to form the package by heat
sealing. An additional layer of LDPE within the structure
serves as an adhesive to bond the foil and paper into a sin-
gle structure (Figure 131.5).

Discussion of LDPE is complicated somewhat by fre-
quent grouping of the next polymer in our list, linear low
density polyethylene (LLDPE), with the type of LDPE we
have been discussing, using LDPE to refer to both polymers.
The highly branched LDPE described here is produced by
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polymerization at high temperature and pressure, and results
in the highly branched structure described, having both short
and long chain branches.

C. LINEAR LOW DENSITY POLYETHYLENE

Linear low density polyethylene (LLDPE) is a polymer
that is formed by a process similar to that used for HDPE,
polymerization at moderate temperatures and pressures,
with a catalyst, resulting in an essentially linear structure.
However, LLDPE has levels of crystallinity, and conse-
quently density, in the same range as LDPE. This is pos-
sible because LLDPE is a copolymer. When LLDPE is
polymerized, in addition to ethylene, either butene, hexene,
or octene are introduced. Where these comonomers are
present in the structure, they leave a “tail” hanging off the
chain, that looks (and acts) like a short chain branch (see
Figure 131.4).

The branches in LDPE cause it to have lower crys-
tallinity than HDPE, because they interfere with the orderly
arrangement of the chains — the branches don’t fit into the
crystal lattice. In just the same way, these side groups in
LLDPE interfere with crystallization because they do not
fit into the crystal lattice. Therefore, LLDPE is produced
with the same range of densities, and the same proportions
of crystallinity, as LDPE. The reduction in density depends
on both the size and the number of the incorporated como-
nomer groups. However, because only one type of comono-
mer is generally used, all the “branches” are identical in
size, and their average proportion is readily controlled by
varying the amount of comonomer introduced.

The use of moderate temperatures and pressures with
a catalyst also permits a greater degree of control over 
the breadth of the molecular weight distribution. HDPE 
and LLDPE, in general, have narrower molecular weight

distributions than LDPE. This greater degree of uniformity,
along with the lack of long chain branches, imparts some
significantly different properties to LLDPE than are found
in LDPE. Melting temperatures are higher by about
10–15°C, compared to LDPE of the same density. Both
tensile strength and impact strength are higher, as well.

Because the comonomers used to produce LLDPE are
higher priced than ethylene, LLDPE costs more per pound
than LDPE. However, the improvement in performance
often means that thinner LLDPE films can be used than
would be required to get acceptable performance with
LDPE. This downgauging means that fewer pounds of
LLDPE are required to package the same amount of goods.
The price per unit, as a result, is often less using LLDPE,
even though the price per pound is greater. The cost savings
that can be gained by using LLDPE have led to it replac-
ing LDPE in a variety of applications.

The primary area where LLDPE is inferior to LDPE is
in heat-sealing. The lower melting temperatures of LDPE
and broader molecular weight distribution mean heat-
sealing temperatures can be lower, and the heat-seal range
is wider. Further, entanglement of long-chain branches
across the interface between materials occurs faster than
entanglement of linear molecules, facilitating the rapid
development of sufficient strength in the seal to permit
release from the sealing mechanism, and without requiring
cooling of the material (hot tack). This combination of
improved mechanical properties from LLDPE and better
heat seal performance from LDPE has led to these two
materials being combined in many applications, either in
discrete layers or as blends. Therefore, the term LDPE, as
mentioned, sometimes means only the highly branched
“true” LDPE, and sometimes means both LDPE and
LLDPE, along with materials that are a combination of
both resins.

The use of metallocene catalysts, along with other cat-
alysts that are often characterized as “single-site” catalysts,
has resulted in the production of a whole new generation
of LLDPEs. When Ziegler-Natta catalysts are used, the
active sites on the catalyst vary in their reactivity. Some 
sites produce “average” molecules. Others are not as fast at
adding in new monomers to a growing chain, but tend to
be relatively better at adding in the larger comonomers, so
they produce, on average, smaller molecules with a higher
proportion of comonomer groups. Other sites are more effi-
cient at adding in ethylene, but less efficient at adding in
comonomers, so they produce, on average, larger mole-
cules with a lower than average proportion of comonomer
groups. The “single site” catalysts have active sites that 
all have identical chemistry and geometry, so they are all
equally reactive. Therefore, the polymers produced with
these catalysts, although they still vary in molecular weight,
etc., are more uniform, both in terms of size and compo-
sition, than those produced through typical Ziegler-Natta
polymerization.
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One other attribute of metallocene catalysts is that they
are able to add in monomers that are bigger than octene,
which Ziegler-Natta catalysts cannot do. By incorporating
larger monomers with a double bond on one end (higher
alpha-olefins), it is possible to produce linear polymers with
the functional equivalent of long-chain branches. Therefore,
better heat-sealing varieties of LLDPE can be produced.
Of course, these higher alpha-olefins are also more costly
than the smaller ones.

There are also polyethylenes, produced either with
Ziegler-Natta or metallocene catalysts, that have a density
lower than the range defined as low density polyethylene.
These very low density polyethylenes (VLDPEs) incorpo-
rate a greater proportion of comonomer, resulting in a lower
degree of crystallinity and consequently a lower density.
They are used to produce very soft, flexible films, and have
so far had only limited applications in food packaging.

D. POLYPROPYLENE

Polypropylene (PP) is a close relative of polyethylene, and
is a linear addition polymer of propylene. Consequently it
has a methyl group attached to every other carbon. While
its physical structure is regular, when the molecules are
looked at three-dimensionally, three different physical con-
figurations are possible. When the carbons are stretched out
in a linear fashion (the fully extended chain conformation),
the methyl groups may all be on one side of the chain (iso-
tactic), they may alternate from one side of the chain to the
other (syndiotactic), or the side of the chain on which they
appear may be random (atactic) (see Figure 131.6).

Although it is not obvious from the two-dimensional
view, it is impossible to convert one of these configura-
tions to another without breaking and reforming chemical
bonds. If there is no pattern to the placement of the methyl
groups, their presence interferes with crystallization in much
the same way as does the branching in LDPE. Because the
groups appear on every other carbon, this is sufficient to
prevent crystallization all together. The result is that atac-
tic PP has very poor performance properties, and is not a
desirable packaging material. Fortunately, the Ziegler-Natta
catalysts, as well as the metallocenes, tend to add the mono-
mers in a way that results in a preponderantly isotactic
configuration (the methyl groups all on the same side of
the fully extended chain). Therefore, when we talk about
PP for packaging applications (as well as for use in other
products), we are almost always talking about isotactic PP,
sometimes denoted iso-PP. It used to be very difficult to
make syndiotactic PP, and there was little motivation to do
so, since for most applications its performance is inferior
to the more readily available, and less expensive, iso-PP.
With the advent of metallocene catalysts, some interest
has emerged in making syndiotactic PP for certain appli-
cations. Syndiotactic PP crystallizes less than iso-PP,

thereby producing a polymer with increased flexibility and
transparency.

Like its cousins in the PE family, PP tends to be chem-
ically inert, have good grease resistance, be a good water
vapor barrier, and a poor barrier to gases such as oxygen and
carbon dioxide. Its melting point is significantly higher than
that of HDPE, about 160–175°C. Its glass transition tem-
perature is much higher than PE, about �10°C. Therefore,
PP is significantly stiffer than HDPE. At typical frozen
food temperatures, PP is very near its Tg and therefore
subject to brittleness which can lead to package failure
under impact, such as dropping a frozen microwaveable
dinner on the floor. On the other hand, PP can be used at
higher temperatures than PE without undergoing exces-
sive deformation. In particular, hot-filling products in PP
is possible. The enhanced stiffness of PP also makes it suit-
able for threaded closures (caps). HDPE cannot be used 
in such applications because, under load, it will creep too
much, causing loosening of the cap and loss of sealing effi-
cacy. PP is much less subject to such deformation, and is by
far the most commonly used plastic in closures of all types.

Uses of PP in packaging are divided approximately
equally between film, containers, and closures. The stiffness
of PP is also an advantage in some film applications. It got
its major start replacing cellophane in high-speed packaging
lines such as those used for cigarettes. LDPE was too soft
for such applications. PP also has better transparency than
LDPE; thin PP films generally have excellent transparency.

In thicker gauges, PP often has a somewhat cloudy
appearance. This can be modified by blending nucleating
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agents into the film. By providing multiple sites for the
initiation of crystallite growth, PP with nucleating agents
tends to have a larger number of crystallites, but they are
smaller, as adjacent crystallites interfere with each other’s
growth. These small crystallites interfere less with light
transmission than larger ones, so the net result is improve-
ment in transparency.

The tendency of PP to be brittle at cold temperatures can
be alleviated in two basic ways. One common approach
for film is biaxial orientation. Orientation is a process of
stretching a plastic film (or container) to partially align the
polymer molecules in the direction of the stretch. This tends
to enhance mechanical properties and barrier by producing
a greater degree of regularity in the structure. Biaxial orien-
tation stretches the plastic in two perpendicular directions,
producing alignment in the plane of the stretch. Biaxially
oriented PP is called BOPP. Another way to reduce brit-
tleness is to copolymerize propylene with a small amount
of ethylene. This introduces ethylene units into the mole-
cule, which bring with them increased flexibility, lower-
ing the Tg of the plastic and reducing its brittleness.

E. POLYETHYLENE TEREPHTHALATE

Polyethylene terephthalate (PET) is the plastic that has been
growing in use most rapidly. Its largest use remains plastic
bottles for carbonated soft drinks, but it is increasingly
being used in bottles for a variety of applications, including
drinking water, salad dressing, peanut butter, etc. Within the
last several years, PET surpassed HDPE as the plastic most
often used for bottles. PET also is used in trays, for prod-
ucts varying from croissants to fresh vegetables to meat.
PET films and coatings are also used for food packaging
applications. One of the earliest uses of PET was as a coat-
ing for ovenable paperboard, paperboard trays designed to
be useable in both microwave and conventional ovens.

PET is a polyester, and a member of the condensation
polymer family, and has the chemical structure shown in
Figure 131.7. While there are a large number of different
polyesters, products made from PET are often referred to
simply as polyester. For example, polyester carpet, polyester
clothing, and polyester fiberfill are all made from PET —
and often incorporate PET recycled from beverage bottles.

Because condensation polymers have non-carbon atoms
(oxygen, in the case of PET) in their main chain, they tend
to be more susceptible to chemical reactions leading to rapid
decrease in molecular weight than most addition polymers,
which generally have only carbon in the main chain. In
particular, PET is subject to hydrolysis when exposed to
water at high temperature and shear. Therefore, it is impor-
tant to keep PET dry during processing.

PET is a significantly better oxygen and carbon dioxide
barrier than HDPE and PP, but not as effective as a water
vapor barrier. The polar bonds in PET result in stronger
intermolecular forces, which reduce permeation of non-polar

substances. However, they also permit greater interaction
with water and other polar molecules. Most PET is biaxi-
ally oriented for improved performance. As discussed, this
orientation improves both strength and barrier properties.
Biaxially oriented PET bottles have sufficient CO2 barrier
to provide an adequate shelf life for carbonated soft
drinks. While the O2 barrier of PET is much better than that
of HDPE and PP, it is still not sufficient to provide adequate
protection for many oxygen-sensitive products, such as
ketchup. The most common structure for plastic ketchup
bottles, and for plastic containers of other oxygen-sensitive
products, combines PET with a barrier resin, usually ethyl-
ene vinyl alcohol.

PET has a Tg of 73–80°C. Therefore, at normal use
conditions it is on the stiff and brittle side of its behavior.
PET is capable of crystallizing, but has a narrow temper-
ature window for crystallization. This permits the degree
of crystallinity that develops in PET to be greatly modi-
fied by changing the processing conditions. PET films and
most PET containers develop only a low degree of crys-
tallinity, with small crystallites that do not interfere sub-
stantially with light transmission, resulting in packages with
excellent transparency. If increased crystallinity is desired,
nucleating agents can be added to facilitate crystallization,
resulting in opaque CPET (crystalline PET). Long residence
time at temperatures within the crystallization range also
produces an opaque white material. Some bottles designed
for hot-filling have PET bodies that are transparent, but
finishes (the threaded neck area that accepts the closure)
that have been crystallized and are opaque white. This
results in a bottle neck that is less subject to deformation
during the hot-filling process, providing improved sealing.

Because typical hot-fill temperatures are near or even
above its Tg, biaxially oriented PET bottles, if unmodified,
can undergo a large amount of distortion during hot-filling,
as some of the stresses imposed by the orientation are 
now able to relax. (To see an example, send an empty PET
peanut butter jar through a standard dishwasher cycle.)
Therefore, containers intended for hot-fill applications
have to be stabilized, usually in a process known as heat-
setting, where they are subjected to elevated temperature
while being held in the desired shape, to allow stress
relaxation without permitting deformation.

F. POLYSTYRENE

Polystyrene (PS) is another member of the addition polymer
family, with a benzene ring attached to every other carbon
(Figure 131.8). Like PP, PS can be either atactic, isotactic,
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or syndiotactic. The PS used in packaging is atactic. This
lack of order in the spatial positioning of the benzene ring
means that the PS molecules cannot be packed into an
orderly repeating arrangement, so PS is an amorphous
polymer. It has a Tg of 74–105°C, so like PET it is stiff
and brittle at most use conditions. Since it is amorphous,
PS has excellent transparency, but it has poor barrier prop-
erties. Transparent grades of PS are often called crystal
PS. It should be noted that crystal PS is highly transparent
precisely because it is not crystalline!

Despite its high Tg, PS is not suitable for high tempera-
ture applications, as it undergoes liquid flow at about 100°C.

The brittleness and low impact strength of PS is a
drawback in many food packaging applications, while its
relatively low cost and ease of thermoforming are assets.
Two distinct approaches are commonly used to modify 
its brittleness. One of these is foaming. Expanded poly-
styrene (EPS) uses small bubbles produced by a foaming
agent to reduce the density of PS, and also to provide it
the ability to better absorb stress without fracture. The low
thermal conductivity produced by the bubbles also makes
foam PS an excellent insulating material. While the
biggest application of foamed PS is as molded or loose-
fill cushioning materials, it is also found in such food
packaging applications as disposable cups for hot bever-
ages, meat and produce trays, and egg cartons. Since the
presence of the bubbles results in light scattering, foamed
PS is opaque.

Another way to improve the impact resistance of PS is
to modify it with a rubber material that has high impact
strength. High impact polystyrene (HIPS) is partially a
copolymer and partially a blend of PS with polybutadiene,
a synthetic rubber. While HIPS, like PS, is amorphous, the
presence of two phases (PS regions and butadiene regions)
interferes with light transmission, making HIPS, like foam
PS, opaque. Two common applications of HIPS are yogurt
containers and disposable cutlery.

G. POLYVINYL CHLORIDE

Unlike most plastic packaging materials, the use of
polyvinyl chloride (PVC) in packaging has not been
growing. In fact, PVC has lost a number of its packaging
markets, mostly to PET. Most of these, however, were in
non-food packaging. PVC is FDA-approved only for lim-
ited food packaging applications.

PVC is an addition polymer, with a basic structure sim-
ilar to PP and PS, having, in this case, a chlorine atom
attached to every other carbon in the main chain. PVC has
a slight tendency to be syndiotactic, but its irregularity is
substantial, resulting in a degree of crystallinity so slight that
it is often referred to as an amorphous plastic. Because of
this low crystallinity, PVC has excellent transparency, with
a slight bluish cast. As PVC ages, it tends to yellow, so 
it is common for PVC containers to have additional blue
coloration added, to mask the yellow that will eventually
develop.

The Tg of unmodified PVC is 75–105°C, so it is stiff
and brittle, and is a reasonably good barrier to oxygen and
carbon dioxide. However, PVC used in packaging is gen-
erally modified by incorporation of plasticizer. A plasti-
cizer is a component that acts as an internal lubricant in the
plastic, getting between the polymer molecules and, by
disrupting the attractions between the polymer molecules,
increasing their ability to change position, thus lowering
the Tg and making the plastic more flexible. PVC, because
of its highly polar C-Cl bonds, has a large affinity for plas-
ticizers, so they can be incorporated in substantial amounts.
Incorporation of various amounts and types of plasticizer
permits the production of a wide variety of PVC resins
with significantly differing properties. One of the major
uses for PVC in food packaging is in soft, highly flexible
stretch films used for meat wrap, etc. In addition to increas-
ing flexibility, incorporation of plasticizer significantly
reduces barrier, so these soft PVC films are poor barriers
to oxygen, carbon dioxide, etc.

Over the years, PVC has been subject to a number of
attacks on environmental and health grounds. The earliest
major concern was potential migration of vinyl chloride
monomer (the building block for PVC and a carcinogen)
into foods or beverages. Changes in production technology
greatly reduced the concentration of residual monomer in
containers, and hence the potential for migration. The next
major concern was the potential for PVC to contribute to
formation of dioxins during incineration. This held up the
more widespread approval for use in food packaging that
was expected following the resolution of the residual
monomer problem. Currently, concerns are related primarily
to the potentially harmful effects of plasticizers migrating
into the package contents. Along the way, the adverse
effects on quality of recycled materials from even very
slight PVC contamination of recycled PET have also been a
concern. Regardless of whether the concerns about PVC are
reasonable or not, PVC has suffered from a relatively nega-
tive environmental and health image, and PET, with its rel-
atively positive image, has benefited from the comparison.

H. NYLONS

Nylons, or polyamides, are a family of condensation
polymers made by polymerization of amines and car-
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boxylic acids, or by polymerization of amino acids
(Figure 131.9). Therefore, they contain nitrogen atoms in
the main chain, and attached to the N is a hydrogen atom.
This means nylons exhibit hydrogen bonding, resulting in
very strong intermolecular attractions, and therefore rel-
atively high Tg and Tm. Nylon 6, for example, has a Tg of
60°C, and a Tm of 210–220°C. The properties of nylons
differ, depending on their precise chemical structure. Two
of the most common nylons for packaging applications
are nylon 6 and nylon 11. Both of these materials are
crystalline polymers; as is the case with PET, the amount
of crystallinity exhibited is strongly dependent on pro-
cessing conditions. Some nylon copolymers are amor-
phous.

Nylons tend to have excellent strength and thermal
stability, while maintaining flexibility and strength at
low temperatures. They are good gas and oil barriers,
and tend to be excellent barriers for odors and flavors.
They do tend to be moisture sensitive, however. The
combination of low temperature strength and high tem-
perature stability of nylons allows them to be used for
applications such as boil-in-bag frozen foods. Nylons
are higher in cost than the more common packaging
plastics, and therefore are often used in combination
with other polymers, in multilayer structures, to reduce
overall package cost while still benefiting from nylon’s
properties.

I. POLYCARBONATE

Polycarbonate (PC), more properly known as
poly(bisphenol-A carbonate) has limited applications in
food packaging, primarily due to its high cost. It is a very
tough, rigid plastic, which is widely used for 5-gallon
refillable water bottles. Recently, however, PET has
begun to make inroads into this market. PC has also been
used for refillable milk bottles, but this was never a large
market and has tended to decrease over time. PC is an

amorphous polymer with good impact strength, thermal
stability, heat resistance, and good low temperature per-
formance. It is a poor barrier to gases and water vapor,
and has relatively poor chemical resistance to alkalis.
Like PVC, polycarbonate packaging often incorporates
plasticizers, some of which are under attack as hormone
mimics or disruptors.

J. ETHYLENE VINYL ALCOHOL

Ethylene vinyl alcohol (EVOH) is another plastic which
has grown rapidly in use. It is, in essence, a random
copolymer of ethylene and vinyl alcohol, although it is
actually made by hydrolysis of ethylene vinyl acetate
(EVA), as the vinyl alcohol monomer is unstable. EVOH
typically contains 27 to 48 mole % ethylene units.

The O–H groups in the alcohol units of EVOH pro-
vide very strong hydrogen bonding between adjacent
molecules, and in addition EVOH can crystallize. The
–OH and –H groups can both fit the crystal lattice, so the
irregularity of the structure does not prevent crystalliza-
tion in this case. The result is a polymer that is an excel-
lent barrier to gases such as oxygen and carbon dioxide.
The most common reason for using EVOH is to take
advantage of its excellent oxygen barrier properties.
However, the same hydrogen bonding that makes EVOH
a good O2 barrier also makes it highly sensitive to water,
and as the polymer absorbs water, its barrier properties
decrease. Therefore, EVOH is almost always found in a
buried inner layer in a package structure, surrounded by
other plastics that can offer protection from exposure to
high humidity.

Use of multilayer structures containing EVOH has 
permitted plastic containers to replace glass and metal in a
variety of food packaging applications. The first plastic bot-
tle for ketchup, for example, was a 6-layer structure,
PP/regrind/tie/EVOH/tie/PP. The regrind layer is composed
of manufacturing scrap from bottle production that is flaked
and fed back into the process. The tie layers are a plastic
that serves as an adhesive, bonding the EVOH and PP lay-
ers together. The current ketchup bottle structure is a 5-
layer structure, PET/EVOH/PET/EVOH/PET.

The moisture sensitivity of EVOH is a particular
concern for containers that are retorted, as during retort-
ing the package is exposed to the combination of high
temperature and high humidity. For such applications,
structures have been developed that contain a desiccant
in the tie layer, to absorb moisture that gets through the
outside package layers and thereby reduce its effect on
the EVOH.

K. POLYVINYLIDENE CHLORIDE

The other major oxygen barrier plastic is polyvinylidene
chloride (PVDC). The basic structure of PVDC is similar to
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PVC, except that instead of a single chlorine on every other
carbon, PVDC has two chlorines on every other carbon. One
consequence is that PVDC can be highly crystalline. The
combination of high crystallinity and strong intermolecular
attractions due to the polar C-Cl bonds makes PVDC, like
EVOH, an excellent barrier. Since PVDC does not contain
hydrogen bonds, however, it is an excellent barrier to water
vapor as well as to oxygen, carbon dioxide, odors and fla-
vors, etc. Further, its barrier properties are not much affected
by exposure to moisture. A major drawback of PVDC is that
its intermolecular forces are so strong that it is very difficult
to process. In practice, PVDC must be modified by copoly-
merization to make it processable; PVDC homopolymers
are not used. The degree and type of comonomerization
affects PVDC properties, decreasing its barrier. The PVDC
polymers with the highest barrier tend to be used as coat-
ings, applied as solutions or emulsions, as they cannot be
melt-processed. The melt-processable grades have some-
what poorer barrier properties. Some grades, such as PVDC
used for household wrap, have been plasticized, in addition
to copolymerization, and consequently their barrier proper-
ties are further reduced.

The oxygen barrier of the best PVDC resins is generally
inferior to that of the best EVOH resins as long as the EVOH
is relatively dry. At very high humidity, PVDC is generally
superior in barrier to EVOH. More widespread use of PVDC
is limited partially by its cost, and even more by processing
difficulties. PVDC copolymers are quite heat sensitive (as is
PVC), tending to degrade producing HCl. On the other
hand, PVDC coatings on films (or containers) can signifi-
cantly increase barrier as well as providing heat-sealability.

L. IONOMERS

Ionomers are plastics that contain some interchain ionic
bonding, most often produced by partially neutralizing 
ethylene/methacrylic acid or ethylene/acrylic acid copoly-
mers with sodium or zinc bases. The percentage of acid
groups is usually between 7 and 30 weight percent, and
the amount of neutralization usually is between 15 and 80
percent. The unneutralized acid groups provide hydrogen
bonding sites, while the salt ions provide ionic attractions,
functioning much like reversible cross-links.

Ionomers, as a result, have increased strength, tough-
ness, tensile modulus, oil resistance, and clarity. Their
impact strength and puncture resistance are outstanding.
Ionomers excel in difficult heat-seal applications, and are
widely used in vacuum packaging of processed meats.
Here, their ability to seal through contamination means
excellent seals can be obtained even if there is contamina-
tion of the seal area with grease. They are also used for
packaging of cheese and snack foods. The excellent hot
tack of ionomers allows them to be used in form-fill-seal
packaging in cases where product is delivered into a
pouch before the bottom seal has completely cooled.

M. OTHER POLYMERS

Ethylene vinyl acetate is used as an adhesive, as a heat seal
layer on other polymers, and as a very flexible but tough
cling film. In most food applications, the vinyl acetate con-
tent is between 5 and 20 percent. Increasing the vinyl acetate
content results in improvement in clarity, increased flexi-
bility, increased impact strength, and increased adhesion.

One of the newest entries in food packaging is poly-
mers based on lactic acid (PLA). PLA plastics tend to
have properties somewhat inferior to those of PET, but
have the advantage of being biodegradable and com-
postable. They do not yet have widespread use in food
packaging, but this may change in the future.

Polyethylene naphthalate (PEN) is another member of
the polyester family. Its properties in general are superior
to those of PET, but its cost is much higher, which has
greatly limited its use. There is, however, some use of blends
and copolymers of PET and PEN, to get some of the advan-
tages of PEN without as much of an increase in cost.

A number of other plastics are used in food packaging
applications to a limited extent, because of the properties
they can provide.

IV. ADDITIVES

When a plastic resin is formulated, along with the base poly-
mer a number of other components are often added. These
additives generally have some potential to migrate to the
product, and consequently are regulated by FDA as indirect
food additives. It is, therefore, necessary to be sure that food-
grade resins are selected for food packaging applications.

A very common class of additives is antioxidants.
Some of these are compounds such as BHA and BHT that
are also used in food to suppress oxidative deterioration of
products. They serve much the same purpose in plastics,
usually being targeted primarily at preventing oxidation
during processing. These additives can, in some cases,
migrate to the product during storage, providing additional
product protection. In fact, they have sometimes been
added to packaging plastics precisely for this purpose.

Colorants, most often pigments, are used to provide
desired colors to plastic packages. For example, certain
types of soft drinks are packaged in green PET bottles.
Pigments can also be used to prevent transmission of
light, or of certain wavelengths of light, in order to mini-
mize light-induced degradation of the product.

Of increasing interest recently are various types of anti-
microbial additives, most based on compounds classified
as “generally recognized as safe” (GRAS), and intended to
inhibit the growth of microorganisms that might otherwise
lead to post-processing contamination. Some of these are
effective through surface contact, and others act by
migrating from the package to the food product. Examples
include nisin, potassium sorbate, sorbic acid, natamycin,
zeolite-based silver ions, and others.
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Other categories of additives include plasticizers, heat
stabilizers, UV stabilizers, antiblock agents, slip and anti-
slip additives, lubricants, mold release agents, nucleating
agents, antifogging agents, antistatic agents, oxygen scav-
engers, desiccants, etc. Fillers and/or reinforcing materials
are also used in some food packaging plastics.

Additives may be mixed uniformly into the resin pellets.
Often, however, they are supplied in the form of a “mas-
ter batch” that has a high concentration of the additive.
The amount of master batch added depends on the level of
additive desired in the final product. Additives can also be
added to the extruder when the plastic is being formed.
This is common for fibers and fillers, for example.

V. BASIC PLASTIC FORMING PROCESSES

Most packaging plastics are formed into the desired pack-
age shape by melting the plastic and using heat and pres-
sure to shape it as desired. The plastic is generally fed into
an extruder in pellet form. The extruder melts and mixes the
plastic, so that a uniform stream of melt is available at the
desired temperature and pressure for downstream process-
ing. The plastic usually exits through a die, which shapes it
to the desired profile.

Plastic film is made in two major ways. For cast film,
the melted plastic exits the extruder through a slit die and is
brought into contact with a water-cooled chrome roller (or
set of rollers). The film may, if desired, then be oriented uni-
axially or biaxially. The edges are trimmed off, as relaxation
in the plastic makes the edges thicker than the rest of the
film. It is then rolled up, and is ready for converting oper-
ations, where it may be printed, folded, cut, sealed, etc.

Blown film is made using an annular die, which pro-
duces a hollow tube of melted plastic. Increased air pressure
inside the tube expands it in diameter, while it is stretched
in the lengthwise direction as it is drawn through the
machinery. Therefore, blown film is biaxially oriented
without requiring an additional orientation step. The tube
of plastic may be rolled up as-is, for use in processes such
as bag or pouch-making. In this way, it is possible to pro-
duce a pouch, for example, that has only top and bottom
seams. Often, the tube is instead slit on both edges, pro-
ducing two rolls of flat film.

Plastic sheet is too thick to be produced by the blown
film process, so the cast process is used. For packaging
applications, the sheet is usually further modified by ther-
moforming. In thermoforming, the sheet is reheated and
then stretched into or over a mold, using some combination
of vacuum and pressure. Foamed plastic sheets, such as
polystyrene foam, can be thermoformed, as well as solid
plastic sheets. Thermoforming is routinely used for trays,
and can also be used for cups and similar shapes. The
plastic thins as it is stretched, until it contacts the cool
mold and stops stretching. Therefore, the parts of a 

thermoformed package that have been stretched the most
during forming will be the thinnest in the final package.
There are a variety of different thermoforming methods;
which method is chosen depends on the material used and
the package shape being produced. Plug-assist pressure
forming, in which a mechanical device (the plug) helps
push the plastic into the mold, as well as additional air
pressure for forming are used. This facilitates deep draws,
can improve the uniformity of wall thickness, and short-
ens cycle times.

Another way to make plastic containers, closures, etc.,
is using injection molding. In this process, the plastic is
melted in an injection molding machine, which is essen-
tially an extruder, but does not have a die. Instead, the
melted plastic is injected into a mold. The mold usually
contains multiple cavities, so that several plastic packages
or package components (usually identical to each other)
are produced in a single step. In injection molding, the plas-
tic fills the entire mold cavity, so there is excellent control
over the dimensions of the finished article. Injection mold-
ing is limited to shapes that can be removed from the solid
core. Therefore shapes such as bottles cannot be made, since
there is no practical way to get the solid center out of the
molded bottle. For some shapes, innovations such as col-
lapsing cores can be used, where the core is made of mul-
tiple pieces that can retract when a center piece is pulled
back, allowing their removal. However, this is not practical
for bottles. When the plastic flows into the mold block, it
passes through a system of runners in order to reach the
mold cavities. In packaging applications, these runners are
generally heated to keep the plastic inside from solidify-
ing, so that it can be used in the next cycle, rather than
needing to be removed and discarded or used as regrind.
This process is called hot runner molding. One of the most
common applications of injection molding in packaging is
in manufacture of threaded plastic closures.

To make containers such as bottles, blow molding is
used. There are two major categories of blow molding. In
extrusion blow molding, the plastic is extruded as a hol-
low tube, much like is done for blown film. The tube, or
parison, when it is the appropriate length, is cut off and
captured in a mold. Air is then blown in to expand the
parison into the mold shape. Excess material at the top and
bottom of the container is cut off, and generally immedi-
ately recycled into the process (this material is known as
regrind). Bottles with handles can easily be produced by
using a parison that is wide enough to cover both the body
and handle area when it is captured in the mold. These han-
dles will be hollow, and have an open connection to the
body of the container. The gap between the handle and the
body is created by pinching the two plastic layers together
during molding, and then cutting out this solid piece of
plastic. There is often excess plastic at the sides of the neck
of the bottle that must be removed, as well, especially for
bottles with handles.
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To achieve more uniformity in wall thickness of extru-
sion blow molded containers, it is common to modify 
the shape of the die (die shaping) to correct for ovality in
the container, and to modify the size of the opening as the
parison is produced (parison programming) to control for
vertical asymmetry. These techniques can also be used, of
course, to produce walls that are thicker at certain points,
if this is desired. For example, the thickness in the finish
area of the bottle will probably be more than in the body,
since greater strength and stiffness are needed there. While
these techniques add somewhat to cost, they generally more
than make that up by permitting reduced material use.

In injection blow molding, the bottle is produced in two
steps. First a parison is produced by injection molding, as
was described above. The bottle finish is completely formed
in this step. This allows very precise control over finish
dimensions. The body of the parison can also be designed
to provide varying wall thickness, thus achieving greater
wall thickness uniformity in the finished container. In the
second step, the parison is placed into the container mold
and blown into its final shape, using air pressure. These
two steps may be done sequentially in the same machine.
In this case, the injection-molded parison is cooled only
enough to maintain its shape, with the support of the core
rod that shapes the interior of the parison, during the trans-
fer to the blow mold. It is also possible to completely cool
the parison and ship it to another location for blow molding
at a later time. In that case, of course, the parison must be
reheated before it is blown.

It was mentioned earlier that PET soft drink bottles are
biaxially oriented. Blow molding naturally produces uni-
axial orientation, since the plastic is stretched radially as
it is blown. To achieve biaxial orientation, stretching in the
vertical direction must be added. This is done by stretch
blow molding. While extrusion stretch blow molding does
exist, it is rarely used, so we will discuss only injection
stretch blow molding. In this process, the parison is pro-
duced by injection molding, as already described. However,
it is much shorter in length than the height of the final con-
tainer. The parison is placed in the blow mold with a stretch
rod inside. After the parison is carefully reheated to give
the desired temperature profile, it is simultaneously blown
with air emitted through the stretch rod, and stretched verti-
cally as the stretch rod descends into the cavity, thus pro-
ducing the desired biaxial orientation.

VI. MULTILAYER PACKAGES

It has become very common to use packages that are made
of more than one material. Structures that combine plastic,
paper, and/or aluminum and structures that contain more
than one type of plastic can efficiently perform functions
that cannot be obtained from a single layer structure. There
are four basic ways to obtain such multilayer structures.

The first method is coating. We can add a polymer coat-
ing to paperboard, for example, to improve its water resis-
tance. We can add a barrier coating to a container to increase
the shelf life of an oxygen-sensitive product. When plastic
resins are used for coating paper or foil, the most common
process used is very similar to that for producing cast film.
The plastic is melted in an extruder and then emitted
through a slit-shaped die. However, instead of contacting a
chrome roller, the plastic goes onto the paper or foil, and
adheres to it as the plastic cools. Solvent-based coatings or
water emulsions of polymers are sometimes used, instead.
The choice depends primarily on the polymer requirements.

The second method is lamination. In this process, two
rolls of material (substrates) are joined into a single mate-
rial by causing them to adhere to each other. Most often
the adhesion is achieved by using a third component, an
adhesive. The substrates may be plastic, paper, or foil. The
choice of the adhesive and how it is applied depends on
the requirements of the substrates and the characteristics
of the adhesive. If the adhesive is low density polyethyl-
ene, for example, it is likely extruded into the gap as the
substrates are brought together.

The third method, which has become very common, is
coextrusion. In this process, individual plastics are melted,
each in their own extruder, and the melt streams are then
brought together, either in the die or in a feed block just
before the die. The process of bringing the melted plastics
together is done very carefully, so that the streams do not
mix with each other, but instead flow uniformly in sepa-
rate layers, each of the desired thickness. Next the multi-
layer plastic melt is shaped as described already. This can be
used to produce multilayer sheet for thermoforming into
multilayer structures, multilayer film through either the
cast film or blown film process, or multilayer containers
through extrusion blow molding.

The fourth method is the newest. Producing multilayer
injection-molded objects is more technically challenging
than producing multilayer extruded or extrusion-blown
objects. Coinjection processes fall into two basic categories.
One approach is to use multiple mold cavities and multiple
injections, essentially building up the object layer by layer.
The more common method, in packaging applications, is to
fill the injection mold with a multilayer flow of melted plas-
tic in a single step, again starting with each plastic melted
in a separate extruder. Coinjection stretch blow molding,
such as is used for PET/EVOH/PET/EVOH/PET ketchup
bottles, starts with a coinjection-molded parison, and then
uses stretch blow molding to form the final container.

VII. PERMEABILITY AND SHELF LIFE

The length of time a food product remains acceptable once
it is packaged is often dependent at least in part on the abil-
ity of the package to protect it from external influences

Food Packaging: Plastics 131-13



131-14 Handbook of Food Science, Technology, and Engineering, Volume 3

TA
B

LE
13

1.
2

Ty
pi

ca
l P

ro
pe

rt
ie

s 
of

 P
la

st
ic

s 
U

se
d 

in
 F

oo
d 

Pa
ck

ag
in

g
Pr

op
er

ty
H

D
PE

LD
PE

PP
PE

T
PS

PV
C

N
yl

on
 6

N
yl

on
 1

1
PC

EV
O

H
PV

D
C

T
g

(°
C

)
�

12
0

�
12

0
�

10
73

–8
0

74
–1

05
75

–1
05

60
15

0
48

–6
9

�
15

 to
�

2

T
m

(°
C

)
12

8–
13

8
10

5–
11

5
16

0–
17

5
24

5–
26

5
21

2
21

0–
22

0
18

0–
19

0
26

5
15

6–
18

9
16

0–
17

2

D
en

si
ty

 (
g/

cm
3 )

0.
94

–0
.9

65
0.

91
2–

0.
92

5
0.

89
–0

.9
1

1.
29

–1
.4

0
1.

04
–1

.0
5

1.
35

–1
.4

1
1.

13
–1

.1
6

1.
03

–1
.0

5
1.

2
1.

13
–1

.2
1

1.
60

–1
.7

5

Te
ns

ile
 s

tr
en

gt
h 

(p
si

)
25

00
–6

50
0

12
00

–4
55

0
45

00
–6

00
0

70
00

–1
05

00
52

00
–7

50
0

14
90

–8
02

0
60

00
–2

40
00

80
00

–9
50

0
91

00
–1

05
00

54
00

–1
36

00
28

00
–5

00
0

Te
ns

ile
 m

od
ul

us
 (

10
3

ps
i)

89
.9

–1
58

24
.9

–7
5

16
5–

22
5

40
0–

60
0

33
0–

47
5

60
0

10
0–

24
7

18
5

34
5

50
–8

0

E
lo

ng
at

io
n 

at
 b

re
ak

 (
%

)
10

–1
20

0
10

0–
96

5
10

0–
60

0
30

–3
00

0
1.

2–
2.

5
14

–4
50

30
0

30
0–

40
0

11
0–

15
0

18
0–

33
0

16
0–

40
0

W
V

T
R

 (
g 

m
il/

10
0 

in
2

d 
at

 
0.

32
0.

95
–1

.3
0.

25
–0

.7
6

1.
0–

1.
3

4.
4–

10
1.

9–
40

9.
9–

11
2.

5–
5.

1
4.

9–
5.

9
1.

40
–3

8.
1

0.
02

–0
.6

1
10

0°
F,

90
%

 R
H

)

O
2

pe
rm

ea
bi

lit
y,

10
0–

18
5

40
0–

54
0

13
0–

24
0

3.
0–

6.
1

25
0–

38
0

9.
4–

60
0

1.
2–

2.
6

32
30

0
0.

00
67

�
0.

02
–6

.9
25

°C
 (

cm
3

m
il/

10
0 

in
2

24
h 

at
m

)



such as exposure to oxygen or gain of moisture, or from
internal changes such as loss of volatile flavor compounds,
loss of carbonation, or drying out. In all of these cases, the
barrier capability of the plastic, its ability to retard trans-
fer of one or more components through the package wall,
is a major factor.

The barrier ability of a plastic is determined by two
factors: how soluble the compound in question is in the 
plastic, and its ability, once in the plastic, to move through
it (its diffusivity). Typically, we put these two factors
together and evaluate the permeability of the package or
package material. A package that is a good barrier has low
permeability. As we have seen, plastics can be good barri-
ers for some components of interest, and poor barriers for
others. For example, HDPE is a good water vapor barrier
but a poor oxygen barrier, while EVOH is a good oxygen
barrier but a poor water vapor barrier.

Barrier is enhanced by increasing crystallinity, since
crystallites are essentially impervious to permeating mol-
ecules. Strong intermolecular forces also increase barrier.
Permeation is significantly faster in a polymer above its
glass transition temperature than in the same polymer below
its glass transition temperature. Above Tg, we have acti-
vated diffusion, in which segmental movements of the poly-
mer chain tend to open up pathways for the permeating
molecules.

While a thorough discussion of permeability and shelf
life is beyond the scope of this chapter, oxygen perme-
ability coefficients for various plastics are presented in
Table 131.2. For water vapor, it is traditional in packaging
to present water vapor transmission rate (WVTR) coeffi-
cients, rather than permeability coefficients. A WVTR is a
function of the conditions at which it is measured, so that
condition must be taken into account and used to trans-
form the value to a permeability coefficient before it can
be used in a shelf life calculation at a differing relative
humidity. WVTR values are also listed in Table 131.2.
The shelf life of a product depends on how much of the
compound of interest can be gained or lost without mak-
ing it unacceptable, the area available for mass transfer
(generally the surface area of the package), its thickness,
and the driving force for transfer, in addition to the per-
meability coefficient. The driving force for transfer is the
difference in chemical activity on the two sides of the
package (inside and outside), typically expressed as a con-
centration (partial pressure) difference.

VIII. MIGRATION AND SCALPING

Migration and scalping also involve mass transfer, but
instead of transfer between a product and the outside envi-
ronment, as is the case in permeation, the transfer is between
the product and the package itself. By migration, we mean
transfer of a component from the package to the product.
As mentioned, components that transfer in this way are
classified by FDA as indirect food additives. They must
either be approved as food additives, have GRAS status,
or migrate in such small amounts that they have been 
determined to pose no real risk. Potential migration 
of unknown contaminants from a recycled plastic stream
is one factor limiting the use of recycled plastics in food
packaging. Some recycled resins have been approved for
direct food contact, either alone or blended with virgin
plastic. Others have been approved provided a “functional
barrier” of some minimum thickness of virgin plastic is
interposed between the recycled plastic and the food, in a
multilayer structure.

Scalping refers to the transfer of a component from
the product to the package. Usually, this involves a flavor
or odor component, and the transfer is undesirable.
Polyethylene, for example, can readily scalp the compo-
nents that give fruit-flavored cereals their desired smell
and taste.

IX. INFORMATION SOURCES

Additional information on plastics used for food packag-
ing, plastic forming processes, additives, mass transfer
and shelf life can be found in Refs. 2–4.
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Various materials, functions, forms, and technologies of
food packaging are used to protect and maintain product
quality during shipping and storage. Recent concern on
food safety, health, and resources conservation are evident

ever before. Paper and paperboard are made of fibers from
renewable, environmental friendly resources. This chapter
describes those characteristics of paper and paperboard
most relevant to food packaging applications.



I. INTRODUCTION

Paper and paperboard are made of fibers from easily
obtained natural, renewable resources such as wood or
vegetable fibers. They are useful for packaging, writing,
and a variety of other purposes.

There is no distinct difference between paper and
paperboard. Paperboard has characteristics of thick
caliper. They are pliable, relatively low cost, easy to con-
vert into various shapes, recyclable, biodegradable, and
eco-friendly materials. Depending on purpose of packag-
ing, paper and paperboard can withstand conditions of
high and low temperatures which are experienced by ster-
ilized food and frozen or chilled foods. Excellent print-
ability and glueability are required for certain purposes. In
spite of various advantages of paper and paperboard, they
have certain disadvantages such as easiness to burn, and
weakness to water, which can be controlled to a certain
extent. Therefore, in order to modify properties of paper
and paperboard various additives are added to paper or
they are laminated with other materials.

Various materials for packaging are used as the sci-
ence, technology, and machineries are developed, because
the packaging market is changing very rapidly.
Convenient, high quality, and safe packaging is sought.
Share of paper and paperboard in packaging material con-
sumption is about 40% which is higher than plastic, metal,
and glass materials. With growing concerns on environ-
ment, recyclablility of paper and paperboard packaging
materials appeals to customers.

Properties can be controlled by changing raw materials,
adding additives, and modifying papermaking processes, or
using converting machines depending on purposes.

II. MANUFACTURING OF PAPER AND 
PAPERBOARD

Paper is manufactured by Fourdrinier, cylinder, or twin-
wire former. Fourdriner former has an endless turning
wire to distribute fibers evenly on it. Paper produced by
Fourdriner former has different sides because of uneven
distribution of fillers and small fibers through thickness of
paper structure by downward dewatering only. By rotating
a cylinder with a wire rotated partially in a fiber suspen-
sion, paper is produced on the outside wire and water is
drained inward through the wire. The thickness of paper-
board by multiple cylinder formers has no limit by
depositing one layer on another layer by additional cylin-
der formers. One directional dewatering limits the speed
of Fourdriner former. By impinging fibers solution
between two wires and dewatering from both sides of
paper, twin-wire former provides even distribution of
fillers and small fibers with high speed. Corrugated
medium is produced by corrugator and pasted to liner-
board to produce corrugated board.

Manufacturing process of paper is composed of two
steps, including adding water to fibers then removing
water from the sheet structure. Paper is fibrous material of
certain thickness with wide area. In order to distribute
fibers uniformly, fibers are dispersed in water at low con-
centration of 0.3–5.0%. Then diluted fibers solution is
spread out through a slot, called “headbox,” at high speed
(about 100 Km/h for modern machine) across a paper-
making machine. Water is removed by gravitation,
mechanical pressure, and drying energy. Paperboard is a
kind of thick paper with several layers of paper in one
structure. It is made by making one layer of sheet first,
then adding another layer by another headbox, and so on,
to make 3–7 layers of sheet. 

A. RAW MATERIALS

Cellulosic fibers are used as raw materials for both paper
and paperboard. Fibers can be obtained usually from wood
or annual plants, but sometimes from animal, mineral, or
synthetic for special paper. The fiber is a tubular or cylin-
drical element several millimeters long and less than 100
micrometers wide. If you tear a sheet of paper and look
under a bright lamp at its edge then you can see individ-
ual fiber sticking out from the torn zone.

Fiber properties are quite different depending on source.
There are many factors that affect final properties of paper
and paperboard, but the most profound effect may come
from the fiber resources. It is critical to choose proper
fibers for specific characteristics development.

Chemical constituents of wood fibers are cellulose,
hemicellulose, lignin, and extractives. Cellulose is beta-
glucosidic linked glucose chains. Hemicellulose is various
polysaccharides which are associated with cellulose, such
as glucose, mannose, galactose, xylose, and arabinose.
Lignin is phenyl propane unit with complex structure.
Extractives are not a part of cell wall structure, but can 
be removed by neutral solvent such as ether, benzene,
alcohol, and water.

Pulping is a process to prepare fibers from wood or
vegetables by using mechanical and/or chemical energy to
separate individual fibers, because fibers are assembled
with lignin as paste that bind fibers together. Pulp means
fibers that are separated through pulping. Mechanical
pulping uses a grinder to apply friction force to separate
individual fibers. Lignin is still in fibers of mechanical
pulp (MP), so fibers are brown in color before bleaching.
Chemical pulping uses chemicals to dissolve out lignin
which binds fibers together; it gives low yield but fibers
are strong. Through bleaching chemical pulp (CP)
becomes bright in color. A brown grocery bag, the most
common chemical pulp, is strong and made of Kraft pulp
(KP). Small pieces of wood (called “chips”) and chemi-
cals are mixed in a digester to react at certain temperature
for a certain period of time, and the reaction conditions

132-2 Handbook of Food Science, Technology, and Engineering, Volume 3



determine the mechanical, morphological, and chemical
properties of fibers.

B. PROCESSES AND EQUIPMENTS

Fibers are supplied in a diluted solution of water after
pulping. In order to make fibers suitable for paper proper-
ties, fibers are treated by mechanical force to develop
microfibrils sticking out of the surface so flexibility of
fibers is increased. Fibers are mixed well, pumped, and
passed through a “headbox” at a very high speed.
Papermaking is basically an efficient process of removing
water from the diluted solution of fibers, which involves
using gravitational force by putting the fiber solution on
the wire, using mechanical squeezing compressional force
by passing through two rolls, and evaporization drying by
contacting paper on steam heated cylinder can.
Continuous paper web is wound by winder. A block
diagram of the papermaking process is shown in Figure
132.1.

Various pulps from softwood, hardwood, and annual
plants are refined to obtain proper fiber properties.
Refining is a mechanical bruising process to develop fib-
rils on fiber surface and delaminate internal layers to
make fibers more flexible to bond easily to improve bond-
ing strength. During refining fibers are hit by mechanical
force when they pass through stationary or rotating bars.
Refined fibers are diluted in water and ejected at high
speed from the headbox on a continuously revolving wire.
Fibers are retained on wire and water flows through wire
without vacuum or with vacuum to form wet web of
fibers. By squeezing wet fibers structure water is removed
through porous felt and slit roll at press. After removing a
certain amount of water by squeezing, mechanical force
cannot remove water any more. Then heat energy at a
dryer can be used to remove water by evaporation. For
printability smooth surface of paper and paperboard is
essential. In order to increase smoothness paper and
paperboard pass between several rolls called a calender. In
continuous web winder, the web is wound in order to pre-
pare for converting in the next process. Web width is
about 2–10 m depending on papermaking machine, and
total length of web is about 1–10 km. Sheet cutter makes
paper sheets rectangular by using a rotary knife or guillo-
tine. For storage or transportation paper rolls or sheets are
wrapped with plastic film or vinyl laminated paper.

III. CONVERTING OF PAPER AND 
PAPERBOARD

Most papers and paperboards are converted by impregnat-
ing, saturating, laminating, embossing, and forming
processes to specific shapes and sizes for efficient usage.
In food industry, various papers and paperboards are
combined with other materials such as aluminum foil,
plastic or metallized flexible packaging material, and
extruded films.

Representative surface converting processes are coat-
ing and laminating. Paper is composed of numerous fibers
with many pores in its structure, so its surface is relatively
rough. Very fine and white pigment particles are coated on
the surface to improve smoothness and brightness of
paper. To bind the particles themselves or on the fibers
surface, natural or synthetic adhesives are used.
Laminating is a combining process of similar or dissimi-
lar webs to impart barrier properties against moisture,
oxygen, light, odor and flavor, or to impart special
properties.

A. PROCESSES AND EQUIPMENTS

1. Coating

Coating can be divided into aqueous coating and extrusion
coating. Aqueous coating, or simply coating, is a process
of applying a coating solution on the surfaces of paper and
paperboard for enhancing smoothness and printability.
Coating is like a makeup on a face for paper. Very fine
mineral pigments of 0.1–2 micrometers and adhesives
such as natural starch, casein, and synthetic latex are
applied on the surface of the paper. To cover coating mate-
rials uniformly on paper surface, a very thin knife (called
“blade”), an air knife (blowing air), a roll or rod is used to
level out across the whole width of paper roll. Extrusion
coating is a process that applies high molecular weight
polymer on paper by extruder die assembly. It provides
heat stability and resistance to water, moisture vapor,
some gases, and oil for a paper.

2. Laminating

There are several types of lamination, such as (1) wax and
hot melt, (2) wet, (3) dry, and (4) solventless laminations.
Critical conditions of lamination are temperatures of web
and adhesive, tension of web, humidity of web, and adhe-
sive conditions. Melted wax is supplied from a tank by a
geared pump to die or coating station for the wax and hot
melt lamination. Wet lamination combines two webs, one
of which has wet adhesive on its surface. In dry lamination
two webs are combined after drying water or solvent from
the adhesives. For solventless lamination, 100% solid
adhesives with no volatile components are used and dry-
ing is not necessary.
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3. Sizing

Pigments or starch solution of low concentration can be
applied on paper’s surface by passing paper through two
or more of rolls (called “size press”). To produce silicone
coated baking paper, silicone coating of aqueous emulsion
is applied on refined paper fibers at the size press.
Silicone coating prohibits sticking of food to the paper
during cooking and serving.

Internal sizing is the treatment of fiber slurry. Surface
sizing is the addition of starch solution or other materials
onto the paper surface.

4. Metallizing

In order to improve appearance and be a barrier to gas and
light, a very thin layer of metal (usually aluminum) is
deposited on a substrate surface in a vacuum. For satis-
factory vacuum-metallized treatment, paper and paper-
board should have less than 4% moisture content and be
very smooth, and free from pores and voids. The surface
of paper is usually treated with polyurethane, acrylic, or
polyamide lacquer for proper metallizing.

IV. CLASSIFICATION OF PAPER AND
PAPERBOARD

There is no definitive distinction between paper and
paperboard, but relatively thick paper is called as a paper-
board. Depending on raw materials, converting process,
and surface properties, grades of paper and paperboard are
classified into various kinds. Usage of paper and paper-
board are classified into three categories: packaging,
printing and writing, and wiping. In this chapter, packag-
ing grades are discussed.

A. PROPERTIES AND TEST METHODS

There are many grades of paper and paperboard depending
on purposes. Required properties of paper and paperboard
vary depending on production processes, converting
processes, and final usage. The moisture content of paper
is very important to decide paper quality in many aspects.
Therefore properties are measured under standard condi-
tions of temperature and relative humidity since they depend
on equilibrium moisture contents.

Properties of paper and paperboard related to food
packaging are thickness, grammage, tensile strength, tear
strength, impact strength, barrier (vapor or gas barrier),
capacity, curl, flexibility, stiffness, static and dynamic fric-
tion coefficient, heat sealing, vapor transmission rate, and
so on. Chemical properties of food wrapping papers are
important, and they must be free of harmful chemicals.
Parchment paper for butter should have less than 3 ppm of
copper content and 6 ppm of iron content for preventing

off-flavor. Properties may be divided into physical, mechan-
ical, strength, chemical, and optical properties.

Physical properties are basis weight, thickness, appar-
ent density, smoothness, porosity, formation, curl, sizing,
and printability. Basis weight is a mass of paper per unit
area. Thickness of paper is measured as a caliper at the
specific pressure as a distance between bottom and top
plates where a paper is located. Because detailed contour
of paper is not uniform nominal thickness is measured.
Apparent density is calculated by basis weight divided by
thickness, which is equivalent to mass divided by volume.
Smoothness is a measure of how smooth a paper surface
is. Smooth surface gives better printability because print-
ing plate contact uniformly on smooth surface. Usually
paper has two-sideness which means two sides of paper
have different characteristics, because during papermak-
ing process drainage of water occurred in one direction
through wire. Top side (felt side) is smoother than bottom
side (wire side). Paper structure has a lot of pores in it, and
porosity of paper is determined by the degree of fiber
refining and filler contents, because filler, small mineral
particles, plugs in pores of paper. Porosity may be mea-
sured by how fast a specific volume of air can pass
through paper structure. Formation is an extent of distri-
bution uniformity of fibers and fillers throughout a paper.
Uniformity of paper determines the quality of paper.
Paper tends to curl depending on extent of difference in
properties of top and bottom side. Paper requires a resist-
ance to ink or liquid. Sizing is an extent of resistance to
liquid penetration. Printability may be measured in uni-
formity of ink density in overall image, sharpness of
image, and so on.

Papermaking process is continuous in travel direction
that is called machine direction (MD), and perpendicular
direction is called cross-machine direction (CD). More
fibers tend to align in MD, so paper is stronger in MD and
elongates more in CD. The ultimate force a specimen can
endure when it is in tension is expressed in tensile strength.
Tensile strength may be expressed as the breaking length,
which is a length of paper when it is ripped, when a paper
roll is unwound to a certain length due to its own weight
of paper supported at one end. Burst strength of paper
measures the amount of hydrostatic pressure to rupture a
piece of paper. Stiffness measures the bending moment of
specimen resisting bending. Fold endurance measures
number of folding under a specific tensile force before
breaking. Tear strength is determined by energy required
to tear several sheet of paper at a fixed distance with ini-
tial tear.

Chemical contents may be analyzed by various meth-
ods of chemical analysis. Optical properties include color,
brightness, opacity, and gloss.

For corrugated paperboard, burst strength, edgewise
compression strength, flat crush test, pin adhesion, and
puncture test are usually performed. For finished
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corrugated box, puncture, compression strength, impact
resistance, stiffness, and drop test are performed.

Recently the ISO (International Organization for
Standardization) issued some global standards for pulp
and paper. Each country adopts specific standards to
measure the pulp, paper, and paperboard properties. Standard
methods such as TAPPI (Technical Association of Pulp
and Paper Industry (USA)), SCAN (Scandinavian Pulp,
Paper and Board Testing Committee), PAPTAC (Pulp &
Paper Technical Association of Canada), PITA (Paper
Industry Technical Association), and APPITA (Technical
Association of the Australian and New Zealand Pulp &
Paper Industry) usually describe the definitions, specimen
preparation, conditioning and measuring methods, testing
equipment, and reporting method.

B. FUNCTIONS AND USAGE OF PAPER AND

PAPERBOARD FOR FOOD PACKAGING

Traditional purposes of paper and paperboard were print-
ing and writing. Various packaging and wrapping usage
are developed with a variety of characteristics these days.
Life cycle of new products (turn-over) becomes shorter
than before. There are too much versatile grades to
describe here. Only representative paper and paperboard
grades are described.

1. Kraft Paper

Bleached or unbleached Kraft pulp (KP), one of the major
chemical pulps with high strength, is used in more than
80% for making Kraft paper. Kraft paper is used primarily
as a wrapper or packaging material, and its other usage is
grocer bags, envelopes, multiwall sacks, butchers wraps,
waxed paper, and all types of specialty bags and sacks.
Crepe paper is produced by reducing the speed of the
press roll to increase elongation rate of 35–200% of its
original length. Crepe paper is used for multiwall bags.

2. Greaseproof Paper

By refining chemical pulp severely, fibers bond closely and
compactly, and there are few pores in its structure, scattering
of light is decreased to have almost transparent appearance.
Greaseproof paper is for protective packaging material having
a resistance to fat penetration in packaging butter or fatty
food with few pores. Greaseproof paper is suitable for lam-
ination and coating with wax or lacquer to improve water
resistance. After wax coating, it is used as a wrapping paper
of potato chips, dried food, cookies, ice cream, and coffee.

3. Glassine Paper

By very severe calendaring of chemical pulp, paper becomes
almost transparent. It has very smooth surface, high density,
and low opacity. It also has good grease resistance and gas

barrier properties. Transmission of moisture vapor can be
enhanced by waxing, lacquering, or laminating the paper.
It can be used as a protective wrapper for all kinds of food-
stuffs and many purposes where its transparent feature is
helpful.

4. Parchment Paper

It is produced by passing paper of cotton fibers or pure
chemical pulp through sulfuric acid solution, washing
thoroughly, and drying. It is odorless, tasteless, and has
good grease resistance and wet strength. It is used for
packaging butter, margarine, meat, poultry, and other food
products. It can also be used for interleavers for the food
(such as meat slice) because of its good releasing
property.

5. Waxed Paper

Unsized or sized paper is impregnated or coated with
molten wax to make waxed paper. It is used for wrapping
or packaging bread and sandwiches, baking cups for cup
cakes, and liners for cartons and cracker boxes. To make
molten wax, microcrystalline wax and polyethylene are
added to paraffin wax.

6. Tissue Paper

Low grammage thin paper is generally called tissue paper.
Sometimes it is creped to enhance elongation and soft-
ness. It is used as a wrapping tissue, waxing tissue stock,
fruit and vegetable wrapping tissue stock, and various
specialty purposes. It can be transparent or semi-opaque.

7. Coated Paper

In order to get a high quality printing surface, coating
materials such as pigments, adhesives, and additives are
used. Clay, calcium carbonate, and titanium dioxide can
be used for pigments. Starch, latex, or protein is used for
adhesives. Waterproofing agents, plasticizers, rheology
control agents, dispersants, defoamers, and dyes can be
used as additives to perform specific purposes. Coated
paper can be used for labels or bags, and it can be lami-
nated with other material to give special features.

8. Paperboard

Relatively thick paper is called paperboard. Generally it
has several layers of paper in whole structure. Properties
of each layer of paper determine final properties of paper-
board. Various pulps can be used for each layer to save
production cost and enhance certain properties. It is clas-
sified as containerboard (which is used for corrugated
boxes), boxboard (which is used to make cartons), and
various paperboards.
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9. Corrugated Board

Corrugated board consists of liner board on each side and
corrugated medium in between. Various shapes of corru-
gation determine the compression strength and amount of
cushion. Various structures may be produced depending
on final usages and required strength. Single wall, double
wall, and even triple wall structures may be produced.

V. MANUFACTURING AND USAGE OF
PAPER CONTAINERS

A. PAPER BAG AND PAPER SACK

Paper bag is used for packaging dried foods such as sugar or
flour is packed in food company and protected during dis-
tribution channels of wholesales, and retail stores. Paper bag
is also used in grocery stores or retail stores. Recently a high
portion of paper bag usage is replaced by plastic bag. Paper
sack is made of 2–6 plies of Kraft paper.

B. PAPER BOX

Paperboard of 0.3–1.1 mm is cut and punctured to produce
a paper box. Paper box in folded shape is supplied to a food
factory, and final shape of the paper box is produced during
the packaging processes. Paper box is used for dried foods
such as cookies and snacks in unit packaging. Puncture
strength and strength at humid condition are required for
frozen food or marine product packaging. Barrier proper-
ties and heat sealing properties may be provided by plastic
lamination. Paper box is more expensive, but higher in
puncture strength, than the corrugated box.

C. CORRUGATED BOX

There are many shapes of corrugated board container. The
container may be stored in folded shape for later use, and
it is easy to handle for closing and opening. Waterproof
properties may be provided for specific end use. This con-
tainer is used for many purposes including food packag-
ing to protect contained food from impact. Compression
strength is required during loading and transportation of
box piles. Depending on required burst strength and com-
pression strength, proper shape of container should be
provided. Much research is concentrated on reducing raw
fibers and use of thinner board for slim packaging in order
to reduce the box cost.

D. LIQUID CONTAINER

For liquid containers, inside or both sides are coated with
wax to provide water resistance. Laminated composite
paper in pyramid, rectangular hexahedron, or various

shapes is used for milk and fruit juice. It is usually used
with an aspetic packaging system. PE layer of outside pro-
vide protection from water or abrasion. Paper of inside
provides strength to support the content.

E. COMPONENT CAN OR DRUM

Paper is wound in spiral or normal direction to make a
component can or drum that is cheap and easy to discard.
It is used to protect salt, pepper, powdered hot pepper,
powder, spice, cookies, dried snack, biscuit, doughnut,
and so on. Bottom and top are made of metal, plastic, or
paperboard. Main body can be also laminated in alu-
minum foil, plastic film, or high strength paperboard for
higher barrier properties and strength. Inside the compo-
nent can or drum may consist of parchment, waxed paper,
aluminum foil, glassine paper, or coated paper to improve
protection of contents. Paperboard of 0.25–0.5 mm is used
for this purpose.

F. PAPER MOULD CONTAINER

Paper mould is produced in a similar manner as paper.
Mechanical pulp, chemical pulp, and recycled pulp are
used as raw materials. Screen mould is used to drain water
by pressurized extrusion or suction forming method. The
container is used for egg tray, shock absorbing packaging,
vegetable, and high quality liquor.

VI. NEW TRENDS

Regulations for packaging material are now stricter than
ever before. By improving printability for more attractive
appearance, increasing strength for better protection and
convenient handling, developing efficient recycling
method for fewer environmental problems, and reducing
raw material for less amount of solid waste, paper and
paperboard packaging can be more competent.
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I. FUNCTIONS OF PACKAGING

The basic functions of the package are to contain the food,
protect the food, provide convenience, and convey pro-
duct information. The package protects the food against
physical, chemical, and biological damages. It also acts as
a physical barrier to moisture, oxygen, volatile com-
pounds, and microorganisms that are detrimental to the
food. The package provides the consumer with convenient
features such as microwavability, resealability, single serv-
ing, and ease of use. The package conveys useful infor-
mation such as product contents, nutritional values, and
preparation instructions. All these functions are applicable
to the packaging of frozen foods [1].

The food package can function best when integrated
into a food packaging system, which involves certain
physical components and operations. The major physical

components are the food, the package, and the environ-
ment (Figure 133.1). It is useful to divide the environment
into internal and external. The internal environment refers

External environment

Internal environmentPackage

Food

FIGURE 133.1 Physical components of food packaging 
system.



to the conditions inside the package, which contains the
food product and in many cases some air space (also
known as headspace). The external environment refers to
the conditions outside the package, and it depends on the
storage and distribution of the food package. The opera-
tions are the manufacturing, distribution, and disposal of
the food package. In designing the food packaging system,
these physical components and operations must be consid-
ered to prevent over-packaging or under-packaging, which
results in higher costs, lower quality and in some cases,
health risks.

There are several requirements in the selection of pack-
aging materials for frozen foods: temperature stability, bar-
rier properties, thermal insulation properties, consumer
appeal, and machine compatibility [2]. Temperature stability
is necessary since the packaging materials must be able to
withstand the abuses encountered over a broad range of tem-
peratures, including freezer temperatures during transporta-
tion and storage as well as high temperatures during the
heating of the food package in the microwave or conven-
tional oven. Barrier properties are necessary to minimize
deteriorative effects of moisture, oxygen, and light to the
food product. Thermal insulation helps maintain low tem-
peratures for frozen foods during distribution, and minimize
temperature fluctuations which may cause degradation of
the products. Consumer appeal is necessary for successful
marketing of the products; the packaging materials should
allow high quality printing and graphics. Machine compati-
bility is necessary to ensure that the packaging materials are
compatible with low cost, high speed machineries.

Frozen food packages are typically made using 
carton machines, form-fill-seal machines, and pouch-
forming machines. The constructions and operations of
these machines may be obtained from the manufacturers
and the literature [3].

II. DETERIORATION MODES OF 
FROZEN FOODS

In addition to mechanical damages, frozen food products
can also fail due to several deterioration modes. The most
important deterioration modes of frozen foods are related
to the transport of moisture. The water molecules in ice
exert a vapor pressure which increases with temperature.
Water molecules tend to move from high concentration to
low concentration.

Figure 133.2 illustrates the various transport mecha-
nisms of water molecules (small circles in figure) in a frozen
food package. Diffusion of water can occur within the food
if a concentration gradient exists (in most cases, in the direc-
tion from center to surface). Sublimation, evaporation of
water from ice to vapor, can occur at the food surface.
Precipitation of water vapor as ice crystals can occur on
the food surface or on the interior package surface. Per-
meation is the transport of water vapor across the package

walls, and the water vapor transmission rate (WVTR) is
determined by the permeability of the package. The trans-
port of water molecules can result in dehydration and frost
formation, two of the major deterioration modes of frozen
foods. In addition to water molecules, the transports of
oxygen, flavor, and odor compounds are also important to
frozen foods.

Dehydration in frozen foods, also known as freezer
burn or desiccation, is the moisture loss at the product sur-
face due to sublimation of ice. The moisture loss results in
a drier product surface and a concentration gradient which
cause water molecules to diffuse from the food center to
its surface. Dehydration is a major deterioration mode in
frozen food since it reduces product weight and adversely
changes product appearance, texture, and taste. For exam-
ple, when proteins in meat, poultry, and fish products
become irreversibly dehydrated, the tissues become dry
and tough. These products frequently contain considerable
amount of fats and oils, and dehydration can make these
fats and oils more susceptible to oxidation by opening up
the tissues and thus making more surface areas available
for oxidation.

If the food product is unprotected (i.e., without pack-
age), the rate of moisture loss to the external environment
is rapid. To retard moisture loss, protecting the product by
a good moisture barrier package is necessary. In addition,
the package should also have good tensile, tear, and burst
strength at low temperatures; otherwise, package damages
(such as holes or cuts) can occur and cripple the protective
function of the package.

Frost formation is a phenomenon by which water
vapor precipitates as frost on the food surface or on the
interior surface of the package. Frost formation con-
tributes to the problem of freezer burn since moisture is
removed from the product, and it also makes the package
less appealing to the consumer. A major factor which
affects frost formation is headspace volume: in the 
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presence of headspace, moisture loss occurs from the food
surface to the headspace through sublimation, even when
the food is protected by a good moisture barrier package.
It is the water vapor in the headspace which is responsible
for frost formation. Therefore, an effective packaging
technique is to tightly wrap the food product to eliminate
the headspace and its water. Another major factor which
affects frost formation is temperature fluctuations. Since
vapor pressure is temperature dependent, any temperature
fluctuations can result in different vapor pressures at dif-
ferent locations, and thus a concentration gradient is cre-
ated which tends to accelerate the rates of sublimation and
precipitation.

Oxidation is another deterioration mode for frozen
foods. Although oxidation occurs slowly at freezer tem-
peratures, it remains a problem since frozen foods are
often stored for prolonged periods of time and oxygen is
more soluble in food at lower temperatures. Oxidative
reactions can result in rancidity, off-flavor, and pigment
discoloration in frozen meat and seafood products. In gen-
eral, oxidation reactions accelerate with increasing
amounts of oxygen present, but there are exceptions.
Different foods have different susceptibility to oxidation;
for example, pork and poultry are more susceptible than
beef and veal to oxygen. To protect oxygen sensitive
frozen foods, the package should have low oxygen
permeability.

Flavor loss is also a deterioration mode for frozen
foods. Some flavor compounds are volatile and exert con-
siderable vapor pressures even at freezer temperatures.
The alternation of flavor profile due to flavor loss may
cause the consumer to reject the product. Odor pickup is
also a deterioration mode. Trimethylamine, a compound
responsible for the objectionable “fishy” flavor, is volatile
at temperatures as low as �23°C. Therefore, the package
should also have low permeability to flavor and odor
compounds.

It is clear from the above discussion that packaging is
vital for protecting frozen foods. Understanding the dete-
rioration modes can help to develop packaging strategies
to extend shelf life of the products.

III. PACKAGING MATERIALS

Packaging materials include paper, plastics, glass, and
metal. For packaging frozen foods, paper and plastics are
most commonly used, metal is occasionally used (for
example, as metal ends in composite cans for frozen con-
centrated juice), and glass is seldom used. In some pack-
age designs, combinations of paper and plastics are used:
for example, a frozen meal may be placed inside a plastic
tray with a lid, and the tray is placed inside a paperboard
carton. The major roles of the package are to protect the
products against mechanical damages and deteriorative
effects of gas and vapor at low temperatures.

A. PAPER AND PAPERBOARD

Paper and paperboard are mainly used to provide struc-
tural support and protect the frozen food products from
mechanical damages. These materials are sometimes used
as a light barrier, but their moisture and oxygen barrier
properties are poor. These materials are made of wood
fibers containing cellulose, hemicellulose, and polymeric
residues. They have the advantages of good structural
strength, low cost, recyclability, and good printability.

There are several types of paper used for frozen food
packaging. Kraft paper is a coarse paper, which may be
used in unbleached or bleached form. Greaseproof paper
and glassine paper provide good protection against oil and
grease. Waxed paper is a good moisture barrier and can
serve as a heat-sealable layer. Paper is sometimes used as
an insert to separate individual items (such as beef patties)
within the same package so that those items do not stick
together due to freezing.

Paperboard is commonly used for individual packages
and secondary packages (e.g., a box which contains several
individual packages). The waxed cartonboard, with a mois-
ture-proof regenerated cellulose film overwrap, was used as
earlier packaging for frozen vegetables and fruits [4]. There
are two basic folding paperboard designs: skillet and three-
flap closed carton [3]. Bleached Kraft carton is often used
in packaging for the frozen foods due to its strength and
good appearance. To improve moisture and oxygen barrier,
paperboard is sometimes coated or laminated with plastics
or aluminum. To improve appearance and printing quality,
the paperboard is sometimes coated with clay and other
minerals. It is quite common that a plastic bag containing a
frozen food product is placed inside a paperboard carton. In
this case, the plastic bag provides the gas and vapor protec-
tion, and the carton provides the structural support and
mechanical protection.

B. PLASTICS

Many frozen food products are packaged in plastics for
moisture, oxygen, flavor, and odor protection. Plastics con-
sist mainly of synthetic polymers and small amounts of
additives (e.g., antioxidant and pigment) which can be
cast, extruded, and molded into various shapes such as
films, sheets, and containers. Most polymers used in food-
packaging plastics have molecular weight between 50,000
and 150,000. Plastics provide a wide range of properties
relating to mechanical strength, gas barrier, printability,
heat performance, and machine performance [5].

Plastics have a wide range of gas and vapor barrier
properties, which offer many choices for different pack-
age requirements. The gas barrier properties of a plastic
packaging material are usually quantified in terms of per-
meability: the lower the permeability, the better the gas
barrier. Permeability is a function of the plastic material,
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permeant gas, temperature, and in some cases relative
humidity.

In selecting plastic materials for frozen foods, it is
necessary to select those which remain flexible at freezer
temperatures. Abuse testing (usually includes a combina-
tion of shipping, vibration, compression, and drop tests)
should be conducted to ensure the package is not brittle
and loses its product integrity at low temperatures.

The following is a general discussion of the basic food
packaging polymers (Figure 133.3). These polymers are
mostly used as bags or pouches for packaging frozen
foods. Relatively thick films are used to protect against
frozen food products (such as crab legs) which have cut-
ting edges or sharp points. Some packaging films are
coextruded or laminated multilayer films consisting of
several layers of different polymers. By wisely selecting
different polymers, multilayer films can offer the advan-
tages of lower cost and/or better performance.

1. Polyethylene (PE)

PE is a commonly used polymer as plastics bags for indi-
vidually quick frozen (IQF) foods (e.g., vegetables, fruits,
shellfish) [2]. The advantages of PE are low cost, easy pro-
cessing, and good mechanical and printing properties. PE
is usually classified into high-density polyethylene
(HDPE), low-density polyethylene (LDPE), and linear low
density polyethylene (LLDPE). These classifications differ
in density, chain branching, and crystallinity.

HDPE is a linear polymer with relatively few side
chains. Its density is typically between 0.94 and 0.97 g/cm3.
It has a higher melting point than LDPE, (135°C versus
110°C typically), and thus it is more suitable for high

temperature application such as boil-in-bag applications
[2]. HDPE is used in films and containers for frozen foods.

LDPE normally has a density range of 0.91 to
0.93 g/cm3. It is a branched polymer with many long side
chains. LDPE is used mostly as film, an adhesive in multi-
layer structures, or waterproof and greaseproof coatings
for paperboard packaging materials. The film made from
LDPE has the advantages of low cost, softness, flexibility,
stretchiness, clarity, and heat sealability.

LLDPE is a copolymer with many short side chains.
It has LDPE’s clarity and heat sealability, as well as
HDPE’s strength and toughness. Therefore, LLDPE has
substituted LDPE in many food-packaging applications.

2. Polypropylene (PP)

PP has the lowest density (�0.9) among all major plas-
tics. It has higher tensile strength, stiffness, and hardness
than PE. PP cast film is clearer than PE film and is used
in applications where transparency is required.

3. Polyvinyl Chloride (PVC)

PVC is a clear, hard polymer which is often modified with
plasticizers (organic liquids of low volatility). Plasticized
PVC films are limp, tacky, and stretchable, and the films are
commonly used for packaging meat. PVC has better clarity,
oil resistance, and barrier properties than those of HDPE.

4. Polystyrene (PS)

PS is a clear, hard, and low impact resistance polymer.
High-impact polystyrene (HIPS) is formed by modifying
PS with elastomeric molecules such as butadiene. HIPS is
more suitable for freezer temperature applications because
it has significantly higher impact resistance. Expanded PS
(EPS) of various bulk densities are manufactured by
adding foaming agents in the extrusion process. Some
frozen seafood products (such as lobster tails) are vacuum-
skinned down on an EPS tray with a coextruded film.

5. Polyethylene Terephthalate (PET)

PET is the major polyester used in food packaging which
can tolerate freezer temperatures and high temperatures. It
also provides good resistance to grease and moisture.
Biaxial orientation of PET film can improve its clarity and
mechanical properties. The crystallized polyethylene
terephthalate (CPET) can withstand high temperature up
to 220°C, and CPET food trays are suitable for use in
microwave and conventional dual ovens.

6. Ethylene-Vinyl Acetate (EVA)

EVA is a copolymer containing 2 to 18% vinyl acetate. It
has long chains of ethylene hydrocarbons with acetate
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groups randomly throughout the chains. EVA film is
tough and tacky, and thus it is often blended with poly-
ethylene to improve sealability, stress resistance, and flex
cracking resistance. EVA can be used as bags for frozen
foods, and is coextruded with Surlyn ionomer and LDPE
for the application in skin packaging.

C. BARRIER PROPERTIES OF PLASTICS

For foods that are sensitive to moisture or oxygen, gas
barrier protection is the major function of the package in
providing adequate shelf life, the time period during
which the food maintains acceptable quality. Controlling
moisture loss is important for frozen foods because mois-
ture loss (sublimation of ice) results in freezer burn and
discoloration of the product. Oxidative reaction is also
important for some foods even at freezer temperatures.

Transport of gases between the external environment
and the headspace through the package can occur by
means of leakage and/or permeation. For a properly
sealed package in which leakage is not a problem, perme-
ation is the major mechanism of gaseous transport.

Gas permeation is an important consideration in
packaging foods with plastics, since food packaging plas-
tics are permeable to moisture, oxygen, carbon dioxide,
nitrogen, and other gases (including those that can cause
off-odor problems). The gas permeation rate of most
interest for frozen foods is water vapor transmission rate
(WVTR).

WVTR may be defined as the amount of water vapor
transmitted through the package per day [g H2O/
(day(package))] under specific conditions (usually 38°C,
90% relative humidity). WVTR can also be expressed
more generally in terms of the amount of water transmit-
ted through 100 in2 package area per day [g H2O/(day
(100 in2)] where the package surface area is not specified.

If WVTR is assumed a constant, the shelf life (ts) can
be estimated by

ts� (133.1)

where H2O,max is maximum allowable water (g H2O)
which can be determined by sensory evaluation. In prac-
tice, WVTR is not a constant but decreases with time,
because headspace relative humidity decreases and con-
centration gradient decreases with time. Thus the actual
shelf is slightly higher than that predicted by Equation
(133.1).

For products that are oxygen sensitive, the oxygen trans-
mission rate (OTR) of a plastic package from the external
environment to the headspace can be expressed by

OTR � (Pe � Pi) (133.2)

where OTR is oxygen transmission rate, cc O2/day; P
–

is
oxygen permeability, cc O2 (mil)/(100 in2 (day (atm); A is
surface area of package, in2; L is thickness of package,
mil; Pe is oxygen partial pressure in external environment,
atm; and Pi is oxygen partial pressure in headspace, atm.
The shelf life (ts) can be calculated using

ts � (133.3)

where ts is shelf life, day, and O2,max is maximum allow-
able oxygen, cc O2. It has assumed in Equations (133.1)
and (133.3) that permeation through the package (not the
rate of deterioration) is the major factor limiting the shelf
life. This is a reasonable assumption when packaging
materials of low permeability are used. Combining
Equation (133.2) with Equation (133.3) gives

ts � (133.4)

Equations (133.1) through (133.4) can be used to evaluate
many what-if scenarios. For example, according to Equation
(133.1), if the thickness of the package is decreased by
20% and the surface area is increased by 20%, then the
above equation predicts that the shelf life will be
decreased by 33.3%.

An obstacle is that permeability values of packaging
polymers are generally not available at freezer temperatures.
It is mostly due to the time and cost necessary for measur-
ing permeability at low temperatures. However, literature
permeability values are available at higher temperatures, and
Figure 133.4 shows the relationship between oxygen per-
meability and WVTR for some commonly used food pack-
aging plastics [5]. In practice, one can use literature data as
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reference when comparing different polymers; better still,
one can measure the permeability of interest.

IV. PACKAGING TECHNOLOGIES

A. VACUUM PACKAGING AND MODIFIED

ATMOSPHERE PACKAGING

As mentioned earlier, the headspace is an important factor
which affects several deterioration modes of frozen foods.
The water vapor in the headspace can cause frost forma-
tion, and the oxygen in the headspace can cause oxidation.
A technique to control the headspace is vacuum packag-
ing, which simply involves removing air from the head-
space. This technique has been shown to help maintain the
quality of various frozen products including pizza, seafood,
beef, and pork [6]. There are two forms of vacuum pack-
aging depending on rigidity of the package.

The first form of vacuum packaging involves a rigid
package (e.g., glass jar) or a semi-rigid package (e.g., plas-
tic container) in which most of the air is evacuated, but a
headspace still remains in the package. The removal of air
typically reduces the oxygen level in the headspace to as
low as 1%, which significantly helps to reduce the problem
of oxidation. However, frost formation and freezer burn
are still problematic since the headspace exists.

The second form of vacuum packaging involves a
flexible package (e.g., a plastic pouch) in which not only
the oxygen is removed, but also the headspace is elimi-
nated. Thus both oxidation and frost formation are con-
trolled. This form is also known as vacuum skin packaging,
since the food is tightly wrapped by the package. The
mechanical stress created by the vacuum also helps to
remove air pockets inside the product. This technique has
been widely used to package frozen meat and seafood
products including meat balls, clam strips, lobster tails,
salmon, and farmed rainbow trout [7]. Several types of
materials are used for vacuum skin packaging such as a
blend of Surlyn ionomer resin with low density polyeth-
ylene (LDPE) and ethylene-vinyl acetate (EVA) [8].

Modified atmosphere packaging (MAP) is a tech-
nique which involves replacing air (especially its oxygen)
in the headspace by other gases such as nitrogen and car-
bon dioxide. Nitrogen is used as inert gas filler, and car-
bon dioxide is used because of its ability to inhibit microbial
growth. MAP is seldom used for frozen foods because
vacuum packaging is often a better alternative in terms of
cost (no gas required) and effectiveness (no frost forma-
tion). However, MAP is used in some refrigerated and
shelf stable food products where the benefit of carbon diox-
ide is justified or the products cannot withstand the
mechanical stress of vacuum packaging.

Both vacuum packaging and MAP requires the use of
gas barrier packaging materials; otherwise, the vacuum or
the modified atmosphere cannot be maintained for a

prolonged period of time. Vacuum equipment or gas
flushing equipment is also required.

B. TIME-TEMPERATURE INDICATOR (TTI)

It is critical to maintain frozen food products at constant
low temperatures. Temperature abuses due to improper
handling may result in lower food quality and, even
worse, microbial growth if the abuse is severe. Monitoring
temperature is a critical control point for frozen foods in
designing a HACCP (hazard analysis critical control
points) program. While temperature recorders (such as
handheld electronic temperature monitoring devices) are
often placed in storage rooms and trucks to monitor 
temperatures, these recorders are not attached directly to
the food packages.

A time-temperature indicator (TTI) is a small self-
adhesive label that can be attached to a food package for
monitoring the package temperatures from the time of
production to the time of consumption. The TTI helps to
determine whether the product is still fresh at point-
of-purchase and at home by providing the consumer with
a visual indication.

An important aspect of TTI is the visual indication
system which typically involves color change or size
change associated with diffusion, chemical reaction, or
enzymatic reaction. The visual indication (color change 
or size change) is correlated to the temperatures or time-
temperature history. In order to use the TTI to indicate the
shelf life of the product, the kinetics of the TTI and the
kinetics of the food must be known, and it is also neces-
sary to match the activation energies of the TTI and food
deterioration reaction. The technical details are beyond
the scope this chapter but they can be found elsewhere [9].

There are two common types of TTIs. The first type is
the temperature limit indicator (or threshold indicator)
which triggers an indication when a certain temperature
limit is exceeded. For example, if the upper limit is set at
�3°C, the TTI will trigger a color indication once the
temperature limit is exceeded. The second type is the
time-temperature integrator which triggers an indication
when the time-temperature limit is exceeded. For example,
if the indicator is set at 60 days and �18°C, the TTI will
trigger a color indication once an equivalent of this time-
temperature history is exceeded. The equivalent time-tem-
perature history is estimated from the kinetics of the TTI.

Presently several TTIs are available in the market. The
LifeLines Fresh-Check® is based on polymerization reac-
tion which responds to cumulative exposure to tempera-
ture. The 3M Monitor Mark® is based on dye diffusion
which is activated by pulling out an activation strip. Upon
exposure to temperatures above the threshold, the acti-
vated indicator’s window irreversibly turns blue, warning
that product quality testing should be performed. The
Vitsab® TTI is based on enzymatic color change. More
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information about these TTIs can be found on the com-
pany websites.

V. CONCLUDING REMARKS

Packaging is essential for protecting frozen foods from
mechanical damage, moisture loss, flavor loss, odor
pickup, and oxidation. Reducing headspace and air pock-
ets inside of the package by vacuum packaging will help
minimize frost formation.

One needs to analyze both the distribution environ-
ment and stability of the product in order to formulate the
packaging requirements for a specific product. In analysis
of food stability, the dominant deterioration modes should
be identified. Their kinetics and acceptable limits should
also be determined. Once the food stability and required
shelf life is known, package requirements for protecting
the product from the dominant deterioration modes can be
decided.

It is helpful to work with the packaging material sup-
plier and packaging machine manufacturer to design and
manufacture the package according to the requirements
decided. Other factors including those described earlier in
this chapter should also be considered in the package
design process.
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I. INTRODUCTION

The term thermal processing has been widely used in food
industry to describe the process of heating, holding, and
cooling that are required to produce microbiologically
safe packaged food products of acceptable quality [1].
Sterilization is a type of thermal processing designed for
complete elimination of both spores and vegetable cells.
Commercial sterilization does not require complete micro-
bial elimination, but the degree of elimination has to be
regulated and optimized under accepted criteria to ensure

product safety. Pasteurization eliminates only vegetable
cells and thus does not provide shelf-stable food products
without other preserving processes such as refrigeration.

A general procedure for evaluating a thermal process
of a food package is as follows. First, the heat penetration
in the food during the thermal process is determined by
measuring the temperature of the food at a specific point
(often the slowest heating point) as a function of process-
ing time. Heat penetration parameters such as f- and j-val-
ues may then be determined from this time-temperature
profile. Second, a target microorganism is selected based



on the pH, water activity, and other considerations of the
food. The thermal destruction properties of the target
microorganism including decimal reduction time 
(D-value) and thermal resistance constant (z-value) may
then be obtained from experiments or the literature. Based
on these thermal destruction properties and other consid-
erations such as initial microbial load, the minimum
heating time (Fr) at a given reference temperature that is
required to reduce the target microorganism population to
a stated safe standard is determined. Third, the sterilizing
value (F-value) of the thermal process is determined. This
is the heating time at the reference temperature yielding a
microbial lethal effect equivalent to that of the entire
actual processing. For commercial thermal processing, the
F-value is often set significantly higher than the Fr value
to ensure microbiologically stable food products [1].

II. HEAT PENETRATION IN FOOD
DURING THERMAL PROCESSING

Figure 134.1 shows typical temperature profiles of heat-
ing medium and the slowest heating point of a packaged
food during a batch thermal processing. Thm is the holding
temperature of heating medium, T0 is the initial tempera-
ture of food, T1 is the temperature of the slowest heating
point at the end of heating phase, and tcu is the come-up
time. From these profiles, heat penetration curves of the
slowest heating point for the heating and cooling phases
may be constructed.

A. ESTIMATION OF HEAT PENETRATION

PARAMETERS

For the heating phase, the heat penetration curve is con-
structed by plotting log(Thm � T ) versus heating time. See
Figure 134.2 for the symbols used in the following dis-
cussion.

The lag factor for heating phase ( jh) is defined as:

jh � (134.1)

where Ths is pseudo-initial temperature obtained by
extrapolating the linear line to time zero. The slow come-
up of the retort is responsible for part of the lag time (tlag).
A widely accepted method to compensate for this come-
up effect is to determine a new zero time at 58% of the
come-up time (t58) [1, 2]. That is, 42% of the come-up
time is added to the process time at Thm. With the new zero
time, the jh-value is redefined as:

jh � (134.2)

where Ths� is pseudo-initial temperature obtained by
extrapolating the linear line to time t58. With the jh-value, the
equation for the linear line (for t � tlag) can be written as:

log(Thm � T) � � � log[ jh(Thm � T0)] (134.3)

or
Thm � T � jh(Thm � T0)10

�
(134.4)

For cooling phase, plotting log(T � Tcm) versus cooling
time also yields a negative sloped line with initial curvi-
linear portion, where Tcm is holding temperature of cooling
medium. The lag factor for cooling phase ( jc) is defined as:

jc � (134.5)

where Tcs is pseudo-end temperature of heating phase
obtained by extrapolating the line to the end time of heating
phase. The equation for straight line (for t � tlag of cooling
phase) can be expressed as:

log(T � Tcm) � � � log[ jc(T1 � Tcm)] (134.6)

or T � Tcm � jc(T1 � Tcm)10
�

(134.7)
t
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The next section will show that theoretically the j-value
depends on the location in the food, at which the temper-
ature is measured, when conduction is the main heat trans-
fer mechanism in the food, and the f-value depends on the
thermal properties and the size of the food.

B. PHYSICAL MEANINGS OF F- AND J-VALUES

For a theoretical illustration of the physical meanings of
the heat penetration Equations (134.3) and (134.6) as well
as the j- and f-values, two cases of thermal processing are
often considered. The first case is when the food is liquid-
like and convection is mostly responsible for the heat
transfer within the food during thermal processing. The
second case is when the food is solid-like and conduction
is the main mechanism of heat transfer within the food.
The heat transfer resistance due to the packaging material
is not taken into account, since the material is assumed to
be very thin and have much larger thermal conductivity
than that of the food.

1. Convection-Dependent Thermal Processing

If the food being heated or cooled is liquid-like and suffi-
cient convective heat transfer occurs, the temperature gra-
dient within the food may be ignored. Due to the uniform
internal temperature, this convection-dependent thermal
processing can be analyzed using the lumped capacity
method or Newtonian heating or cooling method, which
describes the time-temperature history of a solid object
when the Biot number (Bi) of heat transfer is very small
(often less than 0.1) [3]. The mathematical model devel-
oped for this method, known as the Schultz-Olson model
[1], had been derived by equating the rate of change in
internal energy of the food and the rate of heat transfer
between the medium and the food. The heat balance equa-
tion for heating phase is:

ρVcp � UA(Thm � T) (134.8)

where ρ is the density of the liquid food (kg m�3), V is the
volume of the food (m3), cp is the specific heat of the food
at constant pressure (J kg�1 K�1), U is the overall heat
transfer coefficient at the internal side of the package 
(W m�2 K�1), and A is the internal surface area of the
package (m2). By integrating Equation (134.8) from t � 0
to t and T � T0 to T, the Schultz-Olson model for heating
phase is obtained:

log(Thm � T) � � � log(Thm � T0) (134.9)

Comparing this model with Equation (134.3), one can
obtain theoretical expressions of jh and fh for the convec-
tion-dependent thermal processing:

jh � 1 (134.10)

fh � (134.11)

Equation (134.11) shows that fh is proportional to the 
volume and the specific heat of the food but inversely 
proportional to the overall heat transfer coefficient and the
internal surface area of the package. In practice, the value
of fh is smaller than the theoretical value during initial
heating, since the initial large temperature difference
between the medium and the food yields high U value,
and increases gradually to constant theoretical value. Due
to the initial small fh-value, the actual jh-value is some-
what less than the theoretical value of 1. The meanings of
jc- and fc-values can be illustrated in a similar manner.

2. Conduction-Dependent Thermal Processing

If a solid food is processed thermally, conduction controls
the heat transfer within the food. As an illustration, one may
assume a cylindrical food package of radius a and length l,
exposed to a constant temperature environment with infinite
surface heat transfer coefficient (i.e., infinite Bi) and uni-
form initial temperature. Analytical solution describing the
time-temperature history of the cylindrical food during heat-
ing phase is found in Cowell and Evans [4] or elsewhere:

� �
∞

k�1
�
∞

n�1

� e�AB
(134.12)

and
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2
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where J0 and J1 are Bessel functions of the first kind of
order zero and one, respectively; Pk is the root of Bessel
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functions; r and y are the coordinates of radial direction
and length-direction, respectively; and � is the thermal
diffusivity of the food. For a large value of B, the first-
term approximation of Equation (134.12) may be used:

� sin(πξ)e�A11B (134.13)

where

A11 � � �
2

� π 2 and P1 � 2.4048

Comparing Equation (134.13) to Equation (134.3), theoret-
ical expressions of jh and fh for the conduction-dependent
thermal processing can be obtained:

jh � sin(πξ) (134.14)

2.303
fh �

α�� �
2

+ � �
2

�
(134.15)

Equation (134.14) shows that jh depends on the position in
the food, at which the temperature is measured, regardless
of the size and the type of the food. At center, the theoret-
ical value of jh is 2.0397 since ρ � 0 and ξ � 0.5.
Equation (134.15) shows that fh depends on the thermal
diffusivity and the size of the food, but it is the same at
any location in the food. The meanings of jc- and fc-values
can be also illustrated in a similar manner.

III. EVALUATION OF THERMAL
PROCESSING

A thermal process should be carefully evaluated to ensure
microbiologically safe food products. In most cases, the
evaluation requires either of the followings: (1) determi-
nation of process sterilizing value (F-value) for a given
processing time and a heat penetration curve, or (2) deter-
mination of a proper processing time required for a target
F-value [1, 5].

A. STERILIZING VALUE

The F-value is defined as the heating time at a reference
temperature, which can yield the lethal effect equivalent to
that of the actual process at a critical location, often the
slowest heating point. For example, if the reference temper-
ature is 121.1°C and the determined F-value is 3 min for a
thermal process, then this means that the process can inacti-
vate the target microorganism as much as the 3 min-heating
at 121.1°C at the location. By determining the F-value, dif-
ferent thermal processes can be compared for their lethality.

To determine the F-value, the lethal rate (L) needs to
be defined:

L � � � 10� � (134.16)

where Fr and FT are minimum heating times required for
reducing the population of target microorganism at the
critical location to a stated safe standard value at a reference
temperature Tr and at a certain temperature T, respectively.
And Dr and DT are D-values for the target microorganism
at Tr and T, respectively. The fundamental equation for
determining F-values is given by:

F � �
i
� �

i

ti � �t

0

L dt � �t

0

10� �dt (134.17)

where ti is the actual heating time at a certain temperature
T, and t is the total processing time. Various methods
developed for integrating Equation (134.17) is discussed
in Section IV.

The reference temperature Tr is decided depending on
the purpose of thermal processing. For sterilization, the
value of Tr is in the range 115–130°C. For example, in
canning industry, 121.1°C (250°F) is often used. For pas-
teurization, the range of Tr is 60–100°C. For example,
60°C and 72°C are suggested for beer and milk industries,
respectively [2, 6].

B. GUIDE TO STERILIZING VALUE

Viability of microorganisms depends on various factors
such as the type of microorganism, initial microbial load,
the pattern and the stage of cell growth, processing condi-
tions, operating procedure, physicochemical properties 
of food, etc. While F-value should be determined and 
validated for each food process, some useful guides are 
available. Holdsworth [1] provides general principles for
selecting F-values and summarizes the recommended 
F-values for meat, vegetable, fish, poultry, and other food
products based on various sources including Alstrand and
Ecklund [7], Townsend et al. [8], NFPA [9, 10], Hersom
and Hulland [11], Codex Alimentarius Commission [12],
and reports from UK.

C. MASS AVERAGE STERILIZING VALUE

The concept of mass average sterilizing value (Fs-value) or
integrated F-value was introduced by Stumbo [13, 14] for
evaluating the lethality of entire food, not just at 
the slowest heating point. The Fs-value is useful when the
location at which the temperature is measured, mostly the
geometrical center of the food, is not the slowest heating
point. According to Holdsworth [1], the phenomenon is not
observed for the domestic sizes of cans, but for large cans
the slowest heating location could be a toroidal ring around
the center. However, using the Fs-value is not quite
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appropriate in evaluating the lethal effect of a thermal pro-
cessing, since the microbial safety of a food product always
depends on the population of a target microorganism at the
slowest heating point. A more useful application of the Fs-
value can be the quality optimization of thermally processed
foods [1, 15–18]. The thermal degradation of heat-sensitive
food components, which are distributed throughout the food
product, can be evaluated using the Fs-value.

IV. METHODS FOR DETERMINING
STERILIZING VALUE

A. GENERAL METHOD

Once the time-temperature profile of the slowest heating
point is obtained experimentally or theoretically, the lethal
rate (L) at the location can be calculated using Equation
(134.16) and plotted with respect to the processing time
(Figure 134.3). From the definition (Equation 134.17), the
F-value can be determined by calculating the area under
the lethal rate curve.

Various methods are available for the area calculation.
The simplest method is to count squares or use a planimeter
[1]. Another well-known method involves the construction
of lethal rate paper [19–22]. Numerical calculations have
also been used using trapezoidal rule [23], Simpson’s rule
[24, 25], or Gaussian integration formula [20].

B. ANALYTICAL METHOD

Analytical solutions of Equation (134.17) could be
obtained if the time-temperature profile follows analytical
heat penetration equations based on heat transfer theory,
such as Equations (134.9) and (134.12). Examples of the
solutions were discussed by Holdsworth [1], Hicks [26],
and Hurwicz and Tischer [27]. An advantage of the ana-
lytical method is that the meanings of the F-value and
various processing factors can be better understood and,
therefore, it can provide theoretical basis for other F-value

determination methods. However, the analytical solutions
of Equation (134.17) are not always available, and the
assumptions needed for the derivations sometimes greatly
reduce the accuracy of the method.

C. FORMULA METHOD

In the formula method, empirical heat penetration equations
such as Equations (134.4) and (134.7) are obtained experi-
mentally and substituted into Equation (134.17) to yield
the F-value. The method was first proposed by Ball [28] and
further developed by a number of researchers, including
Ball and Olson [2], Stumbo [14], Gillespy [29], Jakobsen
[30], and Hayakawa [5, 31]. In the following sections, the
Ball’s method and the Hayakawa’s method are discussed.

1. Ball’s Method

In the Ball’s original method [28], Equations (134.4) and
(134.7), which are linear on the semi-logarithmic heat
penetration curve (see Figure 134.2), are substituted to
Equation (134.17) and integrated to determine the F-value
(Fh) for heating phase and the F-value (Fcl) for cooling
phase, respectively. The F-value (Fcc) for the curvilinear
portion of the heat penetration curve, observed at the
beginning of cooling phase, is also considered.

Therefore, the F-value for the entire thermal process
is calculated as:

F � Fh � Fcc � Fcl (134.18)

By the substitution and integration, the Fh-value for heat-
ing phase is given by:

Fh � 	 10 �E1�ln10 	 � ��
�E1�ln10 	 � ���

(134.19)

where E1(x) � �


x

dp (134.20)

or E1(x) � �γ � ln x � �
∞

n�1

(134.21)

Equation (134.20) is useful when x � 0.01, because its
solution tables are available. Equation (134.21) is used
when x � 0.01 and � is Euler’s constant (0.577215665).
Temperatures are expressed in degree Fahrenheit. For a
broken heating curve, the Fh-value is given by:

Fh � 	 10 �fh1�E1�ln10 	 � ��
� E1�ln10 	 � ���jh(Thm � T0)

��
z

Thm � T *
1

�
z

Thm�Tr�z
1

�
ln10

(�1)nxn

�
n 	 n!

e�p

�
p

jh(Thm � T0)
��

z

Thm � T1
�

z

Thm�Tr�z
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�
ln10

Thermal Processing of Packaged Foods 134-5

T0
Time (t) 

T
em

pe
ra

tu
re

 (
T

) Food temperature 

T1

Le
th

al
 r

at
e 

(L
)

0 

Lethal rate 

Area = F-value 

FIGURE 134.3 Typical profiles of temperature and lethal rate
at slowest heating point.



� fh2�E1�ln10 	 � ��
� E1�ln10 	 � ����

(134.22)

where fh1 and fh2 are fh-values before and after breaking
point, respectively, and T *

1 is the food temperature at
breaking point.

For cooling phase, jc � 1.41 is assumed. The Fcc-value
for the initial curvilinear portion of the semi-logarithmic heat
penetration curve is calculated using the following equation:

Fcc � fc 	 10 �0.1435 	 e
�

� 0.1096 	 	 e � (134.23)

where

E � (2.303n)2 �2.14

1

e�2.303nx 	x2
 �
 1
 dx

m � T1 � Tcm

n �

And the Fcl-value for the linear portion is given by:

Fcl � 	 10 �Ei�ln10 	 � ��
� Ei�ln10 	 � ���

(134.24)

where g � Thm � T1 and

Ei(x) � �x

�


dp (134.25)

Tables for Equation (134.25) are also available elsewhere.
Ball’s original method was further modified by Ball and
Olson [2], Hicks [32], Pflug [33], and many other
researchers.

2. Hayakawa’s Method

Hayakawa [5] introduced the special sterilizing value (U)
for determining the F-value. According to his two theo-
rems, the F-value can be calculated using the following
equation.

F � (Uh � Uc) 	 10
� �

(134.26)

The relative z-value, Ks, is defined as:

Ks � �
z
z

b

a
� (134.27)

where za is a reference z-value and zb is any z-value of
interest. With Equation (134.27), the F-value can be deter-
mined for any z-value. The U-value for heating phase (Uh)
and the value for cooling phases (Uh) are given by:

Uh � �th

0

10� dt (134.28)

Uc � 10
�

	 �tc

0

10
� 

dt � 10
� 

	 Ugc

(134.29)

where th and tc are heating and cooling times, respectively.
The values of Uh and Uc can be conveniently obtained
from the universal tables of Uh/fh and Ugc/fc, respectively.

The tables were prepared based on the following two
observations: (1) the Uh/fh-values are independent of 
fh-values when the jh- and g (� Thm � T1 )-values are
fixed, (2) the Ugc/fc-values are independent of fc-values
when values for jc and for T1 � Tcm are fixed. In the cal-
culations for table preparation, Equations (134.4) and
(134.7) were used for the linear portions of heating and
cooling curves, respectively. The curvilinear portions of
heating and cooling curves were evaluated using the fol-
lowing empirical circular formulas.

a. Formulas for the curvilinear portion of 
heating curve

(i) 0.4  jh � 1.0:

Thm � T � (Thm � T0)
cot(Bt�π/4) for 0  t  tlag (134.30)

where

B � �arctan� � � �
tlag � 0.9 	 fh (1 � jh)

(ii) 1.0 � jh  3.0:

Thm � T � (Thm � T0)
cot Bt for 0  t  tlag (134.31)

where

B � 	 arccos� �
tlag � 0.7 	 fh ( jh � 1)

b. Formulas for the curvilinear portion of 
cooling curve

The curvilinear formulas for the cooling curve can be
obtained by replacing some symbols in the above formu-
las in the following ways.

fh ⇒ fc

log{jh(Thm � T0)} � tlag /fh
���

log(Thm � T0)

1
�
tlag

π
�
4

log(Thm � T0)
���
log{jh(Thm � T0)} � tlag /fh

1
�
tlag

(Thm�T1)�Ksza

(T1�T)
�Ksza

(Thm�T1)�Ksza

(Thm�T)
�Ksza

Thm�Tr�Ksza

ep

�
p
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��

z

0.657m
�

z

Tcm�Tr�z
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�
ln10

0.3m
�

z

0.692 m
�z

E
�
m

0.789 m
�z

T1�Tr�z
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��
z
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�

z
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jh ⇒ jc

Thm � T ⇒ T � Tcm
(134.32)

Thm � T0 ⇒ T1 � Tcm

tlag for heating ⇒ tlag for cooling

The Hayakawa method is considered as one of the most
versatile and reliable techniques [1, 34, 35].

V. FACTORS AFFECTING THERMAL
PROCESSING

The severity of a thermal processing, that is, the required
F-value, is affected by a number of factors originated
from the complexity of food nature and the variety of pro-
cessing methods and packages. An outline of such factors
is well presented in Holdsworth [1].

A. FOOD FACTORS

1. The phase and the rheological behavior of the
food, the packing of food components in the
package determines if the main mechanism of
internal heat transfer is conduction, convec-
tion, or both, as well as the rate of heat transfer
[36].

2. As the initial temperature of the product
increases, the processing time and the fh-value
decrease, and the jh-value increases. The initial
temperature is more important in the conduc-
tion-dependent thermal processing. Also, the
initial temperature distribution in the product
affects the jh-value [37, 38].

3. Initial load of target microorganisms and their
z- and D-values are important to determine the
process severity.

4. The thermal diffusivity and specific heat of 
the food, affected by the food composition and
the consistency of food components, greatly
influences the f-value (Equations (134.11) and
(134.15)). Therefore, the change of thermal dif-
fusivity or specific heat with temperature may
not be negligible.

5. The pH of the product determines the process
severity. The products with lower pH may
require lighter thermal processing.

6. Certain additives such as nitrite, salt, sugar, and
including various antimicrobial agents can
reduce the process severity.

B. PROCESSING FACTORS

1. As the temperature of heating medium
increases, the processing time and the fh-value
decrease, and the jh-value increases.

2. The rotation of product in the retort can
enhance the internal heat transfer to reduce the
fh-value.

3. The longer the processing time, the greater the
heat penetration.

4. As the surface heat transfer coefficient between
the package and the heating medium increases,
the fh-value decreases and the jh-value increases
[2, 39].

C. PACKAGE FACTORS

1. The thermal conductivity of the packaging
material determines the rate of heat penetration.

2. The shape and dimension of the package are
important. The f- and j-values depend on the
package shape [37]. Equations (134.11) and
(134.15) show that the fh-value depends on the
size of the packaged food. The heat penetration
into the package is greater for the package of
larger surface area and the smaller thickness.

3. The amount of headspace is important for 
agitation and rotation, which can enhance the
internal heat transfer.

4. The position of packages inside the retort and
the type of stacking can affect the heat transfer
to individual packages.

VI. RETORTS AND HEAT TRANSFER
MEDIA

A. RETORTS

Currently, a large number of different types of retort are
available. In general, the type of retort may be classified
into five groups depending on the mode of operation:
(1) batch-static (e.g., conventional vertical or horizontal
batch retorts without rotation), (2) batch-rotary (e.g., batch
retorts with internal rotation of packages), (3) continuous-
static (e.g., hydrostatic cookers without rotation),
(4) continuous-rotary (e.g., hydrostatic cookers with rotat-
ing carrier bars, reel and spiral cookers), and (5) semi-
continuous (e.g., Crateless retorts) [1]. Selecting a proper
retort requires careful considerations on the three types of
factors mentioned in Section V. The pressure balance
between the inside and outside of the package is another
important factor to be considered, especially for rigid and
plastic packages prone to distortion at high temperatures
and at high rates of cooling. Beyond the scientific evaluation
of the factors, the economic factors such as available area,
factory layout, the number of operator, production yield,
the cost of installation, operation, and maintenance should
be also considered. More detailed considerations on retort
systems are presented by Holdsworth [1], Lopez [40],
Rees and Bettison [41], and Footitt and Lewis [42].
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B. HEAT TRANSFER MEDIA

For heating media, saturated steam, steam-air mixture, hot
water, and gas flame, and for cooling media, chilled water,
are available. For a proper selection of heat transfer media,
the factors presented in Section V, especially surface heat
transfer coefficients and packaging materials, as well as
various economical, environmental factors must be care-
fully taken into account.

The heat transfer coefficient at the surface of the pack-
age in contact with the heat transfer media is one of the
critical parameters to determine the efficiency of heat pen-
etration. Its values for saturated steam, vigorously boiling
water, and gas flame are very high and thus the heat trans-
fer resistance at the package surface is often negligible,
that is, the Biot number can be assumed infinite. Due to
their rapid heat transferring ability, those heat transfer
media are suitable for HTST (high-temperature short-
time) processes. Other media have much lower values of
surface heat transfer coefficient, and therefore, the resis-
tance at the surface is necessary to be considered in the
process evaluation. The ranges of the surface heat transfer
coefficient (or overall heat transfer coefficient) of the
media are well reviewed in Holdsworth [1].

The type of packaging materials is also an important
factor to be considered in the media selection. For heating
metallic packages, all the existing media are usable. The
air heating and cooling of canned products have been also
developed, however, their commercial applications have
not been appeared yet [1]. For heating retortable laminated
pouches or plastic packages, hot water [43] or steam-air
mixture [44] can be used. For glass packages, saturated
steam, steam-air mixture, and hot water are suitable heating
media.

The cooling stage generally uses chilled water of about
10°C, and is slower than the heating stage due to the lower
surface heat transfer coefficients. Relatively few studies
have been reported on the cooling media and their surface
heat transfer coefficients [1].

VII. RETORTABLE PACKAGES

A. METAL AND GLASS PACKAGES

Metal cans and glass jars have been widely used in thermal
processing due to their mechanical strength and thermal
stability under high temperature and pressure conditions.
The excellent closure integrity of these packages is espe-
cially advantageous for protecting high water activity, low
acid, meat-based foods against microbial contamination.
Metal cans may be two- or three-piece cans made of tin-
plated steel, lacquered tin-free steel, or aluminum [1, 45].
An advantage of using glass jars is the visibility of the
contents; however, careful operation and handling are
required to prevent shock breakage [1].

B. PLASTIC PACKAGES

Plastic packages are sometimes used for thermal processing
of foods, especially ready-to-eat military rations. These
packages are usually in the form of pouches or containers.
A typical retortable pouch for military rations is made of
a foil layer sandwiched between two layers of plastics
such as polypropylene. A typical retortable plastic
container is made of an oxygen barrier layer such as
EVOH sandwiched between two polypropylene layers.

There are several advantages of using plastic pack-
ages for thermal processed foods [46]: (1) high surface-to-
volume ratio that allows rapid heat transfer under mild
thermal conditions, (2) convenience due to light weight,
easy opening, easy handling, and microwavability, (3)
large surface area for printing, and (4) flexibility in pack-
age design. However, plastic packages are not as reliable
as metal or glass packages due to the following limitations
[46]: (1) lower tolerance to heat and pressure, (2) relatively
poor oxygen barrier, (3) heat seal of plastic packages is
not as reliable as double seam of metal cans, and (4) seal
inspection is more difficult.
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I. HISTORY OF EDIBLE FILMS AND
COATINGS

The properties and applications of edible films and coat-
ings (EFC) have been studied extensively during the past
few decades. It has been demonstrated that EFC can
extend shelf life and maintain quality of various food
products.

In fact, applying EFC to a food product is not a new
concept. Waxing on fruits to reduce water loss and to pro-
vide attractive gloss has been used for thousands of years
(1). In the sixteenth century, Englishmen wrapped foods
with fat, a process called “larding,” to prevent water loss
(2). Furthermore, sausage casings made with collagen,
which is mainly used for containment of meat batter, is
one of the earliest forms of food processing.



II. DEFINITION

Edible films and coatings are classified differently by def-
inition. Edible films are defined as a pre-formed edible
layer which can be placed on or between food components.
Edible coatings are defined as a thin layer of edible mate-
rial formed as an integrated coating on food surfaces (3).

III. FUNCTIONS OF EDIBLE FILMS AND
COATINGS

A. RETARD MOISTURE MIGRATION

Maintaining an appropriate range of moisture level is crucial
for the quality and shelf life of food products. Physical
structure of bakery products would collapse if moisture is
absorbed. Sensory properties such as texture and flavor
are also significantly affected by the changes in moisture
content. Furthermore, water loss of food products such as
fruits and vegetables, decreases shelf life.

One of the functions of edible coatings is to retard
moisture migration. Studies have shown that some EFC
are efficient moisture barriers (4). Lipid edible films and
bilayer films made with lipid and protein or polysaccha-
ride are generally better moisture barriers than protein and
polysaccharide films due to higher level of hydrophobicity.
Waxes have the lowest water vapor permeability (WVP)
among edible film-forming materials. They have 25 times
less WVP compared to common oil films and 100–200
times less WVP than for protein films (5). Raisins pre-
treated with starch and coated with beeswax had less mois-
ture loss than untreated raisins after five weeks of storage
(6). Chocolate brownies coated with beeswax and methyl-
cellulose (MC) had significantly less moisture gain than
uncoated brownies. This study also showed that moisture
barrier property of MC coating alone is poor, since there is
no difference in moisture gain between MC coated and
uncoated brownies (7). Besides coating products, edible
films can be placed on or between layers of food product
to retard moisture migration from a higher moisture level
component to a lower moisture level component. Kamper
and Fennema (8) developed an edible bilayer consisting of
stearic-palmitic acid and hydroxypropyl methylcellulose
(HPMC), and placed it between tomato paste and crackers.
It significantly delayed water transfer from tomato paste to
crackers. Conventionally, waxes are applied to fruits 
and vegetable surfaces to reduce shrinkage due to water
loss (1).

B. RETARD GAS TRANSFER

The levels of carbon dioxide and oxygen that come in
contact with a product have to be taken into consideration
in order to retain quality of the product and consequently
lengthen shelf life (9). The primary deterioration that is
involved with gases is rancidity, developed by oxidation

of lipids, which results in off-flavors. Products with high
content of fat such as nuts and potato chips are suscepti-
ble to rancidity (10). Protein and polysaccharide coatings
which are highly impermeable to fat, oil, and oxygen are
effective in preventing lipid oxidation (11). Wu, Rhim,
Weller, Hamouz, Cuppett, and Schnepf (12) reported that
wheat gluten, soy protein, chitosan, and carrageenan coat-
ings effectively controlled lipid oxidation of precooked
beef patties. Lee, Trezza, Guinard, and Krochta (13)
showed that rancidity of whey-protein-coated peanuts was
significantly lower than uncoated peanuts. It is desirable
to regulate gas transfers during storage of fruits and veg-
etables, since respiration of fruits and vegetables depletes
oxygen and increases carbon dioxide level. If the level of
oxygen is too low, anaerobic respiration will occur and
lead to abnormal ripening, development of off-flavors, and
spoilage. In the presence of oxygen, production of ethylene
increases and promotes ripening and senescence, which
results in shorter shelf life (14). Internal modified atmos-
phere can be achieved by applying edible coatings made
with materials that have low permeability to gases. Protein
and polysaccharide coatings are generally good barriers to
gases. Lee, Park, Lee, and Choi (15) reported lower initial
respiration rate of apples coated with carrageenan or whey
protein than uncoated apples.

Enzymatic oxidative browning is another deteriora-
tion that can be prevented by minimizing the uptake of
oxygen. When oxygen, polyphenol oxidase, and copper
ion are present, enzymatic oxidative browning occurs,
which turns phenol, a colorless substance, into a brown
substance, melanoidins. This could, thus, lead to the
decrease in acceptance of the product. Delayed browning
of apple and potato slices coated with calcium caseinate
or whey protein solutions were observed by Le Tien,
Vachon, Mateescu, and Lacroix (16).

C. RETARD AROMA LOSS/GAIN

Aroma, along with other attributes, such as appearance, taste,
and texture is important to the quality of food products.
Aroma is perceived when volatile compounds are dissolved
in the nasal cavity and perceived by the olfactory system.
Volatile compounds that are lost to or picked up from the
storage environment could be regulated with edible coat-
ings (11). Debeaufort and Voilley (17) showed that wheat
gluten film is an effective barrier for 1-octen-3-ol, which
represents a smell of mushrooms. They suggested that it
can be used for wrapping cheeses to prevent aroma gain
of 1-octen-3-ol from the refrigerator. Oranges coated with
cellulose-based coating or commercial shellac coating had
retained higher concentration of volatile compounds after
storage up to 55 days than uncoated oranges (18). Shellac-
coated apples had higher concentrations of fruit-like and
apple-like volatiles than uncoated apples, which was due
to the reduction in evaporation rate of these volatile 
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compounds (19). Nisperos-Carriedo, Shaw, and Baldwin
(20) also stated that fruits coated with beeswax emulsion
and TAL Pro-Long (commercial coating composed of dif-
ferent fatty acids and carboxymethyl cellulose (CMC)
sodium salt) effectively retained and increased volatile
compounds that were considered important to fresh
orange flavor.

D. RETARD LIPID MIGRATION

Lipid migration is a major problem in confectionary prod-
ucts. Liquidly lipid such as fatty acid tends to migrate to
the surface of chocolate coatings, which results in soft and
sticky surface (21,22). Chocolate “bloom” is a result of
migration of cocoa butter from chocolate to the surface.
Nelson and Fennema (21) investigated lipid barriers of
five hydrocolloid films — MC, hydroxypropylmethyl cel-
lulose (HPMC), CMC, carrageenan, and polyethylene gly-
col alginate (PGA) — and reported that they all were
effective barriers to lipid migration.

Methods of reducing fat intake during deep-frying
have been investigated extensively due to the rising health
concerns of consumers. Studies have shown that edible
coatings that had good lipid barrier property could signif-
icantly trim down fat intake of fried products. Soy protein
isolate (SPI), whey protein isolate (WPI), and MC coat-
ings were listed as the best film-forming materials to be
used to reduce fat absorption of fried dough (23,24).
Rayner, Ciolfi, Maves, Stedman, and Mittal (25) reported
that doughnut mix and potato fries that were coated with
soy protein film had considerable fat reduction. They also
showed that consumers preferred the coated fries over the
uncoated. Balasubramaniam, Chinnan, Mallikarjunan,
and Phillips (26) explained that the layer of thermal gel
formed by HPMC film controlled the transfer of fat
between the meatball and the oil medium, and conse-
quently reduced fat intake.

E. IMPROVE MECHANICAL PROPERTIES

Mechanical strength of products can be improved by EFC.
The structure of extruded or molded products can be 
protected by coating with EFC (9). Waxing of fruits and
vegetables minimizes surface abrasion during handling of
these products (27). Xie, Hettiarachchy, Ju, Meullenet,
Wang, Slavik, and Janes (28) investigated puncture
strength of eggshell coated with SPI, WPI, CMC or WG.
They showed that eggshell coated with SPI and WPI had
the greatest puncture strength, which implied that the SPI
and WPI EFC could minimize breakages of eggs during
processing, handling, and storage. Guilbert, Gontard, and
Gorris (4) stated that food filling coated with edible coat-
ing could reinforce the structure and protect the filling. In
addition to improving mechanical strength of products,
EFC such as mineral oil (29) and hydrocolloid coatings

such as pectinates, alginates, and starch (10) were used to
minimize stickiness of food products. Improving the
mechanical and handling properties can lead to a
smoother process operation and reduction in product loss.

F. CARRIER OF ADDITIVES

EFC can provide a cohesive surface structure for additives
such as anitmicrobial agents and antioxidants. Anti-
microbials are substances that are added to EFC to
improve quality and shelf life of products by retarding
growth of yeast, molds, and bacteria during storage and
distribution. Examples of food grade antimicrobial agents
are organic acids and their salts such as benzoic acid,
sodium benzoate, sorbic acid (SA), potassium sorbate,
propionic acid, lactic acid, and acetic acid (30,31). Cagri,
Ustunol, Osburn, and Ryser (32) investigated the effect of
adding antimicrobial, p-aminobenzoic acid (PABA)
and/or SA into WPI coating for bologna, summer sausage
and hot dogs. Zein film coatings with nisin were shown to
effectively prevent growth of L. monocytogenes on ready-
to-eat chicken (33).

Antioxidants may be added to EFC to protect prod-
ucts from oxidation which results in oxidative rancidity,
degradation of nutrients, and discoloration. Tocopherols,
carotenoids, acids (as well as their salts and esters), and
phenolic compounds such as butylated hydroxyanisole
(BHA) and butylated hydroxytoluene (BHT) are some
examples of food grade antioxidants. Antioxidants such 
as ascorbic acid and citric acid were added to MC edible
films, which were applied to mushrooms and cauliflower.
It was found that the coatings significantly decreased oxygen
permeability of the vegetables and thus slowed the browning
reactions (34). Lee, Park, Lee, and Choi (15) also reported
that adding these two antioxidants along with oxalic acid
to whey protein or carrageenan coatings helped maintain
the color of minimally processed apple slices.

Calcium chloride, known to be a firming agent, was
incorporated into EFC to inhibit softening of fruits and veg-
etables. Lee, Park, Lee, and Choi (15) reported that addition
of calcium chloride to whey protein or carrageenan coat-
ings in acidic condition could minimize softening of apple
slices. Firmness of kiwifruit slices were also maintained
during storage by adding calcium chloride to coating (35).

EFC could also serve as adherence surfaces for sea-
sonings and flavor enhancers (10). Salt and flavorings
were added to wheat gluten and dextrin coatings and mod-
ified food starches and gum Arabic coatings (36).

IV. COMPONENTS OF EDIBLE FILMS/
COATINGS

EFC are made with a high molecular weight molecule as the
backbone, a plasticizer, and a surfactant if needed. In this
section, macromolecules including protein, polysaccharide,



and lipid that are used to make EFC will be discussed.
They are listed in Table 135.1 along with the solvent they
are dissolved in to make the film-forming solution.

A. FILM FORMING AGENTS

Film forming capability of macromolecules largely
depends on their polymer backbone (37). Chain length,
number of functional groups, and structure of macromol-
ecules influence the functionality of EFC. For example,
wheat gluten film is hydrophobic in nature because it has
a large number of non-polar amino acids (38).

Polysaccharides and proteins are hydrophilic in
nature, while lipids are hydrophobic. Therefore, EFC
made with polysaccharides or proteins have limited water
vapor barrier properties while EFC made with lipids have
good water vapor barrier properties. Table 135.2 summa-
rizes some of the WVP values of protein and polysaccha-
rides that are investigated in the literature.

Oxygen permeability (OP), in contrast, is high in lipid
films while low in polysaccharide and protein films.
Krochta (42) summarized that protein EFC such as corn
zein and wheat gluten films are better oxygen barriers

than polysaccharide films. In general, as the hydrophobic-
ity of the film increases, OP decreases.

1. Proteins

Proteins can be classified into water-soluble and water-
insoluble proteins. Soy proteins and whey proteins are
examples of water-soluble proteins, while wheat gluten
and corn zein are water insoluble proteins.

a. Soy proteins
Soybean, in the family of Leguminosae, is believed to be
originated in Eastern Asia (43). The whole soybean, with
40% protein, 21% fat, and 34% carbohydrate, has much
higher protein content than other grains which usually
have 8–15% protein (44). Globulin is the major protein
group of soy proteins. Soy proteins are further fraction-
ated according to the molecular weight of the protein by
ultracentrifugation. The four most widely known soy 
protein fractions are 2S, 7S (conglycinin), 11S (glycinin),
and 15S. Conglycinin and glycinin make up approxi-
mately 60–70% of the soybean globulins (45).

Many researches have been conducted to determine the
mechanism of soy protein film formation. Okamoto (46)
suggested that heat-denatured proteins, which are par-
tially unfolded and more hydrophobic, move to the sur-
face of the film solution, and as water evaporates, protein
molecules interact to form film structure. Rangavajhyala,
Ghorpade, and Hanna (47) found that aggregation of pro-
teins under heat treatment is through hydrogen bonds and
intermolecular disulfide bonds. Kinsella (45) stated that
under alkali condition, glycinin breaks down to subunits
and unfolds due to disulfide bond cleavage, which is fol-
lowed by gelation of the protein solution. He also sug-
gested that 11S fraction dissociates into subunits and
aggregates under heat treatment.

b. Whey proteins
Whey is a by-product of cheese production. There are 
five main components in whey proteins: α-lactalbumin,
β-lactoglobulin, bovine serum albumin, immunoglobu-
lins, and proteosepeptones. Different components can be
fractionated by differential solubility, electrophoretic, and
chromatographic methods. Researchers have shown that
EFC can be made with β-lactoglobulin and bovine serum
albumin alone (48), as well with WPI and whey protein
concentrate (WPC).

Denatured whey protein films are water insoluble due
to the intermolecular disulfide bonds induced by thiol-
disulfide interchange and thiol oxidation reactions which
are promoted by heat treatment (3).

c. Wheat gluten
Wheat gluten is the protein of wheat kernels which accounts
for 8–15% of the dry weight (49). Most of the protein 
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TABLE 135.1
Film Preparation for Different Macromolecules
Macromolecule Solvent

Protein
Soy protein Water
Corn zein 95% ethanol
Wheat gluten Water-95% ethanol
Whey protein Water
Polysaccharides
Methyl cellulose Water-95% ethanol
Hydroxypropylmethyl cellulose Water-95% ethanol
Hydroxypropyl cellulose Water-95% ethanol
Lipids
Beeswax Melt
Shellac 95% ethanol

TABLE 135.2
Water Vapor Permeability Values of Different Edible
Films
Reference Composition Thicknessa Condition WVPb

105 SPIc/GLYd (5:3) 0.000254 25°C, 50%RH 2.54
106 WGe/GLY (15:6) 0.087 25°C, 50%RH 1.41
69 WPIf/GLY (1.6:1) 0.121 25°C, 65%RH 1.39
78 CZg/GLY — 25°C, 50%RH 0.59
62 MCh/PGi 0.025 25°C, 52%RH 1.00

107 HPCj 0.05 21°C, 85%RH 0.11
39 HPC/SAk (1.1:1) 0.019 27°C, 97%RH 0.0005

a Thickness in mm, bWVP in �10�9 gm�1 s�1 Pa�1, csoy protein isolate,
d glycerol, ewheat gluten, fwhey protein isolate, gcorn zein, hmethyl cellu-
lose, ipropylene glycol, jhydryoxypropylcellulose, kstearic acid.



consists of gliadins and glutenins which are only soluble
in alcohol. Therefore, wheat gluten films are prepared by
dispersing wheat gluten in a mixture of ethanol and water.
The pH of wheat gluten film solutions have to be adjusted
to the range of 2 to 4 or 9 to 13 to avoid extreme acidic or
alkaline conditions, and to avoid isoelectric point (pI) of
wheat gluten at which proteins coagulate. Gontard, Guilbert,
and Cuq (50) reported that wheat gluten films made in acidic
conditions (pH � 2 to 6) have better sensory and visual
properties than films made in alkaline conditions. However,
Gennadios, Brandenburg, Weller, and Testin (51) reported
that wheat gluten films made in alkaline conditions have
higher tensile strength.

Wheat gluten films are cohesive and elastic (51). Due
to the high glutamine content of wheat gluten, highly coop-
erative protein-protein interactions occur, which contribute
to the cohesiveness of the film (52). Hydrogen bonds
between hydrated gluten are responsible for film’s elastic-
ity (53). Wheat gluten films are very effective oxygen bar-
riers (54). Like other protein-based EFC, wheat gluten
films have poor water barrier properties because of the
hydrophilic nature of the proteins (42).

d. Corn zein
Corn zein, which is the prolamine fraction of corn proteins,
account for about 45–50% of corn proteins (55). It has
large amounts of non-polar amino acids, which contribute
to the hydrophobic nature of zein (56). The low polar
amino acid content and high nonpolar amino acid content
also contribute to the insolubility of corn zein in water
(57). Therefore, corn zein is generally solubilized in a
mixture of water and alcohol (ethanol).

Shukla and Cheryan (55) concluded that corn zein films
are glossy, tough, hydrophobic, and good lipid barriers.
Tomatoes coated with corn zein had delayed ripening and
color development, due to low permeability of oxygen of
corn zein EFC, when compared to tomatoes coated with
typical shrink wrap films. However, tomatoes coated with
corn zein EFC exhibited higher weight loss than the ones
coated with typical shrink wrap films, due to high WVP of
the zein films (58). They also compared corn zein–coated
tomatoes with uncoated tomatoes. Again, they showed that
corn zein EFC significantly delayed color development of
tomatoes. In this case, corn zein–coated tomatoes reduced
softening and weight loss over a period of 8 days com-
paring to the uncoated tomatoes (59).

2. Polysaccharides

Polysaccharides such as cellulose and its derivatives, starches
and its derivatives, pectins, seaweed extracts, and gums are
used to form EFC.

Cellulose is a rigid material composed of plant cell
walls. It is insoluble in water due to high amount of
intramolecular hydrogen bonding in the cellulose polymer

(60). Therefore, cellulose is generally dispersed in water
and ethanol. MC, hydryoxypropylcellulose (HPC), and
HPMC are examples of water-soluble cellulose ethers that
are modified by etherification. MC is the least hydrophilic
among the soluble cellulose ethers (9,60). It is shown to
have better moisture barrier property than other cellulose
ether (24,61). Mechanical and barrier properties of MC
films with different plasticizers were investigated (62).

Cellulose edible films are tough and flexible (60). They
are resistant to oxygen and lipid migration. Cellulose-based
films exhibited lower OP than synthetic films, such as low
density polyethylene film (LDPE) (40). MC, HPMC, and
HPC coatings applied to fried pastry mix and fried potato
ball reduced fat uptake (23,24,61). Williams and Mittal
(61) showed that HPC and MC films reduced water loss of
fried pastry mix. Cellulose-based EFC, like protein-based
EFC, are hydrophilic. Therefore, they generally have poor
water barrier properties. Park and Chinnan (40) reported
that WVP of cellulose films were 100 times greater than
LDPE. Cellulose-based films were supplemented with a
layer of shellac to form an edible film layer to separate
one food phase from another phase (63).

3. Lipid

Lipids that are generally used for making EFC are waxes
(i.e., paraffin and carnauba wax), mineral oil, fatty acids,
monoglycerides, resins (i.e., shellac), and rosins. EFC
made with lipid are cohesive and flexible (64). These char-
acteristics are dependent on molecular weight of both
hydrophilic and hydrophobic phases, branching, and
polarity of lipid. As hydrophobicity of the film increases,
OP decreases. Films that are made with resins such as
shellac have lower permeability to oxygen and carbon
dioxide than films that are made with waxes. On the other
hand, waxes are more resistant to water vapor than other
lipid film, due to the tight orthorhombic arrangement of the
crystals. Lipid films, in general, are good water vapor bar-
riers due to their hydrophobic nature.

Some example applications of wax and oil coatings
are on fruits and vegetables to prevent moisture loss (14),
on raisins to prevent moisture migration from the raisin to
dry cereal (10), and on confectioneries to provide gloss (64).

4. Composite or Bilayer Film

Fats, fatty acids, and waxes can be added to polysaccharide
or protein films to improve water barrier properties (38).
There are three main types of composite films: lipid bilayer
films, emulsion films, and composite films made of poly-
saccharide and protein. Bilayer films composed of HPMC
and solid lipids such as beeswax (2), and corn zein with a
layer of oil or waxes (65) had significantly lower WVP than
protein or polysaccharide films alone. Emulsion films devel-
oped with whey proteins, beeswax, and glycerin showed
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reduction in WVP by 50% compared to films made of whey
proteins alone (41). Krochta (42) stated that emulsion
films had even lower WVP than bilayer films due to the
optimum orientation of fatty acids in emulsion films. SPI
and wheat gluten composite film was made by mixing the
macromolecules with the plasticizer and solvent to form
the film-forming solution. The film was shown to have
lower WVP and improved TS than film made with SPI
alone (38).

B. PLASTICIZER

1. Definition and Functions

Plasticizer is defined as “a substantially nonvolatile, high
boiling, nonseparating substance, which when added to
another material changes the physical and/or mechanical
properties of that material” (37). Plasticizers induce flex-
ibility of films by reducing the degree of hydrogen bonding
and increasing intermolecular spacing of the polymers (66).

2. Selection of Plasticizers

Selection of plasticizers is based on compatibility of the
plasticizer and the substance which they plasticize. For
example, water-soluble substance should be plasticized
with compound(s) containing hydroxyls (37). The number
and position of hydroxyl groups and the number of hydro-
gen bonds capable of forming with the macromolecule
affect the efficiency of plasticization (67). Cho and Rhee
(68) stated that hydrophilicity and concentration of plasti-
cizers affect moisture sorption of SPI films. SPI films
plasticized with glycerol, which is more hydrophilic than
sorbitol, absorbed more moisture than sorbitol-plasticized
films. Plasticizer concentration also affected plasticizing
effect of whey protein films (69). Addition of plasticizer
increases permeability of the film due to the increase in
free volume (66). Studies showed that plasticizers
increased oxygen and/or water vapor permeability of MC
films (62), gellan films (70), whey protein films (71), and
gelatin films (72). Increased concentration of plasticizer
further increased permeability of edible films (73,74).

Water and polyols such as glycerol, propylene glycol
(PG), polyethylene glycol (PEG), and sorbitol are com-
monly used plasticizers. Glycerol is the most widely used
plasticizer, probably because it has small molecule weight,
which enables it to incorporate into polymer matrix very
easily. Studies have been conducted to investigate the
effect of incorporating different plasticizers into polymers
on mechanical and permeability properties of edible films.
McHugh and Krochta (71) reported that sorbitol-plasticized
whey protein film has lower OP than glycerol-plasticized
film. Sucrose-plasticized β-lactoglobulin film showed the
lowest OP, followed by sorbitol and glycerol, while PEG
200- and 400-plasticized films exhibited the poorest oxygen
barrier property (48). Glycerol-plasticized β-lactoglobulin

film had higher tensile strength (TS) and percent elongation
than sorbitol-, PEG 200-, PEG 400-, and sucrose-plasti-
cized films at equivalent amount of plasticizers (48).
Chick and Ustunol (75) reported that sorbitol-plasticized
lactic acid casein films were more effective in oxygen and
water barrier properties than glycerol-plasticized film.

Addition of plasticizers often decreases TS and
increases elongation-at-break of caseinate films (76), MC
films (62), peanut films (77), SPI films (68), gellan films
(70), and whey protein films (69,71). Effects of using
mixture of plasticizers on mechanical and WVP properties
were investigated. Park, Bunn, Weller, Bergano, and Testin
(78) reported that as the ratio of glycerol to PEG decreased,
TS of wheat gluten film increased, while elongation and
WVP decreased. A 50:50 mixture of PEG and glycerin
plasticizers for protein edible films exhibited the highest
TS (78). Environmental factors such as relative humidity
and temperature of the room where films are made also
affect the plasticizing effect of plasticizers. Gontard,
Guilbert, and Cuq (52) reported that the plasticizing effect
of water for wheat gluten film is highly temperature
dependent.

C. SURFACTANT

Surfactants are surface-active compounds that have the
ability to reduce the interfacial tension between two inter-
faces since they have both hydrophilic and hydrophobic
ends. They are usually incorporated into emulsion systems.
Surfactants are chosen according to hydrophilic-lipophilic
balance (HLB) and phase inversion temperature (PIT).
HLB is a system of values of 1 to 40 according to the
hydrophobic and hydrophilic portion of the surfactant.
Surfactants with low HLB are used in water-in-oil (w/o)
emulsification and surfactants with high HLB values were
used in oil-in-water (o/w) emulsification. PIT is the value
where emulsions reverse from o/w to w/o depending on the
temperature. It is believed that o/w interfacial tension is
the smallest at PIT. Naturally occurring emulsifiers, phos-
pholipids, monoglycerides, soy lecithin, sodium stearoyl
lactylate, sodium lauryl sulfate, propylene glycol alginate,
and paraffin wax are some examples of food grade 
emulsifiers.

V. METHOD OF MAKING EFC

Two broad categories of manufacturing EFC are: wet 
processing technologies (i.e., casting) and low-moisture
processing technologies (i.e., compression molding and
extrusion) (80).

A. CASTING

Casting is one of the most common methods to make
stand-alone films, which can be used to evaluate physical
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and chemical properties of films. Proteins or polysaccha-
rides, in concentrated or naturally occurring form, are dis-
persed in a mixture of water (with addition of solvent for
water insoluble proteins and polysaccharides) and plasti-
cizer(s). After thoroughly mixing the components, pH of
the film forming solution is adjusted to the desired range
by titrating with acidic or basic solution. Subsequently, the
film forming solution may undergo heat treatment for a
period of time. Then a controlled amount of solution is fil-
tered and poured into a casting plate. Then this film form-
ing solution is allowed to dry to a stand-alone film at a
specific condition (temperature and relative humidity) and
for a specific time period (�12 to 24 hr). Finally, the dried
film is peeled from the plate and evaluated for various
basic film properties. Example of the casting procedure of
making soy protein isolate film is showed in Figure 135.1.

Drying temperature of the film should be taken into
account since studies have shown that it had an effect on
film properties. Thickness of wheat gluten films (81), and
whey protein films (82) decreased by increasing the drying
temperature. As temperature increases from 70°C to 80°C
and 90°C, TS and elongation of peanut film increased while
WVP and OP decreased. At 90°C, peanut films had the
lowest WVP and OP and the highest TS (77). TS of wheat
gluten film investigated by Kayserilioglu, Bakir, Yilmaz,
and Akkas (81), on the other hand, decreased as drying
temperature increased. Perez-Gago and Krochta (83)
explained that WVP of an emulsion film of WPI-beeswax
decreased as drying temperature increased, probably due
to change in the lipid crystalline morphology and/or lipid
distribution within the matrix.

B. COMPRESSION MOLDING

Compression molding is one form of low-moisture process-
ing method used to make EFC. Thermoplastic material,

which softens when it is heated, is placed on one half of a
mold. Heat and pressure are applied to the mold once it is
closed. Film material then fills the mold cavity and poly-
merization occurs. The film is, then, obtained by cooling
the mold. One of the differences between compression mold-
ing and extrusion is that flowability of the film-forming
material for compression molding can be low, while for
extrusion, the material needs to have high flowability.
Because compression molding has very limited produc-
tion amount, it is economical for small production.

Compression molding was used recently as one of the
methods to make EFC. Foulk and Bunn (84) showed that
SPI films could be produced by compression molding.
Films were made according to the method developed by
Poly-Med Inc. (84). Mechanical and barrier properties of
the SPI films that have various solubility were signifi-
cantly different. They concluded that compression molded
acetylated SPI film could be used as commercial thermo-
plastic. Slightly yellow and transparent SPI films plasti-
cized with ethylene glycol (EG) formed by compression
molding under a pressure of 15 MPa at 150°C was developed
by Wu and Zhang (85). Due to the physical cross-linking
between protein chains induced by EG, water adsorption
of SPI films was reduced. SPI films made by compression
molding had improved TS, breaking elongation, water resis-
tance and thermostability, and therefore, they suggested
that the thermoplastic materials from SPI could be used
commercially for food packaging. Other proteins such as
whey proteins (86) and cottonseed proteins (80) were also
used to successfully produce compression-molded films.

C. EXTRUSION

Low-moisture process technologies take less energy and
time. One of the advantages of extrusion is that it could be
a continuous process in-line and could obtain larger 

Dissolve 5 g of SPI in a constantly
stirred mixture of 100 ml distilled
water and 2.5 g plasticizer 

pH of the solution adjusted
to 10 ± 0.1 with 1 N NaOH 

Heated for 20 min in a constant
temperature water bath at 70°C 

Strained through eight-layered
cheese cloth

Poured (60 ml) onto a leveled
Teflon-coated glass plate
(22.5 cm × 30.5 cm) 

Dry at ambient conditions (25°C)
for approximately 20 hr. It was
then peeled from the plate  

Conditioned in 50% RH
chamber for two days
before being tested for WVP 

FIGURE 135.1 Flowchart for making soy protein isolate film.



production volume. Extrusion has been used to manufac-
ture industrial polymers such as LDPE (87). A blend of
polypropylene and thermotropic liquid crystalline poly-
mer (TLCP), Rodrun LC5000, was fed to a twin-screw
extruder and polymerized through a mini-extruder to form
a film (88). Biodegradable films manufactured by melt
blow extrusion were developed with polyvinyl alcohol
(PVA) and collagen hydrolysate (CH) (89). A patent of a
soy protein thermoplastic composition containing soy
protein, carbohydrate filler, a reducing agent, a plasticizer,
and water manufactured by extrusion was granted to Jane
and Wang (90). They showed that this soy protein blend
has the desirable flowability for processing by extrusion.
Feasibility of using other edible film materials such as
wheat gluten (91) and corn zein (92) in extrusion was also
investigated. Redl, Morel, Bonicel, Vergnes, and Guilbert
(93) suggested that extrusion of wheat gluten with plasti-
cizers is feasible under steady-state conditions. Koh and
Lim (94) concluded that protein cross-linking is an impor-
tant characteristic of the leathery structure of extruded
wheat gluten. They reported that extruded wheat gluten
had higher water absorption capacity and lower protein
solubility than unextruded wheat gluten.

Plasticizers were also added to the polymer matrix to
improve flexibility of the film for extrusion. Water and
glycerol were added to extruded corn gluten meal (92)
and extruded soy protein (90).

VI. FACTORS AFFECTING FILM 
FUNCTIONALITIES

A. pH

Formation of edible films only occurs at a certain pH
range (46,95). In general, pH of the film solution should
be away from the isoelectric point (pI) of the protein used
as the film-forming macromolecule. SPI films formed well
at pH range of 7.5 to11, while no films were formed at pH
range of 3.5 to 5.5 due to coagulation of soy protein (95).
When the pH of the film-forming solution of WPI-beeswax
emulsion film was adjusted away from the pI of whey pro-
teins, films had lower WVP (96).

Also, if protein is one of the components of the film
forming solution, the pH should be adjusted not to be
extremely acidic or extremely alkaline, since intramolec-
ular protein repulsive force develops under extremely
acidic and alkaline conditions. Therefore, films formed in
these conditions will be less dense and more permeable
(51). Film opacity, solubility, WVP, and mechanical prop-
erties of wheat gluten films were affected by pH (52).
They reported that the films made at pH 5 were the
strongest, while films made at pH 6 had the lowest WVP.
Jangchud and Chinnan (77) also found that as pH of the
peanut film-forming solution increased, protein solubility
increased, and the film was darker and more yellow.

Sian and Ishak (95) investigated the effect of pH on
the composition of soybean protein-lipid films. They
reported that films prepared at higher pH (pH � 7.5) had
higher protein proportion and lower fat proportion than
films that were prepared at lower pH.

B. HEAT TREATMENT AND IRRADIATION

Heat treatment breaks intramolecular disulfide bonds in pro-
teins and allows the proteins to unfold. Then the unfolded
bonds interact and form intermolecular disulfide and
hydrophobic bonds, which reduce mobility of protein solu-
tion. As temperature of the heat treatment is increased, sol-
ubility of SPI films decreased (47). Minimum requirement
of heat treatment is different for various macromolecules.
Whey protein films need to be heated at 75°C for 30 min in
order to form intact water-insoluble films (69). Heat treat-
ment also influences appearance. Heated films are smoother
and more transparent than unheated films (97). Cuq,
Boutrot, Redl, and Lullien-Pellerin (98) stated that thermal
treatment induces inter- and intramolcular cross-linking of
proteins which improve mechanical strength. Wheat gluten
films developed by Micard, Belamri, Morel, and Guilbert
(99) which underwent heat treatment (above 110°C for
15 min and above 90°C) were stronger and more flexible.

When WPI-calcium caseinate and SPI-WPI films
underwent γ-irradiation (100), puncture strength and water
resistance significantly increased. It is due to protein cross-
linkage which contributed to a more ordered and stable
structure. Ouattara, Canh, Vachon, Mateescu, and Lacroix
(101) also reported that covalent bonds formed between
protein molecules under irradiation decreased WVP of
caseinate-whey protein films.

C. CONCENTRATION AND MOLECULAR WEIGHT

OF MACROMOLECULE

An intact film cannot be obtained if the concentration of
the film-forming macromolecule is too high or too low. If
the concentration of macromolecules is too high, the film-
forming solution will form a gel. If the concentration of
macromolecules is too low, film will not form due to the
lack of intermolecular interactions (71).

Molecular weight (MW) of cellulose also had influ-
ence on film properties. As molecular weight of HPMC
increased from 22,000 to 26,000 and 86,000, WVP of film
decreased. This suggested that it may be due to decreased
mobility of the molecules as MW increased (102).

VII. FUTURE RESEARCH DIRECTION

Basic mechanical and barrier properties of stand-alone
edible films have been extensively investigated. Various
EFCs have shown high potential to be used commercially.
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Composite and bilayer films, especially, received a lot of
attention because of the improvement of water barrier
property that they offer. Continuous research on under-
standing and modifying properties of composite/bilayer
films are to be expected.

Besides studying the basic properties of EFC alone,
the latest interest of EFC research is to investigate the fea-
sibility of applying EFC onto different food products.
Physical structure, chemical reaction between the EFC
and the product, and sensory properties (103,104) of the
product should further be investigated.
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I. SEASONINGS
[1]Seasonings are compounds, containing one or more
spices, or spice extractives, and other flavour ingredients
such as salt, sugar, dairy products and flavour enhancers,
which when added to a food, either during its manufac-
ture or in its preparation, before it is served, enhances the
natural flavour of the food and thereby increases it
acceptance by the consumer.

The compounding of seasoning is considered a spe-
cialised, skilful art. The proper blending of such dissimilar
components as spice extracts, essential oils, spices, salt,

sugars, monosodium glutamate, ribotides, dairy products,
and the many other components that enter into complex
seasoning mixtures require:

● a high level of technical expertise and a long
period of practical experience

● a list of government regulations and restrictions
● a sense of economics in the selection of the

ingredients with the optimum use to which they
can be used

A seasoning must be compounded in such a way that it
increases the natural flavour of the product to be seasoned.
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It should not overpower or diminish the product’s flavour
but add a balanced interest with an odour identity, a
smoothly blended, rounded flavour with no perceptible
undesirable aftertaste. In general the weaker the flavour of
the product to be seasoned the lower the level of added
seasoning required to achieve a satisfactory balance of
flavour in the finished product.

A. BASIC GROUPS OF INGREDIENTS

● Salt
● Sugar/dextrose
● Food acids — citric/sodium diacetate/lactic/

malic/tartaric
● Flavour enhancers — MSG/I&G
● Herbs and spices
● Spice extracts
● Vegetable powders — tomato/onion/garlic
● Savoury — HVP/yeast extracts/reaction flavors
● Cheese/dairy powders
● Flavour top notes
● Colours
● Carriers — flour/starch/maltodextrin/lactose

etc.
● Free flow agents

1. Salt

Salt is an indispensable flavouring for all snacks, sweet or
savoury. In many varieties of foods it is the predominant
flavour note. Hundreds of chemical compounds are clas-
sified as salts, and most of the water-soluble ones exhibit
what we recognise as a salty taste, but only pure sodium
chloride gives this flavour in a form not modified by sour,
bitter, or sweet tastes.

In addition to having a pronounced and generally
agreeable taste of its own, sodium chloride will modify
other flavours. In most test situations, it has been found to
enhance the sweetness of sugars and decrease the sour-
ness of acids. In some liquid products the addition of small
quantities of salt, even below the threshold level, will
increase the apparent sweetness of dissolved sucrose.

Wherever practical, salt should be applied to snacks as
a topping. This ensures a quickly sensed saltiness which is
a primary determinant of consumer acceptability. A suffi-
cient level (super-threshold) should be applied to yield 
a distinct salty flavour, but gross overstating should be
avoided because it can mask or depress desirable flavour
notes such as the mild sweetness of potatoes, or accentuate
undesirable flavours.

2. Acid

The considerations which govern the choice of acid type
and use concentration are extremely complicated. It has

been demonstrated that tartness or sour taste of the com-
mon food acidulants is directly related to the molar 
concentration of undissociated acid.

Tartness values for various acids, as reported in the
literature, vary considerably, probably reflecting differ-
ences in testing conditions. Citric acid and malic acid are
quite close in organoleptic tartness value whereas tartaric
acid is more tart. One part of citric or malic acid is
reported to be equivalent to 0.8–0.7 parts of tartaric acid.

The acids are reported to differ somewhat in their tart-
ness character. Tartaric is slightly bitter, citric acid gives a
sharper tartness peak than malic, which gives a smooth
and long lasting tartness. Some general observations on
the effect of organic food acidulants:

● High viscosity reduces the organoleptic tartness.
● Organoleptic tartness drops when the free

acid/sugar ratio is reduced.
● Organoleptic tartness is reduced by higher

flavour level.

3. Flavour Enhancers

Savoury or Umami is the descriptive term given to the glu-
tamate found naturally in foods or as added monosodium
glutamate. It is also used to describe combinations of glu-
tamate and nucleotides. It usually works as a flavour
enhancer, that is, bringing out the flavour of the food itself.

Naturally occurring glutamate is found in foods as
diverse as cheese such as parmesan, kelp, tomatoes,
anchovies, and potatoes. Naturally occurring nucleotides —
the main two being disodium-5�-guanylate (GMP) and dis-
odium-5�-inosinate (IMP) — are mainly found in tuna fish,
sardines, bonito, beef, prawns, chicken, and shitake 
mushrooms.

Nowadays, monosodium glutamate is manufactured
by fermentation commercially from molasses. Nucleotides
are commercially produced by the natural fermentation of
tapioca starch. Commercially, MSG is the more widely
used — in various food products. More recently
nucleotides have started to be used either in combination
with naturally occurring glutamates, or with MSG. The
three most common forms of nucleotides used are:

IMP — Disodium inosinate
GMP — Disodium guanylate
Disodium ribotide (I � G) — which is IMP �

GMP in a 50:50 mixture

As mentioned before, glutamates can be used alone to
impart the Umami flavour whereas nucleotides require a
source of glutamate to function as a flavour enhancer.
Nucleotides have a very marked synergistic effect with
glutamate. The glutamate can be present naturally in the
food product or can be added to the food. Even though



foods naturally contain nucleotides and glutamate, they
are still used in seasoning as you would use salt. Very
small amounts of nucleotides are added to replace some of
the MSG to give a magnification of the flavour enhance-
ment effect.

Glutamates and nucleotides are completely water-
soluble at use levels. IMP has a low moisture absorption
which may be an important point when being used in dry
mix products and favours. GMP has the strongest flavour
enhancement and both nucleotides have high heat stabil-
ity and tolerate a wide range of pH without large levels of
decomposition.

Nucleotides enable the manufacturer to control exces-
sive saltiness in snack foods such as potato crisps and
other snack items. MSG can be used to reduce salt levels
and give the same amount of perceived saltiness to a prod-
uct by bringing out the flavour.

4. Savoury

We have many materials available to use which will enhance
and/or add a savoury meaty flavour to seasonings. These
products can be derived from yeasts and yeast autolysates,
hydrolysed plant proteins, or meat products. Some mate-
rials add a savoury meaty flavour with no definite profile,
some are specifically tailored to a profile (i.e., Chicken
HVP, Beef yeast autolysate, and chicken processed
flavours, etc).

Available to us also are vegetable flavoured yeast
autolysates, vegetable powders, many different sugars,
starches, acids, and an entire range of natural identical
flavours.

II. SPICES & HERBS
[1]Spices and herbs are aromatic natural products that are
used to flavor food. Spices are the dried seeds, buds, fruit
or flower parts, bark, or roots of plants, usually of tropi-
cal origin. Herbs are the leaves and sometimes the flow-
ers of plants, usually grown in a climate similar to the
Mediterranean.

A. CLASSIFICATION OF SPICES BY SENSORY

CHARACTERISTICS

Flavour Characteristics Spices

Alliaceous Onion, chives, shallots, garlic
Bitter Celery seed, curry powder, fenugreek,

hops, mace, marjoram, nutmeg, oregano,
rosemary, saffron, savory, turmeric

Fragrant & delicate Bail, chives, shallots
Herbaceous Dillweed, parsley, rosemary, saffron, sage,

thyme
Pungent & hot Capsicum, ginger, horseradish, mustard,

black and white pepper
Pungent & sweet Cassia, cloves, cinnamon

Sour, astringent Capers
Sweet Anise, cardamom, fenugreek, star anise
Sulfurous Garlic, onion
Warm, fruity Anise, bayleaf, caraway, cardamom,

cumin, fennel, rosemary, savory
Warm fragrant & cooling Basil, oregano, peppermint, spearmint
Warm heavy & aromatic Cumin
Warm spicy and aromatic Allspice, basil, caraway, cardamom,

cassia, celery, chervil, chilli, cinnamon,
cloves, coriander, dillweed, ginger,
mace, marjoram, nutmeg, pickling 
spice, sage, tarragon, thyme, saffron

Woody Cassia, cinnamon, cloves

B. MAIN SPICES IN ASIA[1] [2]

1. Cinnamon

Cinnamon is the dried inner bark of various evergreen
trees belonging to the genus Cinnamomum. At harvest,
the bark is stripped off and put in the sun, where it curls
into the familiar form called “quills.”

Cinnamon in the ground form is used in baked dishes,
with fruits, and in confections. Cassia is predominant in
the spice blends of East and Southeast Asia. Cinnamon is
used in moles, garam masala, and berbere.

2. Clove

Cloves are the dried, unopened, nail-shaped flower buds
of the evergreen Syzygium aromaticum. They are reddish-
brown in color and have a strong aroma.

Cloves are an important ingredient in the spice blends
of Sri Lanka and North India. They are used in garam
masala, biryanis, and pickles. In the U.S., cloves are used
in meats, salad dressings, and desserts. Clove is a key
flavour contributor to ketchup and Worchestershire sauce
seasoning blends. Chinese and German seasonings also
depend on cloves to flavour meats and cookies.
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3. Cumin

Cumin is the dried seed of the herb Cuminum cyminum, a
member of the parsley family. The cumin plant grows 
to about 1 to 2 feet tall and is harvested by hand. Cumin
is a key component in both chili powder and curry 
powder.

The flavor of cumin plays a major role in Mexican,
Thai, Vietnamese, and Indian cuisines. Cumin is a critical
ingredient of chili powder, and is found in achiote blends,
adobos, garam masala, curry powder, and baharat.

4. Fennel

Fennel is the dried, ripe fruit of the perennial Foeniculum
vulgare. Tall and hardy, this plant has finely divided,
feathery, green foliage and golden yellow flowers. Oval
seeds form in clusters after the flowers have died and are
harvested when they harden.

Fennel seeds are an important ingredient in seasoning
blends of the Mediterranean, Italy, China, and Scandinavia.
Fennel seeds may be roasted prior to incorporation into
seasoning blends to intensify their flavor. Fennel is used
in curry blends, Chinese five spice, mirepoix, and herbes
de Provence. Fennel is also used to flavor fish, sausages,
baked goods, and liquors.

5. Ginger

Ginger is the dried knobby shaped root of the perennial
herb Zingiber officinale. The plant grows two to three feet
tall. Once the leaves of the plant die, the thick roots, about
6 inches long, are dug up. Crystallized ginger is fresh gin-
gerroot cooked in syrup and dried.

Ginger is used in Indian curries, and Chinese,
Japanese, and European spice blends.

6. Red Pepper

Red pepper is the dried, ripened fruit pod of Capsicum
frutescens, one of the most pungent capsicums. It is some-
times referred to as cayenne red pepper, having been
named after the high heat chilies grown in the vicinity of
the Cayenne River in French Guiana.

Red pepper adds heat and bite to seasoning blends,
meats, pickles, seafood, Italian, Indian, Mexican, and
Caribbean cuisines. Red pepper is used in seasoned salt, chili
powder, jerk, mole negro, and berbere seasoning blends.

7. Black Pepper

Black and white pepper are both obtained from the small
dried berry of the vine Piper nigrum. For black pepper,
the berries are picked while still green, allowed to fer-
ment, and are then sun-dried until they shrivel and turn a
brownish-black color. They have a hot, piney taste.

Black pepper adds flavor to almost every food of
every nation in the world. It is used in rubs, spice blends,
salad dressings, and peppercorn blends.

8. White Pepper

Black and white pepper are both obtained from the small
dried berry of the vine Piper nigrum. For white pepper, the
berry is picked when fully ripe. The outer layer of shunken



skin is removed, leaving the dried, grayish-white kernel. It
has a milder, more delicate flavor than black pepper.

White pepper is used whole in pickling spices and
marinades. Ground white pepper is used in light colored
foods such as sauces and soups. It is especially popular in
European cuisine.

9. Bay Leaves

Bay leaves or laurel, are the dried leaves of the evergreen
tree, Laurus nobilis. The elliptically shaped leaves are
light green in color and brittle when dried. They have a
distinctively strong, aromatic, spicy flavor. Bay leaves is
the approved term for this spice, but the name “laurel” is
still seen frequently.

It is used in soups, stews, stocks, pickles, marinades,
tomato dishes, and meats. Mediterranean, French,
Moroccan, and Turkish cuisines use bay leaves in spice
blends such as bouquet garni and curry blends.

10. Chives

Chives, Allium schoenoprasum, are the reed-like stems of
a perennial, bulbous plant of the lily family. The name
“chives” is derived from the Latin cepa, meaning onion.
Chives are a member of the onion family.

It is used in cold soups, stir-fried items, cheese and
cream sauces, dips, potatoes, and as a garnish. Chives are
popular in European and Chinese cuisines and in season-
ing blend fines herbes.

11. Cilantro

Cilantro is the dried leaves of the herb, Coriandrum
sativum, an annual herb of the parsley family. Also known
as Chinese parsley, cilantro has a distinctive green, waxy
flavor. Cilantro is the usual name for the leaf of the plant

that is otherwise identified as coriander, and from which
coriander seed is obtained.

Cilantro is used in salsas, chutneys, salads, dips, beans,
and soups. Cilantro is used in Asian, Mexican, Indian, Tex
Mex, Caribbean, and North African cuisines, and is used in
seasoning blends such as masala, curry, salsa, and recados.

12. Coriander

Coriander is the dried, ripe fruit of the herb Coriandum
sativum. The tannish brown seeds have a sweetly aromatic
flavor which is slightly lemony. A zesty combination of
sage and citrus, coriander is actually thought to increase
the appetite.

Coriander is used in lentils, beans, onions, potatoes,
hotdogs, chili, sausages, stews, and pastries. It is used in
the cooking of North American, Mediterranean, North
African, Mexican, Indian, and Southeast Asian cuisines,
as well as spice blends, including curry powders, chili
powders, garam masala, and berbere.

13. Mint

Mint leaves are dried spearmint leaves of the species
Mentha spicata. The dark green leaves have a pleasant
warm, fresh, aromatic, sweet flavor with a cool aftertaste.

Mint leaves are use in teas, beverages, jellies, syrups,
ice creams, confections, and lamb dishes. Mint is used in
Afghanistani, Egyptian, Indian, and Mid-Eastern cuisines
and spice blends such as chat masola, mint sauce, and
green Thai curry.

14. Paprika

Paprika is the dried, ground pods of Capsicum annum, a
sweet red pepper. It is mildly flavored and prized for its
brilliant red color.

Seasonings and Spices 136-5



Paprika is used in seasoning blends for barbeque,
snack foods, goulash, chili, and the cuisines of India,
Morocco, Europe, and the Middle East.

15. Sesame Seed

Sesame is the dried, oval-shaped seed of the herb Sesamum
indicum. Sesame seed is harvested by hand. The seeds
have a rich nut-like flavor when toasted. Sesame seed con-
tains 25 percent protein.

Sesame seeds are used to add texture and flavor to a
variety of breads, rolls, crackers, and salad dressings.
Middle Eastern, Muslim, and Asian seasoning blends use
crushed, whole, and toasted sesame seeds for flavour and
texture.

16. Turmeric

Turmeric is the dried root of the plant Curcuma longa.
Noted for its bright yellow colour, it is related to and sim-
ilar in size to ginger. Turmeric’s flavor resembles a com-
bination of ginger and pepper.

Turmeric is a powerful colouring agent. It is used to
colour and flavour prepared mustard, pickles, relish, chut-
neys, and rice dishes as well as butter and cheese. It is also
used in spice blends in the Caribbean, India, North Africa,
the Middle East, and Indonesia such as curry powder and
rendangs.
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Flavors are generally divided into two categories accord-
ing to their end uses: sweet flavors and savory flavors.
Sweet flavors include cola, orange, lemon, apple, straw-
berry flavors, etc. which are generally applied to sweet
foods like beverage, dairy products, bakery products and
confectionery. In some multinational companies, oral care
flavors like peppermint and spearmint flavors are also
divided into sweet flavors. Savory flavors include meat
flavors, seafood flavors, mushroom, cheese flavors and so
on, which are mainly used in savory foods such as spices,
meat products, snack, seasoning, soup, etc.

I. SWEET FLAVOR CLASSIFICATION

Sweet flavors can be divided into four categories according
to their existence status:

A. WATER-SOLUBLE FLAVORS

Ethyl alcohol, propyl glycol and water are generally used
as solvents for water-soluble flavors. Solvents account for
40%�99% of the composition in the formulae. These fla-
vors are clear and have good topnote, but they are sensi-
tive to heat. Water-soluble flavors are wildly used in
beverage, ice cream, water ice, dairy products, pectin
jelly, jam, etc.

B. OIL-SOLUBLE FLAVORS

Corn oil, triacetin and octyl and decyl glycerate (ODO)
are used as solvent in this kind of flavors. This kind of
flavor has higher concentration of chemicals, longer
aroma retention ability and better stability against heating,



but they are water-insoluble. Oil-soluble flavors are gen-
erally used in biscuit, confectionery, chocolate, chewing
gum, etc.

C. EMULSION FLAVORS

This kind of flavor is oil-in-water (o/w) flavor which con-
tains two phases: water phase and oil phase. The oil phase
is composed of flavor oils, weighting agents, vegetable
oils, emulsifiers and antioxidants. The commonly used
weighting agents include sucrose acetate isobutyrate
(SAIB), ester gum, brominated vegetable oil (BVO), dar-
mmar gum and elemi gum. There is strict legislation
restrictions in different countries for each weighting
agent. Because the specific gravity of flavor oils are gen-
erally between 0.84 and 0.87, and the specific gravity of
beverage is above 1.00, weighting agents must be added
to increase the specific gravity of oil phase. The specific
gravity of several weighting agents is as follows:

SAIB: 1.146
Ester gum: 1.085
BVO: 1.333
Darmmar gum: 1.065
Elemi gum: 1.03

The water phase consists of water, emulsifier (e.g. arabic
gum), acid, preservative, thickening agent and antioxidant.

Stokes’ Law plays an important part in the formula-
tion of emulsion flavor. The law can be expressed with the
equation as follows [1]:

V � � � 

Where:
V: the velocity of creaming or sedimentation
g: acceleration due to gravity
r: the radius of the droplet

d2: the density of the dispersed phase
d1: the density of the continuous phase
η: the viscosity of the continuous phase

According to Stokes’ Law, the following measures
can be taken to decrease the velocity of creaming or sedi-
mentation of droplets in the finished drinks:

1. Decrease the particle size at the premise of not
influencing cloudiness

2. Decrease the difference of specific gravity
between the two phases

3. Increase the viscosity of the continuous phase

Emulsion flavors are wildly used in carbonated drinks,
juice drinks and sports/isotonic drinks. It also can be used
in ice cream, water ice, dairy products and bakery foods.

D. POWDERED FLAVORS

This kind of flavor can be mainly divided into two cate-
gories. One is absorptive powdered flavor which is made
by absorbing flavor base on carriers like maltose or mal-
todextrin. The other is encapsulation powdered flavor
which is made by emulsifying and spray-drying the 
flavor base. This kind of flavor is mainly used in powder
drinks.

II. FLAVOR DESCRIPTION

It’s very important for food developers to give correct and
precise description on flavor, which is the basic skills for
food developer to create new food products. In flavor
houses, primary, secondary and tertiary words are used to
describe each flavor. For example, juicy, sweet, peely and
other adjective words are used to describe orange flavor,
so the primary word is orange, while juicy, sweet, peely
and other adjective words are secondary words. If one
orange flavor is very sweet with a little juicy note, it can
be described as follows:

Orange (Primary)
Sweet (Secondary)

Juicy (Tertiary)

Generally, one can make the correct description on a vari-
ety of flavors after receiving at least one year’ training on
description.

In Table 137.1, a series of secondary/tertiary descrip-
tive words are listed for commonly used flavors.

gr2(d2 � d1)
��η

2
�
9
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TABLE 137.1
Descriptive Words for Commonly Used Flavors
Primary Words Secondary/Tertiary Words

Orange Sweet, Juicy, Peely, Fresh, Oxidized,
Aldehydic, Tangerine, Mandarin, Oily, Candy

Lemon Juicy, Fresh, Peely, Oxidized, Oily, Candy
Coffee Roasted, Brewed, Expresso, Sweet,

Vanilla-like, Bitter, Fresh, Instant
Cola Spicy, Citrus, Woody, Oxidized, Vanilla-like
Apple Red, Green, Peely, Juicy, Delicious, Fresh, Ripe
Vanilla Vanillin, Hay-like, Creamy, French, Extracted
Banana Ripe, Green, Candy, Cooked, Spicy
Blueberry Juicy, Perfumed, Candy, Cooked, Ripe
Grapefruit Juicy, Sweet, Bitter, Peely
Grape Concord, Muscat
Honey Floral, Herbal, Perfumed, Caramellized
Mango Juicy, Ripe, Green, Floral, Skinny
Lime Juicy, Peely, Oily, Candy, Fresh, Soapy
Peach Ripe, Skinny, White, Candy, Canned
Pineapple Juicy, Ripe, Canned, Candy



III. FOOD FLAVOR, TASTE AND
MOUTHFEELING DESCRIPTION AND
ANALYSIS

In most cases, food developers tend to describe and ana-
lyze their competitors’ successful market sample. They
are interested in the following information involved in the
market sample:

1. Which kind of flavor is used in the product:
orange, apple or lemon if the market sample
contains only one type of flavor?

2. How many types of flavors are used in this
product if the product contains several types of
flavor: orange � mango, orange � lemon or
orange � mango � peach?

3. Once the developer confirms that the product
contains certain flavor (e.g. orange), he wants
to know the flavor directions (e.g. juicy, sweet
or sweet plus juicy).

4. Flavor solubility. For example, juice manu-
facturers add orange extracted flavors in juice
product, but they may add orange topnote fla-
vor or orange oil to improve the topnote of the
juice product. The beverage developer has to
gauge from his experience whether it contains
orange topnote flavor or orange oil.

5. Food taste, mouthfeeling and texture. Flavors
play an important part in food taste and mouth-
feeling. Other factors affecting taste and mouth-
feeling include sweeteners, acids, emulsifiers,
thickening agents, mineral elements, vitamins,
etc. The food developers must judge or guess
from experience which specific function in the
food product is caused by which specific kind
of ingredient.

Table 137.2 shows an example that describes a market 
coffee milk sample.

IV. FLAVOR SELECTION

Flavor selection is the critical step for a food developer to
create high-quality, popular and quality-consistent food.
Much attention should be paid to the following factors
during the selection of flavors:

1. Flavor supplier.
2. Legal status of flavors in different countries:

natural, natural identical, artificial; Kosher or
Halal; Does the flavor contain any chemical
which is not allowed in the local country?

3. Flavor solubility: water-soluble or oil-soluble?
4. Flavor existence status: liquid, powder or

emulsion?
5. Flavor flashpoint. Flavors with the flashpoint

below 61°C are classified as dangerous goods,
which are easy to fire or explode. These flavors
should receive special care during the trans-
portation, storage and usage.

6. Flavor price.
7. Flavor stability against heating, oxygen, light

and storage.
8. Flavor dosage and specifications like specific

gravity, refractive index, odor, color, etc.
9. Flavor combination.

A food developer generally uses two or more flavors
while creating a new food, especially matching a success-
ful food sold well in the market. He has to use another fla-
vor to complement the note which one flavor lacks; or use
oil-soluble flavor to produce topnote in juice products
although water-soluble flavor has been used. Flavor com-
bination also causes the greatest difficulties for the com-
petitors to match the market successful product.

V. SWEET FLAVOR APPLICATION

In this chapter, we will concentrate on the application of
sweet flavors to beverages, dairy products (e.g. yogurt,
yogurt drinks, ice cream, water ice) and confectionery.

A. IN BEVERAGES

The ingredients of beverage consist of water, sweetener,
acidulant, colorant, flavor, stabilizer, thickener, antioxi-
dant, concentrated juice, mineral element, preservative,
etc. Flavors for beverage must be water-soluble. Generally,
the ratio of flavor in the finished drink is between
0.01%�0.3%, but the needed dosage will depend on
flavor category, beverage category and other factors.
Although flavor only occupies a small ratio in the finished
drink, it plays a critical role in the beverage flavor and
acceptability.
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TABLE 137.2
Flavor, Taste and Mouthfeeling Description of Market
Coffee Milk Drink

Primary* Secondary* Tertiary*

Coffee Flavor Coffee Roasted Burnt
Milk Milk Powdered
Drink Vanilla Creamy,

extracted

Taste Very sweet (judge from
experience that sugar content is
about 8%)

Mouthfeeling Creamy, smooth, flavor
lasting

* Only suitable for flavor description.



1. In Carbonated Drinks

a. Process flowchart of carbonated drinks
There are two kinds of process for carbonated drinks: one
time filling and two times filling. One time filling is much
more popular than two times filling due to its consistent
quality of the finished drink. Two times filling has been
phased out by most beverage companies because the qual-
ity of the finished drink is inconsistent. The process flow-
chart of one time filling is as follows [2]:

b. Formula examples
Example I: Carbonated cola drink

The syrup:
Sugar 650.0 g
Phosphoric acid 85% 3.60 g
Caffeine 0.60 g
Color to suit
Cola flavor as needed
Water to make 1000 ml
Throw: 1 � 5

The syrup: brix � 53°
The finished drink: brix � 10.6°; volume of CO2 � 4.

Example II: Carbonated orange flavored drink

The syrup:
Sugar 778.0 g
Sodium benzoate 1.50 g
Citric acid 9.00 g
Sunset yellow 0.175 g
Tartarine 0.040 g
Orange emulsion �1.5 g
Water to make 1000 ml
Throw: 1 � 5

The syrup: brix � 63.4°; acid% � 0.90%;
The finished drink: brix � 13.1°; acid% � 0.15%.

Two kinds of orange flavors can be used in carbonated
drink: orange emulsion and water-soluble orange flavor,
but the latter generally can’t be used solely in carbonated
orange drink because it is a washed flavor and has relative
weak flavor profile. The latter is generally used to improve
body and bottom note. Orange emulsion can be solely
used or combined with water-soluble orange flavor.

2. In Juice Drink

a. Process flowchart of juice drink
Treated water and sugar, acid, juice concentrate, etc. →
Deaerate → Homogenize(170/40 bar) → Sterilize (105°C,
15S) → Fill (88°C) → Seal → Cool → QC check →
Finished drink.

b. Formula example: 10% orange juice drink
Sugar 90.28 g
Citric acid 1.63 g
Orange juice concentrate (8X) 12.5 ml
CMC(FH9, acid-proof) 1.0 g
β-Carotene emulsion (1%) to suit
Orange emulsion �1.0 g
Orange topnote �0.2 g
Water to make 1000 ml

The finished drink: brix � 9.50°; juice content (%) � 10%.

Three kinds of orange flavors can be used in orange juice
drink: orange emulsion, orange topnote flavor and washed
orange flavor. Orange topnote flavor is used to improve the
topnote, which dosage in the juice drink is 0.01%�0.02%;
orange extract flavor improves body and bottom note,
which dosage is 0.02%�0.08%.

3. In Sports Drink and Isotonic Drink

a. Process flowchart of sports drink and 
isotonic drink

Sweetener, acid, colorant, etc.

Dissolve

Sugar, glucose

Heat to dissolve

Filter and decolor

Add flavors

Add cloud

Pasteurize (95�C, 5S)

Fill

Seal

Cool

QC check

Finished drink

Mix

Mix quantificationally

Fill QC check Clean Bottle

Seal

QC check

Finished drink

Water

Water treatment

Deaerate

Cool

Absorb CO2

Blend

Cool

Filter and decolor

Heat to dissolve

Sugar

Dissolve

Acid, preservative,
flavor, colorant, etc.
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b. Formula example: lemon flavored 
sports drink

Sugar 50.0 g
Glucose 15.0 g
Acesulfame potassium 0.14 g
Potassium citrate 0.30 g
Sodium citrate 0.30 g
Citric acid 1.60 g
Malic acid 0.80 g
Lemon washed flavor �1.00 g
Cloud �1.00 g
Water to make 1000 ml

The finished drink: brix � 6.8°; total acid % � 0.24%.

4. In Coffee Mix Drink

a. Process flowchart of coffee mix drink
Sugar and emulsifier → Premix → Dissolve in hot water
→ Dissolve milk powder and starch → Add coffee extract
→ Dissolve sodium citrate, etc. → Add flavor → To make
1000 ml → homogenize @170/40 bar → Fill → Sterilize
@121°C, 20 min → Cool → QC check → Finished drink.

b. Formula example
Sugar 75.0 g
Whole milk powder 18.0 g
Coffee extract (brix � 51°) 14.0 ml
Sugar ester P1670 0.40 g
Sodium citrate 0.30 g
Sodium ascorbate 0.30 g
Instant textra (Nation starch) 2.0 g
Vanilla flavor 0.40 g
Milk flavor 0.33 g
Coffee flavor 0.85 g
Water to make 1000 ml

The finished drink: pH � 6.6; brix � 11.0°.

5. In Powder Drink

a. Process flowchart of powder drink
Sugar, acid, colorant, anti-caking agent, powder flavor, etc.
→ Blend → Sieve → Package → QC check → Finished
powder drink.

b. Example formula: mango flavored 
powder drink

Sugar 90.0 g
Citric acid 2.40 g
Ascorbic acid 0.30 g
Lake color #5 0.004 g
Lake color #6 0.006 g
Sodium citrate 0.30 g
Anti-caking agent 0.40 g
Malto dextrin 30.5 g
Powdered cloud �0.30 g
Powdered mango flavor �1.0 g
Total 125.0 g

Use: 125 g dilute to 1000 ml for drink.

B. IN DAIRY PRODUCTS

Yogurt, yogurt drinks, acidified milk drinks, ice cream
and sherbets are classified as dairy products. Raw materi-
als used in dairy products include the following:

Fat: milk fat, cream, butter, butter oil, vegetable oil
(sunflower oil, soybean oil, rapseed oil, etc.)

Nonfat milk solids (NMS): proteins, lactose, mineral
salts.

Sweeteners: sucrose, glucose, HFCS, etc.
Stabilizers: gelatin, pectin, xantham, carrageenan,

agar-agar, CMC, guar, locust bean, sodium algi-
nate, karaya, etc.

Emulsifiers: monoglycerides, diglycerides, etc.
Flavors: commonly used flavors in dairy

products include coffee, milk, vanilla, nutty
flavors (i.e. hazelnut), fruit flavors (i.e. orange,
pineapple, strawberry), chocolate, cream,
bean (i.e. green bean, red bean), ube yam,
melon, etc.

Water and air
Juice preparations: orange, apple, strawberry, pineap-

ple, banana, etc.
Yogurt cultures
Acids: citric acid, lactic acid, etc.
Colorants
Others

1. In Yogurt Drink

a. Process flowchart of yogurt drink
Skimmed milk

↓
Pasteurize (e.g. 90�95°C for 3�5 minutes)

↓
Culturing to pH 3.8�4.2

↓
Cool to about 20°C

Fruit juice
← Pectin dispersion

Sugar, flavor, etc.

Slowly agitate for minimum 15 minutes
↓

Control pH 3.8�4.2
↓

Pasteurize at 90�95°C for 10�15 seconds
↓

Homogenize at 150�200 kg/cm2

↓
Cool to filling temperature

↓
Aseptic filling
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b. Formula example: strawberry yogurt drink
Skimmed milk yogurt 843 g
Fruit juice (50% sugar) 120 g
Pectin dispersion* 35 g
Strawberry flavor �1.0 g
Yogurt flavor �1.0 g
Total 1000 g

* Pectin dispersion: 3.5 g pectin is dispersed in 31.5 g
65% sugar solution at high mixing speed.

The finished yogurt drink:
Fat: 7.6%;
NMS: 8.0%;
Sugar: 0.35%;
Total solids: 15.95%.

2. In Ice Cream

a. Process flowchart of ice cream
Mix at 50�60°C

↓
Pasteurize (e.g. 80�85°C for 20�25 seconds)

↓
Homogenize (e.g. 140/40 bar at 75�80°C)

↓
Cool to 4°C

↓
Age below the temperature 4°C

← Add flavor, color, etc.

Freeze (e.g. 5.55°C at the outlet from the freezer)

← Incorporation of fruit, nut, cookie solids,
ripple, etc.

Harden to �30 � �35°C
↓

Store below the temperature �17°C

b. Formula examples
Table 137.3 displays typical formulas for ice cream in
different regions.

C. IN CONFECTIONERY

Market confectionery products can be mainly sorted as:
hardboiled candy, chewy sweets (soft candy), gummy

candy, pectin jellies, chewy and bubble gums, chocolate,
pressed tablet candies, jellies and marshmallows.

Raw materials used in confectionery products involve:

Sweetener: castor sugar, glucose syrup, invert syrup,
synthetic and natural sweeteners

Fat: butter, hydrogenated vegetable oil, cocoa butter
Dairy products: fresh milk, butter cream, milk pow-

der, condensed milk
Gelling agents: starch, agar, gelatin, pectin, etc.
Emulsifiers: lecithin, glycerol mono stearate, sucrose

esters of fatty acids, span, tween, etc.
Acid: citric acid
Flavors: orange, lemon, strawberry, mint, blueberry,

nutty flavors, etc.
Nuts and fruits products
Colorants
Others

1. In Hard Candy

a. Process flowchart of hard candy
Castor sugar, glucose syrup, water → Dissolve → Filter
→ Boil → Cool → Add flavor, acid and color → Blend →
Cool → Desposit → Cool → Select → Pack

b. Formula example: orange flavored 
hard candy

Castor sugar 57.0%
Glucose syrup 29.7%
Water 13.1%
Orange flavor �0.3%
Color to suit
Total 100%

2. In Chewy Sweets

a. Process flowchart of chewy sweets

Hydrogenated
palm oil

Melt

Glucose syrup,
castor sugar, water

Dissolve

Filter

Boil (120�C)

Gelatin,
water

Dissolve at 60�C

Filter

Gel

Icing sugar  Flavor, acid, colorantBlend

Pull

Shape

Choose

Pack

Mix
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TABLE 137.3
Typical Formulas of Ice Cream in Different Regions [5]
Ingredients U.S.A Europe Asia

Milk fat 10.0% 8.0% 6.0%
NMS 10.5% 10.5% 7.0%
Sucrose 12.0% 12.0% 14.0%
Glucose solids (36DE) 6.0% — 5.0%
Glucose solids (42DE) — 3.0% —
Stabilizer/emulsifier 0.4% 0.5% 0.4%
Flavor �0.1% �0.1% �0.1%
Total solids 38.9% 34.0% 32.4%
Overrun 80–100% 100–130% 70–90%



b. Formula example: peppermint flavored chewy
sweets

Castor sugar 34.36%
Water 18.38%
Glucose syrup 43.23%
Hydrogenated palm oil 3.06%
Emulsifier 0.55%
Gelatin 150 bloom 0.22%
Color to suit
Peppermint flavor �0.2%
Total 100%

3. In Chewing/Bubble Gum

a. Process flowchart of chewing/bubble gum
Gum base → Intenerate → Mix → Roll → Shape → Pack

↑
Icing sugar, flavors, other ingredients

b. Formula example: blueberry flavored 
chewing/bubble gum

Gum base 19.7%
Icing sugar 59.7%

Glucose syrup 19.8%
Glycerin 0.5%
Blueberry flavor �0.3%
Total 100%
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Only the simplest foods are present as one continuous
phase. In practice, much of the texture and other complex
behavior of food systems arises from phase heterogeneity.
A common and relatively simple form of heterogeneity is
when the food is present as a dispersed system — small
particles of one material (or phase) in a second continuous
phase [1]. We are concerned with that subset of dispersed
systems where one of the phases is lipid and the other aque-
ous, i.e., emulsions. Some examples of water-in-oil food
emulsions include milk, ice cream mix, mayonnaise, salad
dressings, soups, beverage emulsions, and flavor emul-
sions. The classic definition of an emulsion requires both
phases to be liquid but in foods this definition is frequently
expanded to include systems where one or more phases are
solid. It is possible to make an emulsion with either a lipid
or an aqueous dispersed phase and this distinction largely
governs the overall properties of the emulsions (e.g., a
lipid-continuous system will disperse poorly in water, and
have a low conductivity and a greasy mouthfeel). However,

in this work we will focus on aqueous-continuous emul-
sions.

We will describe the structure of food emulsions and
the effect this structure has on the properties of the food.
We will consider the mechanisms of emulsion (de)stabi-
lization and finally the effects of food processing on emul-
sion structure. Our goal in this work is to provide an
accessible introduction to the main issues essential to the
engineering of food emulsions, but clearly such a brief
treatment cannot be comprehensive. In Table 138.1 we
provide a selected bibliography of sources that may be
helpful for further exploration of the subject.

I. EMULSION STRUCTURE

Figure 138.1 shows an optical micrograph of a coarse
food emulsion. The oil is present in spherical droplets in a
continuous aqueous phase. The interfacial layer, although
insignificant volumetrically, is essential to governing the



overall properties of the system. Although all emulsions
must have an aqueous and a lipid phase and an interface
between them, they may vary widely, and it is useful to
develop a vocabulary to describe their microstructure.

First the amount of dispersed phase is typically expressed
as a mass or volume fraction:

φm � φv � (138.1)

where φv and φm are the volume and mass fraction of dis-
persed phase and v and m are the volume and mass of the
oil (subscript o) and aqueous (subscript a) phases. Mass
and volume fractions are readily interconvertable know-
ing the density (ρ) of each phase. Droplet volume fraction
can vary from zero to approaching 100% (Figure 138.2). As
the volume fraction increases, the particles increasingly
interact with one another until they are close packed (as
shown in Figure 138.2). The maximum theoretical close
packing of identical spheres is 0.7405, but in reality this
type of highly organized structure does not occur and ran-
dom close packing occurs at much lower volume fractions
(�0.64). Given an appropriate droplet size distribution
(including particles approaching zero diameter) it would

vo
�
vo � va

mo
�
mo � ma
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TABLE 138.1
Bibliography of Selected Further Reading in Food
Emulsions
Reference Comments

“Colloids in Food” [54] Although somewhat dated, the treatment of 
the fundamentals underlying the chemistry
of food colloids remains unrivalled.

“An Introduction to A simplified text covering many of the 
Food Colloids” [55] topics from #1.

“Foundations of Colloid Highly technical and comprehensive on the 
Science” [27] fundamentals of dispersion technology.

Particularly useful discussion of 
surfactants and self-assembled colloids.

“The Colloidal A good general reference particularly in the 
Domain” [16] fields of the properties of surfaces and

surfactants.

“Advances in A useful update to #1.
Food Colloids” [56]

“Food Emulsions: Particularly strong in the application of
Principles, Practice and colloidal force arguments to food 
Techniques” [24] systems and analytical methods.

“Physical Chemistry Comprehensive treatment of all of the main
of Foods” [57] aspects of food physical chemistry.

Especially relevant are chapters 9–13 on
aspects of dispersed systems.

FIGURE 138.1 Optical micrograph of a coarse food emulsion.
The oil is present in spherical droplets several 10 s of micro-
meters in diameter (most food emulsions would be an order of scale
finer) surrounded by an aqueous phase. The interfacial layer is
seen as a thick line here, but that is an optical artifact. In reality
the interfacial region discussed in the text would only be a few
nanometers thick.

FIGURE 138.2 Schematic diagram showing the effect of vol-
ume fraction on the structure and dynamics of an emulsion. (a)
A dilute emulsion, the movement of the highlighted particle is
not affected by other particles. This would be realistic up to a
few percent volume fraction. (b) In a more concentrated emul-
sion (φ � 10%) the movement of the highlighted droplet would
be slowed by interactions with other droplets and the system
would be more viscous and slower creaming than predicted from
an extrapolation of the properties of the dilute system. (c) An
ideally close packed emulsion where the particles are packed
into a hexagonal array. The indicated droplet cannot readily
move relative to the other droplets and the bulk material may
develop elastic properties. Further concentration yields (d), a
fluid foam where the droplets are distended into polyhedral
shapes separated by narrow lamellae. Note ideal compression of
(c) would yield a regular hexagonal structure but the polydis-
perse structure shown in (d) suggests some of the lamellae have
ruptured to allow some coalescence.



be possible to achieve a much higher volume fraction but
Princen [2] points out that in practice most real polydis-
perse distributions do not exceed the perfect close packing
of homogeneous spheres. Droplet volume fractions
beyond close packing are only attainable by deforming
the spherical droplets.

Emulsion droplets are spherical (under all but the
most extreme conditions) so can be characterized with a
single length dimension. Real emulsions are polydisperse,
i.e., contain droplets of varying sizes, and thus it may be
more useful to represent their size as a distribution or in
terms of a mean and polydispersity. For example a typical
log-normal size distribution is shown in Figure 138.3a.
Figure 138.3b has a lower median diameter, but as it has
a broader distribution. It has more large droplets and may
be effectively less stable. Figure 138.3c shows a bimodal
distribution formed from the overlap of two polydisperse
emulsions. Distributions such as Figure 138.3c are often
seen in partly aggregated emulsions. Most stable emul-
sions have average diameters less than a few micrometers,
and few are smaller than 100 nm.

A. LIPID PHASE

The lipid phase is largely a mix of triacyglycerol molecules
of animal or plant origin along with (typically) minor con-
stituents of the lipids including free fatty acids and mono-
and di-glycerides. Food lipids typically crystallize over the
range of temperatures found in food processing and storage
so we may also be concerned with semi-crystalline droplets.
In general the melting point of a fat decreases with decreas-
ing chain length and increasing unsaturation. Fats cooled
below their melting point may crystallize, but the crystal-
lization process is often very slow. Fat crystallization is
further complicated by the fact that there are often several
stable solid forms under given conditions and their rate of

formation and interconversion may vary widely [3]. In the
emulsified state the situation is further complicated as the
fat is isolated into many self-contained droplets. In bulk fat
it would require in principle only one nucleation event to
crystallize all of the fat present but in the emulsified state
each droplet must nucleate independently. In the most
extreme case, each droplet is effectively pure and nucleation
must occur homogeneously in the droplet [4]. Homogeneous
nucleation is typically very slow and very large super-
cooling can occur when the number of droplets is much
larger than the number of effective nucleating impurities.
More commonly in foods there are sufficient impurities to
allow most droplets to nucleate heterogeneously but this
often still requires significant supercooling. Moreover,
Walstra [5] pointed out that many real food emulsions con-
tain several fat crystals, which implies multiple nucleation
events per droplets. He argued this most likely occurs by
secondary nucleation, the detachment of nuclei from the
surface of a growing crystal.

The pressure of the oil droplet surface also affects the
development of crystal structures within the droplet. Lopez
and co-workers [6, 7] showed that crystals are more dis-
ordered in the emulsion droplets than in bulk, presumably
due to the physical constraints of the surface. The effect of
the droplets was most strongly seen in the less stable crystal
forms. These and other workers have also seen an emulsified
fat crystallizes into an α-form more readily than the same
fat in bulk [6–8].

A second major reaction we may be concerned with in
emulsion lipids is oxidation [9]. Lipid oxidation can lead
to rancid off-flavors and -odors that can spoil food when
present at very low levels. Further oxidation can lead to
the formation of potentially toxic compounds and can also
degrade the nutritional value of foods. In general oxidation
proceeds through a radical reaction between an unsatu-
rated lipid and oxygen. Radicals are generated by inter-
actions of metals, the action of light, or enzymatic activity
and the reactivity of lipids increases greatly with the num-
ber of double bonds present. The reactivity of emulsified
lipids is notably different from the bulk properties of the
same lipid and offers new ways to control the reaction
[10]. While oxygen is usually present in significant quan-
tities in both the lipid and aqueous phases, some of the
important oxidation catalysts are concentrated in one or
either phase. Notable here are aqueous metal ions which
are only effective catalysts of lipid oxidation when they
can approach the lipid droplets. Consequently emulsion
droplets with negatively charged surfaces (e.g., proteins
pH � pI, sodium dodecyl sulfate) were much more prone
to catalysis by iron cations than positively charged
droplets. The actions of antioxidants are also different in
dispersed systems. Frankel noted the “polar paradox” in
which oil-soluble surfactants are more effective in stabi-
lizing dispersed lipids while water-soluble surfactants are
more effective in bulk [11]. He argued that in both cases
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FIGURE 138.3 Typical particle size distributions seen in emul-
sions. (a) has a larger median diameter than (b) but (b) is more
polydisperse and so has more larger particles and may be less
stable than (a). (c) is bimodal, very often the larger population of
droplets is formed due to the flocculation of smaller droplets.



the antioxidant concentrates in the portion of the system
most prone to oxidation (i.e., the emulsion droplets or the
surface of the bulk respectively) where they can be most
effective.

B. AQUEOUS PHASE

The aqueous phase contains the water-soluble food ingre-
dients including simple sugars and salts. Other ingredients
may be largely water or oil soluble but partition to some
extent between the two phases according to their partition
coefficients: the ratio of the activity of the solutes in lipid
and in water. Very often we are concerned with highly
dilute additives such as flavors and antioxidants and it is
reasonable to express a partition coefficient in terms of a
ratio of concentrations. Lipids and sugars have partition
coefficients close to infinity and zero, respectively but
many other food ingredients have some solubility in either
phase and while their equilibrium concentrations remain
constant, individual molecules move dynamically between
phases.

The properties of the aqueous phase can also affect the
interactions between the emulsion droplets. For example,
the change on an ionizable group is a function of pH and
so the amount of charge carried on a protein-stabilized
emulsion droplets will decrease from a positive to a negative
plateau value as the pH is increased (Figure 138.4). The
ionic strength (�½ Σcz2, where c is the concentration of
an ion of valence z) decreases the range of effective elec-
trostatic interactions so they will be less important in salty
systems. Some other components, particularly sugars, can
act as co-solutes and stabilize proteins against thermal
denaturation [12]. They achieve this by structuring the
water around the hydrophobic groups on the protein and
the same effect can reduce the hydrophobic drive to
aggregation amongst denatured proteins.

C. INTERFACE

The fact that oil and water are immiscible and have a clear
interface (Figure 138.1) stems from the strong water-
water attractive force. A water molecule is so strongly
attracted to its peers that it will overcome the entropic
drive for mixing with oil and remain as an isolated phase
[13]. (In reality there is some small solubility of oil in
water and although at the bulk scale an interface is a clear
line separating the two phases, at the molecular level there
is local mixing and an interfacial region where the con-
centration of both phases changes from its bulk value to
its solubility in the second phase. It is possible to draw a 
Gibbs interface in this region so that the excess concentra-
tion on one side of the interface is equal to the deficit con-
centration on the other). The tendency of water and oil to
demix also leads to a tendency to minimize the interfacial
area because each surface water molecule is more exposed
to the unfavorable oil phase than a corresponding mole-
cule in bulk water [14]. The energy cost to increase the
surface area of a system is manifested in the surface ten-
sion, a force opposing surface expansion:

γ � (138.2)

where γ is the interfacial tension, G is the surface excess
free energy, and A is the surface area. The role of interfa-
cial tension pushing against surface expansion also means
droplet interiors are somewhat compressed (i.e., the Laplace
pressure). Increased pressure can increase the solubility of
lipid components and helps maintain the droplet’s spheri-
cal shape against applied forces.

The unique molecular environment of a surface allows
the accumulation of surface-active ingredients. Surface-
active molecules have part of their structure water soluble
and part oil soluble. Important examples in food emulsions
are predominantly proteins [15] and to a lesser extent small
molecule surfactants [16] and some hydrocolloids [17]. If
a surface-active molecule is added to a two-phase system
it can either remain free in one or both phases (enthalpic
disadvantageous) or adsorb to the interface (entropically
disadvantageous) [14]. The competition between terms
means the amount of adsorbed surfactant will increase non-
linearly with added concentration. The maximum amount
of sorbed surfactant is defined by packing concerns at the
surface but typically for food proteins is in the order of a
few mg m�2. Adsorbed surfactant shields the immiscible
water and oil phases from one another and so decreases
the interfacial tension from about 30 mN m�1 for a clean
oil-water surface to a surfactant-dependent minimum at
surface saturation [1]. The most important functional roles
of the interfacial layer in controlling emulsion functional-
ity are to: (i) lower the interfacial tension to ease the for-
mation of the emulsions, (ii) self-repair incipient holes in
the lamella separating two approaching droplets via the
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Gibbs-Marangoni effect, and (iii) provide a basis for
repulsive colloidal forces between droplets. This final
point is crucial in limiting destabilization by aggregation
(see below).

Surface binding is not instantaneous. The potentially
surface active molecule must first diffuse to the surface
then “react” and bind. Diffusion is faster for smaller mol-
ecules so small molecules will usually develop an interfa-
cial layer in a few seconds while a protein layer would
take several minutes for the process to complete [14].
Although the binding of a single hydrophobic group to a
surface is a spontaneously reversible event, the multiple
binding of several sites on a polymer means that proteins
will not typically spontaneously desorb from a surface.
However if a more surface active material is added (i.e.,
small molecule surfactants) it may displace the protein
from the interface by a competitive adsorption process.
The surface protein concentration is not affected by small
amounts of added surfactant, but will be completely 
desorbed following a small further increase [18]. Gunning
and co-workers used atomic force microscopy to image
protein displacement from a mica surface and saw that the
initial portion of desorption the surfactant accumulated at
the surface and pushed the protein into an increasingly
thick and dense network surrounding the droplets [19]. At
a critical level the surface protein network ruptured and
detached from the surface. These workers termed this
orogenic process as an analogy to the process of the for-
mation of continents from tectonic plate activity. Oil sol-
uble surfactants are less effective than aqueous surfactants
at displacing proteins [20].

When globular proteins bind to a surface they often
slightly rearrange their structures to better configure to the
interfacial environment and as a result are often denatured.
The interfacial protein concentration is relatively high even
if the bulk concentration is relatively low and the properties
of a concentrated protein solution are seen in two dimen-
sions at the interface [21]. The proteins can cross react and
form a viscoelastic two-dimensional gel that can improve
the stability to coalescence. The same types of interprotein
bonds responsible for bulk protein gelation (e.g., disulfide,
hydrophobic) have been identified in the two dimensional
surface analogue. Mixed protein films can phase separate

in two dimensions just as a thermodynamically incompat-
ible polymer mixture can in bulk [22, 23].

D. FORMATION OF EMULSIONS

Emulsions can only be formed from bulk oil and aqueous
phases through the application of amounts of energy. Some
of the energy is used to create oil-water surface free energy
but the bulk is “wasted” as heat losses in turbulent flow.
Typically a coarse emulsion premix is made by blending or
shaking the ingredients together. The particle size of the
premix is very large, typically several (1–100) microme-
ters, and so they have a very short shelf life. However, the
goal here is to produce a transiently homogeneous mix-
ture that can be fed through a higher-energy secondary
homogenization step for further particle size reduction to
the desired final goal [24]. The second stage of homoge-
nization can be achieved by a variety of technologies, e.g.,
colloid mill, ultrasonication, high pressure valve homoge-
nizer, or microfluidizer, each of which enjoy various
advantages and disadvantages but all serve to apply a crit-
ical mechanical stress to the droplets.

As noted previously, emulsion droplets are spherical to
minimize their surface area and are somewhat pressurized.
To disrupt a droplet it must be stretched and eventually frac-
tured and to achieve this the forces input from the homog-
enizer via the continuous phase must exceed the cohesive
forces of the droplets (Figure 138.5) [25]. The cohesive
strength of a droplet increases with surface tension and
decreasing particle size so one of the main roles of a sur-
factant in facilitating homogenization is to reduce interfa-
cial tension. The relationship between the applied forces
and the operating conditions of the homogenizer depend
on the type of flow occurring (i.e., laminar or turbulent)
but generally particle diameter is believed to be inversely
proportional to either shear rate in laminar flow or (power
density) in turbulent flow [24]. It is possible for the
homogenizer to very effectively fragment particles but
there may be little or no net effect on the particle size
because the newly formed droplets take a finite time to
become coated in surfactant and may recoalesce before this
can happen. Thus the second role of surfactant in homoge-
nization is to rapidly diffuse to and adsorb to newly created
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FIGURE 138.5 Schematic diagram showing the effect of applied force on a droplet. Initially the droplet is spherical but deforms
into a spheroid under the applied force. Eventually a neck forms in the shape and fractures to form many smaller droplets. The small
droplets formed can quickly recoalesce if they are not protected by surfactant or protein diffusion to the interface.



surfaces to protect them before any droplet-droplet colli-
sions occur.

II. PROPERTIES OF FOOD EMULSIONS

We are rarely interested in food microstructure for its own
sake but rather as a way to understand the sources of food
quality [26]. So for food emulsions we are most con-
cerned with how they affect perceived food texture, color,
and flavor.

A. TEXTURE

A dispersed system is always more viscous than the pure
continuous phase due to the increased friction between the
particle and the liquid layers causing greater energy dissi-
pation. In a highly dilute, uncharged suspension contain-
ing non-interacting solid particles (volume fraction φ) the
relative viscosity (η�, i.e., apparent viscosity normalized
to that of the dispersed phase) is given by the Einstein
relationship (Figure 138.6):

η� � 1 � 2.5φ (138.3)

The “hard-sphere” assumption may be acceptably valid
when a thick surfactant layer limits the transmission of
flow from the continuous to dispersed (liquid) flow but in
most real foods there are significant particle-particle inter-
actions that will further increase the effective viscosity
(Figure 138.2b). Extensions to the Einstein equation are
available to account for paired and multi-body interactions.

η� � �
i�0

ki φi (138.4)

where ki are constants (1, 2.5, �6, …). Using the first two
powers Equation 138.4 reduces to Equation 138.3 and even
using the third power it is only useful up to about 15 vol%
[24]. At higher concentrations it is common to resort to
empirical and semi-empirical expressions such as the
Krieger-Dougherty relation:

η� � �1 � �
�2.5φmax

(138.5)

where φmax is a volume fraction approximating (0.6–0.7,
Figure 138.2c) close-packing [27]. The φmax parameter
can be allowed to relax between a high and low shear
value to account for non-Newtonian behavior. The Krieger-
Dougherty relation tends towards infinity at φ � φmax and
gives no meaningful solution beyond that point. However
highly concentrated emulsions have a real viscosity and also
develop significant elastic properties (e.g., mayonnaise).
In order to maintain the very high levels of dispersed phase
(often �80%) the droplets are distended and the microstruc-
ture approaches that of a foam with many polyhedral
droplets in very close association (Figure 138.2d) [2].

B. FLAVOR

Our perception of food flavor comes largely from volatiles
released into the headspace in the mouth and detected by
nerves at the back of the nose. As well as being volatile,
many food flavors have a significant solubility in oil and
aqueous phases so the presence of emulsified lipid can
affect the kinetics and thermodynamics of their release
and therefore our overall flavor perception. Considering
the partitioning of a volatile between the oil, water, and
headspace in a food emulsion we can quickly see the
effects of fat content on the perceived flavor of foods
(here presumed to be related to the absolute headspace
concentration). Using the subscripts o, w, e, and g to refer
to the oil, aqueous, overall emulsion, and headspace gas
phases respectively we can define an effective partition
coefficient between the emulsion and the headspace) [28].

Kge � (138.6)

Figure 138.7a shows the effect of oil concentration on the
headspace concentration of a number of different flavors
with different partition coefficients (partition coefficient
data from [24, 28]). The partitioning of the non-polar fla-
vors (octanal, heptan-2-one) between the headspace and
the emulsion decreases with oil concentration, the partition
coefficient of the more volatile flavor (ethanol) increases.
This is logical as oil provides a better reservoir for the
non-polar flavors than the polar flavors. While volatile
concentration does not necessarily correlate with sensory
appreciation of flavor [29], this simple calculation shows the

Kgw
��
1 � (Kow � 1)φ

φ
�φmax
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FIGURE 138.6 Theoretical relative (i.e., normalized to the con-
tinuous phase) viscosity of an emulsion as predicted by (a) the
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magnitude of the changes that can be caused by changing
the emulsion structure. For example, van Ruth and Roozen
[30] studied the headspace concentration of volatiles
above an oxidized sunflower oil in water emulsion and
noted that while more volatiles partitioned into the head-
space above the emulsion than the corresponding bulk fat,
the relative change was different for different aromas. In
another example fat content was shown to increase the
amount of a non-polar flavor (linalool) released more than
the polar flavor (diacetyl) [29].

Partition coefficients are thermodynamic constants but
very often we are concerned with the dynamics of flavor
release. Harrison and co-workers [28] proposed a mathe-
matical model for the release kinetics of flavor from an
emulsion. They assumed that as the droplets are relatively
small, diffusion in the droplets and hence partitioning
between oil and water occurs relatively fast, leaving the
transport across the emulsion-headspace barrier as the rate-
limiting step. Assuming the emulsion is well mixed they
showed the concentration of gaseous volatile (cg) is given as:

� 1 � exp���1 � � t� (138.7)

where v is the phase volume, K is the partition coefficient,
t is time, hD is the mass transfer coefficient in the emulsion,
and A is the interfacial area of the emulsion surface (not
the surface of the individual droplets). Emulsion particle
size and volume fraction only entered into their formula-
tion as terms controlling the viscosity of the emulsion (and
hence hD). Neglecting this effect, this approach clearly
shows the effect of Kge and hence oil content on the release
kinetics. Some calculated rates of release of the aroma
with partition coefficients calculated are shown in Figure
138.7b. While heptan-2-one is released more rapidly than
ethanol in the higher water system (φ � 20%) the converse
is true in the concentrated emulsion (φ � 80%).

Harrison and co-workers obtained reasonable agree-
ment with their model in a study of the release kinetics of
diacetyl and heptan-2-one [28]. However other workers
have challenged their assumptions and investigated the
effect of particle size and interfacial barrier effects [31].
For example Miettinen and others [29] showed that decreas-
ing droplet size had no affect on the amount of diacetyl
flavor (i.e., polar) but increased the release of linalool
(i.e., nonpolar) and the effects of surfactant type were quite
minor (sucrose stearate vs. modified starch).

The sensory perception of creaminess is associated
with food emulsions and while it is related to the flavor
present, rheology and particle size also play a complex
role and vary by product [32].

C. COLOR

Fine emulsion droplets have diameters approaching the
wavelength of light and therefore scatter light efficiently.
Consequently, emulsions containing oil concentrations
above a few percent appear turbid and white. Finer emul-
sions scatter short wavelength light more strongly and
therefore take on a bluish tinge. Theory has been devel-
oped to calculate the perceived color of an emulsion from
droplet size and concentration. First the scattering effects
of the droplets are calculated and from this reflectance
spectrum and hence the tristimulus values [33].

III. EMULSION STABILITY

Emulsion destabilization is driven by the tendency to min-
imize interfacial area by lipid droplet coalescence, and by
phase separation (under gravity) by creaming. These are
both thermodynamic effects and so emulsions will inevit-
ably break down eventually. The goal therefore is not
absolute but adequate stability, i.e., we are as much con-
cerned with kinetics as we are with thermodynamics. The
product must last as long as expected for that type of food,
be it seconds for vinaigrette dressing, days for a dairy prod-
uct, or years for a beverage emulsion. Some of the main
mechanisms are illustrated in Figure 138.8 and discussed
further below.
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A. CREAMING

Oil is usually less dense than the aqueous phase of an
emulsion, so it will tend to float to the surface in response
to gravity or other applied forces. The movement of oil
particles is impeded by viscous drag of the continuous phase
and the net rate of particle movement (vs) can be approxi-
mated from a balance of these forces in Stokes’ equation:

vs � (138.8)

where d is oil droplet diameter, ρoil and ρwater are the den-
sities of the respective phases, g is acceleration due to
gravity, and ηc is the viscosity of the continuous phase.
Equation 138.8 is based on a series of assumptions largely
violated in real food emulsions, i.e., the droplets are iso-
lated spheres moving in a Newtonian fluid (Figure 138.2a)
but it provides some qualitative guidelines to limit creaming
(e.g., minimize particle size, density difference, or increase
the viscosity of the continuous phase to reduce the rate of
creaming). For example homogenization reduces the size
of milk fat droplets approximately tenfold so we would
expect homogenized milk to be stable against creaming
approximately 100 times longer. As the droplet volume
fraction increases, particle-particle interactions become
more important (Figure 138.2b), the rate of creaming slows
and Equation 138.8 becomes less reliable. An analytical
solution is available for moderate concentrations of spher-
ical particles and in principle better fits could be achieved
by incorporating higher powers of volume fraction.

v � vs(1 � 6.5φ) (138.9)

However a better description of the effect of volume frac-
tion is achieved by assuming the effective viscosity (in

Equation 138.8) experienced by a creaming droplet in a
concentrated emulsion is the viscosity of the emulsion
(rather than the continuous phase) and calculating that
using a Krieger-Dougherty type relation. In this formula-
tion, the emulsion achieved solid-like character as the vol-
ume fraction approaches close packing and at this point
creaming effectively stops (Figure 138.2c and d, [27]).

Creaming can be readily and temporarily undone by
gently shaking an emulsion. It can be measured by visually
identifying the junction between a fat rich and fat poor
region of a tube of emulsion, but only after creaming is
well advanced. Earlier detection is possible using devices
that can measure oil concentration as a function of position
(e.g., ultrasonic velocity or optical reflectance), but it is
often possible to identify systems likely to cream upon long
term storage from particle size measurements or by using
centrifugation to accelerate the process.

In the remainder of this section we will discuss the
aggregation mechanisms responsible for emulsion break-
down. We will first consider the kinetics of aggregation,
the various types of aggregation and finally the effects of
aggregation on emulsion properties.

B. AGGREGATION KINETICS

Droplets in an emulsion move either by Brownian motion
or under gravitational or other applied forces. The moving
droplets collide and may (i) bounce off one another caus-
ing no change in the properties of the system, (ii) merge
(coalesce) to form a single larger droplet, or (iii) stick
together but maintain the shape of two conjoined droplets
(i.e., flocculation). Either of the latter two cases will
reduce the number of particles in the system and be a step
towards destabilization. The rate of aggregation is given
by the product of the rate of droplet-droplet collision (β)
and the proportion of those collisions leading to reaction
(α). Relatively simple terms for collision rates under static
(i.e., perikinetic) and sheared (i.e., orthokinetic) condi-
tions were derived by Smoluchowski and are given in
Equations 138.10 and 138.11 respectively [34].

βperikinetic � � � (138.10)

βorthokinetic � d 3 (138.11)

where k is the Boltzmann constant, T is the temperature, η
is the viscosity of the continuous phase, d is the droplet
diameter, and G is the velocity gradient in the fluid.
Smolokowski made several assumptions to derive these
expression: (1) particles remain spherical after collision, i.e.,
complete coalescence, (2) no interparticle forces, (3) no par-
ticle or aggregate fracture, (3) fluid motion is exclusively
either diffusional or laminar shear, (4) particles are of iden-
tical size, and (5) only two-body collisions occur. These

4G
�
3

2kT
�
3η

d 2(ρwater � ρoil)g
��

18ηc
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FIGURE 138.8 Schematic diagram illustrating the mecha-
nisms of emulsion destabilization. The primary particles (a)
flocculate (b) and rapidly cream (c) into a concentrated layer.
The droplets may maintain their individual integrity in this state
for a considerable period of time before (d) coalescing into a sin-
gle phase. This is not the inevitable pathway, in some cases
creaming (e) may occur without extensive flocculation. Note the
two different creams shown (c and e) have different volumes.
This is not the only route to destabilization.



are clearly violated in real systems so again the full analyt-
ical solution can only be used to (at best) give some qual-
itative guidance. More complete analytical and empirical
solutions are available to deal with some of these but the
simple equations are still widely used [34].

The collision efficiency parameter α is often used as a
fitting parameter to describe flocculation kinetics, but
should in principle be relatable to the interdroplet forces
acting on the system. If two droplets approaching one
another have a significant repulsive force between them
they may not collide, whereas if the force is attractive they
may veer towards one another and collide even if their
original, unmodified trajectories would have caused them
to miss. The collision efficiency parameter α would be
respectively less than or greater than one in these cases.
The interaction forces between droplets vary with range
and tend towards zero at long separations. They can also
be expressed as interaction potentials — the energy cost
of bringing one particle to a given separation from a sec-
ond particle. Some sample interaction potentials are given in
Figure 138.9. The potential is negative at all separations for
Figure 138.9a so an approaching particle will tend to be
attracted to the second. At very low separations the potential
becomes increasingly negative so it will be difficult for
the reverse process to occur and the particles will irre-
versibly coalesce. Figure 138.9b is positive at all separations
so the droplets will tend to be repelled from one another.
Figure 138.9c is negative or zero at large separations so
the particles may approach one another. There is then a
positive barrier which can slow the aggregation of particles
(if �kT) but any particles which have sufficient potential
energy to surmount the barrier will permanently coalesce
into the potential energy pit at small separations. Interaction
potentials can be measured directly or calculated as a sum
of attractive and repulsive contributions from the physico-
chemical properties of the system [24, 35]. The physical

bases for a few of the more important interactions are
described below:

● Electrostatic Repulsion. Most food emulsions
are protein-stabilized and under most condi-
tions those proteins have a significant net
charge. Consequently protein-stabilized oil
droplets act as charged particles. The magni-
tude of their charge depends on the pH (Figure
138.4) and the amount and type of interfacial
protein. However in a given emulsion each
droplet is likely to have a similar net charge and
thus repel the other droplets. The magnitude of
the electrostatic potential force is proportional
to the square of surface potential and decreases
exponentially moving away from the droplet.
The exponential decay is faster in high ionic
strength systems so the stability of charged
emulsion often decreases in the presence of
salt. (Note the ionic strength effect is theoreti-
cally independent of ion type. Some specific
protein-ion interactions (notable casein and cal-
cium) can also lead to strong droplet aggrega-
tion [36].) Demetriades and others [37, 38]
studied the effect of salt and pH on the stability
of thermally treated whey protein stabilized
emulsions. They noted the emulsions thickened
and creamed at pH � pI and particularly at high
salt concentrations. Presumably away from the
isoelectric point the electrostatic repulsion was
capable of preventing droplet aggregation.

● Van der Waals Attraction. Transient dipoles
in the bonds within matter lead to a weak col-
loidal attractive force. The force is relatively
long-range, decaying with the reciprocal of dis-
tance, and is dependent on the dielectric pro-
perties of the component phases.

● Hydrophobic Attraction. There is an energetic
advantage to moving hydrophobic materials out
of an aqueous environment. This is manifested
in a strong attractive force between hydrophobic
surfaces, which decays exponentially over quite
long distances. While this force can be readily
measured, until recently there has been rela-
tively poor understanding of the physical basis
of the relatively long range of the attraction
[35]. However, Pashley [39] recently noted that
oil was soluble (as a turbid dispersion) in water
if the water was first rigorously degassed by
freeze-thaw under vacuum. He proposed that
the dissolved gasses were the cause of the long-
range hydrophobic effect and once they were
removed oil became effectively water-soluble.
Emulsion droplets not adequately protected
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with surface active material have significant oil-
water contact and will quickly aggregate as a
result of the attractive hydrophobic forces.
Surface protein usually shields the oil from the
water and diminishes the hydrophobic attraction
but surface denaturation can unfold the proteins
and allow some protein-protein hydrophobic
attraction to draw the droplets together. For
example, Demetriades and others showed that
thermally treating whey protein stabilized emul-
sions led to extensive aggregation [37, 38].

● Steric Repulsion. Adsorbed material acts as a
barrier to coalescence at very short range (i.e.,
when the surface layers begin to overlap). The
two main contributions to this mechanism are
compression (volume exclusion) and mixing
(osmotic) effects. Compression is always
strongly repulsive but mixing can be attractive
at slightly longer range depending on the sol-
vent-polymer interactions [24]. Strong steric
repulsion due to the protein layer at very short
range is often responsible for the predominance
of flocculation over coalescence in many food
emulsions.

● Depletion Interactions. Non-adsorbing parti-
cles are excluded from a region close to a sur-
face equivalent to their hydrodynamic radius.
In an emulsion, this sets up an osmotic pressure
gradient between particle-rich and particle-free
regions of the continuous phase that favors
droplet aggregation to reduce the volume of this
region. Depletion attraction is particularly impor-
tant when a non-adsorbing polymer is added to
a food emulsion (e.g., xanthan gum, protein
aggregates) and can lead to extensive floccula-
tion and creaming [40–42].

● Hydrodynamic Repulsion. In sheared systems
we can add hydrodynamic interactions to this
list. Hydrodynamic forces represent the energy
required to make the fluid between the
approaching droplets “get out of the way” and
so produces a repulsive force. The relative
movement of the fluid will also tend to cause
approaching particles to rotate and take on a
curved trajectory and miss one another. Con-
sequently the presence of hydrodynamic forces
will always reduce the collision frequency,
sometimes by up to 5 orders of magnitude,
compared to rectilinear trajectories [34].

C. TYPES OF AGGREGATION

Flocculation is the aggregation of oil droplets without
mixing of their contents whereas during coalescence the

membrane separating the approaching droplets is breached
and allows the dispersed phases of the droplet to mix. Once
oil is allowed to flow between droplets they quickly revert
to a (larger) spherical shape. Coalescence can take place
either following droplet collision (see above) or after peri-
ods of prolonged storage in a concentrated emulsion (often
in a cream layer). The resistance of the interdroplet mem-
brane to rupture depends on the strength of the protein
films and the ability of the interdroplet repulsive forces to
maintain a thick aqueous layer between the droplets.
Surfactant layers can also favor film rupture if their opti-
mal surface curvature favors hole formation [43] and oppose
it through the Gibbs-Marangoni effect [44]. Extensive
coalescence increases the particle size and therefore the
tendency of an emulsion to cream.

In practice, coalescence is rarely the initial cause of
food emulsion failure. More common is flocculation
whereby droplets collide and stick together but the mem-
brane separating them does not rupture. There is no mixing
of oil so the individual droplets retain their spherical shape
and a large, porous, and frequently fractal floc develops.
A floc immobilizes a mixture of dispersed and continuous
phase so the effective volume fraction of a flocculated
emulsion, and hence the viscosity (Equation 138.3) is
much greater than the corresponding unflocculated emul-
sion. Coalescence decreases the number of droplets but
causes no change in the volume fraction of the emulsion
and hence no change in product rheology. Both floccu-
lated and coalesced droplets have larger particle sizes so
often cream more readily than the primary emulsion.

Flocs can be characterized in terms of a size and den-
sity (fraction of the floc taken up by particles) but in many
cases it is possible to ascribe a fractal dimension to the
flocculated structure. A fractal object shows some level of
self-similarity over several orders of scale. All objects
show some relation between length and mass, for
Euclidean solids, planes, and lines it is cubic, quadratic, or
linear respectively, but for fractal objects it is non-integer.
To describe a fractal floc the closer fractal dimension of
the floc to three, the more the particles pack together to
form a “perfect” Euclidean 3D object, i.e., complete coa-
lescence. The lower the fractal dimension, the more open
the structure. Fractal dimension can be used to calculate
an effective volume fraction φeff:

φeff � φ� �
3�D

(138.12)

where R is the floc radius, r is the primary particle radius,
φ is the particle volume fraction, and D is the fractal
dimension (� 1–3). The effective volume fraction can be
used in the Krieger-Dougherty type relation to link
microstructure and viscosity. Plots of viscosity as a func-
tion of volume fraction are shown in Figure 138.6d and e
for R/r � 10 and D � 2.8 and 2.6 respectively. The looser
floc (Figure 138.6e) reaches a critical volume fraction at

R
�
r
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lower concentrations. Fully coalesced droplets (D � 3)
behave the same as unflocculated emulsion (Figure 138.6c).

Emulsions may flocculate when too little protein is
used in their formation. In this case a single protein strand
may encompass several droplets and cause them to stick
together). Factors which increase attractive colloidal
forces or decrease repulsive forces (see above) such as
adjusting pH to pI or thermal denaturation of the protein
layer will also tend to induce flocculation. This can also
be seen as factors that make the aqueous phase a poorer
solvent for the protein will tend to favor protein precipita-
tion and hence emulsion destabilization [45].

Related to both flocculation and coalescence is partial
coalescence which is a novel mechanism of emulsion
destabilization which can occur when the droplets are
semi-crystalline (especially in sheared, refrigerated dairy
products [44]). The fat crystals penetrate the aqueous layer
separating the colliding droplets and then liquid oil flows
out to wet the crystal surface and to reinforce the link
between the droplets. The solid fat network in each droplet
provides a skeleton to prevent the oil flowing completely
between droplets and thus prevents full coalescence and
maintains the characteristic shape of individual droplets.
However if a partially coalesced emulsion is heated so the
fat crystals melt they will merge and can lead to significant
oiling off. Partially coalesced fat droplets play a role in sup-
porting the foam of whipped cream and ice cream [46].

In conclusion, the typical mode of emulsion destabi-
lization in real food emulsions is flocculation with associ-
ated increases in viscosity and often complete or partial
phase separation. Later the membranes separating the
flocculated droplets may break allowing coalescence and
eventual oiling off. (When semi-crystalline droplets are
sheared partial coalescence with associated formation of
visible clumps or even phase-inversion may dominate.) It
is notable that the distinct mechanisms of emulsion desta-
bilization introduced above do not in practice occur in iso-
lation but instead catalyze one another.

IV. EFFECT OF PROCESS CONDITIONS

Foods are processed to improve their safety and quality
and sometimes these affect the colloidal forces responsi-
ble for the stabilization of emulsions.

Thermal Treatments. Most cooking operations involve
some thermal denaturation of proteins. The extent of dena-
turation depends on the type of protein present at the sur-
face, the temperature and time to which it is exposed, and
to a lesser extent the pH and other co-solutes present.
Thermal denaturation leads to some protein unfolding and
the increased exposure of hydrophobic amino acids to the
aqueous phase. The increased hydrophobicity leads to
protein aggregation between the surface proteins and
either (i) unadsorbed protein, or (ii) adsorbed protein on
the same droplets (intradroplet bonding), or (iii) adsorbed

protein on other droplets (interdroplet bonding). Of these,
(iii) is the most significant as it leads to droplet floccula-
tion and consequent changes in emulsion properties. The
prevalence of each case depends on the relative concen-
tration of oil droplets and non-adsorbed protein, and the
inter-particle forces acting.

Chilling is important as it induces oil crystallization
within the droplets. Droplet oil tends to crystallize more
slowly than bulk oil due to the isolation of active catalysts
but once there are crystals present there is an increased like-
lihood of partial coalescence and the formation of visible
clumps in the product [44]. Freezing can quickly destabil-
ize many emulsions via a variety of mechanisms. Firstly
droplets are forced into very high concentrations in the
unfrozen channels between the ice crystals [47]. This can
first lead to the conventional forms of droplet aggregation
found in concentrated unfrozen emulsions [48], in particular
partial coalescence [49]. In addition the dehydrating effect
of freezing on the surfactant head groups can alter spon-
taneous curvature and favor the formation of pores
between droplets and eventual full coalescence [47]. In
some emulsions the freezing will induce polymer-
polymer interactions and droplet flocculation and the 
formation of a cryo-gel [50, 51].

Other Operations. High pressure treatment can have
a denaturing effect on proteins and thereby affect the
functional properties of emulsions [52]. The effect of the
pressure treatment depends on the nature of the protein
and on the solvent conditions, for example, 700 kPa had
no effects on the surface pressure of casein but significant
effects on whey.

Pulsed electric fields have an antimicrobial effect
often exploited to reduce the microbial loads on mini-
mally processed foods but have little effect on the proper-
ties of food emulsions, for example, disrupting flocs and
rupturing larger droplets [53].

Irradiation inactivates food spoilage organisms by
damaging their nuclear material. Extremely high levels of
irradiation could in principle trigger more rapid lipid oxida-
tion or damage other ingredients present but it is unlikely the
levels used in food processing would have any detectable
effect on the physical microstructure.
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I. HYDROCOLLOIDS: OVERVIEW OF
CHEMISTRY AND FUNCTIONALITY

Hydrocolloids, commonly known as water-soluble gums,
are high molecular weight plant polysaccharides, usually
with some inorganic or mineral content and low levels of
protein. Gums are naturally occurring, water-soluble poly-
mers with thickening, film-forming, and/or gelling prop-
erties based on their chemical nature, given specific
conditions. Gums as complex carbohydrates exhibit prop-
erties that are affected by many factors including the fol-
lowing: active functional groups as substituents, molecular
size, orientation, molecular association, water-binding and
swelling, concentration, particle size, degree of dispersion,
temperature, pH, processing conditions, etc. (1, 2, 3).

Soluble dietary fiber is defined as being resistant to
degradation by human digestive enzymes and can help
decrease high serum cholesterol levels. Water-soluble
gums are good sources of soluble dietary fiber (about 85%
on a dry basis) when used as an ingredient in processed
foods. Low viscosity gums, such as gum acacia, inulin,
hydrolyzed guar, and polydextrose, may be used as fiber
source at higher levels in nutraceutical products. Gums
can also be used as one of the ingredients in fat mimetic
systems due to their ability to bind as much as 100-fold
their weight of water. This chapter aims to highlight the
functional properties of various commercially available
hydrocolloids for applications in food and beverage prod-
ucts. A list of the various categories, examples, and botan-
ical sources of naturally occurring hydrocolloids is shown
in Table 139.1A. Examples of the most important chemi-
cally modified gums are shown in Table 139.1B.

A. HYDRATION RATE, FUNCTIONAL AND

RHEOLOGICAL PROPERTIES

Gums are highly functional ingredients in beverages,
salad dressings and sauces, snack foods, cereal products,
and other food systems (1, 2, 3). In food applications, they
function in a variety of ways (Tables 139.2A and 139.2B), an
attribute that may be related to their viscosity characteris-
tics or to their water binding, gelling, and other specific
properties. These characteristics ensure the production of
high quality food products with extended shelf life. As is
evident from Table 139.3, viscosity ranges of the various
hydrocolloids can vary greatly due to their chemical nature
and degrees of branching and polymerization.

Depending on their chemical nature, type of branch-
ing, molecular weight, residual ionic charge, and ability to

undergo intermolecular or intermolecular associations, the
gums exhibit a variety of rheological properties. Shear-
thinning behavior or pseudoplascticity is shown by xanthan
gum while gum acacia, a branched, globular arabinogalac-
tan is Newtonian (i.e., does not decrease in viscosity with
increasing shear rate) up to 40% concentration. Thixotropic
behavior has been observed in some cellulose gum solu-
tions, depending on degree and uniformity of substitution.

To optimize the functional properties of gums, it is
essential that the product is completely dispersed and fully
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TABLE 139.1A
Types of Natural Hydrocolloids
Type (Function) Examples Botanical Source

Plant Exudates Gum Arabic Acacia sp.
(Emulsifying & Karaya Sterculia sp.
Film-Forming Agents) Tragacanth Astragalus sp.

Seed Gums Guar Cyamopsis 
(Thickeners & Water Locust Bean tetragonolobus
Binders) Ceratonia siliqua

Seaweed Extracts Carrageenan Chondrus,
(Gelling Agents & Agar Eucheuma spp.
Film Formers) Alginate Gracilaria,

Gelidium spp.
Laminaria,

Macrocystis spp.

Microbial Gums Xanthan Gum Xanthomonas
(Thickener/Gelling) Gellan Gum campestris

Pseudomonas elodea

Plant Extracts Pectins Apple & citrus fruits
(Gelling/Thickener) Inulin Chicory &

Konjac Flour Artichokes
Amorphophallus sp.

TABLE 139.1B
Types of Chemically-Modified Water-Soluble Gums
Type Examples Synonym

Cellulose Derivatives Cellulose Gum Sodium carboxymethyl
(Thickening & cellulose
Suspending Agents) Methyl Cellulose Cellulose ether

Cellulose Gel Microcrystalline cellulose
HPMC Hydroxypropylmethyl

cellulose
EHEC Ethylhydroxyethyl

cellulose
Modified Gums Modified Esterified Gum Acacia

(Emulsifying Agents) Gum Acacia



hydrated. Factors affecting hydration rate and functionality
include the following: (a) chemical nature of the hydro-
colloid, (b) particle size distribution, (c) method of incor-
poration of ingredients, (d) temperature, (e) pH and the
presence of other ionic salts, (f) shear rate, (g) duration of
mixing, (h) synergy between gums, (i) potential incom-
patibility between food components, (j) factors required
for gel formation including cations and percent solids, and
(k) processing conditions and equipment design.

B. PROXIMATE COMPOSITION: HIGH SOLUBLE

DIETARY FIBER CONTENT

As mentioned earlier, gums have minute quantities of lipids
and contain low levels of protein, depending on their source.
They consist primarily of complex carbohydrates derived
from plants or from the biosynthesis of end products by
pure microorganisms (e.g., xanthan gum and gellan gum).
They act as soluble dietary fiber (Table 139.4), which has
been reported to lower serum cholesterol and improve
gastro-intestinal function as well as improve glucose tol-
erance. Seaweed extracts also contain an appreciable level
of ash, which may naturally occur with the gum or may be
the consequence of manufacturing conditions.

C. PLANT EXUDATES AS EMULSIFYING AGENTS

1. Gum Acacia or Gum Arabic

Gum arabic is derived from the plant exudate of Acacia
senegal or related Acacia species grown mainly in African
regions. The general properties of this plant exudate are
affected by the age of the tree, the amount of rainfall, type
of storage conditions, and other factors. Salts and other
electrolytes as well as temperature can affect the viscosity of
acacia, which is typically not more than 300 cps at 30%
gum level. The highly branched, compact structure may
account for its low viscosity. The emulsifying properties
are attributed to the protein moieties covalently linked to
the polysaccharide (2).

Gum arabic is an anionic heteropolysaccharide con-
sisting of an arabinogalactan complex (about 88%), an
arabinogalactan-protein complex (10.4%), and a glyco-
protein fraction (about 1.2%). It consists of rhamnose and
glucuronic acid, in addition to arabinose and galactose
(Figure 139.1). Gum arabic exhibits emulsifying proper-
ties and may be used at high concentrations up to 30% in
spray dried flavors, due to its unusually low viscosity.
When the protein moiety in gum acacia is damaged by
high temperature and other specific processing parame-
ters, the emulsifying capacity of the gum may be adversely
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TABLE 139.2A
Functions of Gums in Food Products (1)
Function Application

Adhesive Glazes & cereal clusters
Binding agent Granola bars & sausages
Bulking agent Sugar-free foods
Clouding agent Fruit beverages
Crystallization inhibitor Ice cream, syrup, & candy
Coating agent Confectionary
Emulsifier Beverage emulsions & salad dressings
Encapsulating agent Spray-dried flavors
Fat mimetic Low-fat cookies & dressings
Film former Edible films & coatings

TABLE 139.2B
Functions of Gums in Food Products (2)
Function Application

Foam stabilizer Whipped toppings, mousse
Gelling agent Pie fillings, custard, gummy bears
Protein reactive colloid Whey beverage, acidified milk
Reduce cooking loss Meat & poultry injection
Suspending agent Marinades & dressings
Syneresis inhibitor Cheese, frozen foods
Thickening agent Sauces, gravies, smoothies
Whipping agent Whipped yogurt & cream

TABLE 139.3
Relative Viscosities of Gums
Hydrocolloid Viscosity Rangea

CMC 4,000–6,000
Guar Gum 3,000–5,000
Locust Bean* 2,500–3,500
Xanthan 1,000–2,000
Carrageenan* 100–1,500
Karaya 300–1,000
Tragacanth 500–750
Sodium Alginate 200–400
Gum Acacia 2–10

a Centipoise (cP) after 24 hours at 25°C (77°F) with 1% gum solns.
(Brookfield Viscometer), RV4 at 20 rpm, except for gum acacia, LV2 at
60 rpm.
* Requires heating to 180°F to hydrate completely.

TABLE 139.4
Proximate % Composition of Selected Gums

Complex
Carbo- Sodium

Gum hydratesa Protein Ash Othersb mg/100 g

Agar 85.0 �1 6.5 8.5 �10
Arabic 85.0 2–3 3.8 9.3 100
Carrageenan 60.0 �1 35.0 5.0 3,000
Guar 85.0 3–6 1.5 9.9 250
Locust Bean 80.0 6.0 1.2 12.8 �10
Tragacanth 80.0 2.5 3.0 14.5 10
Xanthan 85.0 0–2 10.0 5.0 5,000

a Soluble dietary fiber.
b Primarily moisture.



affected. Gum arabic is widely used in the food industry
due to its emulsifying properties, low viscosity, high fiber
content, water-binding capacity, and adhesive and film-
forming properties (4).

Gum arabic is reported to be incompatible with vanillin,
pyrogallol, vanillin, phenol, thymol, cresols, tannin, etc.
However, it is compatible with most other plant hydrocol-
loids, proteins, carbohydrates, and starches.

2. Modified Gum Acacia: New Emulsifying 
Systems

The emulsifying properties of gum acacia are significantly
enhanced by introducing a covalently linked lipophilic
group through reaction with compounds such as octenyl-
succinic anhydride (5). Modified gum acacia may be used
to replace gum tragacanth and emulsifying starches used in
bakery emulsions. Modified guar gum has also been used
as a replacement for propylene glycol alginate in emul-
sion stability studies (5). These new products are mem-
bers of the series of modified, emulsifying hydrocolloids
covered by U.S. Patent No. 6,455,512 (6). A petition for
GRAS certification has been approved after a thorough
review by a panel of experts. The new products are avail-
able for initial evaluation in various formulations includ-
ing beverage emulsions, cosmetics, and salad dressings.

D. SEED POLYSACCHARIDES

1. Guar Specialty Products: Deodorized and
Hydrolyzed Guar Gums

Guar gum is a non-ionic galactomannan isolated from the
seeds of the shrub that belongs to the species Cyamopsis
tetragonolobus, Fam. Leguminoseae. It is grown in Pakistan
and India and may also be cultivated in Texas, Arizona,
and other arid regions of the U.S. The structural building
blocks of guar are the sugars mannose and galactose at a
ratio of 2:1 (Figure 139.2). The protein content ranges from
3 to 6% but the Food Chemicals Codex allows a maximum

limit of 10%. It swells in cold water and is one of the
highly efficient water thickening agents used in the food
industry.

Solutions of guar are non-Newtonian and pseudoplas-
tic or shear-thinning in nature (Figure 139.3). More recent
specialty guar types have been developed to reduce the
grassy odor and flavor, using a proprietary manufacturing
process (7). Reduced odor guar gum is recommended for
various food and beverage products with delicate flavor
and odor. Hydrolyzed guar gum with lower viscosity (60
to 150 cps at 2%) may also be used to increase the fiber
content of the finished product.

The viscosities of two special types of deodorized guar
as a function of concentration after hydration for 2 and 24
hours are shown in Figure 139.4. Viscosity loss is reversible
when heat is applied and subsequently removed. Guar
gum can vary in its viscosity, rate of hydration, and dis-
persion properties depending on the conditions under
which it is manufactured. Being the same as other gums,
it has a high dietary fiber content of 80 to 85%.

2. Locust Bean (Carob) Gum

Locust bean gum is a non-ionic polysaccharide obtained
from Ceratonia siliqua, a tree that belongs to the Family
Leguminoseae, and consists of mannose and galactose sugar
units in a ratio of 4:1 (Figure 139.5). Unlike guar gum, which
hydrates rapidly in cold water, locust bean gum has to be
heated to 80°C (176°F) for full hydration. The distribution
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of D-galactosyl groups in guar and locust bean gum has
been described by Baker and Whistler (8). Food grade
locust bean gum should have a protein content not exceed-
ing 8% as specified in the Code of Federal Regulations.

Solutions of locust bean gum are non-Newtonian with
zero yield value and, thus, flow as soon as slight shear is
applied. When combined with xanthan, locust bean gum
yields heat-reversible, pliable gels. It also acts synergisti-
cally with kappa carrageenan to form strong, somewhat
elastic gels. Locust bean gum is classified as a direct food
additive under FDA regulations. Dilute solution properties
of guar and locust bean gum in sucrose have been charac-
terized by Richardson et al. (9).

E. SEAWEED POLYSACCHARIDES

Some seaweed extracts from the Family Rhodophyceae
(agar), Phaeophyceae (algin), and Gigartinaceae (car-
rageenan) are used as gelling and stabilizing agents in var-
ious food products and beverages, based on the optimum
gum levels and conditions required for functionality. The
seaweeds are typically dried by sun-drying or mechanical
means, washed to remove sand, salt, and other debris,

mixed with water, and treated with alkali to facilitate the
extraction of the polysaccharide. Alcohol is sometimes
used to precipitate the concentrated extract. The general
principles involved in the purification and isolation of
these gums from the seaweeds are essentially similar, but
the specific procedures are proprietary in nature and differ
slightly for each manufacturer. The structure of the repeat-
ing unit of the gelling components from agar and car-
rageenan are shown in Figures 139.6 and 139.7, illustrating
the presence of the ester sulfate groups that account for
the anionic character of agar and carrageenan.

1. Agar and Agaroid Series as Gelling Agents

Agar and its agarose constituents have been characterized
by Armisen (10). Agar consists of a repeating unit of beta-
D-galactose attached to 3,6-anhydro-alpha-L-galactose. It
is isolated from seaweeds that mainly belong to the
Gelidium, Gelidiella, or Gracilaria species. Traditional
agar can bind about 100 times its weight of water, and,
when boiled to 212°F and cooled, forms a strong gel. It is
one of the most potent gel-forming gums known and,
unlike most other gelling gums, has a gelation tempera-
ture that is far below the gel-melting temperature. A solu-
tion of agar (1.5%) congeals in the range of 32 to 39°C
(89.6 to 102.2°F) but does not melt below 85°C (185°F).
This property is important in many of its applications in
the food industry.

A more recently developed type of agar (Agar 
RS-100) from TIC Gums, Inc. does not require boiling as
does the traditional agar (11). The seaweed sources are
subjected to a series of manufacturing procedures that
yield a product that may be hydrated at 170 to 180°F
instead of 212°F. This is a desirable feature, considering
the expense involved in boiler operations in the industry.

A series of synergistic systems, the Agaroid Series,
that make use of non-boiling agar and other hydrocolloids
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have been developed (11) to replace gelatin as gelling
agent. Gelatin is not acceptable to some religious groups
and has been recently associated with the incidence of
mad cow disease, which has increased the demand for gel-
atin substitutes from the food industry.

2. Carrageenans: Protein-Reactive Gelling and
Stabilizing Agents

Carrageenan, a water-soluble gum, is a sulfated, linear,
anionic polysaccharide composed of D-galactose and 3,
6-anhydro-D-galactose derived from red seaweeds 
including Eucheuma, Gigartina, or Chondrus species.
Carrageenans act as strongly anionic polyelectrolytes, a
property that accounts for their high protein reactivity.
Due to the presence of the ester sulfate groups, an inter-
action occurs with charged amino acid groups in proteins
above the isoelectric point. The three common types of
carrageenans –– kappa, iota, and lambda –– differ in
degree and location of sulfated ester groups and the link-
age of the repeating units (Figure 139.7). Bixler (12) con-

ducted studies and reviewed the properties of refined and
semi-refined carrageenans.

In terms of solubility in water, both kappa and iota
hydrate at above 70°C, while the lambda type is soluble in
cold water. In cold milk, lambda carrageenan disperses
and thickens while both the iota and kappa carrageenans
are insoluble.

Kappa carrageenan requires potassium ions to gel,
while iota carrageenan requires calcium ions to form a heat
reversible and flexible gel at 1.5% gum. The non-gelling
type, lambda carrageenan is usually used to thicken milk,
an action enhanced by tetrasodium pyrophosphate. Thomas
(13) described the applications of carrageenans as thick-
ening and gelling agents for food.

3. Alginic Acid Derivatives

Alginic acid is a high molecular weight linear polysaccha-
ride derived from Laminaria, Macrocystis, Lessonia, and
other related seaweed species. It consists of homo- and het-
eropolymic sequences composed of mannuronic and
guluronic acid units (Figure 139.8). The guluronic and man-
nuronic acid content of the alginate affects the nature of the
gel that is formed. Sodium alginate in the presence of cal-
cium ions yields gels that are not thermally reversible. The
method of addition and type of calcium salt added affects
the properties of the final gel. A calcium sequestrant may be
used to weaken the gel or delay its setting time. Gel systems
may also be prepared using alginates by controlling pH.
Neiser (14) characterized the gel formation in heat treated
bovine serum albumin-sodium alginate systems.

4. Propylene Glycol Alginate: An 
Emulsifying Gum

An ester derivative of alginic acid, propylene glycol algi-
nate is widely used as an emulsifier in salad dressings and
other types of oil-in-water emulsions. Propylene oxide is
reacted with alginic acid to esterify partially the hydro-
colloid’s mannuronic or guluronic acid units. The use of
food colloids and polymers in emulsifying systems has
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been investigated extensively by Dickinson and Walstra
(15).

F. MICROBIAL POLYSACCHARIDES

1. Gellan Gum

Gellan gum (16) is a fermentation product of Pseudomonas
elodea grown under aerobic, submerged condition. The
active, high-acyl gellan gum consists of a linear sequence of
tetrasaccharide repeating units. Cations such as potassium
ions, in addition to interchain reactions and hydrogen bond-
ing with water, help stabilize the structure that gives rise to
gel formation. The influence of calcium ions, acetate, and 
L-glycerate groups in the gellan double helix has been inves-
tigated by Chandrasekaran and Thilambali (17).

By varying the degree of acylation, a range of gel tex-
tures can be generated. The viscosity of gellan gum solu-
tions decrease markedly with increasing temperature, but
functionality is retained upon cooling. Ratios of gellan
gum and gum arabic at 1:1 exhibit an increase in gel
strength by about 60% at 0.5% gum level. Gellan gum is
used in food formulations that require gelling properties
including jams, jellies, dessert gels, pie fillings, puddings,
frostings, and dairy products.

2. Xanthan Gum

Xanthan gum is a highly branched polysaccharide con-
sisting of repeating units of D-glucose, D-mannose, and
D-glucuronic acid (Figure 139.9). It is a biosynthetic prod-
uct of a pure bacterial culture of Xanthomonas campestris

grown in a special nutrient medium under controlled 
conditions. It is approved for food use in many countries,
including the United States and Canada. Food grade xan-
than is also a good source of dietary fiber and should have
an ash content that does not exceed 10.0%.

Xanthan gum solutions are extremely pseudoplastic
and exceed most common gums in this respect. Viscosity
is reduced with increasing shear; viscosity is regained
after shear is released. This property is an advantage when
pumping gum-thickened liquids.

Xanthan gum is an excellent emulsion stabilizer,
although it is not an emulsifier by definition. It is typically
used in salad dressing emulsions. Xanthan gum is stable
over a wide range of pH (2 to 10) and temperature, which
makes it an ideal stabilizer in a variety of applications (3).

G. PECTINS

Citrus and apple byproducts have been widely used as
sources of pectin. Other sources include tropical fruits such
as guava, papaya, mango, etc. Under appropriate conditions,
pectins (polygalacturonans) are gel forming. The main
component of pectin is D-galacturonic acid partly esterified
with methoxyl groups. The degree of esterification is ini-
tially high, but the pectin methylesterase enzyme present
in most tissues can cause demethoxylation.

Pectins can be classified into high methoxy, low
methoxy, and amidated. High methoxy pectins require
more than 60% solids and low pH (less than 3.5) to form
a heat-irreversible gel. Low-methoxy pectins (between pH
1 to 5) require calcium to gel and may yield a heat-
reversible gel at 25 to 35% solids given the proper gelling
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conditions. Schols et al. (18) describe the structural fea-
tures of native and commercially extracted pectins.

H. INULIN: A FRUCTOOLIGOSACCHARIDE

A relatively new food ingredient, inulin is isolated from
the root of the chicory plant Cichorium intybus and other
plant sources. It has gained wide use over the past several
years due to the following features: readily soluble fiber,
“neutral” taste, odor, and color, gelling properties, and
ability to stabilize foams and emulsions. Inulin is a com-
bination of fructose chains, the chain length varying from
2 to 60 fructose units. It has also been reported to provide
only 1.6 Kcal/g as compared to 4.0 Kcal/g for starch and
other carbohydrates (2). In addition, it has a glycemic
index of zero, does not stimulate insulin excretion, has been
claimed to be 100% soluble fiber, and is recommended in
the modern diet for diabetics.

I. CELLULOSE GUM AND METHYLCELLULOSE

Cellulose is a linear polymer consisting of beta-D-anhy-
droglucose units (Figure 139.10). Sodium carboxymethyl-
cellulose (cellulose gum), derived from cellulose, is
universally known as CMC. Purified CMC is a tasteless,
odorless, and free-flowing powder and is widely used in
the food industry. There are various types of CMC manu-
factured throughout the world. These differ in degree of
substitution and viscosity. CMC is recommended in prod-
ucts where clarity is an essential feature. The manufac-
turer should specify the limits for % insolubles as well 
as turbidity values and degree of substitution, to ensure
that the CMC grade meets the requirement for clarity in
the finished product. Other derivatives of cellulose
include methylcellulose and hydroxypropylmethylcellu-
lose (HPMC). Methylcellulose, at suitable levels, gels
upon heating, a property that makes it useful as a binder
for products subjected to heating. Microcrystalline cellu-
lose (MCC) is unmodified, insoluble cellulose that has
been reduced to a small particle size and has been used as
a fat mimetic in combination with CMC (11).

II. GENERAL APPLICATIONS IN THE FOOD
AND BEVERAGE INDUSTRIES

Hydrocolloids, alone or in combination with other gums,
other ingredients, and emulsifiers, are widely used in the
dairy, bakery, confection, beverage, and snack food indus-
tries. They are also used in flavor emulsions, cereal prod-
ucts, candies, and confections. As indicated in the preceding
section, their functionality is affected by the chemical
nature of the gum as well other factors including pH, tem-
perature, % total solids, presence of cations, and synergy
or incompatibility with other ingredients.

Before actual production, planning equipment design,
and scaling-up manufacturing procedures, the specific
requirements of the gum or gum system should be taken
into consideration by the engineer and food technologist.
For example, if the filling viscosity is a limiting factor in
production, gums that do not attain full viscosity in cold
water are required. Shear forces at high temperature
should be taken into consideration with some specific
gums and starches to avoid excessive degradation.
Similarly, high acid and high temperature can cause gum
hydrolysis in the food system and should therefore be
avoided where possible. For each food or beverage prod-
uct, all the basic requirements to maximize functionality
of the gum and the other ingredients should be adopted to
achieve the desired sensory qualities and shelf-life stabil-
ity. The oral behavior of food hydrocolloids and emul-
sions, including the relationship of zero shear viscosity
and the maximum aroma intensity of guar, xanthan, and
sodium alginate solutions, has been extensively investi-
gated by Malone et al. (19).

A. DAIRY FOODS AND BEVERAGES

The conventional, older method of heat processing, batch
heating at 145°F for 30 minutes, favored hydration of the
gums. With the advent of HTST (high temperature-short
time, 171°F for 16 seconds), hydration of gums requiring
heat to unfold has become problematic. Ultra-high tem-
peratures, 285 to 302°F for 2–3 seconds, further shorten
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the time available for hydration as well as pose stability
risks in acidic beverages. The extremely high heat of UHT
processing denatures proteins that were not affected by
the lower heat treatments. This unfolding can be utilized
for additional viscosity, although precipitation problems
may arise depending on the isoelectric point of the protein
substrate.

1. Ice Cream and Other Frozen Dairy Products

Ice cream (20) is composed of milk ingredients, sweeten-
ers, stabilizing agents, and flavoring. The milk ingredients
used may include cream, milk, condensed milk, powdered
milk, butter, and frozen cream. Fat is an important com-
ponent in ice cream due to its mouthfeel and richness of
texture. Whey solids are used in lower quality ice creams
due to cost considerations. Whey consists of whey protein
and other components that are not precipitated by high
acidity. A by-product of the cheese industry, whey is now
being used in beverages and nutritional sports supple-
ments. Certain types of whey can impart a cheesy or salty
flavor to the ice cream. Seventy-five percent of whey
solids consists of milk sugar, or lactose. Too high a level
of whey in the cream causes a defect, called “sandiness,”
due to specific structural forms developing. The “sand” or
lactose crystals do not melt in the mouth.

Plain ice cream must contain at least 10% milkfat and
20% total milk solids. Air is whipped into the ice cream
mix and the structure is quickly frozen. An ice cream with
100% overrun contains 50% air. Too much air causes
rapid meltdown and is regulated by the Code of Federal
Regulations.

Stabilizers in ice cream, particularly gums, provide
smoothness in body and texture, retard ice and lactose
crystal growth, and increase freeze-thaw stability. In 
addition, they contribute to creamier meltdown, lowered
sensation of coldness, improved body, overrun control
(product uniformity), and resistance to melting. The stabi-
lizer, which increases viscosity and adsorbs to the air
lamellae, also aids in the suspension of flavoring particles.
Gums stabilize the product by restricting the movement of
water and solutes. They hold free water as water of hydra-
tion or by immobilization within a gel structure.

In a sucrose-lactose solution simulating the colloid-
free phase of an ice cream mix, the effects of CMC and
guar gum on ice crystal formation were studied. Freezing
profiles, obtained over short-term intervals, showed that
the addition of guar gum significantly retarded ice crystal
propagation in the sugar solution, whereas addition of
CMC showed no effect (21).

Stabilizers are reported to have no significant effect on
the amount of freezable water or enthalpy of melting.
Although they exhibit no effect on the freezing point depres-
sion of ice cream, the gums do limit the growth of crystals
during recrystallization (22). The size of ice crystals in ice

cream determines the perception of iciness. Properly
processed ice cream leaves the filler with small ice crys-
tals. After transport, storage, and home freezing, ice crys-
tal size grows. The consumer considers the ice cream
defective, and sensory studies describe the defect as being
coarse and icy. Defects in body and texture in ice cream
are typically described by the following sensory proper-
ties: coarse or icy, gummy, weak, churned or greasy, soggy,
and sandy. The use of polysaccharide gum helps inhibit the
development of several of these defects.

Carrageenan is an excellent stabilizer and is used in
chocolate milk and ice cream. It forms a lattice structure
that holds water and keeps it from migrating. The kappa
carrageenan component exhibits gel-forming properties.
Used with other stabilizers to prevent wheying off, kappa
carrageenan reacts with kappa-casein micelles in milk to
form a weak pourable gel. It is used in ice cream, evapo-
rated milk, infant formulas, freeze-thaw stable whipped
cream, and emulsions in which milk fat is replaced with
vegetable oil.

Guar gum is an excellent, cost-effective thickener that
is cold-water soluble and is typically combined with
locust bean gum and carrageenan at recommended ratios
to maximize its functionality in the ice cream product.

Some gum systems form microscopic spherical parti-
cles that mimic the rheology and mouthfeel properties of
emulsified fat. These systems may include locust bean gum,
guar gum, carrageenan, xanthan gum, cellulose gum, and
microcrystalline cellulose. Other frozen products in which
gums are used include frozen custard or French ice cream,
sugar-free ice cream, mellorine, frozen yogurt, fruit sher-
bets, and water ices. Mellorine is similar to ice cream but
the milkfat is fully or partially replaced by vegetable or
animal fat. It should contain not less than 6% fat.

2. Cream Cheese and Sour Cream

Gums, particularly combinations of carrageenan, guar gum,
and locust bean gum, help minimize or retard syneresis or
weeping in cream cheese and sour cream. Xanthan gum is
also usually combined with guar gum and locust bean
gum to form a synergistic component for cream cheese
and similar formulations. The gum is added after the curd
is formed by the inoculum, or, as in the case of imitation
sour cream, after the protein is curdled with a lactic acid
and citric acid mixture.

3. Acidified Milk Beverage

Acidified milk beverages that are subjected to UHT pas-
teurization may be stabilized by the use of pectin or a
combination of pectin and a deodorized guar gum at 0.4 to
0.5%. A prototype formulation is shown in Tables 139.5A
and 139.5B. The gum system is dry blended with sugar
and added to the milk, then allowed to mix and hydrate.
The orange juice and the remaining balance of the milk
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are then added to complete the formula. The UHT treat-
ment involves heating at 220°F for 20 sec, after which the
mixture is homogenized at 2500 psi and then cooled down
with chilled water to 40°F and packaged in sterile con-
tainers. The product should show no significant wheying
off or separation over a 6-week period. Pectin can also be
used to stabilize UHT-treated fruit smoothies, buttermilk,
fruit juice, milk drinks, and aseptic yogurt drinks. Pectin,
which is anionic, stabilizes the milk protein and protects
it from denaturation, thus keeping it suspended.

The effect of carrageenan on sensory properties of
milk beverage model systems is described by Yanes et al.
(23).

B. BAKERY PRODUCTS, CEREALS, AND

SNACK FOODS

Hydrocolloids are used in bakery and snack foods (24, 25)
due to their ability to bind water and improve the texture
of the products as well as act as gelling agents. Gum ara-
bic, used at 0.08 to 0.20 mg/kg of the flour, has been
reported to improve the baking properties of rye and wheat
flour (3). The anti-staling property of gum arabic and other
hydrocolloids, when used in bread and cookies, has also
been reported (3). Gum arabic is a main component in some
glazing agents due to its adhesive properties. It also yields
pliable and stable icing bases. The emulsifying ability of
gum arabic is used in baker’s emulsions, in combination
with other gums such as gum tragacanth. As a surfactant

and foam stabilizer, it may be used in whipped cream or
toppings. Since gum acacia is high in dietary fiber, it may be
used as a texturizer and bulking agent in powdered bakery
mixes.

Cellulose gum prolongs shelf life in bread and increases
water retention as well as volume of the dough. Comparison
of the moisture content of reduced fat oatmeal cookies
and cakes prepared with and without gums showed higher
moisture levels in gum-treated samples. CMC may also be
used as a film-forming coat and adhesive in doughnut glazes
(24, 25).

Cellulose gum at 0.10% use level reduces ice crystal
growth in frozen dough products and improves freeze-thaw
stability. Fruit fillings with CMC in combination with gel-
forming systems help reduce syneresis or weeping.

Methylcellulose is another derivative of cellulose that
has been reported to increase moisture content and improve
the sensory ratings of doughnuts. Microwaveable cakes
showed uniformity of moisture distribution attributed to
thermal gelation in methylcellulose-treated cake samples.

Carrageenan is used to strengthen and extend the pro-
tein ingredients in bread or cake mixes. It is also used as an
additive in various dough products to help improve the loaf
volume, loaf shape, and texture. The freeze-thaw stability
of pasta products is improved by the addition of 0.05 to
0.10% of carrageenan. Kappa carrageenan is used in bread-
ing and batter mixes due to its protein reactivity. Lambda
carrageenan, a non-gelling type, is used to bind or retain
moisture. It also contributes viscosity to sweet dough prod-
ucts. Iota carrageenan, which requires calcium ions to form
a heat-reversible and flexible gel, may be used in fruit
applications. Cake and doughnut mixes with 0.1% car-
rageenan show better moisture retention and softer texture
in the final product than mixes without the protein-reactive
hydrocolloid.

Another important property of kappa carrageenan is 
its ability to form gels in the presence of potassium ions, and
also to form rigid gels with locust bean gum. This gel-form-
ing ability may be used in preparing piping gels, bakery jel-
lies, and similar products. The ice crystal formation in
frozen dough products is retarded by the addition of 0.1%
carrageenan, thus improving the texture in frozen dough.

Alginates in combination with xanthan may be used to
increase batter viscosity and increase cake volume. They
also act as a cold-water gel base for instant bakery jellies
and instant lemon pie fillings. Freeze-thaw stability of the
fillings has been reported to improve in samples treated
with alginates. In icings, alginates reduce stickiness and
cracking. Alginates stabilize fat dispersion in whipped top-
pings and stabilize meringue products.

Some of the uses of agar important to the baking indus-
try include its ability to stabilize icings or glazes by pre-
venting water migration. It has also been used to reduce
tackiness and to prevent adhesion of the sugar coating to the
wrapper. Other applications include its use as a stabilizer
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TABLE 139.5A
Acidified Milk Beverage (1) (Prototype Formulation,
pH 4.2 & 22°Brix)
Ingredient %

Orange Juice 64.6
Whole Milk 25.0
Sucrose 10.0
Gum System* 0.4
Flavor (as required)

* Pectin, deodorized guar gum, and propylene glycol alginate.

TABLE 139.5B
Acidified Milk Beverage (2) (Prototype Formulation)
Suggested Procedure

1. Pour milk into a mixing tank.
2. Dry blend sucrose and gum system.
3. Start blending at low speed, add the sucrose-gum blend to the 

mixer with the milk. Increase speed of the blender by 20%.
4. Let the gum hydrate for fifteen minutes in the mixing tank. 
5. Add orange juice slowly and let mix for five minutes, adjust 

pH to 4.1–4.2 with citric acid, if necessary.
6. Pass through a thermal processing unit at 220°F (104°C) for 20 sec.

Cool with chilled water to 40°F (4°C).
7. Package in sterile containers.



in pie fillings, piping gels, meringues, cookies, and simi-
lar products.

Bakery jellies that are heat reversible may be prepared
with the use of 1 to 2% amidated pectins at 40 to 65%
solids. Weeping or syneresis of pie fillings and glazes is
also retarded or inhibited by the use of pectins, in combi-
nation with other gums.

Guar gum is used in cake mixtures to improve moisture
retention in the finished product. It is a thickening agent
and stabilizer for baked goods. Guar also helps to increase
volume in yellow cake, probably by aiding in air entrap-
ment. The whipping properties of toppings and icings are
enhanced by the addition of 0.1 to 0.2% of guar based on
the weight of the finished product.

Guar gum in combination with other hydrocolloids
has been used to increase soluble dietary fiber content in
bread. In a study, panelists evaluated “internal” scores for
bread formulated with guar gum and carrageenan. The
internal scores evaluated include grain, mouthfeel, crumb
body, and taste aroma. Results of the study show high
acceptability of the high-fiber bread with gums (24).

Guar is shown to have water-binding properties when
used in bread doughs at 0.15%. When used at 0.1 to 0.2%
in fruit pie fillings, it prevents the water from boiling out.
Syneresis or weeping is retarded by the use of locust bean
gum in gel desserts.

In bakery fillings, guar gum prevents water migration
from the filling to the pastry due to its water-binding prop-
erty. Freeze-thaw stability in frozen doughs is improved
by use of xanthan gum. In baked goods, xanthan appears
to inhibit starch retrogradation and improves shelf life of
the finished product.

C. SALAD DRESSINGS AND SAUCES

“Full fat” salad dressings usually contain 30 to 60% oil
and mayonnaise about 70 to 80%. Gums as thickeners,
stabilizers, and emulsifiers are widely employed in these
types of products industry. The most common emulsifying
gum in high-oil salad dressings and sauces is propylene
glycol alginate, an esterified form of alginate. Gum acacia
may also be used to emulsify the oil but is used in combi-
nation with thickeners such as guar gum and xanthan
gum. The synergy between xanthan gum and guar gum is
well known (3) and utilized in stabilizing salad dressings.
Xanthan gum adds acid stability and guar gum provides
viscosity at lower cost than other thickeners. In products
that contain milk protein such as creamy Italian or ranch
dressing, a low concentration of carrageenan (0.05 to
0.10%) may also be used for its protein reactivity.

The formulation for a pourable creamy Italian salad
dressing with 10% oil is shown in Table 139.6. The stabi-
lizer used may include xanthan gum, guar gum, propylene
glycol alginate, and starch. The sensory evaluation results
of salad dressing bases using a 35% oil salad dressing and

a 3% oil dressing using a fat mimetic gum system are
shown in Figure 139.11. The attributes, opacity, cling, acid-
ity, creaminess, and mouthfeel are comparable using a
hedonic rating scale.

D. BEVERAGE EMULSIONS

Oil-in-water emulsions are employed widely in the food,
beverage and pharmaceutical industries. Flavor components
in beverage can be mainly oil-soluble, water-soluble, or a
combination of both, and flavor retention in the beverage
requires a good emulsifying system. Beverages mainly con-
sist of water, sweeteners, acidulants (phosphoric acid or cit-
ric acid), flavors, and other additives such as coloring agents,
weighting agents, vitamins, and minerals. The total solids
may vary from 9 to 14% and the beverage may contain alco-
hol. Clear beverages require that any insoluble components
of the citrus oils be removed by special treatment.
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TABLE 139.6
Creamy Italian 10% Oil Dressing Formulation
Ingredients %

Water 66.15
Vinegar (100 gr.) 7.00
Non fat dry milk 5.00
Sugar 4.50
Maltodextrin 4.50
Soybean oil 10.00
Salt 1.50
Xanthan/guar/gum acacia/starch system 1.35

100.00
Procedure:
1. Add 10 parts to 1 part gum system to form a slurry.
2. Add oil/gum slurry to water while mixing. Hydrate for 10–15 min.

with good agitation.
3. Add the rest of the ingredients.
4. Run through a colloid mill at medium setting to form a stable emul-

sion with small particle size.

0

1

2

3

4

Creaminess

Cling

Acidity

Mouthfeel

Opacity Control
Gum system

FIGURE 139.11 Sensory analysis of salad dressings (fat
mimetic system vs. control).



Typical beverage emulsion formulations, using a
weighted or unweighted emulsion with gum acacia, an
emulsifier with an HLB (hydrophile-lipophile balance)
value of 10 to 11, are shown in Tables 139.7A, 139.7B,
and 139.8, respectively). Weighted emulsions may contain
SAIB (sucrose acetate isobutyrate), ester gum (glyceryl
abietate) or BVO (brominated vegetable oil) as weighting
agents to adjust the specific gravity of the flavor oil.

The emulsification procedure involves homogeniza-
tion at about 3500/500 psi in a two-stage homogenizer.
Homogenizers are special devices that disperse a mixture
by forcing it through a tiny orifice under very high pres-
sure. Microfluidizing equipment may also be used to pre-
pare emulsions with very fine particle size (about 90%
less than 2 microns).

E. CONFECTIONS AND CANDIES

Confectionery products include a spectrum of sweet goods,
specifically candies and similar products. Sugar confec-
tioneries include nougats, fondant, caramels, toffees, and
jellies (e.g., gum drops and orange slices). Chocolate con-
fections include chocolate and assorted chocolate-covered
fruits, nuts, and cremes.

Gum acacia has the ability to retard or inhibit sugar
crystallization and is used in the manufacture of pastilles
and soft candy where sugar content is very high. In
caramels, it will also help emulsify the fat to distribute it
more uniformly and prevent oil from forming a rancid oily
film. Gum acacia coacervates with gelatin are also used as
chewy candy centers in many popular products flavored
with peppermint or spearmint.

1. Gelatin Substitutes: Hydrocolloid 
Gelling Agents

Gelatin substitutes in gummy bears and similar products
have been developed in recent years because gelatin is not
acceptable to some religious groups and is sometimes 
associated with “mad cow disease.” However, the proper-
ties of gelatin, including melting point, flexibility, and
mouthfeel, are difficult to simulate with other hydrocol-
loids and textural differences between products prepared
with gelatin and gelatin substitutes can be detected by the
consumer. Gummy candies, using gelling agents such as
pectin, agar, carrageenan, or combinations of these with
modified starches have been introduced in the market, but
with limited success. A formulation for a gummy candy
without gelatin is shown in Table 139.9. A comparison of
the texture profile analyzer (TPA) curves of gummy candy
with gelatin and those prepared with some other gum sys-
tems containing agar and pectin as gelatin substitutes is
shown in Figure 139.12.

F. MEAT AND POULTRY PRODUCTS

For poultry and meat injection, fine-mesh carrageenan
incorporated with the brine significantly reduces cooking
loss, thus increasing yield. Marinades may also be thick-
ened and stabilized with guar gum and xanthan gum, a
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TABLE 139.7A
Prototype Formulation: Weighted Beverage Emul-
sion (1)
Ingredients %

Gum acacia, spray-dried* 15.0
Citrus oil/ester gum/SAIB** 10.0
Sodium benzoate 0.1
Citric acid 0.1
Water (added to make 100 mL)

* May be replaced by 5% modified gum acacia.
** Sucrose acetate isobutyrate.

TABLE 139.7B
Prototype Formulation: Weighted Beverage Emul-
sion (2)
Procedure:
1. Add the preservatives to the water and mix thoroughly.
2. While mixing add the gum acacia gradually to the vortex 

of the solution.
3. Allow the gum to hydrate by mixing for 1 hour.
4. Dissolve the ester gum in the oil thoroughly by mixing 

for 2 hours.
5. Add the weighted oil from #4 to the gum solution. 
6. Mix using a Ross mixer at medium speed for 10 min.
7. Homogenize at 3500/500 psi.
8. Pack into sterile containers.

TABLE 139.8
Prototype Formulation: Unweighted Beverage
Emulsion
Ingredients %

Gum acacia, spray-dried 15.0
Citrus oil 10.0
Sodium benzoate 0.1
Citric acid 0.1
Water (added to make 100 mL)

Note: Procedure as in weighted emulsion.

TABLE 139.9
Gummy Candy with Pectin and Agar System
Ingredients %

Sucrose 46.0
Glucose syrup 25.0
Agaroid gum system 2.0
Trisodium citrate 0.25
Citric acid (50%) 0.15
Water (to make 100%)



heat-stable gum. In meat analogs or minced meat prod-
ucts, carrageenan at 0.5% to 1.0% level has been shown 
to reduce syneresis and act as moisture binder and adhe-
sive (11).

III. FAT MIMETICS AND FUNCTIONAL
FOODS

The typical North American diet provides a continuing chal-
lenge to the food industry to formulate highly acceptable
low-fat products, particularly those low in trans-fatty
acids, for the consumer. Unless an integrated approach 
is used, fat or oil mimetics may yield products that are
inferior to the full-fat, high-calorie counterparts. Initially
the role of the fat in the specific product has to be deter-
mined and then steps taken to simulate or mimic the func-
tionality and sensory qualities of fat or oil being reduced.
Some of the important factors to consider include the fol-
lowing: mouthfeel and texture characteristics, impact on
threshold value or perception of flavor, functionality of
the fat in the product, processing conditions during man-
ufacturing scale-up, shelf life, microbial stability, and
water activity. Hydrocolloid systems consisting of gums,
starches, and other components may be used as fat mimet-
ics (26). However, it is not recommended that all the fat or
oil is replaced in the formulation, since the lipids have
special functional properties that the gum systems may
not be able to replace. Partial reduction of fat or oil up to
50% replacement may be feasible so as to prevent the sig-
nificant changes in the threshold value of flavor com-
pounds. The flavor components are significantly affected
by the fat or oil content of the finished product as shown
by significant changes in threshold value.

A combination of gum acacia, a food starch, and algi-
nates has been successfully marketed for low-fat muffin and
other bakery mixes (26). The main component of the sys-
tem, gum acacia, is an unusual gum that offers advantages
over other gums as a fat mimetic for the following reasons.

Unlike other gums, it has low viscosity about 100 cps at
25% solids and contains 2 to 3% protein (which provides its
good emulsifying properties). It imparts smooth mouthfeel
and acts as a lubricant, inhibits ice and sugar crystallization,
is high in dietary fiber, has adhesive properties, and may be
used for spice adhesion instead of oil.

Fat mimetic systems using gums and starches incor-
porated in a low-fat cookie formulation have been shown
to yield a product with longer shelf life, based on higher
moisture content retention and lower hardness values
measured using a Steven’s Texture Analyzer.

Gelling agents such as carrageenan and agar may also
be used in fat mimetic systems to simulate the texture of
fat in icings and glazes. In developing low-fat systems, the
fat is usually replaced with water and other solids. It is
imperative that the formulator minimize the water activity
gradient between the substrate and the filling or glaze, to
reduce water migration.

The high soluble dietary fiber content of hydrocol-
loids makes them essential components of functional/
nutraceutical foods and beverages. For example, the use
of low viscosity guar gum and gum acacia in high-fiber
beverages such as smoothies or fruit concentrates is
increasing. In granola bars and dry beverage mixes, the
health benefits are being augmented by adding gums as
sources of soluble fiber including the following: inulin,
gum acacia, polydextrose, and hydrolyzed guar.

IV. GUM SYSTEMS: SYNERGY AND
INTERACTION

When certain specific gums are used in combination, the
functional properties are significantly enhanced or modi-
fied due to synergistic action. For example, a combina-
tion of xanthan gum and locust bean gum at 1.0% gum level
will form a heat-reversible flexible gel whereas the individ-
ual gums are not gel forming (27). The interac-
tion of locust bean gum with kappa carrageenan, to yield
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heat-reversible gels with lower degree of syneresis than
gels made with kappa carrageenan alone, has also been
used in baked goods. Synergy between alginate, gum aca-
cia, and starches has been utilized to formulate fat-mimetic
systems as discussed earlier. Guar/xanthan provide strong
viscosity synergism when used in combination (1, 2).

A comparison of the effects of heat processing (retort
temperature at 250°F for 30 minutes) on some gums and
gum blends is shown in Figure 139.13. Some gums, due
to their synergy, are more resistant to heat degradation
when used in combination with each other.

V. MAXIMUM USAGE LEVELS AND 
QUALITY SPECIFICATIONS

The maximum permitted usage levels of gums in foods
and beverages vary according to the Code of Federal
Regulations.

The Food Chemicals Codex of the Food and Drug
Administration also establishes the specifications for each
gum, and a summary of the FCC standards for guar gum,
as an example, is shown in Table 139.10. In addition, the
food manufacturer should specify for each gum or gum
system specific microbial limits, gel strength, viscosity,
particle size distribution, and other relevant parameters, in
order to avoid unwarranted variations in the quality of the
finished formulation.

VI. PREHYDRATED OR AGGLOMERATED
GUMS AND GUM SYSTEMS

Proprietary processes of agglomeration or “prehydration” of
gums and gum systems have been developed by a number
of ingredient manufacturers (11). The end products
hydrate faster, have no lumping problems and are virtually

dust-free, resulting in fewer incorporation problems,
reduced dusting, mote efficient use of equipment, and pro-
duction and labor costs. The agglomerated gums such as
CMC and gum acacia have been shown to reduce motor
load in a twin-screw extruder when incorporated at low
levels with the initial dry mix (28). They also improve the
mouthfeel and texture of corn cereal extrudates, based on
sensory evaluation. These so-called prehydrated gum sta-
bilizers are also preferred for use in low-oil salad dress-
ings and in low-moisture systems.

VII. ANALYTICAL METHODS FOR
EVALUATION OF GUMS

A laboratory designed to analyze and evaluate individual
hydrocolloids and gum systems requires a number of essen-
tial instruments and equipment. For the study of viscosity
and other rheological properties of gum solutions, a pro-
grammable rheometer (e.g., a Brookfield™ model DVIII)
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TABLE 139.10
FCC & USP/NF Standards: Guar Gum
Tests Required FCC NF (USP)

Identification A. Opalescent, viscous solution
B. No appreciable increase in visc.

Acid* insoluble matter �7.0% Same
Arsenic �3 ppm Same
Total ash �1.5% Same
Galactomannans �70% Same
Heavy metals �0.002% Same
Lead �5 ppm �0.001%
Loss on drying �15% Same
Protein �10% Same
Starch No blue color Same

produced

* H2SO4.



is useful in characterizing the effect of shear rate, temper-
ature, time, and stress. A Bostwick™ flow meter or con-
sistency meter can be used to measure flow of a viscous
fluid vs. time.

For the proximate analyses of gums and their basic
composition, the laboratory should be equipped with
instruments for measuring pH, ash, protein, fat, and 
moisture. HPLC (high pressure liquid chromatography)
equipment with appropriate columns, refractive index
measurement capabilities, and UV detectors may be used
to analyze monosaccharide ratios of gums and help detect
cross-contamination, adulteration, and the presence of
bulking agents.

To analyze molecular weight changes and effects of
various factors such as pH and temperature on the stability,
hydrolysis, or degradation of gums, gel permeation chro-
matography using various known standards is useful. To
save instrumentation costs, independent analytical labora-
tories may of course be utilized at any time whenever
deemed necessary.

For gel strength measurements, programmable texture
analyzers that can determine parameters such as hardness,
cohesiveness, adhesiveness, and gumminess help evaluate
the texture of the gel or the finished gelled product. This
may help the sensory evaluation specialist by providing an
objective comparison of the texture profiles of products
prepared with gelatin with those containing polysaccha-
ride gelling agents.

A useful instrument for evaluating emulsifying sys-
tems such as gums for beverage emulsions, is a particle
size analyzer (e.g., a Coulter Counter). Preparation of sta-
ble emulsions requires a homogenizer that can operate at
2500 up to 6000 psi. A microscope equipped with a digi-
tal camera can be used to analyze the morphology of
starches and the emulsion particle size of salad dressings,
creams, and similar products.

A differential scanning calorimeter may be used to
analyze melting point and gelling temperatures and other
endothermic and exothermic properties such as glass tran-
sition temperatures of various hydrocolloid systems.

VIII. SUMMARY AND RECOMMENDATIONS

Hydrocolloids are highly functional ingredients in foods
and beverages. Preferably, they should be incorporated with
some of the dry ingredients such as flour or sugar to avoid
lumping or incomplete hydration. The gum manufacturer
should specify the various requirements for optimum func-
tionality of the gum (pH, % solids, temperature of hydra-
tion, salts, co-factors, etc.). The impact of large-scale
processing operations and the possible need for special
equipment design should be jointly evaluated by the food
technologist and the chemical engineer. This can reduce
production problems during scale-up from the R & D or
applications laboratory to the manufacturing plant.

In developing a fat mimetic system in food products,
a systems approach should be used in which a variety of
synergistic components, including gums, are used to
duplicate the functional and sensory characteristics of the
specific full-fat product. The development of a zero fat
formulation is generally not recommended since signifi-
cant changes in threshold value of flavor components in
going from a high-oil to oil-free medium make it difficult
to simulate the flavor of regular fat products. However, fat
or oil reduction and increase in soluble fiber in the aver-
age American diet are essential, requiring the food manu-
facturer to make healthy alternative products and
functional foods available to the consumer.

Using an individual gum for a certain application may
not be adequate to achieve the desired quality attributes in
the finished product. Instead, a combination of the opti-
mum ratio of specific gums that exhibits synergistic prop-
erties may be required. The food technologist and the gum
supplier should be familiar with the chemical and func-
tional properties of each component in the food system
and the resulting interactions between various ingredients
and at varying processing conditions.
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I. INTRODUCTION

Pectins belong to a group of closely related polysaccharides
or pectic substances, located in the middle lamella and pri-
mary cell walls of higher plants (dicotyledons). The general
term protopectin is often used to designate the native, insol-
uble pectins in the cell walls that cannot be extracted by
methods that are non-destructive or non-degradative. The
dominant feature of pectins is a linear chain of α-(1,4)-linked
D-galacturonic acid units in which varying proportions of
the carboxyl groups are esterified with methanol to methyl
esters. This group of pectic substances covers the following:

● different methyl esters (pectins with differ-
ent degree of esterification — DE), their salts
(pectinates)

● unesterified pectic acid, its salts (pectates)
● different neutral polysaccharides linked to the

polygalacturonan backbone such as arabinans,
arabinogalactans, arabinoxylans, and galactans

Portions of these neutral polysaccharides are a part of
the isolated, commercial pectins divided into HM pectins
and LM pectins with correspondingly high and low methyl
ester content. Amidated pectins are obtained by saponifica-
tion of HM pectins with ammonia under alkaline conditions.

II. OCCURRENCE OF PECTINS

Beside cellulose, hemicelluloses, glycoproteins, and lignin
pectins form a major part of the cell wall of all higher
plants. The concentration of pectins is highest in the mid-
dle lamella, a tissue responsible for the adhesiveness of
cells (1), and decreases from primary to secondary walls,
where pectins are almost absent. Pectins participate in plant
physiology: water retention, ion transport, porosity, growth,
and the size and shape of cells. Pectins are involved in
defense mechanisms against infections by plant pathogenic

micro organisms, generating by their enzymatic attack
(mainly using a polygalacturonase PG) oligogalacturonides
with a degree of polymerisation between 10 and 15, which
can be recognized by the plant (so called elicitors). This
results in an activated metabolism (2). This reaction may be
used to activate plant cell cultures for a higher productivity.

The specific functions of pectins in distinct parts of the
cell walls or plant tissues are influenced by the amount and
nature of specific molecules present (3).

III. CHEMICAL STRUCTURE OF PECTINS

Studies on pectins from many sources have illustrated 
that pectin is a heteropolysaccharide (see Table 140.1) (4).
Pectins consist of a linear zigzag shaped structure of
axial-axial linked α-(1,4)-D-galacturonic acid units, a
result of the equatorial position of the carboxyl group. The
poly-galacturonic acid chain is interrupted by “inserted”
α-(1,2)-linked L-rhamnopyranosyl units resulting in a
kink that determines the linear portion of the correspon-
ding pectin segment (see Fig. 140.1) (5, 6).

Results from X-ray diffraction analyses fail to confirm:

● if the pectins are right- or left-handed double or
single helix

● what the number of repeating units is

Pectin segments or fractions with low content of 
L-rhamnose are described as smooth regions of pectins or
homogalacturonans. Those with high L-rhamnose content
are known as hairy regions or rhamnogalacturonans.

The neutral sugar side chains consisting of mainly 
L-arabinose and D-galactose are bound by covalent link-
ages to the L-rhamnose units. L-fucose is found as the ter-
minal end of these side chains. As minor sugars also
D-xylose, D-glucose, D-mannose, and D-apiose are found
next to further rare sugars. The minor sugars can occur as
single unit side chain such as D-Xylose or as short side
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FIGURE 140.1 L-rhamnose in the galacturonan chain.



chains whereas L-arabinose and D-galactose form com-
plex structures.

The arabinans are branched polysaccharides with a
backbone of α-(1,5)-linked arabinofuranosyl residues with
α-(1,2)- and α-(1,3)-linked arabinofuranosyl side chains.
Pectins with attached arabinans can be isolated from many
fruits and vegetables like apples, sugar beet, apricots, car-
rots, cabbage, onion, and pears.

Citrus fruits, potato, soy beans, grapes, apples, onions,
tomatoes, and others contain arabinogalactans, described
as two structurally different forms. Type I consists of a 
β-(1,4)-linked linear chain of D-galactopyranosyl residues
with short chains of linear α-(1,5) arabinans connected to
O-3. Type II is a highly branched polysaccharide with ram-
ified chains of β-(1,3)- and β-(1,6)-linked D-galactopyra-
nosyl residues terminated by L-arabinofuranosyl and to a
smaller extent by L-arabinopyranosyl residues.

Albersheim and co-workers (12–14) studied the struc-
ture of suspension cultured sycomore cells and described
rhamnogalacturonan I and II. Rhamnogalacturonan I was
analyzed to have a linear structure of alternating α-(1,4)-
linked D-galacturonosyl and α-(1,2)-linked L-rhamnosyl
residues with a bunch of different neutral sugar side chains.
Rhamnogalacturonan II is a very minor and complex het-
eropolysaccharide consisting of about 30 glycosyl residues.

Using chemical (β-elimination) or enzymatic (endo-
PG or endo-PL) degradation techniques to split the poly-
galacturonan backbone, the following is observed. The
L-rhamnosyl residues and the neutral sugar side chains
are not homogeneously distributed over the pectin chain.
Sequences rich in neutral sugars are interspersed with
almost pure poly-D-galacturonosyl blocks. This finding
distinguishes pectic polysaccharide as smooth or hairy

regions (15–18) which are also homogalacturonans and
rhamnogalacturonan I (13, 19, 20). The figures in literature
on the length of homogalacturonan blocks vary from 25 (21)
to 40–60 (22), and 72–100 galacturonic acid units (17).

But also non-sugar substituents (beside the methyl ester
of the carboxyl groups or the amide groups at C-6) bound
to C-2 or C-3 of the galacturonic acid like acetic acid and
phenolic acids can be found with some pectic substances.

The degree of esterification (DE) or methylation (DM)
is described as the percentage of esterified galacturonic acid
units. If more than 50% of the carboxyl groups are esteri-
fied, the pectin is called high methyl ester (HM) pectin; if
less than 50%, low methyl ester (LM) pectin. Pectic acid
is defined to have a DE of �10%.

The carboxyl groups (free and esterified) can be dis-
tributed statistically (random) or blockwise along the pectin
molecules. The distribution pattern influences the reac-
tivity of the pectins with bivalent cations and positively
charged proteins. Acid treatment and most microbial
pectin esterases (PE) deesterify HM pectins statistically.
Plant pectin esterases work blockwise creating high reac-
tive zones of negatively charged sequences. This property
is ambiguous when used in commercial pectin applications.
Also, this property distinguishes between intra- and inter-
molecular distribution of carboxyl groups. “Intermolecular”
refers to an inhomogeneous pectin preparation.

The degree of acetylation (DAc) is defined as mol% of
acetic acid calculated on the content of galacturonic acid.
This may result in a DAc higher than 100% because C-2
and C-3 of the galacturonic acid and other sugars of the
pectin can be acetylated. Apple and citrus pectins have a
negligible DAc whereas beet pectin is highly acetylated.
A DAc of about 25% can be found in some commercial beet
pectins, e.g., those by Herbstreith & Fox.

Galacturonic acid content (GalA), degree of esterifi-
cation (DE), and degree of acetylation (DAc; mol/mol) of
some pectins extracted from different plants are summarized
in Table 140.2 (4).

Fry (30), Rombouts and Thibault (8), and the research
group of Ralet and Thibault (31, 32) described ester-linked
ferulic acid units in beet and spinach pectin, linked to arabi-
nosyl and galactosyl residues. Fry (33) was investigating the
possible role of phenolic compounds of the primary cell
wall in the hormonal regulation of growth. By these ferulic
esters pectin chains can be cross-linked by phenolic 
coupling. In plant tissue these phenolic bonds are of big
importance and can be used for firming fruits for food appli-
cation. Also, gels from beet pectin can be formed by oxida-
tive coupling, using phenoloxidase and peroxidase.

Isolated commercial pectins seem to belong to the group
of homogalacturonans. However, they are obtained from
apples, citrus fruits, sugar beet, or sunflower heads by
extraction conditions cleaving covalent bonds to the hairy
part of pectic substances firmer bound into plant tissue by
neutral sugar side chains.
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TABLE 140.1
Galacturonic Acid and Neutral Sugars in Some Pectic
Materials (4)

Applea Sugar Beetb Carrotc Plumd Potatoe

Yield 14f 11.1f 13.5f 28.6f 13.1g

GalA 58.0 54.9 54.7 43.0 43.6
Rha � Fuc 3.0 3.2 3.8 1.5 1.3
Ara 23.0 12.5 11.7 5.9 7.0
Xyl 1.0 0.2 0.2 0.4 0.4
Man 1.0 — 0.7 1.1 0.5
Gal 5.0 8.1 8.3 15.2 5.5
Glc 3.0 0.3 1.2 3.8 4.5

a Pectins extracted with hot water (7).
b Pectins extracted by 0.05 M NaOH, 4°C after extraction with water,
oxalate, acid (8).

c Pectins extracted by 0.05 M HCl at 85°C (9).
d Pectins extracted by water at room temperature (10).
e Pectins extracted with CDTA, pH 6.8, 20°C (11).
f Yield calculated from an alcohol-insoluble residue.
g Yield calculated from cell-wall material after SDS and DMSO 

treatments.



IV. BIOCHEMISTRY OF PECTINS

A most recent and excellent description of the biosynthe-
sis of pectins is by Mohnen (34). Pectin is said to be the
most complicated polysaccharide in plant cell wall. Since
we do not know its exact composition and the synthetic
process of various fractions of pectic polysaccharides,
we may benefit from a summary of what information is
available:

At least 12 activated sugar substrates (nucleotide-
sugars), 14 distinct enzyme activities (for their produc-
tion), and 58 glycosyl-, methyl-, and acetyltransferases
are required for pectin synthesis. Mohnen (34) cites com-
prehensive reviews on:

● pectin structure, pectin and cell wall synthesis
(35–40)

● nucleotide-sugar interconversion pathways (41)
● wall biosynthetic genes (38, 42)
● glycosyltransferases (43)

The synthetic process of pectin is often described as 
follows:

● synthesized as homogalacturonans in the 
cis-Golgi

● branched in the trans-Golgi cisternae
● highly esterified in the medial and trans-Golgi
● transported as high esterified, branched pectin

to the plasma membrane in vesicles, which
move along actin filaments via myosin motors,
and subsequently inserted into the wall or the
cell plate

● followed by deesterification to create calcium-
reactive sequences

Other observations confirm that pectin synthesis may
differ:

● in different cell types
● in different species
● at different points during development, or
● even at different locations in the same wall

(cited in 34)

The precursors of the nucleotide-sugars for pectin
synthesis are hexose-phosphates from photosynthesis and
stored starch or sucrose. The main sugars of pectic sub-
stances are D-GalA, L-Ara, D-Gal, D-Man, L-Rha, D-Xyl,
L-Fuc. They are synthesized accordingly:

1. All can be synthesized enzymatically via D-Glc-
1-phosphate, uridine-diphosphate-D-glucose
(UDP-D-Glc), and their corresponding uridine-
diphosphates by different nucleotide-sugar trans-
formation pathways.

2. All can be recycled from walls by the salvage
pathway.

3. D-GalA, D-Xyl, and L-Ara can also be synthe-
sised enzymatically by the myoinositol pathway
from UDP-D-GlcA and the subsequent and cor-
responding UDP-sugars/UDP-sugar acids.

Examples of well investigated enzymes in these path-
ways are:

● UDP-glucose-6-dehydrogenase (EC 1.1.1.22),
oxidating UDP-D-glucose to UDP-D-glucuronic
acid

● UDP-glucuronate-4-epimerase (EC 5.1.3.6),
transforming UDP-D-glucuronic acid into UDP-
D-Galacturonic acid

● UDP-xylose-4-epimerase, transforming UDP-
D-xylose into UDP-L-arabinose.

UDP-xylose is synthesized from UDP-D-glucuronic
acid by UDP-GlcA-decarboxylase (EC 4.1.1.35). 
L-rhamnose is proposed to be produced from UDP-D-glu-
cose via UDP-4-keto-6-deoxy-glucose (by UDP-Glc-4,6-
dehydrogenase) and UDP-4-keto-6-deoxy-L-mannose (by
UDP-4-keto-L-rhamnose-3,5-epimerase), with a final
conversion via UDP-4-ketorhamnose-reductase.

The nucleotide sugars are transported into the Golgi and
used as substrate by a pectin biosynthetic glycosyltrans-
ferase that transfers the glycosyl residue onto a growing
polymer (34).

V. PECTINS IN CELL WALL ARCHITECTURE

Are pectins and their fractions including neutral sugar
side chains covalently linked to other polysaccharides or
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TABLE 140.2
Galacturonic Acid Content (GalA), Degree of Methyl-
ation (DM) and Degree of Acetylation (DAc; mol/mol)a

of Some Pectins (4)
GalA DM DAc

Origin Extraction (%) (%) (%) Ref.

Mango Acidic 54 68 4 (23)
Sunflower Acidic 81 17 3 (23)
Sugar-beet 0.05 M HCl; 85°C 65 62 35 (8)
Carrot 0.05 M HCl; 85°C 61 63 13 (24)
Grape Oxalate pH 4.5; 20°C 63 69 2 (25)
Sunflower Oxalate 83 27 10 (26)
Peach HCl to pH 2; 80°C 90 79 4 (27)
Siberian apricot EDTA 64 57 8 (28)
Cythere plum 0.05 M HCl; 85°C 65 65 16 (29)
Potato HCl, pH 2; 80°C 40 53 15 (4)
a Calculated on the assumption that all acetyl groups are bound to galac-

turonic acid.



glycoproteins in cell walls? Some observations from com-
plex early models suggest such linkages, the existence of
which has never been proven (44, 45). Current accumu-
lated reports suggest the following:

1. The existence of several woven but independ-
ent networks in the cell walls and pectin net-
work is one of them, situated next to cellulose-
xyloglucan-cellulose bridges (46, 47)

2. The existence of independent protein-protein
structures (48) instead of the hydroxyprolin-
rich protein extension structure crosslinked to
pectin

Pectins are linked with each other through Ca2�-
bridges (21), via borate esters between apiose residues
(40), diferulic acid bridges between arabinoxylans side
chains (16), and finally esters between the carboxyl
groups of the galacturonic acids (49). In growing plants,
cell wall structures undergo a continuous change. Cross-
linkages are made and broken, especially when a cell
divides, expands, or matures. An in-depth discussion on
interactions between pectins and other polymers is
reported by Mort (50).

VI. DETERMINATION OF THE PECTIN
CONTENT AND KIND OF PECTIC
SUBSTANCES

To characterize pectic substances and their change during
growth, ripening, storage, and processing in plant tissue a
sequence of events is noted.

Pectins are enriched and purified from interfering
plant components by washing with hot alcohol to remove
alcohol soluble components from the tissue or by frac-
tional extraction techniques. Native enzymatic activities
in the plant material are inactivated instantaneously. The
repeated washing with hot alcohol results in an AiR (alco-
hol insoluble residue) composed mainly of cell wall mate-
rials, protein, and starch (51). The latter have to be
removed by degradation with pure enzymes under condi-
tions not affecting the pectic substances. Starch can also
be removed with 90% dimethyl sulfoxide. The cell wall
material undergoes  further characterization and fractional
extraction techniques (chemically and/or enzymatically).
Substances, soluble or solubilized under the respective
extraction conditions, are yielded as watery extract to be
precipitated in alcohol. The alcohol insoluble substance
(AiS) is dried, grinded, and analyzed. Note that all extrac-
tion and fractionation conditions modify the pectic sub-
stances to a certain extent. The evaluation of the different
fractions and the knowledge of the enzymatic activity pro-
vide us with the ambiguous image of the native pectic
substances which we have today.

The chemical fractionation techniques exploit the dif-
ferent properties of pectic substances. A common proce-
dure is the subsequent use of:

1. cold and/or hot water or buffer solutions for
already soluble pectins, mainly HM

2. monovalent buffer solutions to solubilize pectins
fixed by bivalent cations

3. chelating agents like EDTA, CDTA, oxalate, or
hexametaphosphate for HM and LM pectins
crosslinked and bound in cell wall by bivalent
cations

4. cold and/or hot acid with different pH, temper-
ature, and time regimes for HM pectins cross-
linked with cellulose by neutral sugar side chains

5. cold alkali to prevent β-elimination such as
sodium carbonate or sodium hydroxide, often in
combination with sodium borohydride to protect
the reducing end of polysaccharides, suitable for
hemicellulose extraction crosslinked with pectins

Other chemicals for extraction are also used (4, 52).
Voragen et al. (4) give an overview on enzymatic

extraction and fractionating procedures. One approach is
based on the degradation of the rhamnogalacturonan
backbone, using endo-polygalacturonase, pectin
esterase/endo-polygalacturonase, endo-pectinlyase, or
endo-pectatelyase, and recently rhamnogalacturonases. In
general two fractions of degradation products are
obtained, oligogalacturonides and rhamnogalacturonides,
that are rich in neutral sugars. These fragments can be fur-
ther characterized. Degree of polymerization depends on
enzyme combination, sugars, and glycosidic linkages
which clarify the structure of the heteropolysaccharides
present.

The second approach is to use non-pectolytic enzymes
for the extraction of unaltered pectins. This approach is
often discussed as an alternative to industrial acidic pectin
extraction. According to available data, it is not possible
to yield comparable pectin quantities using combinations
of cellulases and hemicellulases (53, 54). However, the
use of an endo-glucanase in combination with an endo-
pectinlyase can result in a significant pectin yield in the
laboratory. But the gel strength of this pectin is poor.

VII. CHEMICAL, ENZYMATIC, AND
MECHANICAL MODIFICATIONS 
OF PECTINS

Pectic substances can be attacked at the polygalacturonic
main chain, the neutral sugar side chains, or at the methyl,
acetyl, and phenolic ester groups. Glycosidic bonds
between uronic acids are relatively stable against hydrol-
ysis; arabinofuranosyl bondings are weak in acidic condi-
tions. This difference is used for pectin extraction by
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acidic hydrolysis to split the neutral sugar side chains,
which connect the pectins with the cellulosic fibrils fixing
pectin in the cell walls. This way the insoluble protopectin
is converted to soluble pectin. The methyl and acetyl ester
groups are partially hydrolyzed by the extraction
procedure, which is sometimes used to extract pectins
with a smaller degree of esterification.

Pectin solutions are stable at pH 2.5–4.5. At a lower pH
the a.m. hydrolysis occurs. This is used to produce pectins
with a lower degree of esterification, changing, within the
region of HM pectins, their setting behavior from rapid set
(DE � 70%) to slow set (DE ca. 60%). Further deesterifi-
cation results in low ester pectins. At low pH values also
acetyl groups from sugar beet pectin are removed and jelli-
fying beet pectins with poor gelling strength are formed.

At low pH, e.g., boiling in 12 M HCl, the galacturonic
acid releases CO2. This reaction quantitates the pectin
content (55).

At pH � 5 and elevated temperature, the glycosidic
bonds of esterified polygalacturonic acid main chains are
split at the non-reducing side next to a methyl esterified
galacturonic acid unit. This is done by β-elimination, result-
ing in an unsaturated galacturonic acid molecule with dou-
ble bonding between C-4 and C-5 (56). Because this
reaction can occur wherever there is an esterified acid group
in the molecular chain, a small amount of degradation can
cause a large loss in viscosity, gelling power, and other func-
tional properties. This reaction is slow at low temperatures.
Increasing the pH accelerates saponification of ester groups,
which competes with β-elimination. Pectic acid is stable in
alkaline conditions. We can take advantage of β-elimination
to decrease water binding capacity of pectins by soaking
legumes in neutral mono-valent buffer solutions and by lim-
ing of fruit press cakes after juice production. Such treated
residues can be further pressed to increase solids before dry-
ing. Pectins can also be degraded by oxidants.

The most common chemical modification is the alka-
line amidation of pectins in alcoholic suspension, using
ammonia. By this reaction methyl ester groups are con-
verted to acid amid groups (–CONH2). Free carboxyl groups
cannot be amidated.

Pectins can also be esterified with methanol at a low
pH in methanolic suspension, using sulphuric acid. As a
by-product, sodium methyl sulphate can be produced with
a limit of 0.1% in commercial pectins per FDA and FCC.

Crosslinking of pectins by epichlorhydrin is success-
fully used to prepare affinity chromatography columns to
separate pectinases. Crosslinking by phenolic coupling
was mentioned earlier.

There are several enzymes involved in pectin 
degradation.

1. glycosidases catalyzing the degradation of neu-
tral sugar side chains (group of arabinanases,
galactanases, xylanases, etc.)

2. esterases, pectin esterase (PE) (EC 3.1.1.11),
and pectin acetyl esterase

3. enzymes splitting linkages between the galac-
turonosyl residues of the pectin main chain like
endo- and exo-polygalacturonase (PG) (EC
3.2.1.15), endo- and exo-pectate-lyases (PAL)
(EC4.2.2.2 and 4.2.2.9), and pectin-lyase (PL)
(EC 4.2.2.10)

The reaction products of the hydrolases are identical
with those from chemical hydrolysis. The lyases work by
a trans-elimination mechanism. PG and PAL split low
methyl ester pectins and pectates at an unesterified galac-
turonic acid unit. PL splits a site next to an esterified
group, catalyzing the β-elimination reaction.

More recently a group of rhamnogalacturonases
(hydrolases and lyases from Asp. aculeatus) were
described, acting on highly branched regions of pectins,
liberating oligosaccharides consisting of rhamnose
linked to galacturonic acid and to galactose (optional)
(18, 57).

Commercial pectinases are often mixtures of enzymes
mentioned above and several hemi-cellulases, cellulases,
and proteases. Producers may use one or both enzymatic
systems:

1. a system based on pectin lyase, degrading pectin
alone with the disadvantage of creating unsatu-
rated oligogalacturonides that are sensitive to
browning

2. a system based on polygalacturonase in combi-
nation with pectin esterase, converting HM
pectins to LM pectins, the substrate for the
polygalacturonase

Bock et al. (58) characterized pectins ground by a
vibration mill as follows:

● The molecular weight was decreased by
“mechanolysis.”

● The degree of esterification, the neutral sugar
content, and the reactivity against calcium ions,
assuming the pectins could form a gel, was
almost unchanged.

Ralet et al. (59, 60) and Ralet and Thibault (61) sug-
gested extrusion cooking as a method for pectin produc-
tion. The extrusion process converted the pectic
substances of the cell walls of apple, citrus, and sugar
beet into soluble pectins. The softening of plant tissue
after extrusion cooking is also associated with this degra-
dation. Bondar und Golubev (62) announced a new desin-
tegration and extraction technique for pectins, using
cavitation.

VIII. PECTINS AS POLYELECTROLYTES

Pectic substances are negatively charged polyelectrolytes.
Their charge density and their apparent dissociation
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constant pKa calculated from pH measurement depend on
the degree of dissociation. The pK0 determined for pectins
is independent of pectin concentration and of their
degrees of polymerization, esterification, amidation, and
acetylation. The values obtained are in the range of 3.0 to
3.3, close to that (3.5) of monomeric galacturonic acid
(cited in (4)).

At pH � 3.0, the dissociation of pectins is almost
repelled; they are almost undissociated and uncharged.
This is an important premise for pectin chain association
in the case of jellification of HM pectins.

Monovalent cations (Na�, K�, etc. and NH4
�) are bound

to pectins electrostatically only. These ions can weaken
pectin association in tissues as in thickened and jelled prod-
ucts. Magnesium ions do not support pectin jellification and
follow also only electrostatical theories. The other alkaline
earth cations cause pectin chain associations resulting in:

● tissue hardening
● increased viscosity
● gel formation of LM pectins
● precipitation of their pectinates

Such observations or effects are dependent on:

● cation concentration, ionic strength, and pH
● degree of esterification
● distribution of free carboxyl groups (random or

blockwise) [for HM pectins]

When HM citrus pectins or HM pectins are slightly
deesterified, using a plant, blockwise acting pectin esterase
(creating blocks of free carboxyl groups), there is a signif-
icant increase in affinity and viscosity with calcium ions.
This effect improves protein stabilization and increases the
tendency towards syneresis which impairs jellification.

Ca2�, Sr2�, Ba2�, Cd2�, Ni2�, and Pb2� ions influence
the circular dichroism behavior of pectins in the same way.
That is, associate two pectin chains if blocks of free car-
boxyl groups with adequate length are present, i.e., 7, 10,
and 20 units (21, 63). Practically LM pectins with a
degree of esterification of about 40% and less show gelling
properties by this mechanism. This chain association is
described as “egg-box” gelling mechanism. Two pectin
chains arrange parallel and symmetrically and form
together (due to the axial-axial glycosidic linkages of the
galacturonic acid polymer) negatively charged cavities in
which the cations fit as eggs in a box. Thom et al. (64) and
Debongnie et al. (65) describe Cu2� ions to behave differ-
ent, and circular dichroism spectra are also different.

In food processing usually calcium salts of different
solubility (like calcium chloride, calcium lactate, calcium
citrate, and calcium mono- and di-phosphates together with
monovalent buffer salts to influence velocity of chain asso-
ciation) are used together with LM pectins (DE � about

44%) to form gels at reduced soluble solids (sugar content).
LM pectins are also described to bind heavy metals as an
antidote for heavy metal poisoning and as an ion
exchanger to remove heavy metals from effluents.

Calcium pectinate is used as fat replacer forming soft,
creamy insoluble particles. Pectins can be precipitated as
their aluminium salts (ancient pectin production method)
or copper salts (ancient quantitative pectin determination
method — Cuprizon method).

IX. RHEOLOGY OF PECTINS

Using pectins for technological reasons means that in gen-
eral the producer has some means of influencing flow
behavior and texture. The ability to form gels under acidic
conditions is one such method under the disposal of the
producer.

The rheological properties of native pectins are used
in food industry. If these properties are negative pectins
have to be degraded in the manufacturing process. Pectin
degrading enzymes are used to extract and concentrate
juices. To achieve a high yield or capacity for the press-
ing systems, pectinases with other cell wall degrading
enzyme activities are used in mash treatment (liquifac-
tion). Stored apples will respond best to treatment with
these enzymes for their content of soft tissue and high
soluble pectin facilitates the binding of juice in the mash.
Berries like black and red currant, grapes, etc. are also
treated with pectinases for juice production to increase
yield and color intensity. Some of the anthocyanes are
bound to pectic substances and will be released into the
juice if the pectin is degraded. Tomato is handled in two
stages in the cold break process: degrading the pectin and
subsequent concentration to tomato concentrate. In the
case of manufacturing tomato ketchup, the hot break
process is used to maintain pectin quality and flow behav-
ior by inactivating native pectinases immediately after
squeezing the tomato juice.

Axelos et al. (66) reported the dividing line between:

● dilute and semi dilute pectin solution in 1 M
NaCl: a concentration C* between 0.7% and
1.0%

● semi dilute and concentrated regime: a concen-
tration C** between 8% and 10%

Up to C* the specific viscosity corresponds to 
C[η]1.2 and beyond C** to C[η]3.3. Values of the Huggins
coefficient kh, which characterizes the effect of molecular
interaction on the viscosity, vary with the degree of esterifi-
cation, ranging between 0.37 and 0.6.

Pectins are insoluble in organic solvents and soluble in
water to give a viscous solution. Like other viscous gums,
it needs care in dispersing the powder rapidly into the water.
Lumps of powder easily become coated with a gel layer
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which makes further solubility slow and difficult. Appro-
priate techniques to prepare pectin solutions:

● a high-shear mixer
● separating pectin particles by dilution with sol-

uble powders like sugar (10 fold quantity of
pectin)

● dispersing the pectin in high concentrated sugar
syrups (at least 50% soluble solids to prevent
significant swelling of the pectin) with subse-
quent dilution to less than 30% soluble solids.
Under heating and moderate agitation the
pectin will dissolve rapidly.

Pectin will not dissolve completely at high sugar con-
centrations. Thoroughly dissolved pectin will have no
“fish-eyes” on a glass plate and will not feel gritty when
rubbed between the fingers. Solutions with 3 to 4% pure
pectin can be prepared easily. Industrial processing with
more than 10% pectin in hot water will exceed the limit of
complete pectin dissolution.

Pectins with a low degree of esterification dissolve
better in the form of monovalent metal salts. Bi- and triva-
lent cations decrease the solubility of all pectins. Pectic
acid is only soluble in water as ammonium, sodium, or
potassium pectates at pH � 6. Pectins are also soluble 
in DMSO, formamide, dimethylformamide, and warm 
glycerol (67).

Industrial pectin solutions with unchanged molecular
weight exhibit a pseudoplastic flow behavior. Depending
on raw material and extraction conditions, the viscosity of
pectin solutions varies. Often the viscosity of pectins is
standardized with neutral sugars like dextrose and sucrose
to achieve constant quality for every batch. Solutions of
high esterified pectins show little elastic shares. The vis-
cosity of a pectin solution decreases with increasing pH
and ionic strength. In combination with calcium salts and
some sugar, a solution of low esterified pectins will form a
soft network with measurable elastic properties.

The viscous properties of pectin solutions are used in
fruit juices, fruit based products, and soft drinks to
increase viscosity, resulting in a better mouth feel and a
higher impression of fruitiness and sweetness. The
increased viscosity also improves cloud stability and
reduces coalescence of oil droplets in emulsions (68).
Cloud is also stabilized by bigger hydration if the cloud is
positively charged and enveloped by a negatively charged
pectin layer with high hydration (69).

Fruit preparations produced with low methyl ester
pectins also shows pseudoplastic flow with shear thinning
during mechanical stress like pumping and dosing. This
lowers the forces acting on the fruits during these pro-
cessing steps and reduces their destruction. To prevent
fruit floating these fruit preparations are produced with
pectins giving a significant yield point. In contrast a

formulation using only viscosity for thickening will only
delay floating. To prevent floating the yield point has to be
higher than the lifting force of the fruit pieces. The yield
point can be adjusted by the calcium reactivity of the
pectin in combination with calcium concentration, soluble
solids, and ionic strength. Fruit preparations produced
with pectins show also little thixotropy and a high ability
to regenerate after removal of the stress.

These factors are very important for fruit preparations
for yogurt where fruit preparations are produced and filled
aseptically in big containers which are shipped to the dairy
plant. There the fruit preparation is pumped out of the
container and an even distribution of fruit pieces is a qual-
ity criterion. After pumping the fruit preparation has to be
mixed with the white mass of the yogurt or metered into
the yogurt beaker with subsequent over-layering with yogurt
without the reaction between low methyl ester pectin and
free calcium ions of the yogurt.

Jams, jellies, and marmalades produced with pectins
are visco-elastic solids. The ratio of viscous to elastic
shares varies, depending on:

● degree of esterification of the pectins
● pH conditions
● kind of pectin used

Viscous shares increase with increasing pH and
decreasing DE of high methyl ester pectins. Apple pectin
gels show higher viscous shares with good spreadability
whereas citrus pectins have less viscous and more elastic
shares. The elastic shares make the products more brittle
and less spreadable, with a higher tendency to syneresis.
This also can be shown by the smaller linear viscoelastic
range of citrus pectin gels compared to apple pectin gels.
These figures can be obtained using rheometers with
oscillating techniques. The phase displacement angle δ
between stress and strain indicates the proportion of elastic
(G�) to viscous shares (G��) whereas

● pure viscous liquid, δ � 90°
● pure elastic solid, δ � 0°
● viscoelastic solid, 0° � δ � 90°.

X. THE MOLECULAR WEIGHT OF 
ISOLATED PECTINS

The figures on molecular weight of pectin published in
the literature vary significantly from about 40.000 to more
than 4 million Daltons. This variation is not only influ-
enced by source of raw material, kind of plant tissue, and
extraction conditions of the analyzed pectins but also by
the analytical method itself. Owens et al. (70) first estab-
lished that values, determined by viscosity measurements
of pectin solutions with different concentrations and
extrapolation to zero concentration, depend on the
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constants (K) and (a) used in the Mark-Houwink-
Sakurada equation [η] � K � Mηa. Values for different
pectins can be found in Voragen et al. (4) and literature
cited. For the exponent (a) values between 0.8 and 0.9
seem to be confirmed, representing a slightly stiff confor-
mation of pectins.

Polydispersity and aggregation phenomena are rea-
sons for big discrepancies between weight-average (deter-
mined by laser light scattering) and number-average
(determined by membrane osmometry or end group
analysis) molecular weight values. Fishman et al. (71)
published a critical re-examination of molecular weight
and dimensions for citrus pectin. More detailed informa-
tion on molecular weight distribution of pectins can be
obtained by combinations of size exclusion chromatogra-
phy (HPSEC) with multi-angle laser light scattering
(MALLS) (72). The molecular weight for isolated pectins
for food application as thickener or gelling agent is esti-
mated to be 60.000 to 120.000 Dalton.

XI. PECTIN MANUFACTURING

In 1825 Braconnot was the first who isolated a substance
from plants, which showed gelling properties. The term
pectin has been derived by him from the Greek “πηχτos,”
meaning to congeal or solidify. It took up to 1917 until
Ehrlich described pectic substances being composed of
galacturonic acid. The high water binding and the ability
to form gels of pectin quickly attracted the interest of the
food industry. Before a defined pectin became available,
the liquid pectin obtained from concentrated apple juice
was used to decrease the influence of the natural content
of fruit pectin in the raw material of the fruit processor.
The first commercial application of pectin was as a gelling
agent for jams, jellies, and marmalades, to balance the dif-
ferent pectin contents of the processed fruit. Kertesz (73)
is giving the most comprehensive review of the early work
on isolated pectins.

Despite the wide occurrence of pectins in nature only
a few raw materials were established as sources for com-
mercial pectins. Reasons for this are the facts that only a
few plants contain pectins with suitable properties for
food applications, still the main use for pectins, and that
the raw material has to be available in a sufficient quantity
and constant and storage stable quality. Still pectins are
produced mainly from by-products of fruit juice industry,
namely apples and citrus fruits whose fresh or carefully
dried pomace or peels after washing to remove citric acid
and sugars are used. In Central Europe, pectin is produced
from dried apple pomace and dried lemon and lime peels,
whereas in Central and South America, pectin used to be
obtained also from fresh orange, lemon, and lime peels. At
present, North America is no longer a supplier of pectin.
Instead, it is a major consumer.

Sugar beet chips are of minor importance due to their
lower pectin quality. Sunflower heads fail as a pectin source
because pectin quality declines rapidly before harvest time.

The careful handling of raw material is essential in the
manufacturing process of pectin. For example, in the pro-
duction of apple pectin, the dried apple pomace from the
manufacture of apple juice is the raw material. After the
apple mash has been de-juiced, the pomace is dried imme-
diately to prevent the degrading enzymes in the plant tis-
sues from reducing the quality of the pectin. Drying also
stabilizes the pomace by reducing micro-organisms to a
minimum, permitting the product to be used to produce
pectin year-round. Some producers use pectin degrading
enzymes to increase fruit juice output and facilitate the
de-juicing. The pomace from this operation cannot be used
to produce pectin.

Apple pectins, especially from unripe apples are often
associated with native starch, which can be removed by
enzymatic treatment. The degree of esterification in unripe
apples is nearly 100%. Industrial extraction yields 10 to
15% of pectin out of dried apple pomace (or about 0.5%
calculated on fresh apples) with a degree of esterification
of up to 80%. The distribution of free carboxyl groups is
very even. Apple pectins show a higher proportion of neu-
tral sugars than citrus pectins resulting in summary in gels
with high viscous shares, low tendency to syneresis, and
high internal gel strength.

Citrus pectin production uses the peels of de-juiced
and de-oiled fruit. Washing the peels prior to processing is
essential in the removal of remnants such as aromatic oils
and bitter components. If such remnants cling to the peels
and if these peels are used to produce pectin, they may
cause an off-flavor, resembling a bitter, rancid taste in the
end product. Thus for the production of a product that is
stable when shipped and stored, the peels must be dried.
If a producer wants to extract pectin from wet peels, he
should do it in the vicinity of a citrus processing plant.
Also, enzymes in the plant tissues will start to degrade the
available pectin if bottlenecks develop in the extraction
process or an excess of raw material prevails.

The yield of citrus pectins from dried lemon or lime
peels is about 30 to 35%. Orange and mandarin peels are
seldom used due to their lower pectin content and pectin
quality. Grapefruit pectin is produced mainly for nutritional
applications to lower cholesterol (74).

Citrus pectins usually have a lower content of neutral
sugars and a higher concentration of D-galacturonic acid
as apple pectins. Due to a higher pectin esterase activity in
citrus fruits, acting block wise as all plant pectin esterases
do, citrus pectins often show blocks of free carboxyl
groups which are high calcium reactive. The citrus pectin
gels are more elastic and brittle, and have a higher ten-
dency to syneresis and pregelification with calcium ions
present in the cooking. The advantage of the higher reac-
tivity with calcium ions is the better protein stabilizing
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property especially of heat sensitive casein in acidified
milk drinks.

Sugar beet chips are of minor importance. Compared
to apple or citrus pectin, pectins from sugar beet have
higher neutral sugar content and are partially esterified
with acetic acid and ferulic acid. The acetylation is pre-
venting gelation, but even acidic or enzymatic deacetyla-
tion does not create proper gelling pectins due to the low
molecular weight of beet pectin. However studies have
been carried out that show improved gelation of sugar
beet pectin through oxidative coupling (75). It could be
shown that beet pectins have emulsifying properties due
to their hydrophobic (acetyl and methyl groups) and as
well hydrophilic (hydroxyl and carboxyl groups) nature
(68).

Sunflower heads contain low ester pectins which are
also acetylated. Interesting properties can be found in sun-
flower pectin as long as the sunflower is blossoming until
an early mature state of the kernels showing a white and
fluffy inflorescence. But when harvesting sun flowers for
oil production the heads are dried out, sometimes after a
killing frost, turning sunflower pectin almost to pectic acid
with a very low solubility.

Several other plant raw material like cabbage, onion
peels, mango, cotton, etc. have been investigated as
sources for commercial pectins. Up to now all efforts failed
to introduce a new source of pectin. Additionally several
international pectin specifications limit the sources of
pectins to apple, citrus, and beet.

Citrus fruits and apples are not processed with the main
purpose of pectin production in mind. One of the main
tasks of pectin producers is to secure the supply of high
quality raw material by keeping in constant contact with
fruit juice producers. The essential know-how of pectin
producers is the manufacture and maintenance of pectins
with a constant/consistent good quality despite adverse fac-
tors, which include variable contents and molecular weights.
Such factors, as indicated above, result from differences
within the raw materials and production parameters in the
fruit juice processing plant.

At first the pectin containing extract is produced in an
acidic medium. Here, the insoluble protopectin is converted
into its soluble form. Additionally water-soluble ingredi-
ents like sugars and phenolic compounds will also be dis-
solved. The insoluble residue, which mainly contains
cellulose and other water-insoluble matter, will be sepa-
rated and dried and may be used as animal feed. The
extract containing pectin is further purified to remove sus-
pended particles. It is then added to an alcohol solution in
which the insoluble pectin will precipitate. After the alco-
hol is removed using standard procedures, the pectin is
dried prior to grinding and sieved. The ground and sieved
pectin represents the base material for “standardization,”
i.e., the adjustment of pectin with sugar to ensure con-
stant/consistent functional properties.

Citrus pectin is produced in much the same way as
that for apple pectin. In contrast, the use of wet peels is
possible for the production of citrus pectin. This reduces
one energy intensive working cycle, i.e., drying of the cit-
rus peels. However, this procedure depends on a close prox-
imity between a pectin producer and a fruit juice producer
for countries in Central or South America. Differences in
the pectin quality within the raw material depend on fruit
maturity and enzymatic activity and must be normalized
or accounted for in pectin production. In contrast, dried
citrus peels are available year round. Important suppliers
are countries in Central and South America, Spain, and
Italy.

Depending on the extraction conditions and quality of
the raw material, large differences in the molecular weights
of pectin exist. Nonetheless, the molecular weight of the
manufactured pectin is an essential factor for its gelling
properties and determines its commercial quality.

The degree of esterification has decisive influence on
the gelling behavior and the application of the pectin.
Pectin directly precipitated after extraction has, due to its
natural properties, a very high degree of esterification. It is
also known as rapid set pectin. Other types of pectin, like
slow set pectins or low methylester pectins, which have a
low degree of esterification, can be produced by adjusting
some parameters of the extraction process, e.g., pH and
temperature. It is possible to carry out de-esterification
during or after the extraction. Pectins are amidated under
alkaline conditions, in the presence of ammonia. In this
process methylester groups will be transferred to amid
groups. These pectins contain three functional groups:
methylester, carboxyl, and amid groups.

The term pectin is generally used for a poly-galactur-
onan, which has been extracted from cell walls. Pectins with
a defined structure can be produced via additional pro-
cessing steps. In order to differentiate the large number of
pectins, they can be classified according to their chemical
nature (Table 140.3).

Because of the presence of free carboxylic acid groups,
pectins have weak acid properties, which can affect and
change the pH-value of a food system. Added pectins may
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TABLE 140.3
Classification and Definition of Pectins
Description Chemical Characterization

Protopectin Water-insoluble native pectin network
Pectic acid Polygalacturonic acid

(degree of esterification <10%)
Pectate Salts of the pectinic acid
Pectin Partly or completely methylesterated

polygalacturonic acid
Pectinate Salts of not completely methylesterated

polygalacturonic acid
Pectic substances Collective term of above mentioned susbstances



initiate undesirable reactions during subsequent processing.
Pectins can also act as buffer systems in combination with
other organic acids to influence the overall buffering capa-
bility of the system. This effect will increase considerably
with increasing free carboxylic acid groups, i.e., decreasing
degree of esterification. Simultaneously, the affinity of
pectin against di- or trivalent cations increases with increasing
free carboxylic acid groups. In the production of pectins for
individual food product applications, the degree of esterifi-
cation should be adjusted accordingly. Because of the higher
affinity towards divalent ions, the low methylester pectins
always display additional properties in any application,
when compared to high methylester pectins. This difference
is one of the major criteria used to select one particular
pectin for a specific application.

Low methylester pectins can form a network in the
presence of divalent ions to produce gel structures, a fact
used in the manufacture of low-calorie fruit preparations.
A low methylester pectin with a high affinity towards
divalent ions may result in strong cross-linking to form a
water insoluble salt, “calcium pectate.” Calcium pectate
no longer displays any useful functional properties.
Another possibility is the use of low methylester pectin as
an ion exchanger. For example, pectinic acid loaded with
sodium ions may be used as an ion exchanger for divalent
cations. This reaffirms the fact that buffer systems and ion
strength influence the properties of pectin including
gelling.

The affinity of divalent ions is not only influenced by
the degree of esterification (DE) but also by the distribu-
tion of the free carboxylic acid groups within the pectin
molecule. A weak de-esterification of the native pectin can
occur in the presence of native pectin esterase in citrus
fruit. This behavior is very pronounced in oranges but slight
in apples or apple pomace. Since plant pectin sterase acts
blockwise, citrus pectin has a more block-by-block struc-
ture of free carboxyl groups and thus regions of higher
affinity for divalent ions.

Besides traditional pectin types, low methylester ami-
dated pectins offer new possibilities in the application of
pectin. The presence of amidated groups plays an important
role for the technological properties and will be charac-
terized by the degree of amidation. The degree of amida-
tion is defined as the ratio of amidated carboxylic acid
groups to total galacturonic acid content.

One of the most important factors that determine the
suitability of pectin as a gelling and thickening agent is 
its molecular weight. Its viscosity and rheological proper-
ties, similar to its gelling strength, depend on the molecu-
lar weight. Natural pectin exists in a wide range of
molecular weights, which is determined by the different
molecular weights of the protopectins prior to extraction.
If the raw material is not carefully handled, a loss of
pectin quality may occur quickly, due to the enzymatic
degradation. Also, the extraction and production process

of pectin has a decisive influence on the molecular weight
of the final product.

Traditionally, pectins are blended with sugar to stan-
dardize their constant gelling, thickening, or stabilizing
properties. This step is necessary to adjust the natural devi-
ations of basic pectins and to guarantee consistent proper-
ties. To achieve this, a careful quality assurance of the
chemical parameters (degree of esterification, degree of
amidation, etc.) and the physical properties (gelling
strength, viscosity, etc.) is implemented.

XII. PROPERTIES OF ISOLATED PECTINS

Pectins, because of their high molecular weight and mol-
ecule structure, are capable of binding water to form viscous
solutions. Water binding is only one factor, the second being
the formation of convolutions due to linear characteristic
of the pectin molecule and the interactions between them.
This increases the resistance of pectin to shear and results
in shear thinning characteristics.

The most important property of pectin is its capability
to form gels. Here a three-dimensional network is formed
that is held together by the stable interaction between pectin
molecules.

According to Jarvis (76) an aqueous gel consists of
three elements:

● junction zones between the polymer molecules
● polymer chain links between the junction zones,

which are relatively mobile
● water which is locked and entrapped in the

polymer network

According to Figure 140.2, through the interactions
between the molecules, junction zones develop and stabi-
lize the network. Links of the molecules nearby not inte-
grated in junction zones are able to bind water.

Important factors which influence the gel formation
are (77, 78):

● molecular structure of pectin (pectin type)
● concentration and type of soluble solids (e.g.,

sugar)
● pH
● ionic strength
● valency and kind of ions
● temperature

Condition for initiating the gelation process at a given
pH and a given concentration of soluble solids is a mini-
mum concentration of the pectin. Pectin gels form when
the expanded parts of the polymer chains associate to
form orderly junction zones, which are stabilized by non-
covalent interactions. The length of junction zones is influ-
enced by steric factors. Limiting factors are deviations of
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the regularly distributed esterified and non-esterified areas
as well as bends in the galacturonan chain, caused by 
L-rhamnose and neutral sugar side chains (79).

The gelling properties of pectin can be characterized
in different ways (80–82). Traditionally they are evaluated
by the “ridgelimeter” method. A sugar-water-gel is pro-
duced and placed in a defined “ridgelimeter glass.” After 24
hours, it is removed to determine the sagging or shape
change of this gel due to gravity (80, 81). In these exper-
iments, the necessary pectin concentration is the variable
and settlement, which will occur, will be evaluated as a
function of pectin concentration. From this method, the
standardization of pectin of its gelling strength of 150°
USA-Sag was developed. The value 150° USA-Sag means
that with a pectin concentration of 4.33 g/kg the model gel
will sag by 23.5% of a sugar concentration of 649.5 g/kg.
In other words: 1 g pectin with 149 g sugar will form a gel
(tss: 65°Brix, pH 2.2) with a standard firmness and 23.5%
sagging. If a gel with the same pectin concentration settles
or sags less than 23.5%, it is assumed that the gel will
have a firmer gel structure and the pectin will have a higher
degree of USA-Sag.

However, it is not possible to describe the haptic (sen-
sorial impression of texture in the mouth) properties of a
gel with this method. For example, only a human taster
can describe the wonderful sensory impression from
destroying the structure of the gel during the eating
process (chewing and swallowing). Another example is
the appeal of the product. A visual feedback gives one an
idea or a mild sensation about the texture and firmness of
the gel structure when the product is taken out of its con-
tainer or package.

Another possibility is to test the firmness of a gel by
inserting a plunger into the sample. Since a dry film on the
gel surface will affect the results, the top gel coat should
be removed prior to the measurement. Such a film would
affect the response of the gel by serving as an additional
stress. In the measurement, the force required to submerge
the cylinder in the gel will be determined. As a rule, the
firmness is defined as the maximum required force prior
to structural failure. In 1927 Lüers and Lochmüller (82)
suggested a method which avoids this surface effect by
determining the breaking point within a gel. This method
is the basis of the actual Herbstreith Pektinometer. It is pos-
sible to measure an “internal gel strength” by inserting a
probe into the gel structure. To measure the internal strength,
the probe is first inserted into the gel. After a defined period
of time, the measurement is obtained by pulling the probe
out of the gel under a constant speed. Comparable to the
penetration measurement a measuring device (transducer)
will determine the maximum force needed to pull the probe
out of the gel. The firmness of the gel structure is the max-
imum force prior to failure or breaking point of the gel.

Other important measuring devices in the quality con-
trol of pectin are rotational rheometers that measure the
viscosity of pectin types (e.g., for the use in beverages) and
oscillating rheometers that measure differences of gel struc-
tures without destroying part or all of the gel, e.g., con-
fectionery products (83). Setting temperature and setting
time of pectin formulations can also be measured (84).

A. HIGH METHYLESTER PECTIN

High methylester pectins generally form gel structures at
pH � 3.5 and a soluble solids content of � 55%. It is
assumed that the gel formation will take place after the
complete dissolution of pectin and after addition of acid
which is necessary to reduce the negative charges of dis-
sociated free carboxylic acid groups, which would hinder
pectin chains to associate. A high content of soluble solids,
e.g., sugar, is necessary to influence the water activity of
highly hydrated pectin molecules in order to facilitate
interactions between the polymers. This gelling mecha-
nism is also called sugar-acid-mechanism, since these are
the main influencing factors for the gelling behavior of
high methylester pectins. If any of these factors is not con-
trolled, the gelling of pectins cannot be guaranteed.

The process of gelation can be described as follows.
The galacturonic acid, one of the main components of
pectin, contains carboxylic acid groups which partly disso-
ciate while the pectin dissolves, causing the molecules to be
negatively charged. Thus the pectin molecules repel each
other. After the complete dissolution, the pectin molecules
are hydrated. The high water binding capacity causes the
formation of strong hydration bonds between water and
pectin molecules. By decreasing the water activity the
hydration will be reduced, so that the pectin molecules
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FIGURE 140.2 Schematic model of molecular network of a
pectin gel.



approach each other sterically. At this stage, if the pH of the
system is higher than 3.5, the repulsive forces between the
pectin molecules are so strong that the formation of inter-
actions will not take place. By adding acid the dissociation
of the acid groups will be reduced, entailing that the nega-
tive charge density and thus the repulsive forces between
the molecules will decrease (85). Junction zones between
pectin molecules develop through the formation of hydro-
gen bonds between the carboxylic acid groups of pectins.
Hydrophobic interactions between the methylester groups
of pectins additionally stabilize the network (86).
Moreover, hydrogen bonding can occur between pectin and
the secondary hydroxyl group of sugar molecules.

A connection exists between the degree of esterifica-
tion (DE) and the gel strength, but setting speed or tem-
perature (ST) will also be influenced. Based on a DE of
50% for high methylester pectins, the gel strength will
increase with increasing DE and pectins with a DE of 70%
will form very firm gels (87, 88). Therefore a setting speed
or ST at which the gel is formed must also be monitored
and recorded. Figure 140.3 illustrates the following:

● ST decreases as DE increases from 50% to 60%.
● ST rises as DE rises from 60% to 75%.
● A DE of 60% exists as the lowest setting speed

or ST.
● Below a DE of 60%, an increasing affinity 

of the pectins towards divalent ions can be
observed, which influences the gelation of
these pectins.

● Calcium ions increase the firmness and ST of
the pectins.

Based on the effect of degree of esterification on the
setting time of high methylester (HM) pectins, one can
define three types of commercial HM pectins: rapid set,
medium rapid set, and slow set.

The ionic character of a pectin molecule, expressed 
by its pH, affects the product that is to be gelled and may
also affect the structure of the formed gel. Pectins with an
increased pH value have a longer setting time. The ionic
strength of the product will also affect the setting behav-
ior of the pectin used. If the batch used contains an excess
of cations, it may prevent or reduce the repulsive forces
due to a reduction in dissociation from the acid added. This
results in weaker hydrophilic interactions that assist in the
formation of junction zones.

Sugar content, calcium level, pectin concentration,
and pH all have a significant influence on the setting 
temperature and gel strength of pectin gels (89). The gel
strength is also influenced by the soluble solids content
and the pH of the solution. Because of the water activity
decreasing effect of sugar, which also varies based on
sugar type, a minimum sugar content of 55% is necessary
in order to initiate gelation. Pectins with a very high
degree of esterification (�80%) still exhibit gelation
properties even if soluble solids content is slightly lower.

Because of the high content of methyl ester groups,
bonding zones are mainly formed by hydrophobic
interactions between these methyl ester groups. If the sol-
uble solids content is increased, the firmness of the pro-
duced gels also increases. Simultaneously, the setting
speed of the respective pectin increases. It appears that an
upper pH limit exists for the gelation of pectins. In solu-
tions with a rather high pH the number of dissociated car-
boxyl groups and the negative charge density increases and
therefore no gel formation will take place. The repulsive
forces are so strong above a pH value of 3.5 that gel for-
mation will not occur. Reducing the pH to just below 3.5
will result in a softer gel that will increase in strength with
a further reduction in pH. Simultaneously, the setting tem-
perature of the particular pectin type will increase. This
shows that the pH value and the content of soluble solids
affect the gelling behavior of pectin. The effects generated
by the pH operate within a set of parameters. The same
holds true for the content of soluble solids. The two sets of
parameters act in opposition as gel strength increases with
increasing soluble solids and decreasing pH value.

The application of pectin in products with a relatively
high pH has certain limitations. Depending on pH and
temperature, a depolymerization of pectin may occur by
β-elimination of the glycosidic bonds between the galac-
turonic acid units. The reaction breaks the bond next to a
galacturonic acid which is esterified. Consequently, the
low methylester pectins are more stable in solutions with
a neutral pH than high methylester pectins. Pectic acid is
stable at a neutral pH (90–92).

B. LOW METHYLESTER PECTIN

Pectins with a degree of esterification below 50% are able
to form gels relatively independently of the content of
soluble solids and pH value as long as divalent cations are
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present. In the food industry calcium ions can serve as the
cations. The explanation of the gelation mechanism is
mainly based on the egg-box-model of Grant et al. (93). A
bonding zone consists of two neighboring pectin molecules
bound by calcium ions. Due to the glycosidic bonds
between the galacturonic acid units, a zigzag or folded
structure of the polygalacturonan chain may form. As a
result two galacturonic acid units form a hollow body. The
hollow body is so large that a calcium ion can be imbedded.
On the opposite side of the dimer is another hollow body,
which is formed by the two galacturonic acid units of the
second pectin molecule. At least 7 consecutive free 
carboxylic acid groups within the chain segment should
exist to ensure the formation of a bonding zone. Due to
steric reasons only every second carboxylic acid group can
be linked to a calcium ion. A methyl ester group can only
then be incorporated in the bonding zone, if the carboxylic
acid group on the opposite side is not esterified. At least 14
galacturonic acid units in the polygalacturonan chain must
be present in chain segments which are partly esterified so
that a bonding zone after the egg-box-model can form (21).

Thus, pectins with a degree of esterification �50%
inter-act with calcium ions, if the chain segments of the
pectin contain block-by-block arranged free carboxyl
groups.

The calcium ions affinity of low methyl ester pectin
depends on the degree of esterification. The gel strength
of a pectin at a constant calcium level increases with a
decreasing degree of esterification. This is because of the
influence of the degree of esterification on the strength of
calcium bonding to carboxyl groups of pectin. The density
of the electric charge of the macromolecule also changes
with the degree of esterification of a pectin. The higher
density of an electro-negative charge of very low ester
pectin increases the affinity of the pectin towards calcium
ions (94). With the same calcium level a gel is formed that
is firmer than one from a pectin with a higher degree of
esterification (78). The way that calcium ions are added to
the system also plays an important role in the gelation
behavior of low methylester pectins. Readily soluble cal-
cium salts, e.g., calcium chloride, will cause a quick gela-
tion, whereas adding calcium citrate will result in a slower
gel formation. Similar to the gelation of high methylester
pectin, gelation of lower methylester pectin will occur at
a characteristic temperature. The concentration of calcium
ions will influence the setting temperature which
increases with increasing amount of calcium added. The
addition of an excessive amount of calcium ions may
result in a water-insoluble salt, calcium pectinate.

Soluble solids content, pH, ionic strength, and pres-
ence of calcium binding substances, in addition to pectin
level, will influence the gelation of low methylester
pectin. Hence there is a need to determine the calcium
requirements of a pectin type in order to obtain a gel with
a defined structure. Lowering the pH and increasing the

soluble solids content reduces calcium demand whereas
the presence of calcium binding matters will increase the
calcium requirements (77).

The introduction of amidated groups into the pectin
molecule reduces calcium requirement while producing
gels with the same gel strength. Thus, amidated pectins
can be applied in a product formulation where non-ami-
dated pectins will not form a gel, e.g., in products with a
neutral pH. Also, amidated pectins are relatively tolerant
towards erratic calcium concentrations.

C. NUTRITIONAL ASPECTS

Pectin is considered a soluble dietary fiber since its nutri-
tional properties meet the definition set up by the American
Association of Cereal Chemists (AACC) in January 2001:
“Dietary fiber is the edible part of plants or analogous
carbohydrates that are resistant to digestion and absorption
in the human small intestine with complete or partial
fermentation in the large intestine. Dietary fiber includes
polysaccharides, oligosaccharides, lignin and associated
plant substances. Dietary fibers promote beneficial physio-
logical effects including laxation and/or blood cholesterol
attenuation and/or blood glucose attenuation.”

The influence of pectin on the cholesterol level in
blood has been analyzed thoroughly. Pectin has the ability
to bind cholesterol that the liver develops and secretes into
the small intestine. With a pectin-free diet, more than 50%
of the cholesterol will be reabsorbed in the colon causing
blood cholesterol level to remain at a constant high level.
This applies mainly to individuals with a natural high 
cholesterol production. Another effect of a high-pectin
diet is related to blood levels of LDL (low density lipopro-
teins) and HDL (high density lipoproteins). Pectin can
alter the ratio of blood lipoprotein fractions to favor HDL.
Low methylester pectins can bind and dispose of heavy
metal ions and their radionuclides in the intestine due to
their strong ionic character (95).

XIII. FOOD LEGISLATIVE ASPECTS

Pectin is a food additive which is produced from plant
material by means of an extraction process. Thus pectins
vary in their characteristics which will be balanced and
standardized by technology used by pectin producers.
This ensures that certain characteristics will remain the
same between production runs. It is not possible to elimi-
nate certain built-in variables when one isolates a hetero-
geneous polysaccharide out of a complex matrix.
However, stringent criteria from private and public
sources protect the integrity and quality of pectin. The
sources originate from pectin producers, legislations, and
international recommendations. They define the purity
and identity of pectins, including those from the Codex
Alimentarius, the European Union (96), Food Chemical
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Codex (97), and the Joint Expert Committee on Food
Additives (JECFA) of the FAO/WHO of the United
Nations (98) can be viewed in Table 140.4.

For pectin to be an approved commercial gelling and
thickening agent, the producers are also required to comply
with other sanitation and safety criteria such as hygiene,
pesticides, etc.

Pectins are generally permitted for use in foodstuffs in
which no restriction for the use of permitted additives
exists and in foodstuffs in which a limited number of addi-
tives may be added and pectins are mentioned as permit-
ted additives. Some countries do issue government
regulations for pectin used in such a manner. With the
“Organic Directive,” the European Union has issued
guidelines for the application of pectin in organic prod-
ucts. According to this directive, the maximum level of
ingredients from non organic origin permitted to be added
is 5% for a prescribed list of food products or ingredients.
With the exception of amidated pectins (99), all other
pectins belong to that list.

XIV. DISSOLVING PECTIN

Pectins have very high water binding ability and, because
of the gelation properties, the dissolution procedure is
crucial to activating the entire amount of pectin added. To
dissolve pectin, a high shear mixer is used to ensure the
separation of all pectin particles in hot or cold water. The
mixing tank is filled with hot water and the required
amount of pectin is added into the vortex. If a lack of
shear is noticed it may be better to mix the pectin with
sugar. Depending on the temperature of water and poten-
tial shear rate, pectin solutions with a concentration of
8–10% pectin may be produced. Sugar will physically
separate pectin particles and prevent lump formation. If
high shear is not available, pectin can be mixed with 10
parts sugar or other dry ingredients, which is then added
into the cold water or fruit (or fruit juice) under agitation.
Pectin will dissolve properly after bringing the cold batch
to a boil. A third possibility is the addition of pectin to
glucose syrup (tss � 70%). Although pectin will not
dissolve because of low water content, an even distribu-

tion can be achieved. Pectin will finally dissolve after
diluting the batch with water or fruit juice to reach a max-
imum of 30% for soluble solids content, followed by boil-
ing. For any method of preparing a batch of pectin in a
formulation, the producers monitor the content of soluble
solids to make sure that it does not exceed 30%.

XV. JAMS, JELLIES, AND MARMALADES

The main application for pectin is in fruit spreads, pre-
serves or jams, jellies, and marmalades. The pectin gives
an identity and a remarkable texture to each product.
About 50% of all pectin sold is used to manufacture these
products. Although traditionally jams and jellies are
breakfast items, they have a rather short history in the
human diet. One of the main components is sugar which
was known since crusaders brought it into the European
market. Before then, honey or traded sugar from Arabia
was used to sweeten the diet. For a very long time only the
rich were able to afford sugar, similar to other spices used
today, e.g., pepper. Sugar became commercially available
when sugar beet was cultivated in Europe. A long interval
elapsed before it was learned that a high concentration of
sugar could preserve a food by reducing water activity. At 
a water activity of �0.86, the equivalent of a sucrose 
solution of 65.6%, the growth of pathogens is suppressed.
These products can be described as hardly perishable.
With that method it was possible to preserve fruit with
sugar, the nutritional value of sugar as an excellent carbo-
hydrate, and the refreshing taste of fruit with its nutri-
tional benefits, for example, of high mineral and vitamin
content to be available all year round. For a homemade
product, differences in firmness and texture are of little
concern. However, a commercial product has to deal with
different raw material quality, depending on the fruit type
and its pectin content. With consumers’ increased expec-
tations on the texture and firmness of fruit spread a
demand for a quality product with consistent sensory
attributes has been formed.

As for other products, legislation has established a
standard of identity for fruit spreads to define quality
products. They are jam, preserve, and marmalade. All
have a defined sugar and fruit content and a list of per-
missible ingredients.

A. TRADITIONAL JAMS AND JELLIES

To manufacture a traditional jam only fruit, sugar (includ-
ing sugar syrups), pectin, and organic acids are used. The
traditional products have a high content of total soluble
solids, achieved by adding �55% sugar to produce a prod-
uct which can be stored and transported at ambient tem-
peratures. Jams and jellies produced by major international
brands adhere to a high quality standard. The quality of a
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TABLE 140.4
Purity Requirements for Pectin
Criterion Purity Requirements

Loss on drying max. 12%
Acid insoluble ash (3 n HCL) max. 1%
Free methyl, ethyl or isopropyl alcohol max. 1%
Sulphur dioxide (in dry substance) max. 50 ppm
Nitrogen content (ash free and dried) max. 2.5%
Galacturonic acid (ash free and dried) max. 65%
Degree of amidation max. 25%



finished product is defined by the quality of raw material
and the quality assurance of the manufacturing process.
The quality of a jam or marmalade is characterized by an
appealing appearance, a fresh and fruity taste, and an
appropriate and defined texture.

Since no flavor or color is added, the sensory attributes
(appearance, taste, etc.) depend on the quality of the fruit
that is used. Fruit components to be used may include fresh
fruit, frozen fruit, fruit puree or fruit juices, and their con-
centrates. The fruit should have an optimal ripeness; over-
ripe fruit is less flavorful and disintegrates easily when
boiled. Fruits with high water content have less flavorful
components. Fresh fruit, mainly a seasonal product, are
washed to remove impurities and foreign debris. Most of
the fruit used are frozen, canned, or preserved, e.g., with
sulfur dioxide. Other quality criteria include a color in the
desired range and soluble solids content in agreement with
the specification. The soluble solids content will contribute
to the total soluble solids content of the finished product,
thus influencing the boiling time or the addition of sugar
during the manufacturing process. One must consider the
acidity of the fruit or its pH value. It is easy to use acid to
lower the pH to a desired value when the fruits have an
inherent low acidity (high pH value). Fruit with an inher-
ent high acidity (low pH), e.g., red currant, are more diffi-
cult to handle. For example, a batch of such fruit, to which
pectin has already been added, starts to form a gel once the
content of total soluble solids has reached the desired
value. In this case the addition of sodium citrate to increase
the pH during cooking may be appropriate.

Table 140.5 shows a typical jam formulation, in which
the content of total soluble solids of the fruit is set to 10%
to calculate yield and total soluble solids of the finished
product. Next to the recipe, readings of the total soluble
solids content taken with a refractometer are shown in
°Brix. The yield depends on the content of total soluble
solids reached in the finished product after evaporation.
Although the used sweeteners have fixed soluble solids
content, the soluble solids content of the finished product
will depend on the soluble solids content found in the fruit
used in the formulation. By using fruit with higher solu-
ble solids content, the yield will be increased. However, it
should be noted that the pectin content in the finished
product will also be reduced, thus affecting the firmness
of the finished product. It is always an option to adjust the
addition of sugar if the fruit used has a large difference in
soluble solids content.

The soluble solids content of the finished product can
be calculated to estimate the yield which will be obtained
using Equation (140.1).

The equation in principle can be used for all types 
of fruit preparations. The necessary pectin dosage
depends on:

● desired firmness
● total soluble solids (quantity and type of sugar)
● pH
● fruit content

For products having fruit with a high pectin and fiber
content, the use of less pectin may be required. However,
fruit with high natural pectin content will be difficult to
handle in production since protopectin is extracted in the
manufacturing process. This may reduce the influence on
the setting behavior of the batch, especially if pectin with
rapid setting behavior is obtained. Jellies need a relatively
high pectin dosage as the raw material only contains a
small amount of soluble fibers. Insoluble fibers and pulp
particles, although not part of the gelling system, will make
jams firmer and will reduce the product’s tendency to
syneresis because of their water binding properties. Jams
with high fruit content and/or higher content of soluble
solids have a lower pectin demand (100).

The natural pectin content in fruit is dependent on:

● the type of fruit
● variety within the type of fruit
● stage of ripeness
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tssFinished product = 
(W ⋅ tss)Pectin solution + (W ⋅ tss)Fruit + WSugar + (W ⋅ tss)Glucose syrup + (W ⋅ tss)Citric acid solution

Output
⋅ 100   (140.1)

W :  Weight
tss :  Total soluble solids (%)

TABLE 140.5
Typical Recipe for a Traditional Preserve

Refractometer

40–80 g Pectin solution (5% tss) (5°brix)
450 g Fruit (10% tss) (10°brix)
420 g Sugar (100% tss)
200 g Glucose syrup (80% tss) (80°brix)
xml Citric acid solution (50% tss) (50°brix)

to adjust the pH value

Input Approx. 1150 g
Output Approx. 1000 g
pH value 2.8–3.3 

(depending on fruit type)
Total soluble solids 63% (63°brix)



According to Table 140.6, the natural pectin content
may influence the amount of pectin needed for getting an
appropriate set. Acidity, content of total soluble solids,
and calcium content are all important parameters affecting
the gelation of pectin.

Sugars are the main constituent of jams, jellies, and
marmalades; they extend shelf life and improve the taste
and texture of the finished product. Because of the high
concentration of sugar used, it is important to select the
appropriate type of sweetener in view of potential re-crys-
tallization. Pure dextrose (glucose) is not used because of
its high tendency to crystallize. Refined sucrose is used,
because of its availability and low tendency to re-crystal-
lize. In the manufacturing process sucrose is partially
inverted to glucose and fructose, which is a chemical
process supported by low pH of the product. That addition-
ally decreases the tendency of sugar crystal formation.
Other influencing parameters are temperature and time of
the cooking process. Usually a combination of different
sweeteners is used in order to create decisive and charac-
teristic sensory attributes. Sucrose is combined with glu-
cose syrup since glucose syrup is less sweet, resulting in a
fresh and fruity taste. Note that the sweetness of sucrose is
short and sharp, compared to glucose. Also, high-fructose

corn syrup, having the same relative sweetness as sucrose,
is used in combination with glucose syrup. Glucose or corn
syrups are derived from corn, wheat, or other types of
starches by acid or enzymatic hydrolysis and, depending on
the manufacturing process, contain glucose, maltose, mal-
totriose, and dextrins. Fructose containing glucose syrup is
obtained by enzymatic induced isomerization of a certain
amount of glucose in the syrup. Because of the higher con-
tent of fructose, high-fructose containing syrups have a rel-
atively high sweetness (see also Tables 140.7 and 140.8).

In certain dietetic products, sucrose or glucose has to
be replaced with other forms of specific sweeteners. For
example, fructose is important because of its insulin inde-
pendent metabolism and digestion. The main group of
sugar replacers for dietetic jams and jellies
with �60°Brix are sugar alcohols, including sorbitol,
mannitol, maltitol, and isomalt as shown in Tables 140.7
and 140.8. As an alternative to adding a specific sweet-
ener, syrups from fruits like refined grape juice concen-
trate or Herbasweet, an apple derived sweetener
(Herbafood Ingredients, Germany), may serve to produce
an “all fruit product,” containing only fruit ingredients.

The choice of the appropriate pectin type to form a gel
is determined by textural properties and processing
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TABLE 140.6
Important Parameters of Fruit for the Gelling Properties of Pectin (10)

Available Available
Carbohydrates Dietary Fiber Organic Acids Calcium

(g/100g) (g/100g) (g/100g) (mg/100g)

Whole Fruit
Apple 11.4 2.02 0.46 5.8
Quince 7.32 5.92 0.93 10
Apricot 8.54 1.54 1.40 16
Cherry (morello) 9.88 1.04 1.08 8
Cherry (sweet) 13.3 1.31 0.95 17
Peach 8.89 1.92 0.57 6.3
Strawberry 5.51 1.63 1.05 21
Blueberry 6.05 4.90 1.37 10
Raspberry 4.81 4.68 2.12 40
Red current 4.78 3.50 2.37 29
Black current 6.11 6.78 2.63 46
Cranberry 3.93 n.m. 3.89 14
Rose hip 16.2 23.7 3.10 257
Pineapple 12.4 0.99 0.72 16
Banana 20.0 1.82 0.56 7
Grapefruit 7.41 1.60 1.48 24
Lime 1.90 n.m. 1.90 13
Lemon 3.16 n.m. 4.88 11
Orange 8.25 1.60 1.13 40

Fruit Juice
Apple 11.1 0.77 6.9
Orange 8.80 0.45 1.23 11
Grapefruit 7.20 1.45 9.6
Grape 16.6 0.38 13
Lemon 2.43 4.75 11



parameters. A production using open kettles may have dif-
ferent requirements than a process using vacuum boiling.
Finished products have a different color and taste if the
ingredients have been exposed to less heat treatment in
terms of time and temperature. Color, flavor, and fruit
pieces will be much better retained in comparison to
cooking at �100°C (212°F). In a vacuum cooking process
the batch starts to boil at �60°C (140°F), preventing
caramelization and excessive loss of flavor from evapora-
tion. Caramelization of sugar occurs at �80°C (176°F).
For a vacuum process slow set or medium rapid set
pectins have to be used in order to permit an adequate fill-
ing time for the finished product. Because of the high
cooking temperature, the appropriate pectin type for an
open kettle process is determined by the filling procedure
of the manufactured product.

A vacuum cooking process is essential if a large quan-
tity of water has to be evaporated from the batch to
achieve the desired content of total soluble solids, e.g.,
when using glucose syrups as a sweetener. Cooking in
open kettles may enhance oxidation of certain fruit ingre-
dients, leading to off-flavors. Cooking at �60°C (140°F)

in a vacuum process may not produce a microbiologically
stable product. If so, pasteurization prior to filling the fin-
ished product into jars is one option. Figure 140.4 pro-
vides an illustration of this process.

In principle the addition of ingredients can be done
in two ways. Pectin can be added as a powder at the
beginning of the cooking process or added as a pectin
solution at the end of the boiling process. The pectin
solution is added once the fruit-sugar-batch has reached
the necessary total soluble solids content. It should be
noted that by adding the pectin solution the sugar con-
centration will be diluted. To induce gelation, citric acid
solution is added to adjust the pH. The citric acid should
be added at the end of the cooking process to permit a
proper control of the filling time. If the total soluble
solids content and pH are adjusted, weak interactions
between the pectin molecules will commence and the
setting process starts. Citric acid is preferably added as a
solution. This allows for a better incorporation and an
even distribution of the acid can be obtained quickly to
bring about a lower pH.

If a high shear mixer is not available, pectin and part
of the sugar can be added as a dry mix to the cold fruit
batch. Although the dissolving properties of pectin depend
on the total soluble solids content, the batch should have
no more than 30°Brix to ensure good dissolution/disper-
sion (see also section 14). Pectin comes into solution by
the subsequent heating step. After the rest of the sugar is
added and the batch is cooked until a desired total soluble
solids content is reached, citric acid solution is introduced.

Two definitions for the manufactured products are
important:

● Setting time. The time between adjusting the
essential product parameters for gelation and
the moment when a gel network is formed.

● Setting temperature. The temperature when the
gel network formation occurs is reached by
exposing the filled jars to ambient temperature
or water in a cooling tunnel, achieving a con-
stant cooling rate.

The duration of the filling process also determines the
choice of pectin. If the filling procedure requires a long
setting time to fill, for example, portion packs properly,
a slow set pectin is recommended. Products filled in large
containers also need a long cooling time, since heat
exchange by conduction is a slow process. To prevent
potential burning in the center, these containers are filled
at temperature as low as 60°C (140°F).

In sum, the setting temperature is influenced by:

● pectin type (see previous discussion)
● soluble solids content
● pH
● calcium content
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TABLE 140.7
Common Bulk Sweeteners for Traditional Jams and
Jellies
Bulk Relative Concentration of
Sweetener Sweetness Re-Crystallization

Sucrose 1 65.5%
Glucose 0.75 45%
Fructose 1.2 80%
Sorbitol 0.4–0.5 70%
Isomalt 0.5 25%
Maltitol 0.9 60%
Mannitol 0.4–0.5 12%

TABLE 140.8
Common Liquid Sweeteners for Traditional Jams and
Jellies
Sugar Relative Containing Tendency to
Syrup Sweetness Sugars Crystallize

Glucose syrup 0.35 glucose (17%), low
(42 de) maltose (14%),

maltotriose (13%)

Glucose syrup 0.50 glucose (36%), low
(62 de) maltose (31%),

maltotriose (13%)

High fructose corn 0.95 glucose (53%), high
syrup fructose (42%),
(42% fructose) maltose (3%),

maltotriose (1%)

High fructose corn 1 fructose (55%), low
syrup glucose (41%),
(55% fructose) maltose (2%)



An increase of the soluble solids content will lead to 
an increase of the setting temperature as well as a decrease of
the pH from the addition of more citric acid solution. The
presence of divalent ions, especially calcium ions, will
increase the setting temperature of citrus pectins (see also
section 12.1). However, the pectin level used has a relatively
small influence on the setting temperature.

Choosing a pectin type that sets too fast for the given
manufacturing process, will lead to a quality defect, i.e, a
pre-gelled jelly. Pre-gelation is a process in which the
pectin forms a network prior to the cooling process of the
filled product. A regular network with a structure that can
be sliced or cut will form only after filling above the set-
ting temperature. Once the structure is set, it cannot regen-
erate after being exposed to shear caused by pumping or
filling. A pre-gelled structure is softer and cannot be sliced
or cut. Also, an increased tendency to syneresis may occur.
These factors will lead to some preventive measures after
the filling process. For example, filled products should not
undergo excessive movements within the first 24 hours.
Another important quality defect often results in the prod-
uct when whole fruit is used. Fruit is naturally high in
water and low in total soluble solids. On the other hand the
serum during processing (cooking) has a high sugar con-
tent, causing a density that is higher than that in fruit. Thus,
fruit has positive buoyancy leading to gravitational separa-
tion (floatation) after filling. This behavior is easily cor-
rected by cooking the batch for an appropriate period to
permit a “reverse” process of migration: water from fruit to
serum and sugar from serum to fruit tissues. Additionally
a faster setting pectin can prevent separation of the fruit as
well as a pectin type that develops a high heat viscosity.

A product may be rejected because of an inappropri-
ate set due to:

● undissolved pectin
● total soluble solids out of gelling range
● pH out of gelling range (see also section 12.1)

In order to prevent rejections, quality assurance from
raw ingredients to finished products is of paramount
importance. A re-working of the finished product is very
difficult, as the sugar-acid-gelation of high methylester
pectins is irreversible. Since the crucial point during the
manufacturing process is the incorporation of pectin, we
must pay attention to the following:

1. A properly dissolved pectin solution should be
controlled with a refractometer.

2. The pH should be monitored during the
process.

3. The content of total soluble solids should be
assessed.

4. The temperature must be carefully regulated.

Automatic readings of the above three variables can
be easily achieved with modern equipment such as
meters. The temperature of the manufacturing process is
important for three reasons:

● to prevent heat damage
● to produce a product that is microbiologically

stable
● to avoid pre-gelation or fruit separation/floatation
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With a well designed quality assurance program in the
processing plant, quality products will be produced. The
ultimate test for a quality product is a sensory evaluation or
a measurement of the firmness of the product or both.

B. LOW SUGAR JAMS AND JELLIES

In recent years, jams and jellies with a reduced caloric
content have become increasingly popular. This is
because consumers know more about nutrition and under-
stand the high caloric content of sugar jams and jellies. To
develop a product with a reduced sugar content without
preservatives poses a major problem. The products have a
short shelf life once opened, with or without refrigeration.
Another reason is taste preference. Many consumers pre-
fer less sweetness and more refreshing fruity note.
Producers use these concepts also to market products with
a high fruit content.

Selecting the appropriate pectin depends mainly on
the content of soluble solids and the possibility of using
calcium as a firming agent. The pH is of minor influence
as long as it is within a typical range of 3.0 to 3.4. A con-
ventional or an amidated pectin will serve as a low
methylester pectin. Conventional low methylester pectins
require a specific amount of calcium to form a gel. Yet the
calcium demand depends on the soluble solids content.

Figure 140.5 shows the gelation behavior of a low
methylester conventional pectin in model gels at different
soluble solids content and pH as a function of calcium ion
concentration. Adding a small amount of calcium to a
pectin formula leads to formation of clusters. By increas-
ing the calcium level, a gel may be formed whose firm-
ness depends on the calcium dosage. By adding a high
calcium concentration, very firm gels can be obtained
with a highly brittle texture (77).

Increasing the calcium also increases the setting tem-
perature of the given formulation. An excessively high
dosage can lead to pre-gelation during the final stage of
the manufacturing process. Pre-gelling can be detected
since the gel is opaque and has a more pasty texture with
a lower gel strength and a high tendency to syneresis.

Depending on the degree of esterification, pectin types
can be obtained with a varying sensitivity to calcium. A
more calcium sensitive pectin has an increased affinity to
calcium ions and is forming tighter junction zones. Hence
firmer gels will be obtained. Low methylester pectins with
a high sensitivity to calcium are preferred for products
with a very low soluble solids content.

Recipes with a relatively high sugar content have a
lower calcium demand in order to form a firm gel. The
calcium demand depends on the sugar and increases from
sucrose to fructose to sugar alcohols, e.g., sorbitol. For
many products, the calcium content of other ingredients,
e.g., fruit, is high enough to act as a calcium donator. For
products with lower soluble solids content, the addition of

calcium is necessary. If the separate calcium addition is
not desired, it is possible to obtain low methylester con-
ventional pectins, that have been already standardized
with calcium salts, to obtain a constant gelling behavior
and gel strength. Such pectins are available for different
soluble solids contents and different textural properties.
As an alternative, low methylester amidated pectins can
be used. Due to the introduction of amid groups, these
pectins have a lower calcium demand. In comparison to
conventional pectins, gel formation is achieved without
separately adding calcium ions. Therefore amidated
pectins are convenient and calcium addition is not a con-
cern. Still, amidated pectins interact with calcium ions
and form very firm and elastic gels with a rubbery texture.
In comparison to amidated pectins, conventional low
methylester pectins form gels with a smoother structure.

An increase in pH will lead to an increased demand
for calcium. A higher pH increases the degree of
dissociation and the repulsive interactions between the
pectin molecules. More calcium has to be added to neu-
tralize the repulsive effects. But the negative repulsive
effects can only be partially balanced. At a certain pectin
concentration, the calcium induced rate of gelation
process is too high and pre-gelation will appear. Other
organic acid salts or buffer substances become more neg-
atively charged and interact with added calcium ions,
which reduces the amount of calcium ions available for
the interaction with pectin. The amount of buffer ions
decisively influences the calcium requirement for gel
formation.

The required amount of pectin that has to be added
depends mostly on the soluble solids content. For prod-
ucts with a content of soluble solids of 50%, �0.6%
pectin is needed. The necessary amount increases up to
1.2% for products with 20% soluble solids. The manufac-
turing process does not differ from the manufacturing
process for high sugar products (Figure 140.5).
Depending on the filling facilities, the use of a preserva-
tive, e.g., potassium sorbate, may be appropriate. A sepa-
rate addition of calcium salt is done in two ways. The
necessary amount is added to the fruit at the beginning of
the manufacturing process. Or, it may be added into the
hot batch as a solution at a later stage of the production
process.

There is a less tendency of the fruit separating to the
surface (floatation), if the content of soluble solids in the
serum reaches that of the fruit. There will always be some
separation because of the air trapped in the fruit tissue.
Filling the finished batch close to the setting temperature
ensures an even fruit distribution in the jars. To produce a
product that is stable to microorganisms, it is necessary to
do the filling at �85°C (185°F). Therefore, the setting
temperature of the pectin has to be adjusted accordingly.
If the filling temperature is too low because of the speci-
fication of product formulation, a longer cooking is
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required to achieve two goals that can prevent separation
of the fruit to the surface, e.g.,

● escape of air bubbles
● equalization of content of soluble solids con-

tent in the serum and the fruit tissue

C. GELLING POWDER AND GELLING SUGAR

Home canning of jams and jellies is still popular with con-
sumers since they can use fresh fruits to prepare their own
fruit spread. Because of the short boiling time, their
preparations have excellent flavor and appearance. The
products for home canning contain the proper pectin for a
desired sugar content. These products require:

● excellent dissolving properties of the pectin used
● easy handling of the recipe and the manufac-

turing steps

In Europe, commercial processors offer gelling sugars
or gelling powders that focus on the ratio of fruit to sugar,
independent of fruit type. Consumers appreciate the con-
venience because they do not have to worry about the type
of fruits used. If the addition of sugar is required, the type
of pectin used must form an appropriate set with different
fruits with different parameters: acidity, pectin, and sugar
contents. The ideal pectin products that offer maxi-
mum convenience to the consumers are gelling sugars 
containing sugar, pectin, and citric acid in a gentle mix
(Figure 140.6). Consumers have only to perform two
steps: add the gelling sugar cold to fruit and/or fruit juice.
Boil the preserve for a defined time. For gelling powders
a defined amount of sugar has to be added separately after
dissolving the gelling powder in the fruit and/or fruit

juice. Though consumers do not work with pH meters and
refractometers for compliance with requirements, the pro-
ducers must make sure that the pectin product has the
appropriate gelation properties. Besides powdered prod-
ucts, some producers offer a pectin solution for use by
consumers as a gelling agent.

Gelling powders and gelling sugars are manufactured
by mixing the required ingredients to an even product mix.
For gelling sugar pectin is first mixed with citric acid (often
coated with fat to reduce pectin degradation) and then
evenly mixed with sugar using an adhesive. For products
that are designed to make reduced sugar fruit spreads, a
preservative may be needed. A proper mixing process will
prevent potential de-mixing of finished product caused by
transport and packaging. Standard quality control proce-
dures require testing of the even distribution of the gelling
sugar and gelling powder at the respective stages.

XVI. FRUIT PREPARATIONS

Commercial fruit preparations are semi-finished products,
tailor-made and specialized for application in different
food products. Fruit preparations can be combined with
bakery products (biscuits, cakes, etc.) or dairy products.
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10 20 30 40 50 60 70 80 90 100 110 120130140 150160 170 180

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

Breaking strength (HPU)

60% tss

40% tss

20% tss

Calcium concentration (mg/g) pectin

pH 3.0
pH 3.5
pH 4.0

FIGURE 140.5 Firmness of model gels with low methylester conventional pectin as a function of added calcium ions.



Glazings are one form of fruit preparations to enhance the
appearance of fruit cakes. Specifications of fruit prepara-
tions and their manufacturing process are not as regulated
as for traditional jams and jellies. Thus producers can
make fruit preparations in different ways with numerous
ingredients: hydrocolloids, colors, flavors (natural and
artificial), and sweeteners. The quality of industrial fruit
preparations is still defined by the raw materials, espe-
cially the fruit component. Low quality raw ingredients
are hardly compensated by good manufacturing practices.
Fruit preparations offer flavor, taste, and technical func-
tions. Its important ingredient pectin serves to thicken and
stabilize both fruit preparations and often also the final

product applied to. Fruit preparations are specialized
products and their manufacturing process is batch
oriented: However, continuous production is possible if
the producer takes into consideration the needs for pectin
application. Figures 140.7 and 140.8 show examples 
of manufacturing processes for pectin based fruit
preparations.

Requirements associated with the specific applica-
tion of a fruit preparation will be discussed below. Filling
temperatures have to be adjusted according to the con-
tainer size to prevent thermal pectin degradation and
weakening of texture in the center of the containers
(Table 140.9).
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A. BAKING STABLE FRUIT PREPARATIONS

Fruit preparations for baked products give biscuits a fresh
and fruity note. Besides the refreshing property, the use of
fruit preparations in biscuits also serves as a source of
moisture to prevent drying of the dough, thus increasing
the shelf life of the biscuits. But the moisture content must
be below a certain level to avoid wetting of the baked
products. The fruit preparation can be added before or
after the baking process. Normally the fruit preparation is 
purchased by the bakery and applied mechanically or
manually to the dough as a topping or filler. The quality
criteria for fruit preparations are two fold: avoid syneresis
and apply good manufacturing or handling practices,
especially the physical application of fruit preparation,
and achieving thermal stability. Baking stability has a
wide range of requirements, from high baking stability for
biscuits to a certain thermal reversibility for forming a
glossy topping. After baking, the thickener has to ensure
texture stability during the shelf life of the baked product.
Fillings should not show syneresis since this would affect
the appearance of the baked product.

Pectin is an ideal ingredient to provide the desired
structure and thermal stability for fruit preparations with 
a soluble solids content of more than 50°Brix. The gelling
mechanism with sugar and acid provide the basis of
thermo-irreversibility. High methylester pectin can be
used in the type of fruit preparations small bakeries man-
ually use in their products. The functions of high
methylester pectins are similar to the application in jams
that provide the desired firmness for fruit preparations.
These fruit preparations are “baking-stable” because of
the tight network formed by pectin. Once the structure is
broken due to shear, a loss of thermal stability can be
observed. This behavior relates to syneresis occurring
after the broken gel pieces shrink and baking stability is
only seen with the intact gel structure. This also means
that fruit preparations have to be filled above the setting
temperature for the given formula to receive a regular gel
structure with tight bonding zones. A pre-gelled formula
will not ensure the desired thermal stability and therefore
might only be suitable for filling small containers or pails.
Products manufactured with high methylester pectin do
not show thixotropic characteristics. Their capability 

to regenerate after pumping is low. A popular method 
to achieve thixotropic flow behavior is to combine 
pectin with modified starch to produce a smooth and 
creamy fruit preparation. Modified starch, as a thickener,
increases viscosity and improves the baking stability of
the fruit preparations. The increased viscosity also
remains once the fruit preparation has passed the baking
process. Instead of starch, other hydrocolloids might be
used to increase the gel structure’s ability to retain liquid.
Formulations and manufacturing processes are similar to
those of jams and preserves with a high soluble solids
content.

An important quality requirement of industrial fruit
preparations, besides being “baking-stable,” is the pumpa-
bility and the structure’s ability to regenerate after pump-
ing. Low methylester pectins provide thixotropic structures
and, in combination with calcium ions, the desired baking
stability. Low methylester conventional pectins seem to be
more appropriate as they interact with calcium ions in a
controlled fashion and provide gel structures with enhanced
recovery ability. Pectin type and the amount of calcium
ions added influence textural properties and thermal stabil-
ity of the finished fruit preparation. Table 140.10 shows a
typical recipe.

In addition to the gelling mechanism with sugar and
acid, junction zones, in the presence of calcium ions, will
form affecting the setting temperature and the melting
temperature of the formula. The calcium concentration for
an optimal gelation depends on the pectin type and the
parameters for fruit preparation, such as total soluble
solids content, sugar alcohols, aw, pH, and ionic strength.
Calcium ions will increase the firmness and the thermal
stability, but an excess can interact with pectin to form a
non-homogeneous gelation. The full functionality of
pectin will be lost resulting in a fruit preparation with an
increased tendency to syneresis. Insufficient calcium ions
will result in a fruit preparation with unacceptable firm-
ness and heat stability.
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TABLE 140.9
Filling Temperatures of Fruit Preparations According to
Size of Container

Max. Filling 
Container Container Size Temperature

Jar �1kg/�2.5lbs 95°C/203°F
Pail 1–50kg/2.5–110lbs 65°C/149°F
Drum 50–500kg/110–1100lbs 45°C/113°F
Container 500–1000kg/1100–2200lbs 30°C/86°F

TABLE 140.10
Recipe for Bakery Fillings
49% Sugar
30% Fruit puree
15% Glucose syrup
12% Water
0.8–1.2% Low methyl ester conventional pectin
0.01% Sodium citrate
0.01% Calcium citrate

Flavor, color, citric acid solution (to adjust pH value)

Input: Abt. 108%
Output: Abt. 100%
TSS: Abt. 65%
pH value 3.5



The addition of calcium salts is adjusted according to
the requirements. Although there are many influences on
the calcium demand seen, pectin is fairly tolerant for vari-
ances of the calcium content in different fruit types, so
that it is also possible to obtain from the supplier pectin
standardized to thermal stability with calcium salts.

A higher soluble solids content or a lower pH will
decrease the calcium demand, whereas an increase of
ionic strength and pH in the presence of sugar alcohols
increases the required calcium salt addition. Calcium salts
can be added at the beginning of the manufacturing
process (Figure 140.8). It is also possible to add calcium
as a slurry at the end of the manufacturing process, once
the pectin has dissolved. If a pectin solution is not feasi-
ble, e.g., low water content in fruit preparations, there is
an option. Pectin is dispersed in the sweetening syrup
with 80°Brix which is reduced to 30°Brix by diluting the
batch with fruit and water, in which the calcium has also
been dissolved. The dilution to 30°Brix results in a
dissolution of all ingredients, forming a homogenous gel
structure.

For a fruit preparation with thermal instability, one
must identify the proper amount of calcium to be added in
combination with a specific pectin type. This is of course
the objective of R&D (research and development). A
pectin producer will develop the proper combination of
calcium addition and manufacturing steps. As proprietary
information, it will most likely not be in public record.

B. CAKE GLAZING

Cake glazings are preparations used to enhance the fresh-
ness of fruit cakes by extending the shelf life. A layer on
top of the cake will prevent water evaporation from the
fruit, giving the cake an appealing glossiness. Cake glaz-
ings are finished products with a neutral taste. They may
contain fruit to enhance the fresh and fruity character. The
total soluble solids content of glazings ranges between 
35–50%. At this level of sugar, the products show an
excellent melting behavior. Depending on the bakery
application, cake glazings are available in many distinct
types. Each type has specific requirements for the gelling
agent and the manufacturing process. Cake glazing con-
centrates are re-diluted with water once they are used by
the bakery and sprayed or brushed hot onto the cake. The
liquid is turned into an elastic gel structure once it drops
to ambient temperature. Direct sprayable glazings do not
have to be diluted. The product is conveniently connected
to a sprayer in which the preparation is heated and
sprayed on. Cake glazing concentrates are produced with
a water activity low enough to ensure good shelf life 
properties. Directly sprayable products have to be filled
aseptically. Otherwise, preservatives are added. Also,
glazings with a thixotropic gel structure can be produced

to give the product convenient handling properties. They
can be spread at ambient temperature on the cake without
addition of acid. Table 140.11 shows a typical recipe for a
concentrated cake glaze which can be manufactured as
shown in Figures 140.7 and 140.8.

Besides the melting property, the re-setting behavior
after diluting and heating of the preparation has to be con-
sidered. The fruit preparation needs to adhere sufficiently
to the fruit to form the protective layer. Syneresis should
be absent. A firm gel should be obtained. Products that are
sprayed need a low heat viscosity.

For optimal melting behavior, low methylester ami-
dated pectins are used in combination with calcium, acid-
ity regulators, or buffer salts. The pectin type will give the
industrial products a characteristic gel structure with a
defined melting and re-setting behavior. Calcium ions are
used to adjust the melting and setting behavior as well as
the firmness of the finished product. All these require-
ments can be adjusted accordingly and it is also possible
to obtain buffered pectin for general use. Directly
sprayable glazings need to have the same soluble solids
content as the finished product. The manufacturing
process of the sprayable glazings requires vigorous agita-
tion during cooling to prevent the gel structure from form-
ing. Thus, the producer obtains a product with low
viscosity, possessing good thermal reversible properties.

Glazes can be manufactured for products that do 
not necessarily need to be heated. With low methylester
amidated pectin, thixotropic gel structures can be obtained
for products that can be spread directly onto the cakes. Also
glazings, which set by the addition of acid can be manufac-
tured. In these products, the gelation properties of high
methylester pectin are used to manufacture a liquid semi-
finished product, containing pectin and final total soluble
solids content. This forms a firm gel based on sugar-acid-
mechanisms after the proper amount of acid is added. The
setting speed or kinetics can be adjusted through the pectin
type and through the addition of retardant substances.
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TABLE 140.11
Recipe of Concentrated Cake Glaze to Be Diluted with
30–50% Water
47% Sugar
37% Water
18% Glucose syrup
1.2% Low methyl ester amidated pectin, buffered
0.05% Citric acid solution (50% (m/m))

Flavor, color

Input: Abt. 104%
Output: Abt. 100%
TSS: Abt. 65%
pH value 3.6



C. DAIRY FRUIT PREPARATIONS

Dairy products, e.g., yogurt and cream cheese, are popu-
lar in modern supermarkets, especially in western coun-
tries. However, only the combination with fruit offers the
large variety of different types of product consumers
encounter and prefer. Fruit preparations for dairy products
have to overcome two technical problems: sanitation con-
siderations and potential interactions with the dairy phase.
Protein and calcium that dairy products contain, apart from
fat and lactose, could show potential interactions with a
pectin thickened fruit preparation and become a factor in
most applications to be avoided.

Dairy fruit preparations can be used in two major
ways: layered (bottom or top of the dairy product) or in
separate compartments. Consumers can mix the fruit
preparation with the dairy product or enjoy the two prod-
ucts separately. Many dairy products contain a fruit prepa-
ration stirred into the dairy phase. As these products are
produced separately, the mixing behavior between fruit
preparation and the dairy ingredient is an important qual-
ity requirement. Most dairy products are consumed as a
fruit yogurt or cream cheese. The texture of these dairy
products, e.g., yogurt, is formed by fermentation and is
defined by the casein as the gel forming protein. Protein
gels are sensitive to shear stress and are not able to regen-
erate. High shear stress applied after the fermentation
process has finished will lead to a soft texture and loss of
mouthfeel. To obtain a fruit yogurt, the mixing process of
the dairy product with the fruit preparation will affect the
appearance of the finished product. Fruit preparations
with shear thinning flow property show a good mixing
behavior with the dairy phase. Only low shear has to be
used to incorporate the fruit preparation. This has a posi-
tive impact on the structure of the finished fruit yogurt.

Low methylester pectin as a gelling agent forms shear
thinning gel structures and is an ideal base of a hydrocol-
loid system that can be used as a thickener and stabilizer.
Pectin will yield the desired gel structure and produce
fruit preparations that have good pumpability without the
tendency to form syneresis. Another quality parameter for
a fruit preparation to be filled into a container is an even
fruit distribution inside the container. The formation of a
weak network with yield stress prevents fruit separation
and guarantees a low viscosity during pumping and fill-
ing. It also allows easy metering, especially suitable for
layered products. Low viscosity during the manufacturing
process also decreases shear rates in the fruit preparation
as soon as the product is pumped through a tubular heat
exchanger. This enhances fruit integrity.

Dairy fruit preparations have a close pH of 3.5–4.0 
to the dairy product. This prevents unexpected interactions
between the two entities if the pH difference is high. 
Low methylester pectin is a charged hydrocolloid that can

interact with proteins and cations such as calcium ions.
Interactions of a dairy fruit preparation with a dairy prod-
uct can be described as post gelation that is induced by the
interaction of negatively charged carboxylic acid groups
with calcium ions or protein. This post-gelation process
will cause an uneven mixing as well as destabilizing and
results in a product with poor appearance and increased
tendency for syneresis. In layered products, the migration
of calcium ions from the dairy phase to the fruit phase will
have an effect on the fruit preparation’s texture. Saturating
the carboxylic acid groups with, for example, calcium, will
prevent profound and unpredictable interactions. The
amount of calcium that has to be added to the fruit prepa-
ration depends on pectin type, pH, and soluble solids con-
tent. The required amount is available from the pectin
producer. Or, it may be in the pectins that have been mixed
with calcium salts, and standardized to constant flow
behavior from the pectin supplier. Table 140.12 shows a
typical recipe for a dairy fruit preparation.

A low methylester pectin should be selected as an
appropriate pectin type. With a low methylester conven-
tional pectin, a producer can manufacture a fruit prepara-
tions with a smooth-viscous gel structure, rich mouthfeel,
and enhanced reversibility. For fruit preparations with a
short-brittle gel structure, low methylester amidated
pectin may be the pectin type of choice. Reversibility of
the gel structure will also depend on the calcium affinity
of the pectin used and suitable soluble solids content. In
fruit preparations with high soluble solids content, low
methylester pectin with low calcium affinity is preferred.
The advantage is that the finished fruit preparation will
not have a tendency for syneresis in case excess calcium
is present. Because of possible interactions with the dairy
phase, a calcium tolerant pectin is of advantage especially
when fluctuations of calcium levels in the fruit occur.

Dairy fruit preparations are specialized products.
Therefore, the manufacturing processes are batch ori-
ented. However, for volumes with a respective turnover, a

Pectins 140-25

TABLE 140.12
Recipe for a Dairy Fruit Preparation
40% Fruit puree
25% Sugar
22% Water
14% Glucose syrup (80% tss)
0.7% Low methyl ester amidated pectin
0.01% Calcium citrate (depending on fruit calcium content)

Flavor, color, sodium citrate, citric acid solution 
(to adjust pH value)

Input: Abt. 102%
Output: Abt. 100%
TSS: Abt. 40%
pH value 3.6–3.8



continuous production is possible. In the batch produc-
tion, the fruit is mixed with sugar, liquid sweetener, cal-
cium salt, and acidity regulators. Heat sensitive flavor and
color may be added at a later stage. The batch is pre-
heated to defrost the frozen fruit and to dissolve the dry
ingredients. Finally the pectin solution is added and the
whole batch is pasteurized. Then, the batch is cooled to an
appropriate temperature for subsequent aseptic filling into
a container. Flavor and color can be added into the sterile
tank after a short heat treatment prior to filling.
Pasteurization and cooling can take place in one kettle or
two separate and specialized kettles to reduce energy cost.

For continuous production of fruit preparations, the
soluble solids content of the finished product will influ-
ence the process steps. For products with a soluble solids
content of �30%, pectin can be added as a dry mix with
sugar or as a dispersion in liquid sweetener in the cold
batch. The pectin will dissolve completely during subse-
quent heating. If the soluble solids content exceeds 30%,
a pectin solution is made available to be added to the
heated batch of product. For example, after pre-heating
the fruit, sugar, liquid sweetener, and other dry ingredi-
ents, the pectin solution is added, and the batch is
pasteurized and filled aseptically after the product is
cooled to filling temperature. Figures 140.7 and 140.8
show typical processing steps also valid for dairy fruit
preparations.

Quality control in fruit preparations from raw materi-
als to a finished product means the careful supervision 
of pH, content of soluble solids, and viscosity or flow
behavior. Most producers monitor the mixing behavior of
the finished fruit preparation with the dairy phase, espe-
cially if fluctuations in the quality of the raw materials are
observed.

XVII. CONFECTIONERY

The gelling properties of pectin are widely used in the
confectionery industry. Confectionery products can be
acidic jelly fruits or fruit slices with a firm texture. Also,
gummy textured products and aerated products containing
egg white, e.g., Snowball, can be manufactured. All con-
fectionery products have a soluble solids content of
75–85%, which is established with a characteristic sweet-
ener profile. To prevent re-crystallization at this high sol-
uble solids content, a combination of sugar and glucose
syrup is used. In the production, inversion of sugar and
isomerization of some sugar will influence the sweetener
profile. The sweetener composition, especially that for
glucose syrup, will affect the viscosity of the batch during
the manufacturing process and its deposition behavior.
Confectionery recipes with pectin have a rather high set-
ting temperature. This means that easy handling during
the process is important in influencing the quality of the

finished product. The production batch has to be
deposited above the setting temperature to receive a firm
product with the desired textural properties. Products
deposited below the setting temperature will have a struc-
tured texture and show a lack of firmness. The short
gelling time will give the pectin formulation the advan-
tage of being able to be processed very quickly in order to
finish packaging and storage on pallets.

Jelly fruits are manufactured with high methylester
pectin standardized to a constant setting temperature.
Typically, slow set pectin is used in combination with
buffer salts that have retardant properties, e.g., sodium cit-
rate or sodium potassium tartrate, to influence the gelation
behavior of the pectin type used. Buffer salts can be added
separately to achieve a unique product profile. Pectin
types that have been already standardized with buffer salts
can also be obtained. Apple pectin will provide soft tex-
tures with a smooth-viscous gel structure and are typically
tolerant to calcium ions. Calcium ions may originate from
the water or other ingredients. Jelly fruits with firm gel
structures and a short-brittle texture can be manufactured
with citrus pectin. The retarding agent used has also tex-
ture influencing properties. Sodium citrate enhances the
smooth gel structure, whereas sodium potassium tartrate
will result in products with elastic properties. In jelly
fruits, typically 1.3% pectin or �1.7% buffered pectin is
used. With a dosage of �2.5% pectin, gummy-like prod-
ucts with viscous-elastic gel structures and firm chewable
textures can be obtained (Table 140.13). For these prod-
ucts, the buffer salt composition may be adjusted to the
pectin type used and the manufacturing process selected.

In the manufacturing process the gelation behavior of
pectin must be considered. Fruit jellies are manufactured
within a pH range of 3.2–3.5. At this range the products
have a fresh and fruity character, which emphasizes the
release of the flavor by the acidity. In a batch oriented
process, pectin is pre-mixed with part of the sugar and
buffer salts, assuming the latter has not been incorporated
into the original pectin. Cold water is added to the
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TABLE 140.13
Recipe for Gummy Jellies
47.5% Glucose syrup (abt. 70DE)
32% Sugar
20% Water
5% Fructose
2.5% High methyl ester apple pectin, buffered
0.02% Sodium citrate (to adjust setting time)

Flavor, color, citric acid solution 
(to adjust pH value)

Input: Abt. 109%
Output: Abt. 100%
TSS: Abt. 78%
pH value 3.5



cooking vessel and the pectin pre-mix is added while stir-
ring. Heating dissolves pectin and the other dry ingredi-
ents. Then, the remaining amount of sweetener, e.g., sugar
and glucose syrup, is added. While boiling, the pH should
be adjusted to 3.8–4.5. At this pH, pectin will not start to
form a gel, but is still stable towards degradation. At a rel-
atively low pH, the tendency to invert sucrose is increased
while caramelization will also be increased. Although
manufacturing a standard 5% pectin solution may be
responsible for adding too much water, a pectin solution
with a relatively high content of soluble solids can be pre-
pared in a pressure vessel with a high shear mixer. This
method is especially suitable for a continuous manufac-
turing line (Figure 140.9). After adjusting the soluble
solids content, flavor and color are added in the required
amounts. Finally the citric acid solution is added to
decrease the pH.

As the pectin types used are standardized to a constant
gelation behavior, the required amount of citric acid for
the pectin type used will be constant, as predetermined
during the research and development stage. Depending on
the buffer salts used and dissociation of pectin, an equi-
librium is reached so that the drop in pH is controlled. The
gelling process is irreversibly induced by the addition of
acid solution. The batch is then deposited into the molds
at 85–95°C (185–203°F). Molds made of plastic have the
advantage of permitting the products to be quickly
processed further. After depositing the batch into starch
based molds, it is possible to run the products through a
final drying process to harden the gel structure. Then,
after the products are removed and sticking starch cleaned
off, they are covered with a parting compound, e.g., sugar
or wax. This process can include whipping of the batch
before depositing to produce zephyr, a Russian confec-
tionery product.

With the appropriate pectin type, it is also possible to
produce non-acid confectionery products. Low methylester

amidated pectin is the recommended pectin type for
Turkish Delight or other high pH products. Turkish
Delight is a soft gelled product covered with chocolate or
sugar that has a pH of �4.5. The manufacturing process
is the same as for other pectin based jellies. Also, for aer-
ated confectionery products, e.g., Angel Kiss or Snowball,
pectin is an appropriate gelling agent (Table 140.14).

XVIII. BEVERAGES

A. JUICES AND SOFT DRINKS

Low caloric soft drinks lack mouthfeel because of the use
of artificial sweeteners. However, the mouthfeel contributes
decisively to the consumer acceptance of a beverage. A
beverage without a mouthfeel offers a watery character not
appreciated by a consumer. The addition of more flavoring
substances does not reduce this negative response. By
adding high methylester (HM) pectin, the viscosity and the
mouthfeel of low caloric beverages will be enhanced. The
contact between the drink and the taste buds on the tongue
is more intense if the viscosity of a soft drink is increased.
The enhanced aroma/flavor transfer or detection will create
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FIGURE 140.9 Continuous production of confectionery products.

TABLE 140.14
Recipe for Angel Kiss Product
51% Sugar
24% Glucose syrup (abt. 40 DE)
22% Water
10% Pectin solution (5% low methyl ester amidated citrus 

pectin, buffered)
0.17% Egg white

Input: Abt. 107%
Output: Abt. 100%
TSS: Abt. 74%
pH value Abt. 6



a better impression of the intensive flavor. By varying the
pectin dosage it is possible to increase or decrease several
aroma notes, thus affecting indirectly the flavor contribu-
tion of the beverage. However, the addition of a large
amount of pectin results in a full-bodied product. Thus, the
addition of �0.1% pectin should be sufficient to give the
right mouthfeel to a low caloric beverage.

Besides apple and orange juice, exotic fruit juices have
become very popular, thus increasing the demand for raw
material and the need for fruit juice concentrates.
However, beverage bottlers have only limited possibilities
to influence the quality of the re-diluted juice. For exam-
ple, pineapple juice and passion fruit nectar are unstable
products, marked by sediment and clear supernatant. This
means the consumers usually have to shake the bottle
before drinking. The addition of pectin increases the serum
viscosity, thus reducing the sediment rate and permitting
interaction with the cloud particles to form a stable juice.
Additional processing steps, e.g., homogenization, lead to
an increase in beverage stability (Figure 140.10) (69). In
addition to powder pectin, the pectin industry is able to
supply agglomerated pectin to ensure lump-free incorpora-
tion without the use of high shear. These pectin types will
dissolve during the final pasteurization step.

B. DAIRY BEVERAGES AND SOY DRINKS

Combining milk and other dairy products, e.g., yogurt
with fruit, offers nutritional benefits with fresh, fruity, and
refreshing beverages. Because of the relatively low pH of
the dairy drink, the acid sensitive caseins become unstable
and precipitate once the product has been heat treated.
Casein at a pH of �6.8 in milk is embedded in stable pro-
tein micelles enabling dairy companies to produce and
distribute milk with long shelf life once heat treated. Low-
ering the pH, e.g., with fruit juice, influences the charge
of proteins and subsequently their solubility. Caseins have
an isoelectric point at which they become insoluble at pH
4.6. As the pH decreases, the casein slowly loses its
hydrate shell and starts to form aggregates. This process is
sensitive to temperature changes. At ambient tempera-
tures, casein is able to form a gel if it is not affected by
shear at the same time. High temperature and shear that

occur during heat treatment will dehydrate casein parti-
cles and destabilize the beverage. Casein particles will
form sediment in the heat exchanger once the finished
product has been filled.

Due to its molecular structure, high methylester pectin
is able to bind to casein and form a protective cover (102).
Stable interactions are formed by ionic interactions between
partially negatively charged pectin molecules and the pos-
itively charged casein complex. Also hydrophobic interac-
tions can be observed. In order to get strong interactions,
the charge density of casein and pectin has to be consid-
ered. Casein has strongly positive charges below pH 4.6,
thus enabling interactions with negatively charged pectin
molecules. Above pH 4.6, negative charges in the casein
molecule will be in the majority, resulting in the repulsion
of negatively charged pectin molecules. If the pH of the
finished product is adjusted too low, the negative charge
density of pectin is reduced, leading to weaker interac-
tions with casein. This observation confirms that a pH of
4.0–4.2 may be the most appropriate pH range, at which a
strong protective cover is formed. It is possible to pas-
teurize the dairy drinks, so that a long shelf life can be
guaranteed.

Pectin may be added as a dry mix with sugar or as a
pectin solution into the milk prior to mixing with fruit
juice or after fermentation of the yogurt (or dissolved in
fruit juice). Then, the product has to be homogenized in
order to separate already coagulated casein and to enable
the formation of a pectin casein complex. After homoge-
nization, the product can be pasteurized or UHT treated to
obtain a long shelf life product (Figure 140.11).

The protein content will influence the amount of
pectin needed to stabilize the dairy drink. Further influ-
ences, e.g., pH and acidity, might be considered as well as
the fat content, which has stabilizing properties because it
binds casein. Calcium will have an impact on the stabiliz-
ing properties of pectin, especially if soluble calcium is
used to fortify the beverage. Positively charged calcium
might hinder interactions of pectin with casein by block-
ing negatively charged carboxylic acid groups. Calcium
tolerant apple pectin might be selected for these products.
The addition of calcium salts to the pectin solution should
be avoided.
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Soy proteins are, similar to casein, acid sensitive, but
they have a different isoelectric point. To obtain a stable
product, the pH of soy protein drinks might be more acidic
than for dairy drinks and can be adjusted to �3.8. In the
production of soy beverages, the raw material 
influences the tendency to form sediment. In general dried
soy products are used, e.g., soy powder or isolated soy pro-
teins, as raw material. Similar to other dried proteins, soy
protein is difficult to re-hydrate. For the development of soy
beverages, the product must consider the properties and a
proper incorporating technique according to the raw mate-
rial used. Additionally, soy powder contains a large portion
of insoluble fiber, which will form a precipitate eventually.
In order to obtain fully hydrated soy protein, an extra oper-
ation is necessary. Run a separate processing step with a
high shear mixer or homogenizer to manufacture a soy pro-
tein solution before it is added to the main process.

XIX. ICE CREAM AND SORBETS

Ice cream is a complex system of different phases and dif-
ferent ingredients that define texture and sensory proper-
ties. The liquid phase is an aqueous system that contains
dissolved substances, e.g., sugar or hydrocolloids. In the
solid phase ice crystals, fruit particles, and fat globules
can be found and after aeration air bubbles or nitrogen
bubbles form the gaseous phase. The composition of ice
cream varies. In dairy ice cream, milk products or deriva-
tives are used to give texture and the decisive taste.
Although the fat content is an important factor, oils or fats
derived from plant are often used. Proteins and emulsi-
fiers used play an important role in stabilizing the aerated
finished product. Sugar or other sweeteners, e.g., glucose
syrups, increase the viscosity and mouthfeel of the aque-
ous phase and improve ice cream structure. Dissolved
substances, especially the sweetener used, influence the
product’s freezing point. The composition of the sweet-
ener determines the rate of lowering the freezing point.
Glucose has a stronger effect than sucrose. The freezing
point will not only influence the temperature profile of the
freezing process, but will also have an influence on the
melting behavior and the taste during consumption. 
Ice creams get their typical smooth structure from the

aeration with air or nitrogen in combination with water
forming the aqueous phase and the ice crystals. The crys-
tal size affects the structure of the frozen product and
defines the mouthfeel. The crystal size is affected by:

● the temperature profile of the manufacturing
process

● the soluble solids content
● hydrocolloids added

Because of taste and its influence on the ice crystal
size the optimum soluble solids content is 35–40%. Other
ingredients, e.g., fruit or fruit preparations, are added as
well as other flavoring preparations. Hydrocolloids are
added to stabilize the ice structure and have an impact on
ice crystal growth. Other functions are the increase of vis-
cosity and mouthfeel. With an appropriate stabilizing sys-
tem the shelf life of the product will be prolonged. With
its flavor enhancing properties and acid stability, pectin
can be used as an excellent stabilizer for fruit ice cream
and fruit sorbets to control the ice crystal growth.

Crystallization is a time dependent process. Under the
right conditions and temperature, a small nucleus is
formed which then grows through the deposition of
crystals on its surface. The main force holding the ice
crystal together is provided by hydrogen bonds. The crys-
tal growth strongly depends on the temperature, mass
transport, and effect on the interface. Additionally,
re-crystallization can be found to form spherical shaped
ice crystals, because of their low interfacial surface
energy. Furthermore, a migration process of small crystals
towards big crystals can be seen and an agglomeration of
ice crystals which are in contact with each other (103).
The viscosity does not influence the growing rate of ice
crystals, but pectin influences the process, because of its
water binding properties to immobilize water molecules.
Pectin can influence crystallization by forming hydrogen
bonds with the ice crystal and by interactions between
negatively charged density of the pectin molecule and the
polar charged water molecules. The strong water binding
properties of pectin immobilize free water, so that the free
water for the ice crystal growth is withdrawn from the sys-
tem. Pectin also enhances the fruit flavor transfer of the
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finished product. So that pectin is an appropriate hydro-
colloid to stabilize fruit sorbets and fruit preparations for
ice cream fillings. It also serves to stabilize frozen yogurt
or other ice cream products with a relatively low pH.

In the manufacturing process of sorbet (Figure 140.12,
Table 140.15) all ingredients are mixed and heated to pas-
teurization, dissolving the dry ingredients. If the recipe con-
tains dairy products and vegetable fat, the batch is
homogenized after pasteurization and cooled down to
�2°C (35°F). Whole fruit or other solid ingredients are
added to the batch after homogenization. At this stage, heat
sensitive flavor, color, and the yogurt base are added. The
freezing process is conducted in a continuous system with
a freezer in which rotating knives scrape the ice film off the
inner wall. Air is introduced into the freezer with excess
pressure to aerate the batch. Once the product is removed,
the batch is cooled to � 	5°C (20°F). At this stage the

product has a very soft texture, and after filling, is firmed
up in the storage freezer at 	40°C (	40°F). A product with
a long shelf life is produced when �90% of water is frozen.

Fruit fillings or other preparations can be introduced
into the dairy ice cream after the ice cream batch has passed
the freezer. In order to prevent freezing or too strong ice
crystal growth, such preparations should have a relatively
high soluble solids content containing monosaccharides
such as glucose or fructose, so that they exert the most
lowering effect on the freezing point.

Pectin also enhances the structure of frozen ice pops
by providing a softer and crunchy structure for a more
tasteful consumption.

XX. OTHER FOOD APPLICATIONS

A. SAVORY PRODUCTS

Tomato sauces often need to be thickened and pectin is a
suitable stabilizer. Medium methylester to low methylester
pectins give similar textures as the natural tomato pectin
and a pulpy texture can be obtained with a fruit enhancing
mouthfeel. The choice of pectin depends on the application
of the tomato product, because it will have a major influ-
ence on the melting behavior. A medium methylester pectin
will give a low melting point but a smooth texture. Products
requiring a higher melting behavior, to be able to consume
the product as a hot dish or condiment, employ low
methylester pectin, used in combination with calcium. Fruit
sauces as condiments are easy to prepare with low
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TABLE 140.15
Recipe for Fruit Sorbet
70% Water
22% Sugar
10% Fruit
0.6% High methyl ester pectin 

Flavor, color
Xml Citric acid solution (50% (m/m)) to adjust the pH value

Input: Abt. 102%
Output: Abt. 100%
TSS: Abt. 25%
pH value Abt. 3.0
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exchanger 3

Heat
exchanger 2

Heat
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Defrost and mixing
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Air

Adding of heat sensitive
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Aeration and cooling Firming up ice structure

FIGURE 140.12 Manufacturing process of fruit sorbet.



methylester pectin. Although these sauces have a low solu-
ble solids content, pectin can be added to the cold batch and
mixed with other dry ingredients. The pectin will then be
dissolved in the heating process, in case it is not possible to
prepare a pectin solution. Table 140.16 shows a typical
recipe for a tomato sauce.

Condiments, like mint sauce or fruit jellies and other
fruit condiments, can also be texturized with pectin. The
choice of the correct pectin type depends on the soluble
solids content and pH of the product. Condiments have a
soft and smooth texture to give the meal an appropriate
accompanying taste. The quality requirements and the
manufacturing process are similar to those for making
jams and jellies.

B. DESSERTS AND OTHER DAIRY PRODUCTS

Pectin can be used in a variety of dessert products. It is pos-
sible to gel milk systems, flavored water, or juice (jellies).
A very convenient possibility to produce a milk dessert for
food service or refrigerated retail products is to combine 
a fruit preparation containing low methylester pectin with
milk. During the cold mixing process low methylester pectin
interacts with milk-calcium to form a viscous-elastic gel.
The time for the product to set needs to be adjusted to the
estimated mixing time. However, a few minutes after mix-
ing, a weak gel is formed which will harden in time when
refrigerated. This product concept can also be used to
manufacture a fruit preparation that permits a consumer to
add the required amount of milk. Depending on the
recipe, a fruit preparation can be used as a base for milk
desserts or milk shakes.

Water jellies and trifles manufactured with pectin will
get a very fruity and refreshing taste. With low soluble solids
content, these products require low methylester amidated
pectin to form the typical elastic and brittle texture. The
addition of calcium might enhance the elastic characteris-
tic of the finished product. In comparison to other
commercial gelling agents, e.g., gelatin and carrageenan,
pectin is more acid stable, especially when required for

acidic flavors. In general the combination of calcium
requires increased filling temperatures than for products
with gelatin. However, cold-filling of pectin based trifles
is also possible. Products can be distributed as dessert
powders with different flavors for homemade trifles
according to the recipe. After refrigeration the product is
ready for consumption. It is also possible to make ready-
to-eat retail products, with the possibility of adding a
favorite item such as cream, yogurt, and so on.

The interaction of low methylester pectin with cal-
cium and milk protein will provide possibilities to enhance
the firmness and creaminess of yogurt products. After fer-
mentation of milk with lactic acid producing bacteria, casein
becomes positively charged once the pH of the dairy prod-
uct drops below 4.6. A weak protein gel is formed, which
is stabilized by the interactions between casein micelles.
Pectin, being negatively charged, interacts with the posi-
tively charged casein as well as with the calcium ions to
increase the stability of the protein gel. The addition of
low methylester pectin will also enhance the mouthfeel of
the yogurt, which is especially suitable for low-calorie
products with a reduced milk fat content. However, this
technique is limited in application. Low methylester pectin
can only be added before the fermentation has taken place.
Because of interactions with positively charged casein and
calcium in the dairy product, the addition of low methylester
pectin can lead to an uneven mixing behavior of the pectin
used. Figure 140.13 shows a possible manufacturing
process for the application of pectin in low-fat yogurt.

Another limitation is the amount of pectin that can be
added to the milk at the beginning of the process. If �0.2%
pectin is used, interactions with milk proteins will result
in destabilization of the milk. This is caused by the for-
mation of a pectin-casein precipitate and further process-
ing of the batch will fail.

After fermentation, the yogurts will settle and this will
increase their firmness and stability during transport. Pectin
will increase the firmness of stirred yogurts but provide a
smooth and creamy mouthfeel.

In milk desserts the addition of low methylester pectin
will show benefits to increase the firmness and transport
stability of puddings. In these products, pectin can be used
in combination with other hydrocolloids or starches. The
creamy texture and mouthfeel is determined by starch. A
low methylester pectin will yield a gelled structure, increas-
ing elasticity of the dessert.

C. BAKERY PRODUCTS

The buying patterns of consumers have changed. The
demand for freshly baked bread rolls for breakfast every
day of the week expresses this pattern, with a simultaneous
demand for convenience products such as frozen dough or
part-baked semi-finished dough. Also, food service has an
increased demand for convenience products in order to
enhance customer service and offer a variety of products. In
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TABLE 140.16
Recipe for Tomato Sauce
45% Water
23% Tomato puree (triple concentrated)
22% Water
7% Vinegar
2.5% Salt
1.2% Low methyl ester pectin

Bell pepper, pepper, and spices
Flavor, color
Citric acid solution (50% (m/m))

Input: Abt. 104%
Output: Abt. 100%
TSS: Abt. 36%
pH value: 3.5



part-baked products starch tends to undergo retrogradation.
This is a process in which the swollen starch recrystallizes
and the dough loses its water binding properties. This
behavior will have the effect of a rather dry crumb struc-
ture. Adding pectin improves the quality of the finished
products. In frozen products pectin influences the growth of
ice crystals. Large ice crystals obstruct the smooth structure
of the dough which may lead to an uneven baking behavior.
Pectin also has a positive influence on the retrogradation
behavior of starch and in general increases the dough sta-
bility. After baking, the finished product shows a thinner
dry edge of the crumb which will remain for 24–48 hours.
This is a significant extension of freshness, an important
consumer preference. Pectin is added at 0.1–0.3% and
evenly blended with the flour. After adding the other ingre-
dients, the dough is kneaded and formed.

XXI. SUMMARY

The applications for pectins have changed over the last
decades when they were used mainly as a gelling agent for
jams and jellies. As a texturizer in fruit preparations, pectin
is currently used to manufacture quality products with a
high consumer preference. Pectins can affect the taste,
enhancing freshness and fruitiness. This is one of the major
reasons why they serve as appropriate ingredients to tex-
turize fruit preparations and to gel dessert products or con-
fectioneries. With this premise, pectins have many other
applications as a natural texturizer to enhance the appear-
ance and taste of processed food, e.g., low fat margarine 
or low fat mayonnaise. Other applications including the
emulsifying properties of sugar beet pectin (5) and encap-
sulation of ingredients for food or drug (38) are in
research. Another new possibility is in the manufacture of
nutraceuticals and functional foods (105). For example, as a
soluble dietary fiber with cholesterol reducing properties,

pectin will play a major role in a balanced human diet (26).
With the increasing demand of processed food, pectin can
serve as a functional ingredient in numerous products tra-
ditionally not considered.
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I. INTRODUCTION

Mathematical modelling is a powerful tool in process
design, assessment and optimisation. For a given situation
it is very important to identify a mathematical model with

an adequate functional form, but even the more complex
model is of little use if the model parameters are not known
with precision and accuracy. The estimation of kinetic
parameters from experimental data involves the application
of statistical methods in two phases: experimental design
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and data analysis. Although much more emphasis is often
put on the latter, one should realise that the general value of
the information contained in the data is actually established
when the experiments are designed and even a very careful
data analysis is unable to recover information that is not
present in the data (1, 2). As Lenz and Lund (3) stressed,
much of the data currently found in the literature could have
been obtained with considerable less effort by proper
choice of experimental conditions. Furthermore, the lack of
quality of the experimental data many times compromises
the precision and accuracy of the parameters estimates.
This is of utmost importance when microbiological or
chemical model parameters are used in process design,
assessment or optimisation (4).

This chapter addresses some basic concepts related to
the study of kinetics of quality and safety indicators: (i) pre-
sentation of experimental design, particularly the concept
of optimal designs aiming at improving parameter estima-
tion when the mathematical model is known, (ii) discus-
sion of data analysis strategies, particularly in relation to
situations of interest in food research and (iii) presentation
of the basic concepts of some fundamental mathematical
models (primary models: zero-order, first-order, second-
order, Weibull, Logistic, Gompertz and Michaelis-Menten
models; secondary models: Arrhenius, Bigelow and Q10

models).

II. EXPERIMENTAL DESIGN

In mathematical modelling of experimental data, it is
important both to assess whether the model is of the cor-
rect functional form and to accurately estimate the model
parameters (5). This is clearly affected by the experimen-
tal design. The assessment of model adequacy requires the
collection of experimental data throughout the whole
process, and sampling times are selected on the basis of
heuristic designs, such as equally spaced sampling times,
equally spaced sampling concentration values and equally
spaced logarithmic sampling times. The accurate and pre-
cise estimation of model parameters on the other hand
usually requires a number of replicates of a limited num-
ber of sampling times (often as many as the model param-
eters) that must be carefully selected. This section discusses
mostly experimental designs aiming at improving parameter
estimates, assuming that the mathematical model is
known, while the use of experimental design for product
development and optimisation will be thoroughly dis-
cussed in chapter 143 (by Schrevens and Portier).

A. SELECTION OF SAMPLING TIMES

Kinetic studies involve the analysis of the decay/growth 
of a given compound/property/microorganisms over time.
Processes can seldom be measured continuously,
thus leading to the use of discrete sampling times. The

selection of these sampling times is very important as they
greatly affect the ability of testing the quality of the fit of
the model and parameter estimation.

1. The Concept of Optimal Design

If one is confident that a given non-linear model
E[yi] � f(xi; θ) is appropriate for a certain experimental
situation, then there is the question of designing the exper-
iment, i.e., choosing the vector xi of experimental points
(in this case sampling times) so that the unknown param-
eters θ are estimated in an optimal fashion (6).

Traditionally, the motivation underlying the theory of
optimal design is that experiments should be designed to
achieve a level of statistical inference as precise as possi-
ble. Design optimality was first addressed by Smith (7), and
early work in the subject was done by Wald (8), Hotelling
(9), and Elfving (10). The major contributions to the area,
however, were made by Kiefer (11–13), and Kiefer and
Wolfowitz (14), who synthesised and greatly extended 
the previous work. Reviews on research work on optimal
design have been made by St. John and Draper (15),
Atkinson (16), and Steinberg and Hunter (17). More recently,
Atkinson and Donev (18) wrote a book on optimum
design of experiments.

In practice, the application of optimal design theory
requires a criterion for comparing experiments and an
algorithm for optimising the criterion over the range of
possible experimental designs. The classical criteria 
are derived from linear modelling theory, which assumes
that the experimental data can be represented by the equa-
tion:

Yi � f(xi)
T β � εi (141.1)

where Yi is the measured response from the ith experi-
mental run, xi is a vector of predictor variables for the ith
run (in this case sampling times), f is a vector of p func-
tions that model how the response depends on xi, � is a
vector of p unknown parameters, and εi is the experimen-
tal error for the ith run, with independent errors and con-
stancy of the error variance.

The variance of the parameter estimate is a natural
indicator of the quality of statistical inference with respect
to a single parameter. If the errors are uncorrelated and
have a constant variance σ2, the variance-covariance matrix
of the least square estimator, �̂, is (16):

var{β̂} � σ2(XTX)�1 (141.2)

where X is the n*p matrix whose ith row is f(xi)T. The
quality of inference may also be assessed in terms of the
variance of the estimated response at x, which, from 
Equation 141.1, is given by:

d(x) � σ2f(x)T(XTX)�1 f(x) (141.3)



Both Equations 141.2 and 141.3 depend on the experi-
mental design only, trough the full rank p � p matrix
(XTX)�1, and suggest that a good experimental design
will be the one that makes this matrix small in some sense.
Since there is no unique size ordering of the p � p matri-
ces, various real-valued functionals have been suggested
as measures of “smallness” (see Table 141.1).

The criteria referred in Table 141.1 have been widely
applied to the design of experiments for studying systems
that follow linear and polynomial models. From those, the
most used one is the D-Optimality criterion (18). Recently,
De Aguiar et al. (19) presented a tutorial on D-optimal
designs, which clearly illustrates the use of this technique.

2. The D-Optimal Design

The D-optimal design was first proposed by Box and Lucas
(20) as an optimum design criterion for non-linear models,
based on establishing the sampling conditions (in this case
sampling times) that lead to a minimum confidence region,
for a standard situation of a number of observations (n)
equal to the number of parameters (p). In their pioneering
paper on experimental design for non-linear models, Box
and Lucas (20) showed how the D-Optimality criterion

could also be applied to non-linear models, by introducing
a linear approximation.

For any choice of the design variable (i.e., the indepen-
dent variable, t) the size of the parameters joint confidence
region is proportional to the Jacobian |(FTF)|�½ of the deriv-
ative matrix F (where F � [fi,j], with fi,j � ∂ηi/∂θj evalu-
ated at t � ti, with i ranging from 1 to n; η represents the
system response and θ a kinetic parameter). Thus a logical
choice of the design criterion is to choose sampling points
so that the size of this joint confidence region is minimised,
that is, the determinant D � |FTF| should be maximised.

The main goal of Box and Lucas (20) algorithm is to
design a series of n experiments where the levels of the
different conditions at which observations are taken (in
this case sampling times) are selected in view of optimum
parameter precision. Generally some restrictions must be
applied, for instance, negative values of time have no phys-
ical meaning.

Hill (21) described a non-linear regression model η(θ,x)
as being non-linear with a subset of non-linear parameters
µ. He showed that the D-optimal design for estimating 
θ depends only on µ. This finding was later confirmed by
Khuri (22).

It was also found that, for several chemical reactions
involving non-linear models, the optimal design for n exper-
iments (with n � p) consists of n/p replications of each 
of the optimal sets of levels (in this case sampling times)
for the case n � p (23–25). This has certainly simplified the
evaluation of optimal designs. According to Box and
Lucas (20), in the case where n � p, the D-optimal design
can be simplified from the maximisation of D � |FTF| to
the maximisation of ∆ � mod(|F|) (∆ denotes the modulus
of the determinant of the matrix F).

An important drawback of this approach, for a non-
linear response function, is that the efficiency of any par-
ticular design depends on the initial estimates of the
parameters (20, 23, 26). If the estimates upon which the
design is based are poor, the design may be inefficient, with
the robustness of the criterion to poor estimates depending
upon the particular model being studied. The application
of the D-optimal design may seem strange at first sight, as
in order to use the criterion one must initially have esti-
mates of the parameters; after all, it is the purpose of the
experiment to obtain such estimates. Actually, this paradox
is also common to empirical designs, as when designing
any experiment the experimenter is relying either on his/her
previous knowledge or on his/her intuition. The efficiency
of any design is therefore also dependent on the “guesses”
of the experimenter. In the limit, if nothing is known about
the experimental situation, then, strictly speaking, no exper-
iment can be planned (27).

Because a good choice of design depends on the true
values of the parameters, the idea of sequential design is a
natural one. Ford et al. (26) have made the distinction
between two sequential designs: batch-sequential and
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TABLE 141.1
Most Common Optimality Criteria for the Design of
Experiments Under Linear Conditions (According to
Steinberg and Hunter (17))
Optimality
Criterion Description Objective

D-Optimality A design is said to be Minimise the generalised 
D-optimal if it minimises variance of the 
det(XTX)�1, where det parameter estimates.
denotes determinant.

A-Optimality A design is said to be Minimise the average of 
A-optimal if it minimises the variances of the 
tr(XTX)�1, where  parameter estimates.
tr denotes trace.

E-Optimality A design is said to be Minimise the variance of 
E-optimal if it minimises the least well-estimated
the maximum eigenvalue contrast.
of (XTX)�1.

G-Optimality A design is said to be Minimise the variance of 
G-optimal if it minimises the predicted response.
max d(x), where the 
maximum is taken over 
all possible vectors x of 
predictor variables.

I�-Optimality A design is said to be Minimise the average 
Iλ-optimal if it minimises integrated variance of 
�d(x)λ (dx), where λ is the predicted response.
a probability measure on 
the space of predictor 
variables.



fully-sequential. In batch-sequential design, the total of 
n observations are divided into b batches, in the ith batch, a
set of ni (the batch size) observations are taken. The sam-
pling values for the (i � 1)th batch are chosen based on
the analysis of the first i batches. In fully-sequential design,
the batch sizes are all unity, except possibly for an initial
larger batch. Ford et al. (26) emphasise that sequential
designs can pay off, particularly if the initial estimate of
the parameters is poor, but that a batch-sequential design
with only a few batches is likely to be sufficient.

The non-linear D-Optimality criterion was first applied
to a first order growth/decay model with Arrhenius temper-
ature dependency at isothermal conditions, the Mitscherlich
equation and to a system of two consecutive first-order
reactions (20). These models have been further used to
illustrate the application of D-optimal design to non-linear
models (2, 6, 18).

More recently, the criterion was applied to kinetic stud-
ies of enzyme-catalysed reactions (28), to the Bigelow
model in thermal processing studies (29), to diffusion
processes described by Ficks’s 2nd law model (30, 31)
and to calibrate chemical and enzymic time-temperature
integrators (32). An applied example and a more detailed
reference of recent applications may be seen in Chapter
144.

3. Heuristic Designs

In practice, scientists tend to use alternative experimental
plans that are easier to implement than D-optimal (DO)
design, such as equally spaced sampling times (ET),
equally spaced sampling concentration values (EC) or
equally spaced logarithmic sampling times (ELN).

a. ET design
Sampling times are defined in such a way that they are equi-
distant in the time scale. This plan does not depend on initial
estimates of the parameters, and the same measurement-
time plan can be used for different levels of a given factor
(e.g., at different temperature values). One should be cau-
tious, however, in using this kind of plan because it ignores
the functional form of the model and any previous knowl-
edge of the process. In addition, it is necessary to define the
period the experiment will cover. If the experimenter does
not have a preliminary idea on the process rate, data can be
obtained for small extensions of the process only or, quite
on the contrary, there may be a lack of information on the
early stages of the process, thus compromising the results.

b. EC design
The idea behind this design is to choose the sampling
times so that the expected amount of observed degradation/
growth between two consecutive times is constant. The
EC design depends on: (i) the period defined for following
the process, (ii) the parameter estimates and (iii) the

“guessed” model (the plan can be very sensitive to differ-
ences between the “guessed” and the “true” model). In
contrast to the DO design, the EC design has the follow-
ing advantages: (i) it is easier to compute, (ii) it is not sen-
sitive to small changes in the initial estimates (33) and (iii)
when n � p, which is usually the case, the plan allows for
testing the quality of the fit of the model and allows for
testing models other than the “guessed” one.

c. ELN design
The sampling times are defined in such a way that they are
equidistant in the log-time scale. This implies that sam-
plings are more frequent at short times that at long times.
The rationale for this is that the process rate often decreases
with time. Thus, it makes sense to get more observations
early when the degradation/growth rate is faster (33). This
design shares most of the advantages and disadvantages of
the ET design.

B. SELECTION OF EXPERIMENTAL CONDITIONS

Usually, experiments aim at studying the effect of time on
the evolution of a certain decaying/growing quality/safety
factor, “C,” and are performed in a medium with constant
characteristics (temperature, pH, water content, etc.). How-
ever, it is often important to assess the effect of the experi-
mental conditions on the process kinetics. In food research,
temperature is probably the experimental condition most
tested. Thus, this section focus on the analysis of tempera-
ture effects, although most of the discussion may be gener-
alised to other experimental factors, provided adequate
functional relationships between the model parameters and
the experimental factor of interest are used.

Methods for estimation of kinetic parameters may 
be broadly divided into constant and varying-conditions
methods, in the case of temperature, isothermal and non-
isothermal methods.

The isothermal analysis of kinetic data involves a con-
siderable amount of experimental work at constant tem-
peratures under a specific range of interest, resulting in an
expensive and time-consuming procedure. An additional
problem may arise if the parameters estimate correspond
to a biased solution, that is, although yielding a good fit to
the experiments performed are actually quite different from
the true values. In this situation, when they are used for
predicting processes under non-isothermal conditions,
they may lead to significant deviations (34). However,
isothermal methods are necessary for assessing the depen-
dency of the kinetic parameters on temperature.

Non-isothermal methods, on the other hand, are based
on a single experience in which temperature and the fac-
tors under study are recorded as function of time. Thus,
kinetic parameters are evaluated from a single test cover-
ing the desired temperature range. These methods have
significant advantages: minimisation of experimental
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requirements, overcoming thermal lag problems and pro-
viding a dynamic situation closer to the reality of most
thermal processes. Of course, they require the previous
knowledge of the functional relationship between the kinetic
parameters and temperature.

Isothermal methods are the classical procedure for
estimation of kinetic parameters. Despite the advances in
data analysis, most kinetic studies in food and pharma-
ceutical science/engineering still result from isothermal
experiments. Thus, techniques for kinetic parameters eval-
uation are widely and well documented (35).

In the classical isothermal method, rate constants are
estimated by fitting the kinetic model to the data sets gath-
ered at different constant temperatures. A model is then
identified to describe the dependence of these constants on
temperature and its parameters are estimated. The depen-
dence of the rate constants on temperature is usually
described by an Arrhenius-type equation. Other models
describing the temperature effect are also discussed in the
literature (36) and will be further presented.

In terms of defining the experimental conditions, usu-
ally a range of temperatures is defined and experiments
are taken at temperatures equidistant within this range,
with the number of selected temperatures varying from 3
to 6 (see Table 141.2). The concept of the D-optimal
design may however be also applied to select the temper-
atures that lead to maximum parameter precision, once
the model that relates the kinetic parameters with temper-
ature is known. Box and Lucas (20), suggested for the
first-order Arrhenius model, that two experiments should
be performed, one at each of the extreme temperature val-
ues of the assumed temperature range. Furthermore, at
each temperature samples should be taken at a time such

that the fractional conversion of the factor under study is
equal to e�1 (equivalent to a degradation of 36.8% of the
initial amount).

At each of the chosen temperatures, the conversion of
the decaying/growing factor should be carefully followed.
Even when a linear plot is obtained, conclusions must be
drawn cautiously from the data, especially if the data
points correspond to no more than 10–20% conversion,
because mathematical functions are roughly linear over a
sufficiently small range of variables (34). According to
Arabshahi and Lund (53) reactions should be followed,
where possible, through at least 4–5 half-lives. If the
method of analysis is not sufficient to measure response
values as low as this, the longest heating times possible
should be used (3). According to Hill and Grieger-Block
(54), one should perform at least experimental runs in
which data are taken at 40%, 50% or higher conversions.
For example, with regard to nutrient loss, the error in the
rate constant, if one goes only to 30% loss, will be greater
than �25% (55). However, for up to 50% loss, the error in
the rate constant is less than �5% (56).

C. TESTING EXPERIMENTAL DESIGNS — 
“PSEUDO-EXPERIMENTAL” DATA GENERATION

Parameter estimates greatly depend on the model, on the
regression scheme and/or on the experimental design. The
first two effects are extensively reported in literature 
(5, 35, 52, 57, 58).

The comparison of different regression schemes and
of different experimental plans requires a great number of
experiments and the analysis of the accuracy and precision
of the estimated parameters can only be made if the “true”
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TABLE 141.2
Typical Temperature Levels Used in Thermal Kinetic Studies Under Isothermal Conditions

Temp. Range Temp. Increments Number of Temp. 
System [°C] [°C] Levels Reference

Inactivation of horseradish peroxidase 60–94 4–10 5 (37)
… at different ionic strengths 70–95 5 3–5 (38)
… at different water contents 125–150 5 4 (39)
… at different acid solutions 60–90 5–10 3 (32)
… at different alkaline solutions 40–95 2.5–10 3–4 (32)
Inactivation of α-amylase from B. amyloliquefaciens 135–150 5 4–5 (40)
Inactivation of α-amylase from B. licheniformes 96–108 4 4 (41)
Inactivation of B. stearothermophilus 111–125 2 5 (42)

110–130 3–5 6 (43)
Inactivation of C. sporogenes PA3679 121–140 4–5 5 (44)

110–121 3–5 4 (45)
Inactivation of S. uvarum 35–52 1.5–5 6 (46)
Formation of galactose in milk 90–150 10 6 (47)
Formation of galactose and tagatose in milk 115–135 5 4 (48)
Degradation of thiamin 25–55 5–10 4 (49)
Degradation of anthocyanins 50–80 10 4 (50)
Colour change in pea puree 110–125 5 4 (51)
Quality changes in green peas and white beans 100–122 6–10 4 (52)



values are known. An alternative is to generate data sets by
computer simulation (59). Data generation was first applied
with the Monte Carlo method. The designation Monte Carlo
was first used in World War II in relation to the simulation
of stochastic atomic collision processes (60). Since then, it
has been widely used to characterise the statistical distribu-
tion of a response that is dependent on a number of factors
with well known statistical distributions (61). Data genera-
tion to compare regression techniques was first used in food
research by Haralampu et al. (5). Data sets were generated
with the following assumptions: (i) data follow a given
regression model and (ii) the error structure is known. Since
then, similar works have been reported in the literature (see
Table 141.3). The use of simulated data eliminates biases in
the parameter estimates due to faulty assumptions in terms
of the data error structure. Some authors assume a propor-
tional variance, but care should be taken with this approach,
as it demands for variable transformation or weighted least-
squares, to avoid heteroscedasticity (63). Care should also
be taken in the choice of the random number generator.

According to Law and Kelton (64) a “good” computer
generator should have the following properties: (i) the
generated values should follow a uniform distribution with-
out any auto-correlation, (ii) it should be fast without large
memory needs, (iii) it should possess the capability of
regenerating the same pseudo-random sequence at least
for two times and (iv) it should have a sufficiently long
generation cycle (high number of possible outcomes).

Varga (61) presented a comprehensive review on ran-
dom number generators and developed a computer pro-
gram in FORTRAN 77 that fulfils the above described
properties. This program uses a linear congruential

random number generator that generates, from a uniform
distribution, random variates following a normal distribu-
tion, using the inverse transform method (64).

The computer simulation is divided in three steps:

- An exact set of data is generated according to a
certain model using some previously chosen
parameter values (these will be considered the
“true values”) and following a particular sam-
pling plan.

- Using the random number generator, a set of
independent and identically distributed (I.I.D.)
errors following a normal distribution with a
given constant variance is obtained.

- A set of simulated “pseudo-experimental” data
is then generated by scattering the exact data with
the random normally distributed proportional
errors.

An example of simulated “pseudo-experimental” data for
the Bigelow model is shown in Figure 141.1.

III. DATA ANALYSIS

When using a given model for predictive purposes, errors
may occur because of several reasons: (i) the kinetic model
may not have the correct functional form, (ii) it may not
consider all the factors that influence the process or 
(iii) the model parameters may have not be correctly esti-
mated. Data analysis techniques are therefore most impor-
tant to ensure that the quality of the fit of the model to the
data may be truly assessed and that the model parameters
are precisely and accurately estimated.
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TABLE 141.3
Use of Computer Generated Data Sets
Regression Model Error Structure Objective Reference

Isothermal first-order model with Variance proportional to the response Study the influence of three least squares (5)
Arrhenius temperature dependency function Xi and Xi � N(Xi, (e � Xi)

2), regression methods on the estimation 
with e � 0.08 of the Arrhenius model parameters

Non-isothermal first-order model Variance proportional to the response Study the influence of different integration (35)
with linearly increasing temperature function Xi and Xi � N(Xi, (e � Xi)

2), methods and of two different regression 
profile with e � 0.04 and 0.008 procedures on the accuracy of the parameters

Fick’s 2nd law model with diffusion Constant variance and two normally Study the influence of the experimental design (30) (62)
constant showing a Arrhenius distributed error sets with a standard and of the temperature profile on the estimation 
temperature dependency deviation of 0.05 and 0.06, respectively of the model parameters
and linearly increasing temperature 
profile, applied to mass diffusion 
in spheres

Fick’s 2nd law model considering Constant variance and error sets drawn Study the influence of the experimental design (31)
both internal and external resistance from a population of errors, ε, with and the Biot number on the estimation of the 
to mass transfer in cubes ε � N(0, 0.052) model parameters

First-order growth model Constant variance and error sets drawn Study the influence of the experimental design (6)
from a population of errors, ε, with on the size of the asymptotic joint confidence 
ε � N(0, 0.052) interval of the model parameters



A. BASIC CONCEPTS

1. Fitting Models to Experimental Data

Fitting procedures are not much different for models with
different degrees of complexity, e.g., a simple first-order
model or a very complicated reaction network, only the
mathematics are more intricate (4). According to Seber
and Wild (6), there are different estimation methods, which
can be divided in the following groups: least squares esti-
mation, maximum-likelihood estimation, quasi-likelihood
estimation, LAM estimation, L1-norm estimation, robust
estimation and Bayesian estimation. Least-squares fitting is
the most common procedure in food research. This method
consists basically on searching the parameters values that
minimise the sum of squares of residuals between experi-
mental and predicted values (SSR) (also called the norm,
or objective function):

SSR � �
n

i�1

[yi � f(xi, θ)]2 (141.4)

where yi are the experimental data (e.g., reactant concen-
trations), f(xi, θ) is the model function at the experimental
design points xi (xi is, for instance, time ti, temperature Ti,
or a vector of both, and the model function is, for instance,
the first-order model) and θ the parameter(s) (e.g., the rate
constant at a given temperature and the activation energy).

At this point, it would be useful to clearly distinguish
between linear and non-linear models. A linear model is
not necessarily represented by a straight line. A model is
linear (in the parameters) if the first derivative(s) of the
model in order to the parameter(s) is (are) independent of
the parameter(s), and therefore higher order derivatives are

equal to zero; in a non-linear model, at least one of the
derivatives of the model function with respect to the param-
eters depends on at least one of the parameters. A model
with parameters a, b and c, with the form:

y � ax � bx2 � cx3 (141.5)

is a linear model (although not linear in x), while a model
with the form:

y � (141.6)

is non-linear in the parameter b. In general, and in partic-
ular in food research, most of the kinetic models are non-
linear in relation to the parameters (examples are presented
in Section IV).

The linear least-squares method, which is a particular
case of the least squares method, has the following advan-
tages: (i) the values of the parameters follow directly from
the regression procedure, (ii) the confidence intervals are
exactly defined and (iii) there is no need to provide initial
“guessed” values of the parameters. Conversely, when the
model is non-linear in the parameters, there are no explicit
analytical solutions for the parameters or for the confi-
dence intervals, and a solution must be found by linear
approximation. This solution is found iteratively (follow-
ing a specific numerical algorithm — e.g., Gauss-Newton,
Levenberg-Marquardt, Quasi-Newton approximation),
starting from initial values supplied by the analyst or esti-
mated by a computer program. Resulting confidence inter-
vals for parameters are only approximate. Moreover, the
objective function may have local minimum values and the
fitting procedure may converge to one of these local min-
ima, rather than to the absolute minimum value. This can
be overcome by searching with different starting values
for the parameters. If the same parameter values are found
with different initial values, a global minimum has likely
been found. Good starting values also allow any iterative
technique to converge to a solution much faster.

Since linear least squares are easier to solve than non-
linear least squares, frequently data is transformed in such
a way that linear regression can be applied (e.g., a first-order
model can be linearised simply by taking the logarithms
of the data). However, this may violate some assumptions
required for linear regression, resulting in biased param-
eter estimates.

Least-squares fitting is very generally used but it 
is only appropriate when the following assumptions are
fulfilled (2, 4):

1. The model (expectation) function is correct;
2. The response is the sum of the model function

and a disturbance (the experimental errors);
3. The disturbance is independent of the model

function;

ax
�
b � x
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FIGURE 141.1 Computer generated “pseudo-experimental”
data for the Bigelow model (Equation 141.19) with
Dref � 0.21 min, z � 10°C and Tref � 121.1°C (From Ref. 51).
The points show the “pseudo-experimental” data and the lines
represent the exact model data. An equally spaced sampling
times plan was used and normally distributed random errors,
obtained from a population with zero mean and 0.05 standard
deviation (“experimental error” � 5%) were added to the exact
model data. (♦) T � 115°C; (•) T � 120°C.



4. The experimental errors are normally distributed;
5. The average of the experimental errors is zero;
6. The experimental errors have constancy of 

variance;
7. The experimental errors are independently 

distributed.

Because one cannot know a priori whether the different
assumptions are valid, an iterative approach should be used,
as described in Box et al. (65): (i) a plausible statistical
model for the data is assumed, (ii) the data is analysed on
the basis of this model and then (iii) diagnostic tools, such
as plots of residuals, are applied to evaluate the assump-
tions. If the diagnostic indicates failure of assumptions in
either the deterministic or the stochastic components of
the model, the model must be modified and the procedure
repeated from (i) to (iii).

The statistical assumptions above listed encompass
different aspects of the regression model. It is also impor-
tant to recognise that the design of the experiment and the
method of data collection can affect the chances of assump-
tions being valid in a particular experiment (2, 6). There
are some important points that should be considered when
assessing these assumptions.

a. The model (expectation) function is correct
Ensuring the validity of this assumption is, to some extent,
the goal of all science. Researchers aim at building up a
model able to predict the natural phenomena under study.
However, models should be treated, in general, only as a
reflection of the reality, as the underlying physical or chem-
ical mechanisms are so complex that the researcher does
not have a complete view of the process. A given model
may be more appropriate than another to fit a given set of
experimental data, but it is possible that neither of them
really corresponds to the underlying mechanisms of the
process under study. Nevertheless, it is very important that
the expectation function includes all the important predictor
variables in precisely the correct form, and that it does not
include any unimportant predictor variable.

An important aspect that should be discussed in rela-
tion to the model is the functional form used for fitting the
data. In kinetic parameter estimation, it is quite common
that the models are fitted to experimental data in the form
of relative concentrations. According to Arabshahi and
Lund (53) this is a common mistreatment of kinetic data,
as the initial concentration value is also uncertain, as it 
is measured experimentally. This may be overcome by
increasing the number of replicates in the measurement of
the initial concentration, so that its experimental error is
minimised. Alternatively, the initial concentration may be
considered as an additional model parameter. Significant
differences between the estimate and the experimentally
determined value may indicate a problem with the model
specification.

b. The response (‘the y-value’) is the sum of 
the model function and a disturbance (the 
experimental errors, εi)

yi � f(xi, θ) � εi (141.7)

In this case, the probability distribution of y can be esti-
mated from that of the experimental errors. The requirement
is thus that residuals are a measure of random uncertain-
ties in data (63). The lack of additivity of the disturbance
will manifest itself as a non-constant variance in the diag-
nostic plots and the corrective action should be either to
use weighted least-squares or to use a transformation of
the response (2).

c. The disturbance is independent of 
the model function

This implies that the independent variables have no error;
only dependent variables contain experimental error. This
is seldom true, but may be accepted as such if the errors
in x are much smaller than those in y. In most kinetic stud-
ies, the independent variable is time, temperature and possi-
bly initial concentrations. It should be possible to control
these variables with good precision (4).

d. The experimental errors are normally 
distributed

This assumption is usually fulfilled because the actual
experimental error is composed by many small errors.
According to the Central Limit Theorem, the resulting error
is normally distributed, even if the contributing errors
themselves are not (65). The assumption of normally dis-
tributed errors can and should be checked by examining
the residuals. Care should be taken when transformations
of variables are used. The exponential model serves as a
good illustration. The model in the natural (untransformed)
variables produces an additive error and the transformed
variables from the linearised model present a multiplica-
tive error. The only transformations that do not alter noise
distribution are addition/subtraction of or multiplication by
a constant (66). Incidentally, a transformation may change
a non-Gaussian distribution into a Gaussian one, which is
actually desirable. For instance, if the error in a first-order
model is multiplicative, the model demands for logarith-
misation (67). The work reported by Machado et al. (68)
clearly shows the benefits of such transformation, applied
to heteroscedastic data fitted by the Weibull model.

e. The average of the experimental errors is zero
This means that systematic bias should be absent. System-
atic errors should be removed by the researcher or incor-
porated in the model function. Frequent calibration, use of
reference materials and participation in ring tests are ways
to detect systematic errors (4).
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f. The experimental errors have constancy of 
variance

This assumption, when not valid may be simply overcome,
because unequal variances (heteroscedasticity) may be dealt
with by using weighted least squares methods (63) or by
applying transformations. A quite common case of het-
eroscedasticity is that of constant coefficient of variation
(CV). This means that the standard deviation of yi increases
proportionally with yi. Heteroscedastic error due to a con-
stant CV can be transformed into homoscedastic by log-
arithmic transformation. However, care should be taken 
as logarithmic transformation may violate assumption 4.
Assumption 6 implies that it is necessary to have an idea of
the magnitude of experimental error and how it varies with
the response. The only way to get some idea of the experi-
mental error is to perform independent replications.

g. The experimental errors are independently 
distributed

This means that experimental errors in one measurement
do not depend on those in another measurement, i.e., they
are uncorrelated. If this assumption is not true, one can
correct by considering the covariances of the experimental
responses, but the covariances must be determined. Usually,
the assumption of uncorrelated errors can be justified, but in
kinetic studies correlation can sometimes occur. For exam-
ple, a reading may be made on a reaction mixture when
the measuring device was still influenced by the previous
measurement (4). In that case, the error in a measurement
may depend on that in the previous one (serial correlation).

2. Confidence Intervals of the Parameters

In data analysis it is also very important to have a realis-
tic measure of the statistical confidence of the parameter
estimates. A confidence interval should be specified, and the
probability associated to it should be reported. According
to Van Boekel (4) three statements must be reported:
(a) the most probable value of the parameter, (b) the con-
fidence interval of the parameter and (c) a probability
statement about the confidence interval.

For non-linear models, estimation of confidence inter-
vals is not straightforward, and they are not symmetric;
the extent of asymmetry depends on the non-linearity of the
function, on the number of data and on the experimental
design (6). The problem lies in the fact that the parameters
are estimated with regression algorithms based on linear
approximations and, consequently, the parameter estimates
and their confidence intervals are only as good as the lin-
ear approximation. Often the calculated confidence inter-
vals are asymptotic and therefore they may underestimate
the real confidence intervals (4).

When a model has more than one parameter, the 
confidence interval of each parameter does not provide

full statistical information, because of the correlation that
exists between the different parameters. In this case, it is
necessary to analyse the joint confidence regions of the
parameter estimates. Although joint confidence regions of
parameter estimates are well described in statistical
books, they are seldom reported in scientific publications.
Actually, their use is very recent (69, 70). For linear-mod-
els, the joint confidence region, also called joint-confi-
dence interval, may be calculated using the following
expression (2, 6, 63, 65):

SSRx% � SSRmin * �1 � * F((100�x)%,p,n�p)�
(141.8)

where SSRx% is the sum of squares of residuals at x% con-
fidence level, SSRmin is the sum of squares of residuals of
the estimated solution, p is the number of parameters, n is
the number of experimental data points and F((100�x)%, p, n�p)

is the value of the F distribution for p and n � p.
According to Haralampu et al. (5) the extremes of the

90% joint confidence ellipses correspond approximately
to the ends of the 95% individual confidence intervals of
the parameter estimates (the joint probability of two events
at 95% probability is approximately 90%, i.e., 0.952 �
0.90). This is illustrated in Figure 141.2, that relates to the
fit of the Bigelow model to thermal inactivation of
Bacillus amyloliquefaciens α-amylase data (71).

For linear models the region defined by Equation
141.8 corresponds to a contour of the SSR. This is not true
for most non-linear models, Equation 141.8 providing
only asymptotic results. In non-linear models the contours
of SSR are often asymmetric about 	̂ and may be twisted,
with the shape of p-dimensional bananas (18). The valid-
ity of using Equation 141.8 to calculate joint confidence
regions for non-linear models may be assessed by
analysing the maximum relative intrinsic curvature of the
parameters and the maximum relative parameter-effects
curvature. Equation 141.8 provides acceptable results
when the maximum relative intrinsic curvature of the
parameters and the maximum relative parameter-effects

p
�
n � p
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fitting the Bigelow model (Equation 141.19) to thermal inactiva-
tion of Bacillus amyloliquefaciens α-amylase data (From Ref. 71).



curvature are small compared to the confidence region 
relative curvature. In this situation the solution locus is
approximately linear over the confidence region and the
parameter co-ordinates projected onto the tangential plane
are approximately parallel and uniformly spaced over the
confidence region (2).

B. ONE-STEP AND MULTI-STEPS METHODS

As earlier referred (Section II-B), when analysing the effect
of the experimental conditions on the process kinetics,
experiments are often performed at different levels of the
factor under study (e.g., temperature). Each experiment
allows for estimating the rate constant at a given level of the
factor under study and an analysis of the estimates obtained
for the different levels allows for identifying how the rate
constant depends on that factor. It is therefore important not
only to estimate the rate constants, but also the parameters
of the model that relates the rate constants to the factor of
interest. The estimation of these parameters may be accom-
plished by two different methods, usually referred to as indi-
vidual (two-step) or global (one-step) methods. For the sake
of simplicity the basic concepts underlying these two meth-
ods will be discussed considering temperature as the factor
under study, but this discussion may be generalised for other
factors.

In the two-steps methods, the rate constants are esti-
mated by fitting the kinetic model to the data gathered 
at different constant temperatures, this being the first step. In
the second step, a model is then identified to describe the
dependence of these constants on temperature and 
its parameters are estimated by fitting this model to the rate
constants estimated in the first step. The one-step method
consists of combining the kinetic model with the model
relating the rate constants to temperature in a 
single equation, which is then fitted to the whole set 
of data, directly estimating the parameters of the model that
relates the rate constants to temperature. Two-steps (or
multi-steps) regression has the disadvantage of applying
regression to parameter estimates earlier obtained 
by regression, thus violating one of the assumptions behind
least-squares fitting (assumption 3 in Section III-A-1 — the
disturbance is independent of the model function). The two-
steps methods also generally result in relatively large confi-
dence intervals of the parameters estimates because of the
small number of degrees of freedom (72). Haralampu et al.
(5) and Cohen and Saguy (57) also showed that parameters
estimated by the one-step method were more accurate and
precise than those obtained by the two-steps method.

However, as earlier referred, individual fitting of the
experiments is required to assess the quality of the fit of
the model and to assess the dependence of the rate con-
stants on temperature. Furthermore, this analysis yields
estimates that may be used as initial values in the one-step
regression procedure, thus accelerating its convergence.

IV. KINETIC MODELS

A. ZERO-ORDER

In zero-order reactions the rate is independent of the con-
centration. For a degradation reaction:

� � k (141.9)

where C is the concentration, t the time and k the zero-order
reaction rate constant, which by integration results in:

C � Ci � k � t (141.10)

where Ci and C are, respectively, concentrations at time
zero and at any time t.

This may occur in two different situations: when intrin-
sically the reaction rate is independent of the concentra-
tion of reactants, and when the concentration of the reacting
compound is so large that the overall reaction rate appears
to be independent of its concentration. The second case
seems to be the most common situation when this order
reaction is observed in food systems (73).

B. FIRST-ORDER

First-order reaction kinetics is considered by many authors
to be an acceptable empirical model for describing chemical
and microbiological changes in food processing and storage.

The mathematical expression for a first-order degra-
dation reaction is as follows:

� � k � C (141.11)

where k is the first-order reaction rate constant. By integra-
tion this equation becomes:

C � Ci � e�k�t (141.12)

Although a number of compounds follow this reaction order
in a food product, most compounds in a model product
will not follow true first-order reaction kinetics but rather,
a pseudo-first-order reaction (73). For simplicity sake,
pseudo-nth-order reactions are usually referred to as sim-
ply nth-order reactions.

C. SECOND-ORDER

There are two important types of second-order kinetics:
type I, A � A → P:

� � k � C 2
A (141.13)

and type II, A � B → P

� � k � CA � CB (141.14)
dCA
�

dt

dCA
�

dt

dC
�
dt

dC
�
dt
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where CA and CB are concentrations of the reactant species
A and B at time t, and k the second-order reaction rate con-
stant. For type I, the integrated expression yields:

1
CA �

� k � t
(141.15)

and for type II, it becomes:

CA � CB � e[�(C
i

A�C
i

B) � k2 � t] (141.16)

where Ci
A and Ci

B, CA and CB are the concentrations of
species A and B at time zero and time t, respectively.

It should be stressed that in the case of type II reactions
if one of the components is present in excess the reaction
may follow pseudo first-order kinetics with respect to the
other component.

D. DEPENDENCE OF RATE CONSTANTS ON

TEMPERATURE

When the effect of temperature is to be assessed, the 
so-called Arrhenius and Bigelow models are the most com-
mon. Both rely on first-order type kinetics.

1. The Bigelow Model

For more than 80 years, the model resulting from the empir-
ical observations made by Bigelow (74) has been the basis
for the design of thermal processes used in the canning
industry for low acid foods (35). This model is also known
as the thermal death time model. It is commonly accepted
that at high temperatures and for relatively short times (i) the
logarithm of the number of viable cells decreases linearly
with time, the slope being the reciprocal of the decimal
reduction time (D), and (ii) the logarithm of D decreases lin-
early with temperature, the reciprocal of the slope being
named the z value. The D value at a reference temperature
(Dref) and the z value are the basis of the thermal death time
method (TDT), which is the current standard in industrial
practice for most sterilisation processes (35). Modelling
of quality losses in thermally processed foods is also com-
monly based on a similar kinetic model (e.g., Shin and
Bhowmik (51) have used this model to describe kinetics
of colour change in pea puree).

The Bigelow model is written in terms of decimal log-
arithms and of a given temperature (T):

ηi � � 10
�

(141.17)

where ηi is the fractional concentration of colony forming
microbial units, or of a quality factor, at time ti, and DT is the
decimal reduction time at the experimental temperature, T.

DT � DTref
10

�
(141.18)

The model has two parameters: DTref
and z, with DTref

being
the value of the decimal reduction time at a reference tem-
perature, Tref, that will be further referred to as Dref, and z
the thermal death time parameter.

ηi � 10
�� 	

(141.19)

2. The Arrhenius Model

For the Arrhenius model natural logarithms are used.
Starting with the basic assumption of a first-order model:

� �kTC (141.20)

Integration leads to:

ηi � � e�k
T

t
i (141.21)

and applying the Arrhenius relationship:

kT � k0 e
�

(141.22)

This model considers an activation energy (Ea), and an
exponential relation of the rate constant (k0) with the
reciprocal of the absolute temperature (K�1) instead of 
the temperature (°C) used in the Bigelow model. However,
the major difference is that this form of the Arrhenius
model does not use a finite reference temperature. Hence,
k0 is the reaction rate constant at an infinite temperature,
becoming a value with a very large order of magnitude,
quite apart from the rate constant values in the range of
interest. Some researchers (particularly in chemical reac-
tion engineering and biocatalysis) say that to consider an
arbitrary reference temperature is subjective and therefore
should be avoided. Besides the generation of values out-
side and far from the range of interest (usually a narrow
temperature range), if an infinite reference temperature is
used, the model parameters (k0 and Ea) will have a very high
correlation factor (expressing colinearity), which greatly
hinders the regression convergence. This was recognised by
Nelson (75), who suggested the use of dummy variables:

δ � (ln k0) � β (141.23)

β � �
m

j�1

(141.24)

where m is the number of temperatures used in the 
experiments.

1
�
Tj

1
�
m

Ea
�
R
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�
RT

Ci
�
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dC
�
dt

ti��
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�
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f�T
�
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�
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A

�
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Although this was not recognised by this author, this
transformation corresponds to using a finite reference tem-
perature, equal to the harmonic average of the tempera-
tures used in the experiments:

kT � kref e
� � � �

(141.25)

where Tref � β and kref � eδ.
Joint variable-parameter transformations are indeed

very common to improve the estimation procedure (2).
Frequently transformations aim at centering or scaling the
data. The use of a reference temperature is simply the result
of considering the model in terms of the reciprocal absolute
temperature, rather than temperature, and centering the data
on 1/Tref (2). This has been used by some researchers (5, 53,
57), but seems not to have been picked up by many food
researchers.

If the Arrhenius equation seems to be suitable for
describing the temperature dependence, linearisation fol-
lowed by linear regression for determining Ea and kref

should not be automatic, because errors may not be distrib-
uted normally after transformation and the residuals weights
are changed. Non-linear regression should be used instead.
Also, if the dependence of the rate constants on temperature
has been properly assessed, it is better to incorporate
Equation 141.25 directly into the rate equations by substi-
tuting the right hand side of Equation 141.25 for the rate
constant, rather than estimating each k at each temperature
studied and subsequently determining Ea and kref via
Equation 141.25 (4). This non-linear regression, often
referred to as one-step methodology in opposition to the tra-
ditional 2-steps method, has shown not to introduce bias (5).
Non-linear least square methods of analysis are thoroughly
reviewed by Johnson and Frasier (76).

For the Arrhenius model the use of a reference tem-
perature would yield:

ηi � e
��kref e�� � � ��

ti
	

(141.26)

This allows for a straightforward relation between the
Bigelow and the Arrhenius models:

kref � (141.27)

Ea � (141.28)

Although Ea and z-values are assumed temperature inde-
pendent, the two parameters are related to each other trough
temperatures T and Tref. Equation 141.28 implies that if Ea
is constant over a temperature range, then z cannot be 

constant in that temperature range and vice versa. Lund (77)
suggested that if T is substituted by Tref � z, the two models
provide similar results over small temperature ranges
around Tref. Ramaswamy et al. (78) demonstrated that the
conversion of z to Ea or vice versa is strongly influenced by
the chosen reference temperature and temperature range.
According to Hendrickx et al. (79), this relationship should
be used cautiously, only to estimate the z-value order of
magnitude from a known activation energy or vice versa,
when raw kinetic data are no longer available.

Several researchers that have directly compared the
two models, suggested that both fit experimental kinetic
data well (40, 42, 43, 46, 80). Both the Arrhenius and the
Bigelow models have merit and have been proven ade-
quate to study degradation kinetics. In spite of the never-
ending discussion about the relative merits of each model,
both are empirical and the variability of most kinetic data
does not allow distinguishing between the quality of the
fit of the two models (81).

3. Q10 Model

In living systems such as microorganisms, animals and
plants, enzymes catalyse most of the reactions. As enzyme
activity is highly temperature sensitive, mathematical mod-
els have been used in both the food and pharmaceutical sci-
ences to describe how much faster a reaction will proceed
if the product is held at some high abuse temperature. If the
temperature-accelerating factor is known, then extrapolation
to lower temperatures, such as those found in distribution,
could be used to predict true product shelf life in those
conditions. In the study of food shelf life, this accelerating
factor is sometimes called the Q10 factor and is defined as:

Q10 � � (141.29)

where T is the temperature (°C), and θs is the shelf life at the
indicated temperatures (82). For any temperature differ-
ence ∆, different from 10°C, this becomes:

(Q10)
∆/10 � (141.30)

Thus, for example, if the Q10 is 3 and the published shelf life
θs was 6 month at 35°C, the shelf life at 20°C would be:

θ20 � θ35 * (Q10)
∆/10 � 6 * (3)15/10 � 31.2 months

(141.31)

In many cases, the Q10 is not given, so one must establish
the mathematical relationship (83), which is done by
means of kinetic modelling.

E. THE WEIBULL MODEL

The Weibull distribution is one of many probability distri-
bution functions used to describe the behaviour of systems or

θs(T1)�
θs(T2)

kT�10
�

kT

θs(at T)
��
θs(at T�10)

R T Tref ln(10)
��

z

ln(10)
�

Dref

1�Tref

1�T
Ea�RT

1�Tref

1�T
Ea�R
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events that have some degree of variability. It was named
after the Swedish physicist, Waloddi Weibull, who first used
it to represent the distribution of the breaking strength of
materials (84, 85) and later for a variety of other appli-
cations (86). The close agreement that Weibull demon-
strated between observed and predicted data was quite
impressive (87).

The probability density function of the Weibull distri-
bution may be described as (67):

f(t) �
 � �
β�1

e
�� �β

, t � 0

0, elsewhere (141.32)

with α � 0 and β � 0. The corresponding cumulative dis-
tribution is:

F(t) � �t

0

f(t) dt � 1 � e�� �β

(141.33)

This model has an interesting potential for describing eco-
logical, microbial, enzymatic and chemical degradation
kinetics (failure of the system after a given time subjected to
stress conditions), reliability and life testing (time to failure
or life length of a component), considering the scale param-
eter (α) as a time constant (the reciprocal of the rate constant)
and the shape parameter (β) as a behaviour index. The model
reduces to a first order decay/growth kinetics for β � 1
(see Figure 141.3a). As discussed by Hahn and Shapiro
(88), Nelson (89), Gacula and Kubala (90) and Johnson et al.
(87), the failure rate for the Weibull model is an increasing
function of time for β � 1 and a decreasing function for
β 
 1. When β � 1, the failure rate is constant. These
authors also emphasise that α is a characteristic time to
failure, as it corresponds to the 100 * (1 � 1/e) � 63.2
percentile of the distribution, regardless of the value of β
(see Figure 141.3b).

As a time parameter, α is temperature sensitive and 1/α
often follows an Arrhenius-type behaviour (91–93):

� e
�� � � �	

(141.34)

The β parameter may be expected to be related to the
kinetic pattern and thus to be temperature independent, at
least within a limited range of temperature. This para-
meter gives the model a wide flexibility, making it a poten-
tial good model to describe different reaction kinetics.
This has been verified in published works (92–94).
Equations 141.33 and 141.34 may be combined to yield:

ηi � e

�� e

�� � � �	�
β

�
, i � 1, 2, 3 (141.35)

Therefore the kinetic parameters of the model are αref,
Ea and β.

The Weibull distribution was successfully applied to
describe shelf-life failure (90, 95). Page (96) developed an
equation to describe thin-layer drying of shelled corn, sim-
ilar to the Weibull probabilistic model that was later used to
model thin-layer drying of yellow corn (97, 98), of soy-
beans (99), of pigeon pea (91) and of adzuki beans (100).
This model was also used to describe the drying kinetics of
rough rice (101–103) and of Thompson seedless grapes
(104). Chhinnan (94) evaluated four mathematical models,
i.e., the exponential model, the diffusion model, an approx-
imation of the diffusion model and the Page (Weibull)
model, for describing thin-layer drying of in-shell pecans,
recommending the Page (Weibull) equation for future mod-
elling studies. Moreover, the Weibull distribution has been
used to model failure of apple tissue under cyclic loading
(105), grape pomace elutriation (106) and water uptake and
soluble solids losses during rehydration of dried apple
pieces (92). The Weibull model adequately described mois-
ture uptake and soluble solids losses by breakfast cereals
immersed in water (107) or milk (68), after unsuccessful
attempts to use the Peleg (108), the diffusion and the first-
order models (93). The Weibull model has also been used
to describe microbial death kinetics under high-pressure
conditions (109), enzyme inactivation under high pressure
(110), isothermal heat-resistance of Bacillus cereus (111,
112), and shrinkage of potato during frying (113). 
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Van Boekel (114) made a systematic review of the use of
the Weibull model to describe thermal inactivation of
microbial vegetative cells (data published for different
microorganisms). α and β were calculated from 55 sets of
data and it was found that β � 1 in only two cases, which
pinpoints the fact that the use of first-order kinetics to
model microorganisms death should be the exception rather
than the rule.

F. THE LOGISTIC MODEL

The Logistic model is another example of model used to
represent growth rate that does not steadily decline, but
increases to a maximum before declining to zero. This is
shown in the growth curve by an S-shaped, or sigmoidal,
pattern.

� f(α � f) (141.36)

where k � 0 and 0 
 f 
 α (6).
Thus from Equation 141.36 the relative growth rate

f�1df/dx decreases linearly in f until f approaches α.
Equation 141.35 has a general solution, which can be
written as

f(x) � � 
 x 
  (141.37)

the so-called logistic model (6).
Equation 141.36 is an empirical model derived by

Verhulst in 1838 to describe growth in the size of a popu-
lation or organ. This equation also describes the rate of
consumption of a monomolecular chemical substance as it
breaks down in an autocatalytic reaction.

Equation 141.37 has asymptotes f � 0 as x → � and
f � α as x → . These asymptotes are never actually
attained, and that causes modelling difficulties as at time at
which growth begins to be monitored f � 0. The maximum
growth rate is wM � kα/4, and the growth rate is symmetri-
cal about x � γ. As k acts as a scale parameter it influences
the growth rate (6).

Probably the most common parameterisation is

f(x) � � 
 x 
  (141.38)

where β � ekγ in Equation 141.37.
Bartali et al. (115) used multiple logistic models to

evaluate whether inadequate intake of selected nutrients
could be predicted by nutrition-related difficulties of per-
sons living in two towns of Tuscany (Italy). Jenkins et al.
(116) described the growth of Zygosaccharomyces bailii
in acidified products with log-logistic models for time 
to growth and probability of growth, which is useful for
spoilage risk assessment.

G. THE GOMPERTZ MODEL

The Gompertz model is often used for population and ani-
mal growth in situations where growth is not symmetrical

about the point of inflection. The growth rate is

� k f(logα � log f) (k � 0, α � 0) (141.39)

and the relative growth rate declines with log(size). From
Equation 141.39,

f (x) � α � e{�e[�k(x�γ)]} (141.40)

The point of inflection for Equation 141.40 is at time x � γ
with f � α/e, at which point the maximum growth rate,
wM � kα/e, occurs (6). For the Gompertz curve log f is
monomolecular. The Gompertz function has the property
that any power of f is Gompertz. This means that several
measures of size such as weight, surface area and length
may all provide growth curves of the same shape.

Huang (117, 118) developed a new methodology to
describe and classify accurately the bacterial growth as a
process using Clostridium perfringens as a test organism.
He used the Gompertz model to calculate the equivalent
growth times under different temperatures and estimated
the bacterial population under temperature fluctuations.
The model was validated in ground beef maintained under
fluctuating temperature conditions.

H. THE MICHAELIS-MENTEN MODEL

The theory of enzyme-substrate complex formation, to
describe enzyme kinetics was proposed by Michaelis and
Menten (119). This is depicted in the following reaction
scheme:

E � S
k1> 

ES
k2> 

E � P
k�1

< <
k�2

(141.41)

where E is the enzyme, S the substrate, ES the enzyme-
substrate complex and P the product. The rate constants
for the forward and reverse reactions are k1, k2 and k�1,
k�2, respectively (120). Both reactions are reversible in
general case.

A characteristic of enzyme-catalysed reactions in food
is that when the substrate concentration is very small, the
forward reaction to form ES is first-order in S, and at very
large substrate concentration, this same reaction is zero-
order in S as the reaction rate is only dependent on the
concentration of enzyme.

Michaelis and Menten (119) applied the steady-state
kinetic analysis to Equation 141.41 and derived the fol-
lowing equation to describe the velocity of an enzyme-
catalysed reaction:

v � � � � (141.42)

where v is the velocity, Vmax is the maximum velocity
when the enzyme is saturated with substrate, Km is the
substrate concentration at which v � 0.5Vmax and [S] is 

Vmax[S]
�
Km � [S]

dP
�
dt

dS
�
dt

df
�
dx

α
��
1 � βe�kx

α
��

1 � e�k(x�γ)

k
�α

df
�
dx
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the substrate concentration at any time t. In this analysis,
k�2 is assumed to be zero. Most kinetic studies on
enzymes are completed at a very small conversion ratio
(
5%) in order to remove complications that can take
place when substrate concentrations decrease or product
concentration increases.

Determination of Km and Vmax may be obtained by lin-
earising Equation 141.42, which is done taking the recip-
rocal of both sides of Equation 141.42:

� � � (141.43)

A plot of 1/v versus 1/[S] results in a straight line with
intercept 1/Vmax and slope Km/Vmax (121), commonly
known as the Lineweaver-Burk equation.

One mechanism of inactivating/controlling the activ-
ity of enzymes is the use of inhibitors, compounds that
interact with the enzyme reducing its activity. Inhibitors
can be reversible or irreversible. Reversible inhibitors
may compete in three different ways (120):

a. competitive inhibition occurs when the inhibitor
binds reversibly with enzyme competing with the
substrate for active sites. Slope and y intercept
values for the Lineweaver-Burk equation are

�1 � 	 and , respectively,

I0 being the concentration of the inhibitor and
Ki the inhibitor-enzyme complex dissociation
constant.

b. noncompetitive inhibition occurs when the
inhibitor does not compete with the substrate
for binding the enzyme but rather both the
inhibitor and the substrate can bind to the
enzyme simultaneously. Slope and y intercept
values for the Lineweaver-Burk equation are 

�1 � 	 and �1 � 	 ,

respectively.

c. uncompetitive inhibition occurs when the
inhibitor can bind to the enzyme-substrate or one
or more of the intermediate complexes. Slope
and y intercept values for the Lineweaver-Burk 

equation are and �1 � 	 ,

respectively.

A more complex reversible inhibition can occur when 
the inhibitor binds to the multi-subunit enzymes. Whitaker
(122) presents an analysis of complex kinetics, which arise
when this kind of inhibition takes place.

Irreversible inhibitors form covalent bonds with
enzyme, enzyme-substrate or enzyme-product complexes.
Kinetically, irreversible inhibitors can be treated through
rate equations and not through Lineweaver-Burk or
Michaelis-Menton equations. The effect of temperature
on enzyme activity and inactivation is usually treated by
the Arrhenius equation (Equation 141.22).

V. CONCLUSIONS

When dealing with kinetics of quality and safety indica-
tors, many different models may be considered; it was the
authors’ options to present a few of the most representa-
tive ones.

This chapter intends to alert the less experienced
researcher or student to some of the basic concepts to bear
in mind when studying their particular food system, from
the experimental design to the data collection and analyses.

The topics here presented will be further developed in
subsequent chapters of this handbook.
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I. INTRODUCTION

Shelf life may be defined as the period of time during
which the food product will remain safe, be certain to retain
desired sensory, chemical physical (1) and microbiologi-
cal characteristics, and comply with any label declaration
of nutrition data, when stored under recommended condi-
tions. The dependence of the kinetics of microbiologic
growth/death or of nutrient loss on environmental factors
varies from product to product and process to process and
must, therefore, be established for each specific case to be
evaluated. It is the responsibility of the food manufacturer
(together with the retailer for their own label products) to
determine shelf life of food.

For forecasting shelf life of a product it is imperative to
select adequate shelf life indicators. Shelf life indicators
are microorganisms or compounds that have a notorious
influence on the product safety and on quality (nutritional
value, appearance or flavour characteristics). Critical shelf
life indicators are those that first reach the respective thresh-
old levels and thus limit the product shelf life.

The food safety concept is linked with the food preser-
vation by heat, eliminating and reducing to an acceptable
level pathogen and spoilage microorganisms, respectively.
But this concept cannot be extrapolated to minimally
processed foods, as the preservation techniques (non-severe
thermal treatments, i.e., up to 100°C) used in these methods



are not directly focused on the total inactivation of the
microbial population present in the unprocessed material.
Therefore the microbial safety of minimally processed food
products, during their shelf life, depends on refrigeration
that should prevent the growth and/or toxin production of
microorganisms hazardous to the consumer health.

II. SHELF LIFE OF FOODS

There are different types of shelf life studies, in respect to
the purpose they serve while the product is being developed:

- Initial shelf life studies (ISLS) are carried out once
the concept of a new product has been agreed;

- Preliminary shelf life determinations (PSLD) are
the first shelf life determination carried out to the
whole product (including package);

- Confirmatory shelf life determinations (CSLD)
are carried out at the end of the product develop-
ment process;

- Routine shelf life determinations (RSLD) are con-
ducted so that the shelf life of any existing prod-
uct can be monitored and to check if it is still
correct for different environmental conditions to
which it can be subjected.

The exact test is often product-specific and is selected to
measure the end-point of the shelf life. Because these tests
are highly expensive (either in house or contracted tests)
it is critical that companies use the most cost effective
tests in their shelf life studies. Tests may involve one or a
combination of sensorial, microbiological, chemical and
physical determinations.

It should take in consideration scaling-up factors (any
fluctuations that might occur in for a given product for-
mulation), safety and quality aspects.

The final shelf life should be set to give a clear mar-
gin of safety, and particularly in the case of a high risk cat-
egory product a date should be set based on data that relate
to the “worst case” manufacturing and storage scenario.

A. METHODS FOR SHELF LIFE ESTIMATION

Shelf life estimation can be done by means of direct or
indirect methods. Direct methods are usually used for
products with short shelf life, as shelf life determination is
based on monitoring quality factors, chemical and/or micro-
biological, in a situation that exactly replicates the real con-
ditions of packaging, storage and distribution (2).

When the product shelf life is expected to be relatively
long, it is possible that the product may be launched before
any confirmatory shelf life determination can be com-
pleted. Because of this and economic aspects, it is highly
desirable that faster methods for predicting shelf life are
available. These indirect methods are generally based on

the principles of accelerated shelf life determination. Acce-
lerated tests are done exposing the food product to abusive
storage conditions, i.e., high temperature, high oxygen
content, or others (humidity, light, etc.) relevant to the dete-
riorative reaction mechanism involved (1). Accelerated
tests in complex food systems present a problem because
published kinetic data is scarce, contradictory or even
unavailable. Therefore, accelerated tests must be developed
in the face of many unknowns. In this respect, foods pres-
ent more difficult problems than other chemical systems.

Accelerated tests have been used mostly for dried
products. A number of reviews on accelerated tests may
be found in the literature (3–8).

B. ACCELERATED TESTS FOR SHELF LIFE ESTIMATION

1. Accelerated Tests at Elevated Temperatures

Typically foods are subjected to storage at 37 and 51°C,
and various correlations (usually based on the Arrhenius
relation or the Q10 model) are used to extrapolate the results
to the expected storage temperatures (6). When more accu-
racy is desired, several elevated storage temperatures (usu-
ally 5 to 6) are used and the Q10 value or activation energy
is determined experimentally, based on the assumption
that they are independent of temperature. However, this is
often not the case, leading to erroneous extrapolation.
Usually reaction rates are more sensitive to temperature in
the range used in accelerated tests, thus implying that
shelf life may be overestimated, which causes a major
problem to food producers.

2. Accelerated Tests at High Oxygen Pressures

Conducting stability tests at high oxygen pressures can
sometimes accelerate reactions involving oxidation. The
potential for acceleration is not very great because oxida-
tion reactions typically become independent from the oxy-
gen concentration above some critical concentration level,
which varies with temperature and other conditions (6).
Nevertheless, traditional accelerated tests for oxidation-
susceptible oils use exposure to high oxygen pressures to
assess the relative stability of such oils.

One aspect on ASLT, which calls for certain precau-
tions, is the change in the water solubility of oxygen by
temperature. In oxygen sensitive products, this has to be
corrected for by the use of increased partial oxygen pres-
sure at elevated test temperatures.

C. PREDICTIVE FOOD MICROBIOLOGY

Predictive food microbiology is an emerging multidisci-
plinary area of food microbiology. It covers different areas
such as mathematics, microbiology, chemistry and engi-
neering to apply mathematical models to predict microbial
growth and/or toxin production to specified environmental
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variables in order to replace traditional time-intensive chal-
lenge studies.

The need to ensure the microbiological safety and
quality of increasingly complex food products has stimu-
lated interest in the use of mathematical modelling to quan-
tify and predict microbial behaviour. Buchanan (9) goes
through models used in predictive microbiology coupled
with ‘user-friendly’ applications software and the devel-
opment of expert systems. These applications provide
powerful new tools for rapidly estimating the effects of
formulation and storage factors on the microbiological
relations in foods.

Cheftel (10) reviews the effect of high-pressure on
microbial inactivation and food preservation, as it affects
biological constituents and systems.

McDonald and Sun (11) reviewed predictive microbi-
ology for the meat industry, with shelf life predictions
focusing on Escherichia coli O157:H7 and Listeria mono-
cytogenes.

Heldman and Newsome (12) gathered information 
and summarized plenary presentations of the IFT second
Summit (January, 14–16, 2003) relating to the understand-
ing of microbial inactivation kinetics and models for 
non-log-linear survivor curves (kinetic models) and iden-
tified needs for future research.

III. ASPECTS THAT FIX LIMITS OF FOOD
SHELF LIFE AND KINETIC OF 
NUTRIENT LOSSES — DEPENDENCE
ON ENVIRONMENTAL FACTORS AND
FOOD COMPOSITION

In the following sections, a brief discussion of kinetics 
of microbial survival and of the mechanisms of deteriora-
tion of nutrients (ascorbic acid, browning and some off-
flavours) is presented, with reference to relevant studies
reported in literature.

A. MICROBIOLOGY

The food safety crisis that appeared in the late nineties has
made consumers more concerned about food security.
Guaranteed food safety is now a priority in the policies of
most developed countries. Although the use of mathemat-
ical models in food microbiology is not new, developing
predictive mathematical models has gained recognition
because of its usefulness as a tool that helps ensure food
safety. In this context, the main objective of predictive
microbiology is to act as a fast microbiological method for
controlling changes during processing and predicting the
consequences of food storage from a microbiological
viewpoint. These predictions are very useful when mak-
ing decisions under uncertain conditions and when devel-
oping risk assessment systems.

As a result of social changes in modern society, con-
sumer demand for fresh-like products is growing through-
out the world. Processing products of this kind involves
the use of mild heat treatments accompanied by other
techniques such as acidification or refrigeration after 
pasteurisation in order to reduce damage to the products’
sensorial and nutritive properties. These preservation 
conditions have allowed the appearance of new emerging
pathogens such as Bacillus cereus, spores of which are not
totally inactivated by these combined techniques, and sur-
viving spores of this pathogen can grow under refrigera-
tion conditions.

Geeraerd et al. (13) thoroughly compare the perform-
ances of several models (two models from Casolari, Sapru
model, Whiting model, Baranyi model, Chiruta model,
Daughtry model, Xiong model and a new model devel-
oped by the authors of the paper) to deal with the typical
non-loglinear behaviour of survivor curves (Bacillus
cereus, Yersinia enterocolitica, Escherichia coli O157:H7,
Listeria monocytogenes and Lactobacillus sake) occur-
ring during mild heat treatment of sous vide or cook-chill
food products. As the thermal treatment is not as intensive
as canning, besides the reduction of pathogenic and spoilage
vegetative cells there may occur growing of surviving
thermo resistant microorganisms or of their spores, during
the later stages of production, storage and distribution.
Some models, such as the modified Gompertz growth
model, were excluded from this study. Authors explain the
requirements and limitations of each model, and conclude
that both Baranyi and the author’s model fulfill the
requirements necessary to describe accurately microbial
inactivation during a mild heat treatment.

Despite documented evidence that specific pathogens
are capable of survival in fruit juice, until recently it was
widely accepted that most low pH/high acid foods were 
of minimal concern for food poisoning outbreaks. This
was based on the knowledge that organic acids have an
inhibitory and sometimes microbicidal effect on many
bacteria (14). Outbreaks of food poisoning from Salmonella
and E. coli O157:H7 were traced to nonpasteurised orange
and apple juices, respectively (15–17).

Many studies have been carried out to model the com-
bined effect of temperature and acidification on the ther-
mal resistance of various strains of microorganisms
(18–21). However, models that include parameters with
biological significance are scarce. Gaillard et al. (22) and
Mafart and Leguerinel (23) developed various mathemat-
ical models that took into account parameters with biolog-
ical significance assuming a linear logarithmic relationship
between the number of surviving microorganisms and the
treatment time.

The Weibull model is gaining increasing importance
in microbiology to fit non-linear death curves. Various
researchers agree that one valid way of overcoming the
lack of fit motivated by the presence of shoulders and tails
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in survival curves (24) when describing complex microbio-
logical inactivation kinetics is to use the Weibull distribu-
tion (19, 24–31). The effect that external factors such as
temperature, pressure or pH have on the parameters of the
Weibull model has been studied (19, 24, 27, 28, 32).

Bacillus cereus is a ubiquitous spore. Its presence has
been reported in many products, like nuts, dairy products,
vegetables, meat, spices and others (33). It is considered a
food contaminant, as it is capable of causing an emetic or
diarrhoeal syndrome because of its ability to produce two
types of toxin (34). Fernández et al. (35) developed a
model with 4 parameters to describe the effect of temper-
ature and pH on the inactivation of Bacillus cereus in veg-
etable substrate, using parameters (Ea and k) that are
common in food engineering or food chemistry but not in
microbiological studies. As a continuation of this study,
Collado et al. (36) developed a model based on the
Weibull distribution to describe the combined effect of pH
and temperature on the heat resistance of Bacillus cereus
in carrot juice. It was shown that temperature and pH did
not have a significant effect on the shape parameter (�),
and the effect of temperature on the scale parameter (�)
was modelled by the z concept.

Van Boekel (31) thoroughly studied the application of
the Weibull model to describe the thermal inactivation of
microbial vegetative cells. He used 55 sets of data (for 
different microorganisms) taken from the literature and
obtained the parameters of the Weibull model. The shape
parameter had very different values for the different cases
over the temperature range studied. It was found that �
equalled one only in two cases, indicating that the classi-
cal first-order kinetics approach is the exception rather
than the rule. It was concluded that the Weibull model can
be used to model nonlinear survival curves, and may be
helpful to pinpoint relevant physiological effects caused
by the heat.

Shelf stability of some 100% fruit juice products stored
at room temperature is maintained by the combination of
a heat process and low pH. The high acidity (pH � 4.5)
limits the types of microorganisms that can grow in the
juice, yet several have been isolated from orange juice
(acid-tolerant bacteria, yeasts and moulds) although few
of them can cause spoilage (pathogenic) (37). Therefore,
in aseptically processed and packed food, microbial
growth does not set the storage limit of the product, unless
erroneously processed.

Saccharomyces cerevisiae, Rhodotorula sp. and
Zygosaccharomyces sp. are the most common yeasts pres-
ent in juice (38). Saccharomyces cerevisiae is the yeast
most commonly associated with spoilage of pasteurised
citrus juices. This organism produces an alcoholic fer-
mentation resulting in a fermented off-flavour due to the
presence of ethanol and carbon dioxide. Yeasts not
capable of alcoholic fermentation may cause turbidity,
flocculation and clumping in juice. Zygosaccharomyces is

an osmophilic yeast and species of this yeast can readily
survive the high osmotic pressures and low water activity
of frozen concentrated orange juice (39) and it is fre-
quently associated with spoilage of concentrates (38). The
presence of Rhodotorula may be indicative of poor post-
pasteurisation hygiene.

Moulds that have been isolated from orange juice
include Aerobasidium pullulans, Aspergillus niger,
Botrytis sp. Fusarium sp., Geotrichum sp., Muccor sp.
Aspergillus fumigatus, Cladosporium sp. and Penicillium
sp. Moulds are usually of small concern in processed cit-
rus products because of their slow growth rates (40) and
although they grow well in acid media, they require abun-
dant oxygen and are generally sensitive to heat treatment
and thus easily destroyed by pasteurisation. However iso-
lated cases of mould spoilage by Penicillium sp.,
Aureobasideum pullulans and Cladosporium sp. occa-
sionally occur (40). With the introduction of long-term
chilled storage of single strength orange juice in nonasep-
tic cartons with oxygen barriers, mould growth in citrus
juice has become a more important issue (38).

Acid and acidified foods (pH � 4.5) generally are not
heat processed sufficiently to destroy all bacterial spores
because that process (sterilization) may adversely affect
the quality of the product and is not necessary as most
spores will not germinate and grow in such products. The
major bacterial spoilage agents in citrus juices are
Lactobacillus and Leuconostoc species (also termed lactic
acid bacteria). These organisms are responsible for pro-
duction of diacetil, which imparts an undesirable buttery
flavour to juice (41). Leuconostoc and many species of
Lactobacillus also produce large amounts of CO2. A
thermo-resistant spore-forming acidophilic bacteria was
isolated from shelf-stable juices, named Bacillus aci-
doterrestris (42), and later reclassified in a new genus
called Alicyclobacillus (43). Alicyclobacillus are of con-
cern as they can germinate, grow and cause spoilage of
products with a pH previously considered below the range
of spore-forming bacteria (44). This contamination is
introduced into the manufacturing process through
unwashed or poorly washed fruit, and it causes a flat sour
type of spoilage (no gas production was observed), pro-
ducing an offensive-smelling compound, guaiacol, and
other taint chemicals in orange and apple juices and juice-
containing drinks (45). Splittstoesser and co-workers (46)
also reported the detection of guaiacol in apple juice con-
taminated with Alicyclobacillus. The worldwide occur-
rence of alicyclobacilli in non-spoiled fruit juices and
rapid growth cycles culminating with sporulation of cells,
strongly indicate that spoilage of fruit juices by alicy-
clobacilli is incidental, requiring a combination of ade-
quate conditions for growth of the organisms in the juice,
such as low pH and high temperatures for long periods of
time (47). A response surface model was developed 
to describe the effects of temperature (35 to 55°C),
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pH (3.5 to 5.5) and water activity (aw, 0.960 to 0.992) on
germination of Alicyclobacillus acidoterrestris spores by
Sinigaglia et al. (48), was validated with data not used in
its development, and results indicated that the model pro-
vided reliable predictions of growth of spores.

B. NUTRIENT LOSS

Nutrient loss in juice products is essentially synonymous
with vitamin loss. Since consumers derive major vitamin
benefits from citrus juices, factors that impact on vitamin
retention are of considerable importance (39).

Vitamins can be grouped according to whether they
are soluble in water or in nonpolar solvents. The water-
soluble vitamins are vitamin C and a series known as vita-
min B complex. 

Ascorbic acid (vitamin C) is the one of the most
important nutrients in orange juice. Some other fruits con-
tain more ascorbic acid than oranges, such as kiwi, straw-
berries and blackcurrant, but fewer are as popular. Ascorbic
acid is essential for the synthesis of collagen, the most
abundant protein in mammals, and a lack of this vitamin
leads to scurvy (49).

Ascorbic acid is a natural antioxidant and its loss in
juices is closely related to the availability of oxygen in
packages. The loss of this vitamin in processed citrus
juices is due to aerobic and anaerobic reactions of nonen-
zymatic nature (39) or through catalysed or uncatalysed
aerobic pathways (50). Several researchers studied ascorbic
acid decomposition, and several studies focused on the
influence of oxygen, packaging systems and other
chemicals on ascorbic acid contents. It is possible that the

various mechanisms of deterioration can operate simulta-
neously. Which one predominates depends on the storage
temperature and on the availability of oxygen, thus highly
complicating the treatment of kinetic data (50).

The anaerobic pathway is independent of oxygen (as
the name implies) and is mainly driven by the storage
temperature. Losses caused by this pathway cannot be
prevented by package type (38), lowering the storage tem-
perature is the only way to minimise its rate (51). This
mode of degradation is prevalent in hermetically sealed
packages. Under anaerobic conditions ascorbic acid
decomposes to 2,5-dihydro-2-furoic acid, 3-deoxy-D-
pentosone, carbon dioxide and furfural (39, 52, 53).

The aerobic pathway needs oxygen and is therefore
related to the presence of headspace oxygen, dissolved
oxygen and the oxygen-barrier properties of the package
(38). In cases where permeation of oxygen into a package
is considerable, headspace oxygen is present or oxygen is
dissolved in the product, the contribution of anaerobic
degradation to the total vitamin C loss is small compared
to aerobic degradation (50).

The scheme shown in Figure 142.1 helps to visualise
the influence of oxygen and heavy metals on the route and
products of degradation reaction.

In the presence of oxygen, ascorbic acid (H2A) is
degraded primarily via its monoanion (HA�) to dehy-
droascorbic acid (A), involving the formation of a metal
anion complex, which combines with oxygen to give a
metal-oxygen-ligand complex (MHAO2

(n�1)�). The exact
pathway and overall rate is a function of concentration of
metal catalysts (Mn� � Cu2�, Fe3�) in the system. The
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FIGURE 142.1 Schematic representation of degradation pathways of ascorbic acid. Adapted from Tannenbaum et al. (55) and 
Villota and Hawkes (50). Dashed arrows represent simplification of several distinct reactional steps, here grouped as a single one for
simplicity sake (from Manso (54)).



rate of formation of dehydroascorbic acid is approxi-
mately first-order with respect to [HA�], [O2] and [Mn�].
When the metal catalysts are Cu2� and Fe3�, the specific
rate constants are several orders of magnitude greater than
the spontaneous oxidation, and therefore even a few parts
per million of these metals may cause serious losses of
vitamin C in food products (55).

In the non-catalysed oxidative pathway the ascorbate
anion (HA�) is subjected to direct attack by oxygen in a
rate-limiting step, to give first the radical anions (A•) and
(H2O

•), followed rapidly by formation of dehydroascorbic
(A) and H2O2. Thus the catalysed and uncatalysed path-
ways have common intermediates and are undistinguish-
able by product analysis. Since dehydroascorbic acid is
readily reconverted to ascorbate by mild reduction, the
loss of vitamin activity comes only after hydrolysis of the
lactone to form 2,3-diketogulonic acid (DKG).

Under anaerobic conditions ascorbic acid degradation
yields furfural, 2-furoic acid and other acids (50). The
maximum degradation occurs at approximately pH 4, fol-
lowed by a decrease upon a decrease in pH to 2, followed
by a rate increase with an increase in acidity (53).

Many researchers studied ascorbic acid degradation
kinetics and factors that affected its rate in food or model
food products. Table 142.1 presents a summary of some 
published studies, stressing the most important findings.

Most studies report L-AA degradation to follow first-
order kinetics (56–64). These studies cover a wide range
of products (e.g., model food systems, fruit juices, peas,
cereals) and conditions (anaerobic, aerobic non-catalytic
and aerobic catalytic), as well as different processes (e.g.,
thermal processing, concentration) and storage in differ-
ent packages. In many cases the retention of ascorbic acid
in the conditions and times tested is relatively high, what
may explain the adequability of this simple mathematical
model to describe L-AA degradation.

A smaller number of researchers report L-AA degra-
dation to follow zero-order kinetics (65, 66) or second-
order kinetics (67–69). Kanner et al. (70) reported
different reaction orders below 25°C (first-order) and
above 37°C (different from first-order). More complex
mechanisms have been suggested to describe L-AA
degradation by Vieira et al. (71), Sakai et al. (72), Hughes
(73), Lee et al. (74), Singh et al. (69) and Khan and
Martell (75, 76). Manso et al. (77) presented a study
where a first-order, the Weibull model and a mechanistic
model were used to describe the L-AA degradation in
orange juice under aerobic conditions, and showed that
first-order models could describe well for relatively low
conversions (retentions �80%), but if the reaction was
followed for longer times, up to total ascorbic acid loss,
then it would be preferable to use the Weibull model for
predictive purposes.

The dependence of the rate constants on temperature
is reported to follow an Arrhenius-type equation. Nagy

and Smoot (57) reported two distinct Arrhenius profiles,
with a critical transition region between 22 and 26.7°C.

Hsieh and Harris (78) reported that the mechanism of 
L-AA degradation in canned orange juice depends on oxy-
gen concentration, being different above and below 2 ppm,
and Kennedy et al. (79) observed that after the dissolved
oxygen in juice packed in TB cartons reaches an equilibrium,
L-AA decomposition occurs independently of oxygen.

L-AA degradation during storage of lemon juice pro-
tected from light was reported to be independent of initial
oxygen contents (61).

Similar results found by Singh et al. (69) in infant
formula protected from light, whereas in samples
exposed to light increased initial oxygen led to faster 
L-AA degradation.

The vitamin B complex group is composed of thi-
amine (vitamin B1), riboflavin (vitamin B2), niacin,
a group comprised of pyridoxine, pyridoxal and pyridox-
amine (vitamin B6), pantothenic acid, biotin, folic acid
and cobalamin (vitamin B12). All B complex vitamins
have been detected in citrus juice, except for vitamin 
B12 (39).

Folic acid is the one found in more significant amounts
(38). This vitamin is very important as it is required for
DNA synthesis and its deficiency is first expressed in tis-
sues with high rates of cell turnover (49).

Limited studies have been conducted on the stability
of the B complex vitamins in citrus juices (80). Folic acid
is quite heat-sensitive, but the vitamin C in citrus juices
protects it from degradation during heat treatment (38).
Davey and Cerf (81) presented a mathematical model to
predict the concomitant denaturation of vitamin during
sterilization as influenced by combined temperature and
liquid pH over a range of exposure times in batch thermal
processing. The procedure was illustrated using published
data for denaturation of thiamine (vitamin B-1) and
ascorbic acid (vitamin C).

C. COLOUR STABILITY

Citrus juices colours are primarily due to carotenoids
present in plastids located in the juice vesicles (82, 83).
Citrus carotenoids are C-40 compounds that can exist as
either hydrocarbon carotenes or oxygenated xanthophylls
and are primarily responsible for the red, orange and yel-
low pigments. The main carotenoids in orange juice are 
�-carotene, �-carotene, zeta-carotene, �-cryptoxanthin,
�-cryptoxanthin, antheraxanthin and violaxanthin (84).
Juice colour is an important standard for determining
quality of orange juice (84). Legally, blending with more
highly coloured juice is the only method for enhancing
100% fruit juice colour (85).

Carotenes are relatively unstable and must be
protected from oxygen, and stored under refrigerated con-
ditions (86). The colour of processed red and pink grapefruit
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fades during ambient temperature storage with a simulta-
neous darkening of the juice. The rate of colour degrada-
tion and browning are highly associated with storage
temperature for aseptically prepared orange juice. The
darkening of citrus juices during storage occurs most
often in citrus juices that are stored at ambient tempera-
ture in containers that are not effective oxygen barriers
and in the absence of antioxidants (87).

Handwerk and Coleman (88) reviewed browning as it
occurs in citrus juices and model solutions. The role of
amino acids, sugars, ascorbic acid, buffers and catalysts,
sulphur dioxide and S-containing amino acids and thiols
was discussed. According to the authors, sugar breakdown
through the Maillard reaction is initiated by formation 
of hexose amines from amino acids and sugars present in
citrus juice and proceeds through the Amadori or Heyns
rearrangement to produce deoxy and amino hexoses.
These deoxy compounds go through a series of reactions
and through one of two pathways. One of these pathways
produces furanones and pyrones, whereas the other pro-
duces furfurals and pyrroles. Both pathways are known to
be operable because all four types of compounds have
been found in citrus juices. However the actual com-
pounds responsible for browning, i.e., the brown pig-
ments, were not identified.

Marcy et al. (89) studied concentrate orange juice
aseptically packed in flexible bags and stored at 4, 15, 22
and 30°C for 6 months. Nonenzymatic browning was
measured monthly using a Hunter colour meter and
absorbance at 420 nm. They found the greatest browning
for high temperature stored samples and least browning in
the samples stored at the lowest temperatures.

Browning compounds are formed during the Maillard
reaction, which occurs between sugars and aminoacids,
polypeptides, or proteins, and between polysaccharides
and polypeptides or proteins (90). There are many path-
ways and literally thousands of compounds that might
contribute to the formation of these coloured compounds,
but when it comes to mathematically modeling non-
enzymatic browning, most researchers use zero-order
reaction kinetics. This linear model may not be the most
adequate to describe the complex group of reactions
involved in orange juice browning. Nevertheless, it is a
very simple model and it proved to be effective to predict
the browning of orange juice in a different range of tem-
peratures. Table 142.1 summarises studies reported in lit-
erature. Rojas and Gerschenson (91) reported a zero-order
kinetic for browning in a sweet aqueous model system.
The same order of reaction was reported by Robertson
and Samaniego (61) but these authors suggest the exis-
tence of a lag period, dependent on initial oxygen content,
being greater for the lower initial concentrations. Nagy et
al. (92) reported that it is inaccurate to define browning by
a simple zero or first-order reaction, especially within the
temperature region of 30–50°C.

D. FLAVOUR/OFF-FLAVOUR DEVELOPMENT

Moshonas and Shaw (93) quantified 24 volatile con-
stituents in samples of fresh Valencia and Temple orange
juices. Nispieros-Carriedo and Shaw (94) quantified 
20 volatile constituents in 15 fresh orange juice samples.
Their study is important because it compares volatile
flavour compounds in different types of orange juices.
Shaw et al. (95) used the same technique to quantify 
19 volatile compounds in a different set of 4 fresh orange
juice samples. Moshonas and Shaw (96) quantified 
46 volatile juice constituents in 13 fresh orange juice sam-
ples, hand and mechanically squeezed of 6 different culti-
vars. The results reported in their study provide the most
complete database yet determined for quantities of
volatile flavour compounds present in fresh orange juice.
Nine of the 17 oil-soluble constituents present at higher
levels in mechanical obtained juices include α-pinene,
myrcene, limonene, octanal, nonanal, decanal, neral, gera-
nial and linalool. From these, only limonene has an estab-
lished optimum level, and for processed orange juice it is
about 135–180 ppm. The seven water-soluble constituents
quantified that are considered important for flavour of
orange juice include ethyl acetate, ethyl propianate, methyl
butanoate, ethyl butanoate, ethyl-3-hydroxylhexanoate,
ethanol and (Z)-3-hexen-1-ol. Acetaldehyde and (E)-2-
hexanol, two additional components considered important
in orange flavour, were identified but not quantified. The
components present at highest levels (10-fold or higher
above their aroma thresholds) and important in orange
flavour are limonene, myrcene, �-pinene, decanal, octanal,
ethyl butanoate and linalool.

The highly desirable aroma and flavour of fresh
squeezed citrus juices is difficult to stabilize and preserve.
Once heat treatment has been applied to the juice to stabi-
lize it from the microbiological and enzymatic point of
view, certain chemical processes have been initiated which
will ultimately degrade the flavour of the product due to
the formation of off-flavours during storage.

Changes that occur during processing and storage of
citrus juices can differ widely for the different products
because of differences in starting material (juice), process-
ing conditions, packaging materials and storage condi-
tions. For instance, the initial flavour compound contents
vary for different types of orange juice (94).

Several factors have been recognized as contributing
to the development of off-flavours during thermal pro-
cessing and subsequent storage. Two aldehydes that are
indicative of temperature abuse in fruit juice are 
2-furaldehyde and 5-hydroxymethyl-2-furaldehyde (97).
Reduction or removal of oxygen from the headspace and
minimization of initial dissolved oxygen in the juice may
partially reduce the short-term production of off-flavour
(39). However, other major off-flavours are formed from
the acid-catalysed hydrolysis of citrus oil components, the
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formation of sulphur-containing juice components, and
the chemical degradation of flavourless precursors to pro-
duce off-flavours.

Tatum et al. (98) isolated 10 degradation compounds
from canned single strength orange juice (SSOJ) stored at
35°C for 12 weeks. Of the compounds identified, 4-vinyl
guaiacol, 2,5-dimethyl-4-hydroxy-3(2H)-furanone and 
α-terpineol were found to be the most responsible for the
malodorous properties of time-temperature abused juice.
The first imparted an old fruit or rotten fruit aroma, the sec-
ond imparted the pineapple-like aroma typically observed
in aged orange juice and the last one was described as stale,
musty or piny. Acid degradation of sugars was probably
responsible for 2-hydroxyacetyl furan and 3-hydroxy-
2-pyrone formation.

These authors also state that furfural was formed from
the degradation of ascorbic acid, which was mentioned in
Section III.B.1, via its anaerobic degradation pathway
(52, 53).

There is little information in literature regarding
kinetic modelling of off-flavours, although a number of
studies are published showing the effect of the tempera-
ture, pH and aw on sensorial properties (aroma, flavour
and threshold values) of these compounds and forma-
tion/degradation chemical pathways. Some studies on
kinetic modelling of furfural, HMF and PVG are sum-
marised in Table 142.1.

Robertson and Samaniego (61) reported HMF forma-
tion in lemon juice to follow a first-order reaction, and
Körmendy et al. (99) reported a lag phase for the same
kinetics. Furfural formation was reported to follow a zero-
order kinetic both in orange juice (65) and lemon juice (61).
The later researchers concluded that initial oxygen content
did not affect the rate of furfural formation. Data reported
for furfural (100) no kinetics is presented, though data visu-
alisation suggests that zero or first order are not applicable.
Marcotte et al. (101) reported PVG formation to follow a
zero-order kinetic reaction. The mechanism of formation
of PVG has been mainly studied by Fiddler et al. (102) and
later in citrus by Lee and Nagy (103), Peleg et al. (104,
105) and Naim et al. (106, 107).

The dependence of the reaction rates of these com-
pounds on temperature was considered to follow an
Arrhenius-type relationship.

E. OXYGEN

In some situations the amount of oxygen is limited to a
level that causes no significant effect in food. In other
cases, the total amount of oxygen potentially able to react
with nutrients is significant, and the effect of oxygen con-
centration (or partial pressure) on the rate of oxidative
reactions must be considered (7, 108, 109).

The mathematical modelling of oxygen uptake by
packaged foods has been mainly applied to dried and fatty

foods (5, 110, 111). For liquid foods, several studies report
the effect of oxygen on quality degradation during storage,
but few of them report changes of oxygen concentration.
Scarcer are studies where the changes are mathematically
modelled and even scarcer the ones that use a packaged liq-
uid food (in a real package material). Singh (112) devel-
oped a mathematical model to describe ascorbic acid and
dissolved oxygen concentration changes in an infant for-
mula packaged in glass bottles and stored at 7°C. This
model was based on Fickian diffusion of oxygen accompa-
nied by a second order chemical reaction in the liquid food.
Barron et al. (113) reported a study where a finite element
method was applied to the modelling of simultaneous oxy-
gen diffusion and chemical reaction in packaged apple
juice, stored at 25°C, using a cylindrical high-density poly-
ethylene package (top and bottom insulated). Hertlein et al.
(114) presented a study of prediction of steady state oxygen
transmission from transient state measurements. Two mod-
els were tested, one with an equation describing the tran-
sient state, another using a partial pressure pulse instead of
a constant change in partial pressure. The study included
testing of both models in different films (mono and multi-
layers) and it was concluded that both models were valid
only for ideal conditions. Ahrné et al. (115) presented a
study of modelling of oxygen changes in liquid foods pack-
aged in aseptic cartons. This study combines oxygen uptake
from the outside environment with oxygen consumption by
first order oxidative reactions in packed juice during stor-
age. The model was applied to orange juice aseptically
packaged in Tetra Brik Aseptic cartons, during storage up
to 5 months at six different temperatures, ranging from 4 to
50°C, and was further tested with data reported in literature.
It was found that it adequately describes the dissolved oxy-
gen concentration changes during storage.

IV. CONCLUSIONS

The shelf life of a food is the time period for the product
to become unacceptable from sensory, nutritional or
safety perspectives (116). From the viewpoint of the food
industry, shelf life is based on the extent of quality loss
that the food company will allow prior to product con-
sumption while ensuring safety. For consumers, the end of
shelf life is the time after which food no longer has an
acceptable look or taste. Although food systems have very
complex mechanisms of deterioration, shelf life of food
products can be determined, and subsequently predicted,
based on some primary mode of deterioration (116).

This chapter addresses particularly aspects that fix the
limits of foods (microbiology, nutrient loss, colour stabil-
ity, flavour/off-flavour development), as well as kinetics
of nutrient losses and their dependence on environmental
factors and food composition. Mathematical models are
also discussed, particularly in relation to quality charac-
teristics decay.
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I. INTRODUCTION AND OBJECTIVES

Product development in food engineering involves find-
ing combinations of constituents that produce foods as a
result of  certain processes. These foods should have desir-
able properties and should be created in an economical
and reliable manner. While achieving these goals can be
easy, more often the food engineer has available a wide
range of options to choose from when making a product.
Finding the specific settings for these factors that satisfy
quality, reliability and cost goals can often be difficult.

In this chapter experimental design is introduced with
discussion on how this set of statistical tools can be used
to optimize quality, reliability and cost by finding the best
combinations of constituents and processes for a new
product. The concepts and tools discussed here are not
new, having been around for over 70 years. These basic
methods have proven their utility in a large number of dis-
ciplines from food production to medicine and from agri-
culture to consumer sciences and bio-informatics. As you
will see, these methods can be valuable tools in food engi-
neering tasks as well.

This chapter will only introduce a small portion of the
full set of statistical design tools available and the inter-
ested reader is encouraged to read further in any of the
large number of experimental design books available. The
reader is assumed to have basic knowledge about statistical
concepts of design of experiments and linear modelling.

The general objective is to elaborate a methodological
framework for product development and optimisation in
the food sciences based on optimal experimental design.
This framework relies heavily on response surface models
to link the experimental factors to the response variable of
interest. This presentation is structured into an introductory
part in which the basic concepts of experimental design
and response surface modelling are elaborated, followed
by a discussion of design strategies that accommodate
unconstrained and constrained factors. Each section is
illustrated with real life examples.

II. A MODELLING APPROACH TO 
EXPERIMENTAL OPTIMISATION

Experimental optimisation in product development is a
multi-step process involving:

1. Identification of the important product ingredi-
ents and processes variables involved in pro-
ducing the target product. The more important
factors are selected as the experimental factors
and define the region of interest also called the
experimental factor space.

2. Development of a predictive mathematical
model to describe the relationship between 
levels of the experimental factors and the pro-
duce responses of interest. These process
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responses are numeric or categorical product
attributes that relate to product quality, cost,
physical or chemical feasibility.

3. Construction of an optimal design that spans
the experimental factor space in relation to the
assumed model.

4. Fit the model to the data and evaluate its fit.
5. Obtain the optimal treatment combination by

examination of the mathematical model and or
return to step 3 for the next experiment.

Each of the steps above will be discussed in more detail
after we introduce some basic concepts of response surface
models and associated experimental designs.

III. BASIC CONCEPTS OF RESPONSE
SURFACE METHODOLOGIES

Assume a product attribute, denoted y, depends on the lev-
els of a set of numeric factors, coded as x1, x2, …, xk.
These experimental factors reflect relevant product com-
position, processing conditions or even socio-economic
cues, thought to be important to product objectives. Further
assume that the levels of the x’s can be controlled by the
experimenter with negligible error in comparison with the
variance of y. Traditionally, the x’s are called independent
variables or experimental factors. The response y is called
the dependent variable and at this point is considered to 
be numeric.

The dependence of y on the x’s can be formalised in a
model

y � f(x1, x2, …, xk)

Usually the mathematical form of the function f is
unknown, but in most cases this function can be approxi-
mated satisfactorily, at least within the experimental
region, by a polynomial function in the x’s. Because poly-
nomials are notoriously untrustworthy when extrapolated,
rarely will the polynomial approximation function be used
to predict responses for values of x outside the experi-
mental region.

A first order polynomial model, also called a linear
approximation model, can be written as:

y � β0 � β1x1 � β2x2 � … � βkxk

This approximation is used when the range of the x’s is so
small that little curvature is to be expected in the response
function f. The fitting of such a linear polynomial is 
considered as a special case of multiple linear regression.
In order to estimate the regression coefficients βi in this
model each independent variable xi must take at least 
2 levels. This model is only able to estimate the main effects

of the experimental factors and does not account for either
interactions or curvilinear effects. Specific designs for
first order models are elaborated in later chapters. For 
k factors, at least k � 1 data points are needed to estimate
the k � 1 unknown parameters.

Different graphical representations of a first order
model are presented in Figure 143.1. Displayed is the
response model, y � 50 � 8X1 � 3X2 over the experimen-
tal region of X1 and X2 each at levels from �1 to �1.
Clearly the response y increases with increasing levels of X1

and X2, but the main effect, the per unit increase in response
for a unit increase in the factor is greater for X1 than for X2.

The approximation model can allow more complex
relationships by adding to the first order model the 
2-factor interaction terms. This model is

y � β0 � �
k

i�1

βixi � �
k

i�j
�βijxixj

To fit this model requires that each factor be examined at
2 levels and treatments must be replicated. There are
1 � k � k(k � 1)/2 unknown parameters in the model
and hence at least this many observations are required. 
In Figure 143.2 is displayed the response model
y � 50 � 8X1 � 3X2 � 4X1X2. When compared to the
first order model, we note that the interaction model
accommodates for the mutual influence of the levels of X1

on the levels of X2. In other words, both experimental fac-
tors interact with each other; the response of y to X1

depends on X2 and vice versa. Still, the main effects of X1

and X2 on y are linear. In choosing the levels of X1 and X2

that will make up the experiment, factorial treatments can
be shown to have certain optimality properties.

If the fitting of f involves more curvature, a quadratic
or second order model becomes necessary.

y � β0 � �
k

i�1

βixi � �
k

i�1

βiix
2
i � �

k

i�j
�βijxixj

This model contains linear-, squared- and cross-product
terms and is referred to as the full quadratic model. This
model requires at least 1 � 2 k � k(k � 1)/2 data points
and each variable xi must be measured at a minimum of at
least 3 levels. Specific designs to fit second order models
are described in later chapters.

Figures 143.3 and 143.4 illustrate two second order
models. The first model specifies y � 50 � 8X1 � 3X2 �
7X1

2 � 4X1X2, and is quadratic in X1, linear in X2 and
models the interaction between X1 and X2 by adding the
term X1X2 (Figure 143.3).

The second model illustrates y � 50 � 8X1 � 3X2 �
7X1

2 � 3X2
2 � 4X1X2, and included quadratic effects in X1

and X2 and includes an interaction term X1X2 (Figure 143.4).
When a polynomial (either first or second order)

accurately approximates the real underlying function f,
the values of the Xi that produce the optimal response can
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be determined mathematically using the fitted function.
The precision of this estimate will depend on getting the
form of the approximating polynomial correct and esti-
mating the parameters precisely. This being so, the more
important problem is determining at which levels of the Xi

should the response be measured so that the form and
parameters of the model can be most precisely estimated.
That is, what factor level combinations should be used as
treatments? Before this topic is addressed, the basic 
concepts of liner regression and experimental design are
reviewed. Further discussions on response surface
methodology, which is the parent discipline of these mod-
els, can be found in Meyers (1), Meyers and Montgomery
(2) and Khuri and Cornell (3).

IV. PARAMETER ESTIMATION IN
RESPONSE SURFACE MODELS: THE
METHOD OF LEAST SQUARES

Without getting too deeply involved in the underlying
mathematics, some basic concepts have to be explained as 

prerequisites for the understanding of some specific proper-
ties of experimental designs for response surface models.

The polynomial models described in the previous
paragraph can be formulated in matrix notation as follows:

Y � Xβ � ε

where Y is an nx1 vector of observations yi on the inde-
pendent variable or the response, X equals an n*p matrix
of known levels for each individual experimental factor,
including cross-product and quadratic terms, β is a p*1
vector of unknown parameters βi, n is the number of exper-
imental units and ε is an n*1 vector of random errors.

Parameters βi are estimated using the method of least
squares in which we search for the values of the parame-
ters that minimizes the sum of squared differences between
the observed response and the corresponding expected
value. The sum of squared differences, also called the resid-
ual sums of square or error sums of squares, are given as:

SSE(b) � �
n

i�1

[yi � E(yi|b)]2

143-4 Handbook of Food Science, Technology, and Engineering, Volume 3

35
40
45
50
55
60
65

1
0.5

−0.5
−1

0
1

0.5

−0.5

−1

0
X1

X2

Y

(a)

−1.0

−0.5

0.0

0.5

1.0

−1.0 −0.5 0.0 0.5 1.0
X1

X
2

40 45 50 55

60

(b)

Y

−1.0 −0.5 0.0 0.5 1.0

X1

X1 = 1

X1 = −1

40

45

50

55

60

(c)

Y

−1.0 −0.5 0.0 0.5 1.0

X2 = 1

X2 = −1

X1

40

45

50

55

60

(d)

FIGURE 143.1 Different graphical representations of the first order model: y � 50 � 8X1 � 3X2. Perspective plot (a), Contour plot
(b), Line plot y*X2 � X1 (c), y*X1 � X2 (d).



Because this function is a quadratic in the unknown para-
meters, finding the minimum is a matter of using calculus
to compute the first derivatives of the function with
respect to each parameter and then solving the resulting
system of equations. The resulting parameter estimates are
functions of sums and sums of squares and cross-products
of the response, yi, and the predictors, x1, x2, ….

In the case were the (X�X) matrix is not singular, the
least squares estimation of the parameters b of β is given by:

b � (X�X)�1X�y

The variance-covariance matrix of b is expressed in the
following equation:

var(b) � σ2 (X�X)�1

with σ2 the error variance. The elements of the matrix
(X�X)�1 are proportional to the variance and the covari-
ances of the elements of b.

The variance of the prediction in a specific point x is
given by:

var(xb) � σ2 x�(X�X)�1x

For each factor xi that is discrete we create a correspon-
ding set of indicator variables that are then used in the
multiple-regression model above. So, for example, con-
sider different leavening agents in a biscuit baking process,
e.g., effects of yeast, enzymatic fermentation or baking pow-
der on the final weight of the biscuit. For the three levels
of leavening agent we would define two indicator variables:

z1 � � 1 If leaving � yeast

0 If not

z2 �    � 1 If leaving � baking powder

0 If not
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By creating indicator variables, so called dummy coding,
categorical variables can be included in response surface
models.

For good reference books see Draper and Smith (4),
Gunst and Mason (5) and Neter, Kutner, Nachtsheim and
Wasserman (6).

V. BASIC CONCEPTS OF EXPERIMENTAL
DESIGN

Experimentation is a basic part of scientific research. In
experimentation, the researcher deliberately introduces
certain changes in a process or product composition and
makes observations to determine the effect of the different
changes on a response. The success of the experimenta-
tion is a combination of having a good study plan or exper-
imental design and careful and competent implementation
of the treatment protocols. The key to a good experimen-
tal design is ensuring that the measurements taken will be
relevant to the study objectives. Study objectives may be
simple, such as getting the correct texture in the final
product or may be quite complex involving an array of
quality, cost and reliability measures.

All statistical experimental designs have a set of basic
concepts in common. Let’s elaborate the definitions and
basic characteristics (7, 8).

A. SOME DEFINITIONS IN EXPERIMENTAL DESIGN

An experimental factor or independent variable is a fixed
variable, which is supposed to determine at least partially
the system under study (and thus affects the dependent
variable(s)) and which can take at least two different values
or factor levels. A factor is denoted xi for i � 1, 2, …, k and
k is the number of experimental factors in the study.

An experimental treatment is a specific combination
of a level for each factor. A treatment corresponds with a
row vector consisting of a level for each factor ordered in
an arbitrary way. Vertical concatenation of all these row
vectors gives the treatment matrix.

The number of observations or measurements of the
independent variable for each treatment are called repli-
cations.

An experimental unit is the smallest subdivision of an
experiment to which a treatment is applied in a single trial.
An experimental unit corresponds to a row vector 
representing a treatment.
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The design matrix of an experiment consisting of n
experimental units and k factors is a n*k matrix, with rows
the experimental units.

The region of interest, the factor space of the experi-
ment or the experimental region is the hyper-volume
spanned by the points in the treatment matrix. Thus a
treatment matrix has a geometrical equivalent. In classical
experimental design theory both hyper-cubical and hyper-
spherical experimental regions are most common.

The size of an experiment equals the number of treat-
ments multiplied by the number of replications per treat-
ment or the number of experimental units n.

The expanded design matrix is the design matrix
extended with a certain number of columns depending on
the assumed model. The total number of columns of this
matrix equals the number of parameters to be estimated.
For instance, for the second order model (y � 50 � 8X1 �
3X2� 7X1

2 � 3X2
2 � 4X1X2) the design matrix consisting

of the levels for X1 and X2 is augmented with columns 
representing X1

2, X2
2, X1X2 and a column of 1’s for the

intercept.

B. BASIC PRINCIPLES OF EXPERIMENTAL DESIGN

1. Replication

A key aspect of a scientific finding is that it can be repli-
cated. In statistical experimental design we formalize this
concept by requiring that each treatment be replicated a
number of times. Replication allows us to quantify the
degree of variability in the response within each treatment.
By pooling this variability across all treatments we are able
to assess the importance of average response differences
among treatments. Without replication we are unable to
tell whether the differences in response observed when the
treatments are different are due to natural variability in the
response of the experimental unit to any treatment or actu-
ally reflect a true shift in the underlying process.

Thus replication or measurement of the dependent vari-
ables for repetitions of the same treatment has two goals.

Firstly it allows us to obtain an estimate of the exper-
imental error. This estimate of error becomes a basic unit
of measurement to determine whether observed differences
in the dependent variable are really statistically different.
Thus the size of a detectable effect is determined by the
number of replications.

Secondly replication permits obtaining more precise
estimates of possible differences between treatments.

2. Randomisation: Protection Against Unknown
Bias Introducing Factors

By randomisation is meant that both the allocation of the
treatments to the experimental units as well as the order in
which measurements are taken should be determined at

random. The different treatments should be randomised
over the experimental units when carrying out the experi-
ment. This means that each treatment should have the same
probability of being exposed to bias generating factors not
included in the experiment. Thus randomisation of the treat-
ments excludes the introduction of systematic bias into an
experiment, by averaging out the possible effects of extra-
neous factors.

The use of randomisation is the keystone of the appli-
cation of statistical theory to the design of experiments.

3. Blocking: Protection Against Known Bias
Introducing Factors

Often, experimental units are grouped into homogeneous
blocks at the start of the experiment. Blocking can be done
to control for time or resource constraints, to ease imple-
mentation of large experiments or to account for a factor
which is known to affect the response but which is not of
primary interest. For example, if we are baking cookies in
a small oven, the size of the oven places a limitation on
how many cookies can be baked at one time. Each batch
of cookies baked in the oven at the same time becomes a
block. In the analysis of the resulting data, block effects
will first be removed before we examine treatment effects.
In this way, the final treatment comparisons are said to be
independent of or adjusted for the blocking factor.

The blocking factor should be designed as independent
(orthogonal) as possible with the other experimental factors.
If this factor is not interacting with other factors, the
blocking factor has a pure additive effect and is not inter-
fering with the interpretation of the main factors.

4. Factorial Treatment Structures

When there are multiple factors that are of interest in the
experiment it is typical that the treatments examined are
formed by combining levels of one factor individually with
all levels of the other factors: so called factorial experi-
ments. Information obtained from factorial experiments is
more complete than that obtained from a series of single
factor experiments, because factorial experiments permit
one to estimate the effects of several factors simultaneously
and allow the evaluation of interaction effects. An interac-
tion effect between experimental factors occurs if the dif-
ference in response between the levels of one factor is not
the same at all the levels of the other factors. In the con-
text of response surface estimation this involves the pres-
ence of significant cross product terms in the model.

A class of factorial designs that are used many times
in the first stages of product development, namely for the
screening of important experimental factors, are two level
factorial designs. This design consists of all possible com-
binations of a low and a high level for k factors. Geomet-
rically the treatment matrix describes a hyper-cube. For
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example a 2k factorial design consists of all combinations
of the two levels for k factors.

It is natural to wonder why one should experiment with
factorial treatments instead of using only simple treatments
defined by levels of only one factor. Clearly, such an
approach to experimentation is feasible, but the one factor
at a time approach has a number of drawbacks. The major
drawback is that it does not take into account the interac-
tions that are known to exist among different factors that
make up a processed food.

Suppose the contour plot of the real model looks like
Figure 143.5. The main objective is finding the values for
X1 and X2 were y is maximal, in other words find the top
of the mountain. Proceeding with the one-factor-at-a-time
approach could start with experiment 1. In this experiment
X2 is kept constant and X1 is varied in several levels, result-
ing in an optimum value for y. Consecutively an experi-
ment 2 is carried out with X1 constant at the optimum of
experiment 1 and the levels of X2 changing. Again an opti-
mum for experiment 2 is reached. As demonstrated in
Figure 143.5, even for a simple response surface, a large
number of experiments is necessary. Depending on the
specific shape of the model and the chosen factor levels
possibly the optimum is never reached, because this
approach is extremely sensitive to local optima.

On the other hand if a factorial type of design, demon-
strated by the grid on Figure 143.6, would have been
imposed, the approximate shape of the model and the
approximate location of the optimum would have been
discovered in one experiment.

The sum of all the experimental units of all the one-
factor experiments is most of the time much larger than
the number of factorial combinations. Taking into account
that the one-factor-at-a-time experiment does not guaran-
tee finding the optimum, while the factorial does, it is
obvious that factorial type experiments are by far more
efficient in optimisation strategies.

Secondly the efficiency of finding significant effects
increases with the number of factor combinations included
in the experiment. Factorial experiments are very efficient
in terms of the resources needed to achieve the experimen-
tal objective. In the separate one-factor experiments, the
estimate of remaining uncertainty is based on replicates of
only a few treatments. The factorial experiment typically
uses a larger number of treatments and pools the informa-
tion on residual uncertainty to produce more precise treat-
ment effect estimates used in factor comparisons.

Finally, factorial treatment structures offer more flex-
ibility in how the full set of treatments are implemented,
allowing you to run a different subset of factor combina-
tions in each block yet still incorporate factor interactions
in the subsequent analysis.

5. Coding

When fitting first order models to 2 k factorial experiments,
it is convenient to code the experimental factors as �1 for
the low level and �1 for the high level. This corresponds
to the transformation:

Xc
i � 2� �

with Xc
i the coded factor level, Xi the original factor level,

X� the average of Xi and ∆i the range of Xi.

Xi � X�
�∆i
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For instance, if factor X1 takes values 30 and 50, the
coded Xc

i becomes:

2� � � �1    and    2� � � 1

Coded in this way, the parameter estimates of the first
order model become contrasts in the measured response
divided by the number of experimental units. This approach
is equivalent to the classical analysis of variance proce-
dures. In the sequel all treatment matrices will be coded
like this.

C. IMPORTANT PROPERTIES OF EXPERIMENTAL

DESIGNS

1. Orthogonality

A design for a first order model is orthogonal when its
coded design matrix D is an orthogonal matrix. The prod-
uct of an orthogonal matrix with its transpose is a diago-
nal matrix, thus D�D � I, with I the unit matrix. Recall
that the variance-covariance matrix of the model parame-
ters in a least squares fit of a linear model is:

var(b) � σ2 (D�D)�1 � σ2 I

with σ2 the error variance.
In this case the covariances of the model parameters

are zero, in other words the parameter estimates can be
assessed independently. Thus no confounding between
experimental factors arises and effects can be interpreted
directly. These designs are especially useful when a large
number of experimental factors have to be screened to sep-
arate important from less important factors.

How to construct orthogonal designs? Combining each
level of each factor an equal number of times always leads
to orthogonal factorial designs. Replication of centre points
retains orthogonality. A classical example of an orthogonal
design is the 2k factorial.

2. Rotatability

An experimental design is called rotatable if the variance
of the predicted response depends on the distance to the
centre of the design and not on the direction (7). Since the
main aim of fitting a model that relates product attributes
to ingredients and process variables is to optimise the pre-
dicted response, the variance of this predicted response is
most important. The variance of the prediction in a spe-
cific point x is given by:

var(xb) � σ2 x�(X�X)�1x

The property of equal precision at any given distance from
the centre point is desirable because it is not usually known

in advance which direction from the centre will lead to
optimal conditions. Rotatable designs are especially suited
for second order models. The geometry of the discussed
rotatable designs is hyper-spheric.

VI. EFINITION OF THE REGION OF
INTEREST

A. DETERMINATION OF THE IMPORTANT

FACTORS AND THEIR RANGES

In this context two situations occur:

1. Sub-optimal operating conditions are known. In
product development most of the time some ‘sub-
optimal’ operating conditions are available or at
least some knowledge exists about important and
less important factors and their specific levels in
function of the process under study. Starting from
the actual operating conditions, namely a specific
ingredient composition and/or process condi-
tions, an optimal ‘factorial type’ design is con-
structed to explore the neighbourhood of these
‘sub-optimal’ conditions. In this case the experi-
mental region is defined as a design centred at the
‘sub-optimum.’ Thus for each factor a range is
chosen with as centre the sub-optimum. Some
particular combinations of the levels of each
experimental factor describe the vertices of a
hyper-volume, centered at the sub-optimum. The
choice of the actual range per factor depends on
a priori knowledge about the effect of the factor
on the response variable, on the nature of the fac-
tors (mixture or unconstrained) and on the
assumed model as will be explained later.

2. No or not enough a priori knowledge about the
process is known. When a priori knowledge
about the importance of experimental factors or
about the approximate location of the optimum is
missing, an overall optimisation in multiple
steps is necessary. In the first steps screening
experiments are used to separate important
components from less important ones over a
relatively large experimental region, thus
involving relatively large ranges for each factor.
Once the key factors are determined, the
approach in situation 1 can be followed to
determine the region of interest.

B. THE CHOICE OF THE STATISTICAL MODEL FOR

THE ‘FACTORIAL TYPE’ APPROACH

As demonstrated previously experimenting with all
important factors simultaneously included in a ‘factorial’
type experiment is a far better approach than one-at-a-
time approaches.

50 � 40
�

20
30 � 40
�

20
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Once this multi-factor experimental region is defined, a
model form has to be chosen that will be used to relate the
experimental factors with the measured response within the
experimental region. In a response surface approach the
preferred models are polynomials of first and second
degree, namely, linear and quadratic models.

First order models with or without interaction terms,
(need at least experiments with 2 levels per factor) are
appropriate in three situations:

1. Screening experiments to select the important
factors out of a set of possible factors of
influence.

2. Experiments in such narrow ranges that the
expected effect on the response variable can be
assumed to be linear. This approach is especially
suitable in the ‘Method of Steepest Ascent’ (9).

3. When the real model is known to be linear.

A first order model fits a hyper-plane over the experimen-
tal region and as a consequence the maximal response will
always occur on the border of the region if the plane has
slope. This model only provides information about the
main effects of the factors. If the fitted surface has no
slope the experimental factors have no main effects within
the experimental region; in other words a zone of equal
response is found.

The model with interaction terms can take into
account the fact that the response of one factor differs in
function to the levels of other factors, but the response in
the main effects is still linear.

Second order models (need at least experiments with
3 levels per factor) provide information about linear, inter-
action and curvature effects with respect to all or most of
the independent variables. These models are widely appli-
cable to describe experimental data in which system cur-
vature is abundantly present. Thus these models are most
appropriate to optimise a response over the experimental
region, in other words to discover the levels of the ingre-
dients and process conditions of the product that result in
optimum product attributes.

The choice of the model is unquestionably linked with
the choice of an optimal design and the nature of the fac-
tors. Upgrading from a first to a second order model
involves an exponential increase of the amount of neces-
sary treatments.

C. PRACTICAL CONSIDERATIONS

Optimisation of all the compositional factors of a product,
together with all relevant process conditions necessitates a
large number of component combinations or treatments,
due to the high dimensionality of the experimental region
or the high number of possible product ingredients and
processing variables.

Of course the number of treatments has to be multi-
plied by the number of desired replicates per medium to
get the real size of the experiments and a good estimate of
the work and costs involved.

Although optimal from a theoretical point of view it is
obvious that these large sized factorial experiments make
no practical sense in optimisation. Although models fitted
on these designs will increase the insight in the system,
the estimation of the high order interactions is not neces-
sary to find the optimum operating conditions. Response
surface modelling emphasises the optimisation of a pre-
dicted response with an as ‘simple’ model approximation
as possible. Thus, in most cases, the interpretation of the
model parameters is of less importance, because the
emphasis is on the estimation of the predicted response,
resulting in the optimum conditions.

Moreover, in most practical optimisation situations in
the food sciences (and in industry in general) the size of an
experiment is restricted to a ‘reasonable’ number of exper-
imental units due to external factors: product and equip-
ment availability, limited time period to carry out
measurements, financial limitations, manpower, etc.
Especially in these high dimensional systems the practical
feasibility of the experiment is the determining factor for
the optimisation strategy, compromising between the num-
ber of factors and the complexity of the statistical model.

In practice, methodologies are searched for that have
a high probability to find the optimum taking in account
as small a number of treatments as possible, resulting in
the impossibility to estimate high order interactions.
These are defined as screening and response surface mod-
elling designs. Distinction has to be made here between
designs for unconstrained experimental regions and
designs for constrained regions (mixture systems). What
if the wrong model is assumed?

It is good practice to introduce a treatment in each
experiment that can be used as a checkpoint to control the
lack of fit. A simple approach is to fit the model based on
all treatments except the checkpoint and then compare the
predicted response in the checkpoint with the real meas-
ured value. In particular, this is used to test for possible
curvature while fitting a first order model. The statistical
approach to lack of fit uses a partitioning of the error sums
of squares into pure experimental error and lack of fit as
the foundation for formal tests (2).

VII. OPTIMISATION PHASE: OBTAINING
THE OPTIMAL COMPOSITION BY
INVESTIGATION OF THE FITTED
MATHEMATICAL MODEL

A. POSSIBLE SITUATIONS

In the optimisation step the fitted response surface is used
in the search for the optimum. Different situations result
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as a function of the location of the optimum:

1. The optimum is located on the border of the
experimental region. In this situation a principal
direction of improvement can be defined,
directed to the new optimum. A new experiment
has to be carried out centered at the new sub-opti-
mum, followed by re-evaluation. This is actually
a search for the region of maximal response by
consecutively fitting first order models. This pro-
cedure in which the experimenter proceeds
sequentially along the path of maximum increase
in response is called the ‘Steepest Ascent
Procedure’ (9). Once the approximate location of
the optimum is found a second order model is
used to determine the optimum.

2. Within the experimental region no optimum is
found. This means that the response is not
affected by the changes of the factors within the
range of the experiment. In other words the
experimental region can be considered as a
region of sub-optimal response. If desirable a
new experiment can be set up centered at the
sub-optimum but increasing the ranges of all
factors. When fitting first order models carry
out the lack of fit test to make sure that no cur-
vature is present in the real model.

3. The optimum is found within the experimental
region. The objective is reached. Double-check
in case of local optima can be necessary. The
fitted second order model can be investigated
and the optimum can be determined.

B. DETERMINATION OF THE OPTIMUM FOR A

SECOND ORDER MODEL

1. Contour and Perspective Plots

A contour plot is a two-dimensional graph showing con-
tours of constant response in an axes system defined by
two experimental factors Xi and Xj, while the other exper-
imental factors are kept constant. In most practical situa-
tions the fitted model should be plotted to allow preliminary
evaluation of the model and determination of the optimum.
Perspective plots are a useful aid in interpretation of fitted
models (see Figure 143.7)

2. Mathematical Procedures

If a second order model is fitted, the direct way to find the
optimum is by differentiating the response function with
respect to the Xi’s. Setting all partial derivatives

� 0

will determine the stationary point if it exists. It has to be
emphasised that this point can be either a maximum, a

minimum or a saddle point of the fitted function (Figures
143.7 and 143.8).

To determine the nature of the fitted surface and the
stationary point, a canonical analysis has to be carried out.
This analysis consists of two steps. First, the origin of the
axes system is translated to the stationary point. Next, the
axes system is rotated in such a way that the new axes cor-
respond to the principal axes of the response surface or
contour system.

In the new coordinate system, defined by Wi, the
response function is given by:

y � y0 � λ1W1 � λ2W2 � … � λkWk

where y0 is the estimated response at the stationary point.
This is called the canonical form of the fitted second order
function. If all λi are negative, a move in any direction
from the stationary point results in a decrease in y.
Therefore, the stationary point represents the point of
maximum response. If all λi are positive the stationary
point is a minimum. When λi differ in sign the stationary
point will be a saddle point.

∂y
�
∂Xi

Experimental Design in Product Development and Optimisation 143-11

1
0.5

−0.5
−1

0
1

0.5

−0.5

−1

0
X1

X2

Y

−1.0

−0.5

0.0

0.5

1.0

−1.0 −0.5 0.0 0.5 1.0
X1

X
2

48 48.5 48.5

48.5

47.5

48

49.5

49

50

47 47.546.5

51
50

49

48

47

46

FIGURE 143.7 Perspective and contour plot of the second order
model: y � 50 � 0.2X1 � 0.3X2 � 1.5X1

2 � 1X2
2 � 1X1X2. The

stationary point is a maximum.



For detailed description of the underlying mathemat-
ics the interested reader is referred to the specialised liter-
ature (1) (2).

C. Multiple Response Variables

Until now, methodology is described to optimise one
response variable. In many situations, however, more than
one response variable has to be optimised at the same time.
When multiple responses are observed there is a need to
reach some type of compromise as far as the optimal prod-
uct attributes are concerned.

A simple approach is overlaying the contour plots of
the fitted models for each individual response variable and
then searching for regions of ‘satisfactory’ compromise.
For a few responses this procedure mostly solves the
problem. For multiple dimensions in response surface
methodology the reader is referred to the specialised 
literature (1, 2). More general approaches, like multivari-
ate analysis of variance and canonical correlation analysis
can be found in multivariate analysis books 
(10, 11).

VIII. MIXTURE THEORY: IN SEARCH OF
OPTIMAL COMPOSITION

Many products consist of a mixture of different ingredi-
ents, mixed together in a certain composition, for instance
cake dough: a mixture of flour, butter, sugar and baking
powder. As a function of the relative proportions of the
different components the properties inherent to the final
cake product differ. In the general mixture problem, the
response that is measured is only a function of the pro-
portions of the ingredients present in the mixture and not
of the amount of the mixture. The textural properties of
the cake or rheological characteristics of the dough are
functions of the relative composition of its constituent and
not of the amount of dough prepared.

In this chapter the possibilities and the major advan-
tages of mixture experiments are briefly presented. More
detailed information on mixture experiments can be found
in the work of Cornell (12), Schrevens (13–15), Goel (16)
and De Rijck (17).

A. BASIC CONCEPTS OF ‘MIXTURE SYSTEMS’

1. Whole Simplex Mixture

Mixture experiments can be distinguished by the fact that
the independent variables represent proportionate amounts,
rather than unrestrained amounts. The proportion of each
component must be nonnegative. If the proportions are
expressed as fractions, they must sum to unity. For a mix-
ture system consisting of q components, with xi the fraction
of the ith component the following equations are valid:

0 � xi � 1      for i � 1, 2, 3, …, q

�
q

i�1

xi � 1

The q components of a mixture system are called ‘mixture
variables.’ The proportion of each mixture variable can
vary from 0 (the component is not present) to 1, a mixture
with only one component, called a ‘pure mixture.’ If in a
q component mixture the proportion of q–1 mixture vari-
ables is determined, then the proportion of the qth mixture
variable is also determined:

xq � 1 � �
q�1

i�1

xi

In this way the mixture equations reduce the q dimensional
factor space to a q–1 dimensional simplex (18). This reduc-
tion in dimensionality is represented in Figures 143.9 and
143.10 for respectively a two and a three component mix-
ture system. For a two component mixture the simplex fac-
tor space is an interval on a straight line (Figure 143.9). If
there are three mixture variables the three dimensional space
is reduced to a two dimensional surface, resulting in a sim-
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plex factor space represented as an equilateral triangle
(Figure 143.10). Each point within the triangle represents a
certain mixture, represented by its co-ordinates. The co-
ordinate system used for the values of the mixture compo-
nents is called a ‘simplex co-ordinate system’ or ‘trilinear
co-ordinates.’A four component mixture can be represented
by a tetrahedron (Figure 143.11). For a mixture system with
more than four components the factor space is a q–1 dimen-
sional simplex or q–1 dimensional hyper-tetrahedron.

A typical whole simplex mixture model is the blend-
ing of different fruit juices (orange, pineapple, lemon) to
optimise the taste of the mix. In this example pure mix-
tures, for instance 100% orange juice are possible treat-
ments in the experiment.

2. Constrained Mixture System

In some cases the whole factor space is not feasible. Phys-
ical, physiological, chemical or economical considerations
in mixture experimentation often impose constraints on the

levels of components in the mixture. These constraints
define the region of interest and hence play an important
role in the design and analysis of the mixture experiment
(19). These constraints reduce the factor space to a sub-
region. For instance cake dough as a mixture of flour, but-
ter, sugar and baking powder is a good example of a
constrained mixture.

Imposing a certain lower (li) and/or upper (ui) bound on
the proportion of the mixture variables, reduces the factor
space to a sub-region (Figure 143.12) of the (q � 1) —
dimensional simplex, defined by the following equations:

0 � li � xi � ui � 1
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with li and ui respectively the lower and upper bound
imposed on the component xi. Taking into account the
mixture equation, the following constraints are imposed
on li and ui:

�
q

i�1

li � 1

�
q

i�1

ui � 1

li 	 ui

If these equations are not satisfied only one component
combination is possible (l1, l2, …, lq) or (u1, u2, …, uq) or
none at all. For each li � ui, the dimensionality of the fac-
tor space is reduced by 1 and the remaining components
must sum to (1 � li).

If the settings of the other constraints make it impos-
sible for a component to reach its lower or upper bound
then the sub-region is called “inconsistent” (19). Single
component constraints are consistent if the sub-region
contains the points (x1, x2, …, xq) so that for each compo-
nent xi � li and xi � ui. Consistency of the constraints can
be checked, using Piepel’s method. Inconsistent single
component constraints can be made consistent by decreas-
ing the upper bounds or increasing the lower bounds in
such a way that:

ui � �
q

j	1

lj � 1

li � �
q

j	i

uj � 1

3. Process Variables

If a mixture experiment includes factors besides the
mixture components that are not bound by the mixture
constraint, these are called ‘process variables’ (20).
Changing the process variables may affect the blending
properties of the mixture components. For instance the
time of mixing dough may effect the properties of the
dough. The mixing time is not a component of the mixture
but a process variable of the mixture experiment. The
experimental region of a mixture experiment with process
variable(s) is the combined region of the mixture compo-
nents and the process variable(s) (Figure 143.13). The
dimensionality of the combined experimental region equals
the sum of the dimensionality of the separate experimen-
tal regions. The 3 dimensional prism (Figure 143.13a) is
the combined experimental region of the two-dimensional
simplex (x1, x2, x3) and the one-dimensional experiment in
process variable z. In Figure 143.13b a 22 factorial design
in the process variables is carried out at each of the treat-
ments of a 3 component mixture design.

In some cases the response is a function of the amount
of the mixture. For instance the mixing modalities of
dough could be related to amount of dough. These kinds
of mixture experiments are called ‘mixture amount exper-
iments’ (21). The mixture amount experiment is a special
case of a mixture process variable experiment.

B. RESPONSE SURFACE MODELS FOR THE ANALYSIS

OF MIXTURE EXPERIMENTS

1. Specific Mixture Models: Canonical
Polynomials

The first step in the design and analysis of mixture sys-
tems is the choice of a model to describe the response as
a function of the mixture variables. As explained earlier
polynomials are used to approximate the real model.
Incorporation of the mixture constraint (sum of the pro-
portion of the mixture variables equals 1) into polynomial
models results in specific mixture models, named canoni-
cal polynomials (22).

This renders the following first order canonical poly-
nomial:

y � β0 �
q

i�1

xi � �
q

i�1

βixi � �
q

i�1

β i
*xi

with: β *
i � β0 � βi for all i � 1, 2, …, q 
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Through analogous derivation the second order canonical
polynomial is found to be:

y � �
q

i�1

β*
i xi � �

q

i�
�

q

j

β*
ijxixj

for all i, j � 1, 2, …, q, i � j

In some cases a special cubic canonical polynomial could
be of interest:

y � �
q

i�1

β*
i xi � �

q

i�
�

q

j

β*
ijxixj � �

q

i �
�
q

j �   
�
q

k

β*
ijkxixixk

for all i, j, k � 1, 2, …, q, i � j � k

2. Models for the Inclusion of Process Variables

As defined by Cornell (12), process variables are factors
in a mixture experiment that do not form any portion of the
mixture, but whose levels, when changed, affect the blend-
ing properties of the ingredients. To model the response of
the combined experiment, a combination is made of the
model in the process variables and the mixture model.

For instance multiplication of a ‘first order model
with interaction’ in two numeric process variables z1 and
z2 with a second order mixture model in three components
and combining the parameters δi and βj in one parameter
κij renders the following combined model:

Process variable model: y � δ0 � δ1z1 � δ2z2 � δ12z1z2

Mixture model: y � β1x1 � β2x2 � β3x3 � β12x1x2

� β13x1x3 � β23x2x3

Combined model:

y � κ1x1 � κ2x2 � κ3x3 � κ12x1x2 � κ13x1x3 � κ23x2x3

� κ11x1z1 � κ21x2z1 � κ31x3z1 � κ121x1x2z1 � κ131x1

x3z1 � κ231x2x3z1 � κ12x1z2 � κ22x2z2 � κ32x3z2

� κ122x1x2z2 � κ132x1x3z2 � κ232x2x3z2 � κ112x1z1z2

� κ212x2z1z2 � κ312x3z1z2 � κ1212x1x2z1z2 � κ1312x1

x3z1z2 � κ2312x2x3z1z2

In these combined models, reduction in numbers of terms
is desirable and can be accomplished using stepwise- or
all-possible-regression model building procedures.

C. DESIGN STRATEGY TO OPTIMISE MIXTURE

SYSTEMS

The mixture design used for a specific situation must be
constructed to accommodate the region of interest. The
shape of this region and all associated constraints has a
very strong influence on the final experimental design
used.

1. Whole Simplex Mixtures

If no additional constraints are imposed on the system the
experimental region is defined by the mixture constraint
and thus coincides with the whole simplex.

To explore the whole simplex, the designs mostly used
are the simplex screening, the simplex lattice and the sim-
plex centroid mixture designs.

a. The simplex screening design
The simplex screening design (23) is appropriate for fit-
ting a first order model. These designs are proposed when
more than six components are involved in a screening
experiment. These preliminary experiments try to gain more
insight into the importance of the mixture components.

A q component simplex screening design consists of:

– q pure components: q permutations of (1,0,0,0,…,0)
– the overall centroid: 1/q, 1/q, 1/q, …, 1/q
– q interior points of the form:

[(2q)�1, (2q)�1,…, (q � 1)/2q, …, (2q)�1]

With this design q components can be screened with
(2q � 1) treatments. An example is shown in Figure 143.14.

b. The simplex lattice design
A design used to explore the whole factor space is the 
‘{q, m} simplex lattice design.’ Each mixture variable
varies with m � 1 equally spaced values from 0 to 1 (18):

xi � 0, 1/m, 2/m, …, 1 for i � 1, 2, …, q

In the design all possible treatment combinations with
these proportions for each mixture variable are used
(Figure 143.15). The number of points in the simplex lattice
design can be calculated as follows (22):

� � �
(q � m � 1)!
��
m! (q � 1)!

q � m � 1
m
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The {q, 1} simplex lattice design is appropriate for first
order models, while the {q, 2} and {q, 3} are suited respec-
tively for a second order and special cubic canonical poly-
nomial mixture model.

The {3, 2} simplex lattice design consists of the six
points: (1, 0, 0), (0, 1, 0), (0, 0, 1), (½, ½, 0), (½, 0, ½) and
(0, ½, ½). The first three mixtures are “pure mixtures” since
they only consist of one component. The other mixtures
are “binary mixtures” or two component mixtures.

b. The simplex centroid design
The simplex centroid design (20) consists of 2q � 1 points
or mixtures:

– q pure components: q permutations of (1,0,0,0, …, 0)
– (q

2) binary mixtures with equal proportions: (q
2) per-

mutations of (1/2,
1/2,0,0, …, 0)

– (q
3) ternary mixtures with equal proportions: (q

3) per-
mutations of (1/3,

1/3,
1/3,0, …, 0)…

– one q-nary mixture with equal proportions: the mix-
ture (1/q,

1/q,
1/q,

1/q, …, 1/q)

The simplex centroid design includes the vertices of
the centroid of the simplex and the centroid of all lower
dimensional simplices, contained within the (q � 1)-
dimensional simplex. For a given number of components
there exists only one simplex centroid design, while dif-
ferent simplex lattice designs are possible. As an example

a two and three component simplex centroid design is
shown in Figure 143.16.

The simplex centroid design is especially suited to fit
a special cubic canonical polynomial or to fit a second
order model where the q-nary mixtures can be used as
checkpoints for lack of fit.

2. Constrained Mixtures

Most mixture experiments are carried out in a sub-region
of the total factor space defined by constraints. In func-
tions of the imposed constraints the experimental region
can be homomorphic with the simplex or can be a convex
irregular polyhedron.

a. Homomorphic experimental region
If the experimental region is homomorphic or has the same
shape as the whole simplex, the sub-region can be trans-
formed into the whole simplex using a pseudocomponents
transformation. In the transformed sub-region whole sim-
plex designs in pseudo-components can be used as dis-
cussed in the paragraph on whole simplex designs.

Two cases occur: lower and upper bound constraints.

b. Lower bound restrictions
If in a mixture system consistent lower bounds are imposed
on some or all of the components the resulting sub-region
retains the shape of a simplex (Figure 143.17):

0 � li � xi � 1
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�
q

i�1

li � 1

Some of the lower bounds li can be equal to zero. If the
lower bounds are the same for each component, the cen-
troid of the sub-region is the same as the centroid of the
factor space. To describe the response surface over the
sub-region with a polynomial equation, the model can be
written using either the original mixture components with
constraints or a lower-bound pseudocomponents transfor-
mation. The model calculations are more straightforward
and easier to interpret when the lower-bound pseudo-
components approach is used. ‘L-pseudocomponents xi’
are defined as follows (24):

x�i �
xi � li

l � �
q

i�1

li

with: �
q

i�1

li � 1

In Figure 143.17 this transformation is demonstrated. The
resulting sub-region for a three component mixture sys-
tem (x1, x2, x3) constrained with the lower bounds
x1 
 0.35, x2 
 0.15 and x3 
 0.20, is transformed to 
L-pseudocomponents (x�1, x�2, x�3), resulting in a whole
simplex in L-pseudocomponents x�1, x�2 and x�3.

c. Upper bound restrictions
Upper bound restrictions on some or all the components
in a mixture system can be defined as:

0 � xi � ui � 1

Not all the mixture components need to be constrained 
by upper bounds. Upper bounds reduce the factor space to
a simplex with the opposite orientation of the original

simplex and enclosed in the whole simplex if and only if
(25):

�
q

i�1

ui � umin � l

with: umin the minimum of the q upper bounds (exception
made for the trivial case q � 2).

To transform the restricted simplex to a standard sim-
plex the following pseudocomponent transformation can
be used:

xi��
ui � xi

�
q

i�1

ui � l

Since the pseudocomponents simplex is opposite orien-
tated, the effects of the pseudocomponents will also be
opposite to the effects of the original components. If the
boundaries of this simplex extend beyond the boundaries
of the original simplex, the experimental region is an
irregular hyper-polyhedron. The experimental region con-
strained by the upper bounds x1 � 0.80, x2 � 0.70 and
x3 � 0.50 in Figure 143.18 is an irregular hyper-polyhe-
dron with 6 vertices.

d. Lower and upper bound restrictions
In practice, mixture components are quite often constrained
by both lower and upper bounds. A mixture system con-
strained at the same time with lower and upper bounds can
be defined as:

0 � li � xi � ui � 1

The resulting sub-region is homomorphic with the total
factor space if the ranges (ui � li) of all the components of
the consistent set of constraints are equal and if the sub-
region is positioned within the original simplex. Since
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FIGURE 143.18 Transformation to U-pseudocomponents.



many sets of inconsistent constraint can define the same
experimental region, while the region defined by consistent
constraints is unique, the consistency of the constraints
has to be checked first.

If a consistent set of constraints imposes an equal
range on each component, the experimental range for both
the lower and the upper bound simplex has to be calcu-
lated. The appropriate pseudocomponent transformation
will be indicated by the smaller simplex. If this simplex is
orientated in the same way as the original simplex, lower
bound pseudocomponents are used; in the other case
upper bound pseudocomponents are appropriate.

e. Convex irregular hyper-polyhedron
Most mixture experiments are carried out in sub-regions
with an irregular shape due to the imposed constraints. In
these cases a specific optimal design has to be computed
for each specific situation using general optimal design
theory. If high dimensional hyper-polyhedrons are inves-
tigated, the use of computer-aided design of experiments
is essential.

An algorithm is necessary to list candidate points for
the design, consisting of the vertices and the centroids of
the faces of different dimensions, eventually extended with
a number of interior checkpoints. These checkpoints will
be used to test the goodness of fit of the model.

Once the candidate points are listed, a second algo-
rithm selects an optimal set of design points from this list
of functions of an optimal design criterion, related to the
chosen model. This methodology falls beyond the scope
of this text (12, 26–31).

D. EXAMPLES OF PRODUCT DEVELOPMENT BASED

ON MIXTURE THEORY

Although mixture experimentation strategies have been
available since the sixties (oil, pharmaceutical, fertilizer,
ceramics and explosives industries) it took until the eight-
ies and even the nineties before these procedures were
used in food engineering. Following are some extra exam-
ples of mixture product development and optimisation
representing real industrial problems, solved by the
research group of the main author.

1. The Experimental Region is the Whole
Simplex: Optimisation of a Mixture of
Different Fruit Juices

In a mixture experiment the consumer preference of a blend
of orange-, pineapple- and grapefruit juices is optimised.
Since non-linearity in response preference is expected a
second order model is used and as a result a design to sup-
port the model is chosen. Table 143.1 and Figure 143.19
show a {3, 2} simplex lattice design in the three mixture
components and the corresponding observed consumer

preferences. A quadratic mixture model is appropriate
(Table 143.2). This model has a coefficient of determina-
tion of 0.99, meaning that 99 % of the total variability is
explained by the model. The contour plot of this model
demonstrates that the pure mixture of orange juice is pre-
ferred above blends of different juices (Figure 143.19).

2. A Constrained, Homomorphic Experimental
Region: Optimisation of the Consumer
Preference in Relation to Flour Composition
of a Multiple Grain Cracker

In general, crackers are baked with only wheat flour. To
develop a new type of cracker, part of the wheat flour was
replaced with buckwheat, oats, barley and/or rye flour. To
optimise the mixture of these 5 types of flour, the flour in
the cracker dough was considered as a 5 component mix-
ture system. Using mixture theory, a multifactorial {5,2}
simplex lattice design was set-up in the wheat, buckwheat,
oats, barley and rye factor space, resulting in 15 treat-
ments (Table 143.3). The {5,2} simplex lattice design
makes it possible to estimate both the main and the inter-
action effects of the experimental factors. Based on fore-
knowledge of the food technologist a lower bound
constrained experimental region was selected, homomor-
phic with the total factor space and shifted towards the
wheat vertex, meaning that the wheat proportion was par-
tially replaced by the other flours.

The homomorphic experimental region was trans-
formed to the whole factor space with a pseudocomponents
transformation, resulting in a minimal confounding struc-
ture of the experimental design and thus more efficient
parameter estimation.

The complete second order model in pseudo-
components proportions with 15 terms was fitted to the
results. Using stepwise regression a reduced model with 
6 terms was selected, representing the results with a 
coefficient of determination of 0.76.
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TABLE 143.1
{3,2} Simplex Lattice Design in Orange-, Pineapple —
and Grapefruit Juice and Observed Average Con-
sumer Preference Scores

Observed 
Proportion Proportion Proportion Preference.

Orange Pineapple Grapefruit Average of 
Treatment Juice Juice juice 10 Consumers

1 1 0 0 85
2 0 1 0 78
3 0 0 1 65
4 0.5 0.5 0 80
5 0 0.5 0.5 68
6 0.5 0 0.5 70
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This reduced model looks as follows:

Preference � 66.62 wheat � 76.51 buckwheat � 62.41 oats
� 40.99 barley � 32.81 rye
� 129.39 wheat*buckwheat

The reduced second degree model was used to repre-
sent the response surface over the experimental region.
Since the experimental region is 4 dimensional and also
the response has to be presented, a graphical representa-
tion demands a 5 dimensional factor space. For this rea-
son the response surface was represented in two figures.

Figure 143.20 presents for 3 wheat and buckwheat
levels (major horizontal and vertical axis respectively)
and the response surface for oats, barley and rye.
Increasing the wheat proportion and/or the buckwheat pro-
portion reduces the maximum proportion of the other
grains and consequently the size of the response surface.

The more the response surfaces are positioned to the right
(top), the higher the wheat (buckwheat) proportion. In each
of the 6 response surfaces the oats and the barley propor-
tions are represented. The point where the oats and the
barley proportion equals 0, the rye proportion equals 1.
The rye proportion is calculated as 1 minus the sum of the
proportions of wheat, buckwheat, oats and barley. In each
of the six response surfaces the preference can be read as
a function of the proportion of the 5 grains.

TABLE 143.3
Pseudo-Component Proportions of the 15 Experi-
mental Design Points of the {5, 2} Simplex Lattice
Design. The Actual Mixing Proportions are Given
Between Parenthesis (Proportion � 0 Are Not Marked)
Mixture Wheat Buckwheat Oats Barley Rye

1 1 (1) 0 0 0 0
2 0 (0.84) 1 (0.16) 0 0 0
3 0 (0.84) 0 1 (0.16) 0 0
4 0 (o.84) 0 0 1 (0.16) 0
5 0 (0.84) 0 0 0 1 (0.16)
6 0.5 (0.92) 0.5 (0.08) 0 0 0
7 0.5 (0.92) 0 0.5 (0.08) 0 0
8 0.5 (0.92) 0 0 0.5 (0.08) 0
9 0.5 (0.92) 0 0 0 0.5 (0.08)

10 0 (0.84) 0.5 (0.08) 0.5 (0.08) 0 0
11 0 (0.84) 0.5 (0.08) 0 0.5 (0.08) 0
12 0 (0.84) 0.5 (0.08) 0 0 0.5 (0.08)
13 0 (0.84) 0 0.5 (0.08) 0.5 (0.08) 0
14 0 (0.84) 0 0.5 (0.08) 0 0.5 (0.08)
15 0 (0.84) 0 0 0.5 (0.08) 0.5 (0.08)

666870727476

78

78

78

80
82

84

Or = 1 Pi = 0 Gr = 0

Or = 0 Pi = 1 Gr = 0 Or = 0 Pi = 0.5 Gr = 0.5 Or = 0 Pi = 0 Gr = 1

Or = 0.5 Pi = 0 Gr = 0.5Or = 0.5 Pi = 0.5 Gr = 0

FIGURE 143.19 Contour plot of the quadratic mixture model, relating consumer preference with proportions of orange-, pine-
apple- and grapefruit juice. The treatments of the {3, 2} simplex lattice are labelled on the simplex.

TABLE 143.2
Parameter Estimate and Statistics of the Quadratic
Mixture Model, Relating Preference with Fruit Juice
Proportions

Standard
Variable DF Estimate Error t Value Pr �|t|

Orange 1 85.00000 1.31233 64.77 �.0001
Pineapple 1 78.00000 1.31233 59.44 �.0001
Grapefruit 1 65.00000 1.31233 49.53 �.0001
Or*Pina 1 �6.00000 6.42910 �0.93 0.3691
Or*Grape 1 �20.00000 6.42910 �3.11 0.0090
Pina*Grape 1 �14.00000 6.42910 �2.18 0.0501
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The oats proportion of the mixture had a strong posi-
tive influence on the preference at low rye proportions.
Reducing the oats proportion reduced the preference and
mainly in the rye direction. Increasing the wheat and the
buckwheat proportion from 0 to 0.2 increased the prefer-
ence. Barley resulted in negligible differences in preference.

Figure 143.21 represents for 3 levels in oats and bar-
ley (major horizontal and vertical axis respectively) and
the response surface for wheat, buckwheat and rye.
Buckwheat had a strong positive influence on preference
at low rye proportions. Reducing the buckwheat propor-
tion reduced preference mainly in the rye direction.
Buckwheat and wheat interacted antagonistically on pref-
erence. Increasing the barley and/or the oats proportion
from 0 to 0.2 reduced preference at a high buckwheat and
wheat proportion, while preference at a high rye propor-
tion decreased.

The highest preference (76.5%) was obtained with a
high buckwheat proportion combined with low wheat,
barley, oats and rye; while a high rye proportion yielded
the lowest preference (32.8%).

3. A Constrained, Homomorphic 
Experimental Region, Combined with 
Two Process Variables: Fat Reduction in 
the Cream of a Biscuit

This example investigates the possibility of reducing the
fat content in the cream of a biscuit from 32 to 27%. The
cream consists of 3 ingredients: cacao, sugar and fat.
Reduction of the fat proportion involves an increase in the
sugar and the cacao proportion. To keep the same high
quality of the cream two compensating components are
added in very low proportions: aroma and emulsifier.
Measurements of intrusion forces in time (texture) are
considered as response variables.

The cream is considered as a mixture system, because
the total amount of cream should stay constant when cream
composition is changed. A {3, 1} simplex lattice screening
design (Table 143.4) is proposed to fit a first order model.

To prevent high collinearity between the independent
variables due to the small range of the emulsifier (0–1%)
and the aroma (0–0.2%), these variables are considered as
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process variables with a 22 factorial design is used for
these factors (Table 143.5). The combination of both
experimental designs (Table 143.4 and Table 143.5)
results in a total of 12 (3*4) treatments and investigates a

four dimensional experimental region, determined by 5
independent variables (Figure 143.22).

Each of the 12 creams was prepared 5 times, accord-
ing to general practice. Penetrometer intrusion force



(force 1) of the cream was measured 1 hour, 1 day and 1
week after preparation of the cream at a temperature of
22°C. In this way, time is considered as a process variable
and extends the 4 dimensional experimental region to 5
dimensions.

The complete combined model (Table 143.6) repre-
sents the data with a coefficient of determination of 0.84.
In the complete combined model only the parameter esti-
mates of the variables cacao, sugar, cacao*time,
sugar*time and fat*time are significantly different from
zero. Using stepwise regression a reduced model with 8
terms is selected (Table 143.7), still representing the
results with a coefficient of determination of 0.81. The
reduced model consists of the main effects cacao, sugar
and fat, their interaction effects with time and the triple
interactions sugar*emulsifier*time and fat*emulsi-
fier*time. The emulsifier interacts antagonistically with
sugar and time and with fat and time.

The reduced second degree model is used to represent
the response surface over the experimental region. The
complete experimental region is 5 dimensional (6 factors).
Since aroma has no significant effect on the texture of the
cream, this factor can be removed from the experimental
design, reducing the experimental region to 4 dimensions.

Figure 143.23 represents for 2 emulsifier and 3 times
(major horizontal and vertical axis respectively) and the
response surface for cacao, sugar and fat. The right hori-
zontal axis represents the sugar pseudocomponent propor-
tion and the left horizontal axis represents the cacao
pseudocomponent proportion. The pseudocomponent pro-
portion of fat equals 1 minus the pseudocomponent pro-
portion of cacao and sugar.

The major changes in force 1 (penetrometer intrusion
force) are caused by time. Increasing time increases 
force 1. Increasing the amount of emulsifier from 0 to 10

grams reduces force 1 and even more as time increases. If
no emulsifier is added to the cream, force 1 increases as
the sugar proportion increases. If 10 gram of emulsifier is
present, the highest force 1 is reached at a low sugar and
fat proportion and a high cacao proportion.

IX. DESIGN STRATEGY TO OPTIMISE
UNCONSTRAINED EXPERIMENTAL
FACTORS

Typically in the development of a food product, uncon-
strained experimental factors represent processing
conditions or additives. Usually the latter are applied in
small amounts and thus do not have to be considered as

143-22 Handbook of Food Science, Technology, and Engineering, Volume 3

TABLE 143.4
Proportions of the Experimental Design Points in the
Mixture Components
Mixture Cacao Sugar 
Treatment Proportion Proportion Fat Proportion

1 0.12 0.56 0.32
2 0.17 0.56 0.27
3 0.12 0.61 0.27

TABLE 143.5
Proportions of the Experimental Design Points in the
Process Variables
Treatment Emulsifier Aroma

1 0 0
2 0 0.002
3 0.01 0
4 0.01 0.002

(a) 

 

Fat = 0.32 Sugar = 0.61

Aroma

Emulsifier

Cacao = 0.17

(b)

0

0.01

0 0.002
Aroma

Emulsifier 

FIGURE 143.22 Combined experimental design of a 22 facto-
rial design in emulsifier and aroma and a {3,1} simplex lattice
design in cacao, sugar and fat. Factorial design nested in the
mixture design (a). Mixture design nested in factorial one (b).



compositional experimental factors, bounded by the
mixture constraint. To optimise these factors classical
experimental design theory can be used. Since the optimi-
sation strategy described in this chapter highly relies on
response surface fitting, designs for first and second order
response surface models are emphasised. General refer-
ence books are (7, 8).

A. DESIGNS FOR FIRST ORDER MODELS

As previously explained the fitting of these models involves
designs with 2 levels per factor and at least k � 1 treat-
ments (with k the number of experimental factors). For
screening experiments with large amounts of components

the Plackett-Burman and fractional factorial designs are
most appropriate.

1. Placket-Burman Designs

A Plackett-Burman design is an orthogonal screening
design, consisting of a fraction of a 2k full factorial with
its main property a tremendous reduction of the amount of
treatments (32). As a consequence no interactions
between factors are estimable, but all main effects can still
be interpreted through a first order model.

In Table 143.8 a 12 treatment Plackett-Burman design
is given as an example. To apply these designs, the exper-
imenter assigns a column to each chosen experimental
factor under study (columns in the table) and then allo-
cates treatments randomly at least 5 more than the num-
ber of experimental factors to allow the estimation of
experimental error and valid test statistics about the
model.

For instance, to run a 7 factor screening experiment,
7 columns are chosen in Table 143.8 and the 12 treatment
combinations are assigned. The data are analysed with a
first order polynomial regression model. For 7 to 15
experimental factors the 20 treatment Plackett-Burman is
especially suitable. For more than 12 and less than 23
components the 28 treatments Plackett-Burman is appro-
priate (32). For screening of less than 7 factors the 12
treatment design can be chosen, although for these cases
fractional factorial designs are also available. Table 143.9
shows which design to choose as a function of the number
of experimental factors.

2. Fractional Factorial Designs

These designs are also fractions of 2k full factorial
designs, but only a few fractions are allowed because
these designs emphasise ‘balance’ in estimating factor
effects. In other words the estimation of each specific
main effect should consist of geometrically balanced dif-
ferences of measured responses on high and low factor
levels. The geometry of a 23 factorial is compared to the
geometry of a ½ fraction in Figure 143.24. The reduction
in the number of treatments results in higher order inter-
actions, the specific ones depending on the fraction cho-
sen (33). A schematic overview of possible designs is
given in Table 143.10. To use these designs in 6, 7 or 8
factors, select respectively the first 6, 7 or 8 columns of
Table 143.11 and assign the 16 treatments.

3. Addition of Points in the Centre of 
Screening Designs

The centre of a coded design corresponds with the treat-
ment coding (0, 0, … , 0). Addition of replicated centre
points makes possible lack of fit test that essentially checks
whether the real response surface is linear. This lack of fit
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TABLE 143.6
Regression Statistics for the Complete Combined
Model
Variable Parameter Estimate Prob �� T

Ca 536.69 0.0215
Su 563.57 0.0168
Fa 299.57 0.1661
ca*em �34.56 0.2522
su*em �25.85 0.3858
fa*em �1.66 0.9549
ca*ar �90.32 0.7821
su*ar �123.43 0.7058
fa*ar 121.96 0.7091
ca*ti 4.97 0.0336
su*ti 4.76 0.0404
fa*ti 4.63 0.0452
ca*em*ar 17.52 0.7047
su*em*ar 16.06 0.7282
fa*em*ar �11.25 0.8075
ca*em*ti �0.43 0.1700
su*em*ti �0.41 0.1832
fa*em*ti �0.38 0.2201
ca*ar*ti 0.87 0.7930
su*ar*ti 0.07 0.9831
fa*ar*ti �0.20 0.9527
ca*em*ar*ti �0.10 0.8267
su*em*ar*ti �0.03 0.9515

TABLE 143.7
Regression Statistics for the Reduced Model
Variable Parameter Estimate Prob �� T

Ca 362.68 0.0027
Su 414.89 0.0008
Fa 320.84 0.0069
ca*ti 2.99 0.0125
su*ti 5.42 0.0006
fa*ti 4.77 0.0021
su*em*ti �0.55 0.0029
fa*em*ti �0.40 0.0256
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is calculated as the difference between the mean responses
of all design points (equally replicated) and the mean
response in the centre point. To test the curvature for spe-
cific factors requires a design for a second order model.
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TABLE 143.8
Plackett-Burman Design with 12 Treatments

Experimental Factors

Treatment X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11

1 � � � � � � � � � � �

2 � � � � � � � � � � �

3 � � � � � � � � � � �

4 � � � � � � � � � � �

5 � � � � � � � � � � �

6 � � � � � � � � � � �

7 � � � � � � � � � � �

8 � � � � � � � � � � �

9 � � � � � � � � � � �

10 � � � � � � � � � � �

11 � � � � � � � � � � �

12 � � � � � � � � � � �

TABLE 143.9
Plackett-Burman Screening Designs
Number of Factors Possible Design

�7 12 treatments, fractional
factorial is better

7–15 20 treatment
13–23 28 treatment

X1

X2

X3

X1

X2

X3

FIGURE 143.24 Geometry of a 23 full factorial (a) and a frac-
tional factorial (1/2 replication) (b).

TABLE 143.10
Fractional Factorial Models for Screening Designs
Number of Factors Possible Design

�4 Full factorial
4 1/2 fraction of 24: 8 treatments
5 1/4 fraction of 25: 8 treatments
6 1/4 fraction of 26: 16 treatments
7 1/8 fraction of 27: 16 treatments
8 1/16 fraction of 28: 16 treatments

TABLE 143.11
Fractional Factorial Screening Designs for 6, 7 and 8
Factors in 16 Treatments
Treatment X1 X2 X3 X4 X5 X6 X7 X8

1 �1 �1 �1 �1 �1 �1 �1 �1
2 �1 �1 �1 �1 �1 �1 �1 �1
3 �1 �1 �1 �1 �1 �1 �1 �1
4 �1 �1 �1 �1 �1 �1 �1 �1
5 �1 �1 �1 �1 �1 �1 �1 �1
6 �1 �1 �1 �1 �1 �1 �1 �1
7 �1 �1 �1 �1 �1 �1 �1 �1
8 �1 �1 �1 �1 �1 �1 �1 �1
9 �1 �1 �1 �1 �1 �1 �1 �1

10 �1 �1 �1 �1 �1 �1 �1 �1
11 �1 �1 �1 �1 �1 �1 �1 �1
12 �1 �1 �1 �1 �1 �1 �1 �1
13 �1 �1 �1 �1 �1 �1 �1 �1
14 �1 �1 �1 �1 �1 �1 �1 �1
15 �1 �1 �1 �1 �1 �1 �1 �1
16 �1 �1 �1 �1 �1 �1 �1 �1



B. DESIGNS FOR FIRST ORDER MODELS WITH

TWO-FACTOR INTERACTION TERMS

1. Reflected Plackett-Burman Designs

A reflected Plackett-Burman design arises from a specific
Plackett-Burman design augmented with the same design
but all ‘�’ changed to ‘�’ and vice versa. Thus the 12 run
design is augmented to a 24 treatment design, the 20 run
to 40 runs and the 28 to 56 treatments.

The addition of these treatments makes the independent
estimation of main effects and 2-factor interactions possi-
ble. A summary is given in Table 143.12.

2. Fractional Factorial Designs

When a larger fraction of a 2k full factorial is taken, not
only main effects but also 2-factor interactions can be esti-
mated (Table 143.13). An example for 6 experimental fac-
tors is given in Table 143.14. Additional fractional factorial
design plans can be found in the literature (34, 35) or in
specific software packages for experimental design (36).

C. DESIGNS FOR SECOND ORDER MODELS

Experimental designs for fitting second order models
require at least three levels of each experimental factor so
that the parameters of the model can be estimated. An
obvious choice for such a design would be a 3k factorial,
namely a factorial experiment with each of k factors at
three levels in all possible combinations. For small num-
bers of factors (2 or 3, resulting in respectively 9 and 27
treatments) this approach is still feasible. For 4 factors, 81
treatments are involved to fit only 15 model parameters

(one intercept, four first order coefficients, four full quad-
ratic and six cross-products) in a full quadratic second
order model. Starting with 5 factors the number of treat-
ments becomes prohibitively large (35 � 243). Several
authors have suggested specific second order designs that
offer a compromise between relative precision in model
parameter estimates and the amount of experimental
effort measured as the number of treatments. The Box-
Behnken and central composite designs are mostly used.
Typically, these designs are appropriate for second order
models in two to eight factors (37) (9). If more than eight
factors are involved the designs become unpractically
large.

1. Box-Behnken Designs

Box-Behnken designs are subsets of 3k factorial designs
(37). Except for the centre points, all points are centroids
of the edges (or faces) of a hypercube with dimensions
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TABLE 143.12
Reflected Plackett-Burman Screening Designs for
Estimation of First Order Models with 2-Factor
Interactions
Number of Factors Possible Design

�7 24 treatments, fractional 
factorial is better

7–15 40 treatment
13–23 56 treatment

TABLE 143.13
Fractional Factorial Screening Designs for Estimation
of First Order Models with 2-Factor Interactions
Number of Factors Possible Design 

�5 Full factorial
5 1/2 fraction of 25: 16 treatments
6 1/2 fraction of 26: 32 treatments
7 1/2 fraction of 27: 64 treatments
8 1/4 fraction of 28: 64 treatments

TABLE 143.14
Fractional Factorial Design (1/4 Fraction of 26) for 6
Factors in 32 Treatments for a First Order Model with
2-Factor Interaction Terms
Treatment X1 X2 X3 X4 X5 X6

1 �1 �1 �1 �1 �1 �1
2 �1 �1 �1 �1 �1 �1
3 �1 �1 �1 �1 �1 �1
4 �1 �1 �1 �1 �1 �1
5 �1 �1 �1 �1 �1 �1
6 �1 �1 �1 �1 �1 �1
7 �1 �1 �1 �1 �1 �1
8 �1 �1 �1 �1 �1 �1
9 �1 �1 �1 �1 �1 �1

10 �1 �1 �1 �1 �1 �1
11 �1 �1 �1 �1 �1 �1
12 �1 �1 �1 �1 �1 �1
13 �1 �1 �1 �1 �1 �1
14 �1 �1 �1 �1 �1 �1
15 �1 �1 �1 �1 �1 �1
16 �1 �1 �1 �1 �1 �1
17 �1 �1 �1 �1 �1 �1
18 �1 �1 �1 �1 �1 �1
19 �1 �1 �1 �1 �1 �1
20 �1 �1 �1 �1 �1 �1
21 �1 �1 �1 �1 �1 �1
22 �1 �1 �1 �1 �1 �1
23 �1 �1 �1 �1 �1 �1
24 �1 �1 �1 �1 �1 �1
25 �1 �1 �1 �1 �1 �1
26 �1 �1 �1 �1 �1 �1
27 �1 �1 �1 �1 �1 �1
28 �1 �1 �1 �1 �1 �1
29 �1 �1 �1 �1 �1 �1
30 �1 �1 �1 �1 �1 �1
31 �1 �1 �1 �1 �1 �1
32 �1 �1 �1 �1 �1 �1



equal to the number of factors. Thus all these treatments
lie on a single hyper-sphere and thus are equally distant
from the centre. This geometrical property is associated
with rotatability, or the variance of the predicted response
depends only on the distance to the centre of the design
and not on the direction. These designs have a hyper-
spheric geometry as can be deduced from Figure 143.25
and are especially useful for experiments in 3 to 7 exper-
imental factors. As an example a design plan for four
experimental factors is given in Table 143.15.

2. Central Composite Designs

The central composite designs, introduced by Box and
Wilson (9) are by far the most used designs for second
order models. These designs consist of a 2k full factorial
or a fractional factorial, augmented with 2k star points and
nc centre points. If a fractional factorial is used, the main
and two-factor interaction effects should be estimable (see
designs for first order models with two-factor interaction
terms). The star points are located on the main axes of the
coded design the same distance from the centre as the fac-
torial points. In other words, both the factorial and the star

points are located on a hyper-sphere around the centre of
the design. The centre point is replicated to estimate pure
error. This design involves five levels for each factor coded
as (�α, �1, 0, 1, α), α being the distance from each star
point to the centre. To provide the design the desirable
property of rotatability, α has to be chosen according to
Table 143.16. This choice assures that star and factorial
points belong to the same hyper-sphere (Figure 143.26).
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FIGURE 143.25 Geometry of a three-factor Box-Behnken
design for a second order response surface model.

TABLE 143.15
Four-Factor Box-Behnken Design (Centre Point Three
Times Replicated)
Treatment X1 X2 X3 X4

1 �1 �1 0 0
2 �1 �1 0 0
3 �1 �1 0 0
4 �1 �1 0 0
5 0 0 �1 �1
6 0 0 �1 �1
7 0 0 �1 �1
8 0 0 �1 �1
9 �1 0 0 �1

10 �1 0 0 �1
11 �1 0 0 �1
12 �1 0 0 �1
13 0 �1 �1 0
14 0 �1 �1 0
15 0 �1 �1 0
16 0 �1 �1 0
17 �1 0 �1 0
18 �1 0 �1 0
19 �1 0 �1 0
20 �1 0 �1 0
21 0 �1 0 �1
22 0 �1 0 �1
23 0 �1 0 �1
24 0 �1 0 �1
25 0 0 0 0
26 0 0 0 0
27 0 0 0 0

TABLE 143.16
Rotatable Central Composite Designs for Three to Seven Factors

Number of Number of
Number of Full or Fractional Factorial Number of Replicated Total Number
Factors Factorial Value for αα Treatments Star Points Centre Points Treatments

3 full 1.68 8 6 6 20
4 full 2 16 8 6 30
5 full 2.38 32 10 8 50
5 (1/2) ½ replication 2 16 10 8 34
6 full 2.83 64 12 10 86
6 (1/2) ½ replication 2.38 32 12 10 54
7 full 3.63 128 14 10 152
7 (1/2) ½ replication 2.83 64 14 10 88



The sequential nature of these designs is very useful in
many problems. Firstly the factorial part of the design,
including centre points, can be run to estimate a first order
model. If the lack of fit test, based on the replicated centre
points, indicates that additional curvature is necessary, in a
second step the design can be augmented with the star points
to provide degrees of freedom for a second order model. For
example, the three-factor central composite design in Table
143.17 consists of a 23 factorial (first 8 treatments), aug-
mented with 2*3 star points (α � 1.68) and 6 centre points.

D. EXAMPLE OF PROCESS OPTIMISATION FOR

UNCONSTRAINED EXPERIMENTAL FACTORS

1. A Box-Behnken Design for a 3 Factor
Optimisation Experiment

Suppose the work on a new product has proceeded to the
point where three experimental factors are thought to be

important in affecting a quality property. The experimen-
tal factors are temperature, pressure and concentration;
the independent variable is a numeric quality attribute.

From preliminary screening experiments the ranges for
the factors were set. It is decided to use a Box-Behnken
design in search of the optimum response over the exper-
imental region.

Table 143.18 shows the coded design points, the actual
values and the measured quality index (response).

A second order full polynomial is fitted by ordinary
least squares to estimate the parameters of the model. Model
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FIGURE 143.26 Geometry of a three-factor central composite
design for a second order model.

Table 143.18
Box-Behnken Second Order Design for Three Experimental Factors

Coded Coded Coded Temperature Pressure Concentration Quality 
Treatment Temp Pres Conc °C Mp g/l Index %

1 1 1 0 90 900 20 44
2 1 �1 0 90 100 20 37
3 �1 1 0 20 900 20 39
4 �1 �1 0 20 100 20 29
5 1 0 1 90 500 30 44
6 1 0 �1 90 500 10 30
7 �1 0 1 20 500 30 17
8 �1 0 �1 20 500 10 38
9 0 1 1 50 900 30 42

10 0 1 �1 50 900 10 48
11 0 �1 1 50 100 30 32
12 0 �1 �1 50 100 10 39
13 0 0 0 50 500 20 50
14 0 0 0 50 500 20 48
15 0 0 0 50 500 20 49

TABLE 143.17
Three-Factor Central Composite Design (Centre Point
Six Times Replicated)
Treatment X1 X2 X3

1 1.00 1.00 �1.00
2 �1.00 1.00 �1.00
3 1.00 �1.00 �1.00
4 �1.00 �1.00 �1.00
5 1.00 1.00 1.00
6 �1.00 1.00 1.00
7 1.00 �1.00 1.00
8 �1.00 �1.00 1.00
9 1.68 (�) 0.00 0.00

10 �1.68 (��) 0.00 0.00
11 0.00 1.68 (�) 0.00
12 0.00 �1.68 (��) 0.00
13 0.00 0.00 1.68 (�)
14 0.00 0.00 �1.68 (��)
15 0.00 0.00 0.00
16 0.00 0.00 0.00
17 0.00 0.00 0.00
18 0.00 0.00 0.00
19 0.00 0.00 0.00
20 0.00 0.00 0.00



parameters and statistics are given in Table 143.19. As can
be concluded from this table, all parameters are highly sig-
nificant except the pressure-temperature and the pressure-
concentration cross product coefficients. This model is
represented as three perspective plots of concentration ver-
sus pressure at three different temperatures (Figure 143.27).

A canonical analysis revealed that the optimum is a
maximum. At a temperature of 59.6, a concentration of
19.7 and a pressure of 962 the quality index was max-
imised and reached a value of 52.6%.

This simple example elucidates the design and analy-
sis strategy elaborated in this chapter: determination of
the factors of interest, design and model selection in rela-
tion to objectives and results of preliminary screening,
model fitting and computation of the optimal conditions
based on model predictions.

X. CONCLUSIONS

In this chapter experimentation strategies to optimise prod-
uct attributes in function of ingredients and process con-
ditions during product development and optimisation are
elaborated.

The nature of the experimental factors, mixture- or
unconstrained components, determines in a large part the
design and modelling procedures must be followed.

A generic approach based on response surface
methodologies is proposed, due to the high dimensional-
ity of the compositional problem and the high probability
of interacting experimental factors.

Emphasis is put on the geometry of experimental
regions and the specific designs to explore the region of
interest in relation to the assumed model. In addition many
designs are given to aid the experimenter and to provide a
framework for experimentation.
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I. INTRODUCTION

Food engineering and technology groups a multidiscipli-
nary approach towards safer and better quality food prod-
ucts. This involves the application of methodologies
developed in basic sciences (e.g. chemistry, biology,
physics and mathematics) and applied sciences (i.e. bio-
chemistry, microbiology and statistics) into the applied
field of food. Mathematical modelling of food phenomena
has a long tradition with early examples as the development
of the Student t-test to study brewing (1) or the Bigelow
model in the area of sterilisation (2).

A mathematical model is a representation that captures
the interesting properties of the food system of interest.

The form of this representation can be: (i) an algorithm,
(ii) an equation, (iii) a graphical representation, (iv) some
form of experimental data or (v) any combination of them.

Mathematical modelling as such provides powerful
tools to (3):

● Construct models of the situation under study.
● Analyse interactions between components of

the food systems.
● Research and complement other methodolo-

gies to study and master the complexities of the
food systems and the complex interactions that
happen during the whole food chain (4).



With the advances of analytical and microbiological tech-
niques the paradigm in food technology of studying single
food processes analysing their components with powerful
analytical and microbiological tools has produced the
body of the present technology applied in the food indus-
try and this paradigm has satisfactorily solved most of the
problems to both research and the industry. However, with
the spread of affordable IT systems that have placed math-
ematical modelling tools in the hands of the researchers,
the former methodology has been complemented with 
the addition of mathematical modelling techniques. This
change has provided an integrating tool able to tackle
some of the most complex problems in food technology
and engineering (3).

II. OBJECTIVES OF MODEL BUILDING

Mathematical modelling is an objective oriented task
where the whole model building process is greatly influ-
enced by the particular application the model is developed
for. The objectives of the work, the particular task that the
model will perform and even the particular field on which
the models are applied will actually determine many of
the features of the model. A typical example is the utilisa-
tion of Bigelow’s model in food microbiology, where this
model is widely accepted and used to study the thermal
treatment of bacteria/spores (e.g. pasteurisation/sterilisa-
tion). Despite the fact that this model is almost equivalent
to the first order reaction model with an Arrhenius tem-
perature dependence (used to describe kinetics of chemical
reaction and widely extended in many fields of science),
the Bigelow equation is still used and will most probably
be used in future studies in the areas that have as an objec-
tive the study of heat treatment of bacteria (at least while
the model and their parameters are useful to transmit
information by microbiologists).

Mathematical models are widely used for different
purposes in food and engineering, falling usually in one of
the following general categories (3).

A. PREDICTION AND FORECAST

Model predictions and forecasts are used when an estima-
tion of the property of interest in the future is sought.
Generally food phenomena are time dependent and in this
way the study of kinetics in food (observing the variation
of a property in food during time). Moreover, since most
food processes are operated in batch mode, food process-
ing models usually need to include time as an important
variable. Some typical examples are:

● The prediction of microbial growth in food-
stuff: Mathematical models are generated using
previous knowledge and experimental data to
be employed in the prediction of the future

microbial population in the foodstuff (5, 6, 7)
although not exhaustive, provide two typical
examples of research work in this area.

● The prediction of food shelf life where mathe-
matical models are used to forecast the time of
failure of the critical quality factor(s) of a certain
product. The modelling of accelerated shelf life
studies can provide an estimate of the product
shelf life at retail temperatures (8).

● The modelling of food process phenomena where
the food is subjected to different environmental
conditions during the time of the process (9).

B. SCENARIO MODELLING

Scenario modelling is used to study the behaviour of the
system of interest under new conditions. Some typical
examples of scenario modelling are:

● Secondary models in predictive microbiology.
The behaviour of microbial growth under dif-
ferent conditions of pH, temperature and other
factors is mapped, in order to map the different
scenarios of product formulation and storage/
distribution that have not been previously tested
(9, 10).

● The study of the influence of environmental
factors in the processing/storage/retail of foods.

C. SENSITIVITY ANALYSIS

Sensitivity analysis uses simulation of different scenarios to
examine the behaviour of the response(s) in a model with
the systematic variation of the different variables involved
in it. The main objectives of the sensitivity analysis are:

● To rank the different model inputs by their
influence in the response.

● To discover new interactions of the different
variables that are involved the model.

Sensitivity studies are closely linked to the study of the
derivatives of the models in respect to the input variables.
They are usually linked to the further optimisation and con-
trol of the particular phenomena and are a particular tool
in the area of food engineering (11, 12) where they serve
as a preliminary analysis to select the most appropriate
variables that can be subjected to optimisation and control.

D. OPTIMISATION AND CONTROL

Optimisation and control make use of the mathematical
model to meet process/product specifications and direct
the phenomena towards target points. The optimisation of
food processes is largely based on mathematical models
and it has a long tradition (13) since the optimisation of

144-2 Handbook of Food Science, Technology and Engineering, Volume 3



heat sterilisation from Teixeira et al. (14). Other areas
include drying and mass transfer (15, 16). Optimisation
and control of food processes presents considerable chal-
lenges (13):

● Food phenomena are usually noticeably non-
linear and models that are capable of describing
fundamentally the phenomena are complex.

● The constraints that have to be fulfilled for an
appropriate optimisation and/or control are as
well significantly non-linear coming from cost-
ing or quality.

● The process is usually affected by many vari-
ables that can be global or locally distributed
in the product. This complicates the process
given that models have to be built to describe
the local property variation, usually involving
the interaction of several transport phenom-
ena. This usually implies the solution of one
or more partial differential equations (PDEs).
For example, the drying of spaghetti can
involve under reasonable drying conditions a
global temperature dynamic, a local moisture
content and possibly a local stress field (16).

● Variability and uncertainty in the product and
process conditions can present additional diffi-
culties to the optimisation process. An optimal
policy for an “average” product may result in
significant losses of product that presents dif-
ferent characteristics (17).

One of the most significant benefits of model building is
actually to be able to control or to optimise the process/
phenomena under study (e.g. 18). This can yield to signi-
ficant gains in profit and quality of the food products that
arrive to the consumer. Despite this fact and the wide
appearance of mathematical models in the food engineer-
ing area, the exploitation of mathematical models via opti-
misation and control has yet to become a mainstream
activity (13).

E. METAMODELLING

Metamodelling is a modelling task that intends to con-
dense the information from complex mathematical models
into simpler models. Metamodelling is a modelling tool that
makes complex modelling results accessible. Two typical
examples of metamodelling:

● Hayakawa et al. (19) studied hygrostress mod-
elling where the information about the stress
during the drying of a sphere or a plate was
condensed in charts. The charts can be used to
produce predictions of stress during a certain
drying process without the need of having or
knowing how to use simulation software.

● Silva (20) studied optimal sterilisation policies
using transient heat transfer PDA in two dimen-
sions together with quality and microbiology
thermal kinetics equations. After finding the
optimal temperatures for different conditions,
polynomial models that allowed for the calcu-
lation of the optimal temperature with a rea-
sonable precision were developed. In this way,
optimal sterilisation temperatures could be cal-
culated for a new process with a simple spread-
sheet and without having to use the heat transfer
model.

III. MODEL BUILDING PROCESS

Model building involves the procedure to construct a
mathematical model from a particular situation. It usually
involves the following tasks (3):

i) Identification: What is the phenomenon to be
explored? What is the purpose of a model in
these circumstances? What is the information
already available? What experiments have to be
made? What are the assumptions one can rea-
sonably make? What approach should be taken?

ii) Estimation: What are the parameters one is
looking for? How to obtain parameter estimates
for the model? How to solve the problem?

iii) Validation: Is the model valid for application
in the particular situation under study?

iv) Application: For what is the model needed?
v) Maintenance and Iteration: Is the problem

solved? Does one need to do further work and
build more detailed or simpler models? Does
one need to revise initial assumptions?

These steps provide a methodology to develop models
applied to a particular situation, and although is rarely the
case in practice where they are followed sequentially, they
show the different tasks to be taken into consideration.
While estimation, validation and application of a mathe-
matical aspects of the model building have been studied
by operation research and statistics extensively, model
identification, maintenance and iteration of the mathemat-
ical model are not yet as developed as the former method-
ologies.

IV. TOWARDS AN ECLECTIC APPROACH
IN MODEL BUILDING

Model building in food has benefited from methodologies
already developed to use them for the advance of food
technology and engineering. In this way two main
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approaches for model building have been laid out from
developments in physics and chemistry respectively:

a) Inductive or empirical model building.
b) Deductive of fundamental model building.

Both modelling approaches provide sound methodologies
to solve problems in the area of food technology and engi-
neering, with their advantages and pitfalls (21, 22).
Gilchrist (23) proposed a somehow “mid-way” between the
two of them in an eclectic approach to model building.

A. INDUCTIVE MODELLING

Inductive modelling uses the observational approach,
with experiments and inductive modelling techniques to
build one or more empirical models that can approximate
the particular situation under study. The estimation and
validation steps of the model gain a bigger weight, where
parameters have to be estimated with a maximum preci-
sion to ensure a prediction and the model or the models
group is validated to ensure a good model selection process.
Given the dependence of the model building process on
the experimental data, statistical methods are the basis of
inductive modelling (22).

Empirical models can involve different constructions
that mimic the behaviour of the system under study and aim
at extracting some of the useful information that experi-
mental data from the study can provide. They also can be
used to reproduce the behaviour of the system in questions
as a black box model, to be used for control, optimisation
or sensitivity analysis purposes. A particular example of
empirical modelling is the classical linear regression model,
where a vector response y is expected to behave in a linear
fashion in respect to a matrix of X and an error term.

One can hope that this relationship holds under a limited
range of study of the independent variables and then can be
applied in this range for all uses (24). Other empirical mod-
els can include (generalised) linear models, survival models,
multivariate statistical models, time series models, modern
regression methods, spatial statistics, Markov Chain Monte
Carlo models, AI models (neural networks, SOM, Fuzzy
logic, etc.), decision trees or data mining techniques (25).

Empirical model building can involve several steps in
the building of a model:

i) Experimental design
ii) Parameter estimation

iii) Model assessment
iv) Model validation
v) Model maintenance

1. Experimental Design

The development of an experimental design that will 
offer reasonable chances to build the model is of prime

importance in the model building procedure. Performing
experiments is usually a costly task in both academy and
industry and often a “one-off” opportunity: Once the set of
experiments is done, the possibility of repeating or modi-
fying the experiment is rarely available. In this view, each
experiment needs to be rigorously designed to extract the
maximum information from the phenomena. The “old-
way” of trying-each-thing-at-once has been long time ago
demonstrated to be a very inefficient way of laying an
experimental design, bound to lose the more complex
interactions of the phenomena (24). The statistical design
of experiments allows for the minimisation of resource
wasting and ensures for precision and lack of bias of the
results (24). Statistical experimental design is highly
dependent on the type of mathematical model that the stat-
istician wants to use to describe the data and because of
this, the planning of an experiment is an essential step in
inductive modelling. The way the experiment will be
planned will influence the further steps in the model build-
ing process. In this way, before planning the experiments
the scientist has to gather as much information:

● Rigorous definition of the objective(s) of the
work. Without this, it is impossible to design
experiments that will contribute to the solution
of the problem at hand.

● Selection of the variables of interest in the
study. Given that food is a complex biological
material in most of the situations, the number
of factors that can affect food phenomena can
be numerous. A preliminary selection of the
most important factors, based on literature,
work objectives criteria will help to construct
the experimental design.

● If working with continuous variables, the range
covered by the study has to be selected. What
are the interesting values for the variables?
How much will be the response(s) varying? Are
the changes in the response measurable?

● Analysis of the expected associated uncertainty
and variability of the experiment. What are the
sources of uncontrolled variability? Which
other factors can contribute to the uncertainty
in the experiment? Can those factors be con-
trolled or not?

● Preliminary study of the structure of the model
that will be built. Is one devising a linear or a
non-linear model? What are the dependencies
between the responses and the factors? Can one
separate the different levels of the model: For
example a modelling step that is concerned
with the primary covariate (e.g. time) and
another modelling step concerned with the sec-
ondary environmental factors in the study (e.g.
temperature).
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● Planning of the final report design before the
experiment is carried out, in order to identify
weaknesses in the experimental design.

● Perform trial or preliminary calculations to
determine whether the experiment will fulfil
the objectives.

The research team will have to spend a reasonable amount
of time discussing these aspects of the experiments in
order to devise an appropriate experimental design that
will contribute to the research work. The main issues that
a statistical experimental design will have to deal with are
(for a thoroughly description see chapter 50 by Schrevens
and Portier):

a) Randomisation to eliminate bias coming from
uncertainty in the parameter estimation and
prediction.

b) Replication to allow for the estimation of the
residual variance and to test the significance of
the factors under study.

c) Blocking of the experiments, considering the
available experimental units and randomised
assignment of the experimental blocks to each
of the experimental days. This will:
- Avoid bias coming from time variation.
- In the case that random effects are important

in the experiment (uncontrollable known
factors that affect variability) will help to the
estimation of the random effects variance
component (26).

d) Factorial treatment structure that will allow
studying the effect of different factors in the
experiment. It has been demonstrated that
experiments that try each of the factors one-at-
a-time spend considerable experimental
resources compared with factorial designs (26).

a. Experimental design for linear model building
Experimental design is a subjective methodology that
depends on the type of model that data is expected to fol-
low. The simplest kind of relationship between a response
and a series of factors is to assume a linear relationship,
which is an assumption that one can hold in a narrow
interval of study (24). The development of experimental
design started with the work from Fisher and developed in
the context of statistical analysis of laboratory and pilot
plant experiments with the ideas from Box and in the
design and analysis of industrial scale experiments with
the work of Taguchi (26). For a more concise focus on
experimental design for product development and optimi-
sation, please refer to chapter 50 (Schrevens and Portier).

Factorial designs
Factorial designs are the most used experimental designs
for laboratory and food pilot plant studies when working

with linear models. Several different options are 
available (24):

i) When the relationship between the response and
the variables is linear and one is happy to explore
the main effect and the interaction between the
different variables in the response there are sev-
eral alternatives:
a) When comparing two different treatments

with a single factor randomised block
designs can be used to elucidate if the
treatment produces a significant effect.

b) When the objective of the study is to
screen the effect of several factors 2k full
factorial designs can be used to help to
select the most important variables and
their interactions. See Table 144.1 for an
example of implementation.

c) If the number of factors to screen is big and
one is not able to perform a full factorial
design a 2k-p fractional factorial design may
be applied, but some of the interactions in
the model will be confounded and the
design resolution will decrease. The loss in
the ability to estimate further level effects
(e.g. two or three factor interactions), will be
compensated by the reduction in the experi-
mental runs. Once the fractional design is
analysed it would be possible to enhance the
design resolution the number by several
methods (e.g. via foldover) (24, 27).

ii) In some cases, factors can have more than two
levels and sometimes it might be that the effect
of the factor in the response is not simply lin-
ear. A possible empirical model in this situation
is to use polynomial models of different
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TABLE 144.1
Example of a Full 2k Factorial Design with Two Replica-
tions to Study the Influence of Pasteurising Temperature
(�� 60°C, �� 90°C) and pH (�� 3.0, � � 7.0) in
the Shelf Life of a Food Product. The Experiment Had
Two Experimental Units That Could Be Used Each Day
to Treat the Samples. Blocks Are Not Randomised
Repetition Block Unit Temp pH

1 1 1 � �

2 � �

2 1 � �

2 � �

2 3 1 � �

2 � �

4 1 � �

2 � �



degrees to model the curvature of the response
of the form

y � b0 � b1x1 � b2x2 � ... � bkxk � b12x1x2

� ... � bnnx
2
n (144.1)

This models, still fall under the domain of lin-
ear regression therefore facilitating parameter
estimation, study of effects and ANOVA analy-
sis. They are of special interest if the objective
of the study is to find optimum points (maxi-
mum or minimum) of the response in the exper-
imental range. In this case, 3k full factorial
designs or 3k-p fractional designs with response
surface methodology can be used to estimate
the effects of the factors and their interactions
in the response (27, 28).

Factorial designs make for the most part of the experi-
mental design in food and agricultural sciences, and they
are widely used in empirical modelling, optimisation and
response surface analysis of food phenomena. There are,
however, some other alternatives.

Latin square designs
Latin square designs are used when the factors of interest
have more than one level and when the experimenter is
interested in estimating only the main effects, as illus-
trated in Table 144.2.

Central composite designs
Sometimes the object of the study is to map the effect of
changing continuous variables at and around a point of
interest. In this case, central composite designs can be a
valuable alternative to the 3k-p design (27). A typical cen-
tral composite design can be observed in Figure 144.1. The
analysis of these designs uses the same linear models and
ANOVA tables as the conventional factorial designs.

Mixture designs
Mixture designs are suitable in the food formulation stud-
ies that require more than one ingredient, since the pro-
portion of each ingredient in the mixture depends on the
other ingredients, and the sum of all ingredients must
complete 100% of the composition of the product (29,
30). An example of a simplex lattice design is shown in
Figure 144.2. In the same way as central composite
designs, the analysis of these experiments involves
ANOVA tables and response surface methodology.
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TABLE 144.2
Example of a Latin Square Design for the Analysis of
the Effect of the Use of Three Different Sweeteners
(Fructose � F, Glucose � G and Aspartame � A) in the
Texture of Ice Cream. The Experimenter Can Use One
Lot at Each of the Three Ice Cream Factories Available,
Is Mostly Interested in the Effect of the Three Sweet-
eners and Wants to Avoid Bias in the Estimation of
the Effects from the Different Plants and the Ice
Cream Processing Lines

Plants

Processing Lines Factory A Factory B Factory C

1 F G A
2 A F G
3 G A F

pH

T
em

pe
ra

tu
re

 (
°C

)

60

65

70

75

80

85

90

2 2.5 3 3.5 4 4.5 5

FIGURE 144.1 Example of a central composite design to
study the effect of pasteurising temperature and product pH on
the shelf life of a pasteurised product at around the 75°C and pH
3.5 region. The design is composed of a 22 full factorial design
(cube points) plus the star points. The central point is repeated.

LemonApple

Mango

FIGURE 144.2 Example of a simplex lattice design to study
the sensorial acceptance of a mixture of mango, apple and lemon
in chutney. Each of the points in the graph represents a combi-
nation of mango, apple and lemon that complete the mixture.



b. Experimental designs for linear and non-linear
model building: optimal experimental designs

The application of a design strategy to optimise certain
criteria in an experiment (i.e. precision of the prediction,
error associated to the estimates) has been extensively
studied in applied statistics (31, 32, 33) and several algo-
rithms exist to design different optimal experiments in a
single run or sequentially (34).

It is not the purpose of this section to explain the details
of the design of optimal experimental designs, as there is
specialised literature on it (35, 36, 37) and the reader may
find some additional material in chapter 48 (Cunha et al.),
but it is well worthwhile to comment and rephrase some
of the particular aspects of these designs:

● Optimum experimental designs were intro-
duced first for the design of experiments con-
sidering polynomial response surface models
over regular regions.

● One of the strengths they had is the develop-
ment of algorithms for non-standard applica-
tions (e.g. constrained experimental domain)
and the ease of extension to non-linear 
models.

● In linear and non-linear model regression, the
Fisher information matrix contains the variance
and co-variances of the parameter estimates.

● Under usual regression assumptions (see
Section “Least Squares Estimation”) the Fisher
information matrix D is proportional to X � XT,
where X is the Jacobian matrix of the model,
with X � fij and fij � ∂ηi/∂θj (the derivative of
the expectation function h evaluated at the i-th
design point and the j-th parameter).

● Optimal designs of linear models yield exact
designs, but given that for non-linear models
X � XT is a Taylor approximation of the infor-
mation matrix, the designs produced for non-
linear models are only locally optimal.

● Another “problem” of the structure of the
Fisher information matrix in non-linear models
is that the D depends on the actual values of the
parameters that are to be estimated. In this way,
to design the optimal experiments with non-lin-
ear models preliminary estimates of the param-
eters are needed.

● An optimal design produces a scalar from the
information matrix and searches to optimise the
scalar to produce the set of experimental points.
The most usual experimental designs are:
- A-optimal designs search to minimise the

maximum value of the trace of the Fisher
information matrix, looking to minimise the
biggest variance associated to one of the
parameters in the model.

- D-optimal designs search the maximisation
of the determinant of ∆, with the result of
minimising the generalised variance of the
parameter estimates. This results with more
precise parameter estimates.

- E-optimal designs search to minimise the
ratio of the smallest to the biggest eigen-
value of ∆, with the result of maximising
orthogonality and minimising correlation
between parameter estimates.

Depending on which one is the objective of the experi-
ment a particular criteria will be chosen to design the
experiment.

Example 1. D-optimal design for the Bigelow
model under isothermal conditions

A research laboratory is in charge to estimate the ther-
mal stability of different strains of C. Botulinum spores.
The two properties that characterise the thermal stabil-
ity of the spores are the D121 value (the time in minutes
necessary to reduce a certain population one decimal
log fold — from 100% to 10%) and the z value (the
slope in °C of the thermal death curve). Both parame-
ters are related to the normalised population η (popula-
tion at any time divided by the initial population at time
zero) of colony forming units (cfu) by the Bigelow
model (2) where

η � 10
t10

D121 (144.2)

The following considerations were taken to produce a 
D-optimal design:

a) Initial estimates of D121 and z (1 min and 10°C respec-
tively) were obtained from literature. It is expected
that this value will be close to the particular value of
each of the strains.

b) The reasonable limits of temperature (110°C to
140°C) and time (from 0 min to 120 min) were
assumed as the most appropriate.

c) A number of sampling points equal to the number of
parameters to estimate were selected. This type of
experiment (two design points) is the minimum set 
of points necessary to estimate D121 and z.

The Jacobian matrix of this experiment is

X �� � (144.3)

Where η1 and η2 stand for the remaining spores at the
design times 1 and 2 respectively. After solving the partial

�∂
∂
D
η
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� �

∂
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η
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�

�∂
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2
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� �

∂
∂
η
z
2

�

T–121�z
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derivatives in respect to the two parameters, the determi-
nant of ∆ is

|∆| � |X � XT| � (T2 � T1)

(144.4)

T1 and T2 stand for the temperature of the experimental
points 1 and 2 respectively. Looking to the determinant
function it can be seen that for given values of D121 and z
the determinant will be maximised the bigger T2 � T1, η1,
ln(η1), η2 and ln(η2). Therefore, the experimental points
should be each at one of the extreme temperatures in the
experimental range. At each of the selected temperatures,
the optimal times that maximise the |∆| correspond to

t1 � 
D12110

� (144.5)
ln 10

t2 � 
D12110

� (144.6)
ln 10

Using the initial estimates obtained from literature the 
D-optimal design proposed for this is presented in 
Table 144.3.

Optimal design in food research
Three research groups in special have applied different
optimal designs in food research:

● The group from Oliveira and collaborators have
studied the application of D-optimal design on
the parameter estimation of food quality, shelf
life and mass transfer phenomena in isothermal
and non-isothermal experiments (38, 39, 40,
41, 42).

● Nicolai et al. have studied the application of
optimal design criteria (A, D and E-optimal) on
the design of an experimental set-up to measure
thermal properties in non-isothermal experi-
ments (43, 44, 45).

● Finally, Van Impe et al. have proposed the uti-
lization of optimal designs (E-optimal) in the
area of parameter estimation of predictive
microbiology models (10, 46, 47).

2. Parameter Estimation

This involves the estimation of the unknown parameters
of the model from the experimental data. Maximum like-
lihood, least squares, and Bayesian estimation are the
most common ones. The least squares method is widely
used nowadays in the food research area in most of the
model based estimation methods.

Least squares parameter estimation
For most of the mathematical models describing responses
in general science and engineering the maximum likeli-
hood estimates can be found by minimising the residual
sum of squares. It is of worth to point out the assumptions
used when estimating parameters from a model using
least squares (38, 48), previously developed in chapter 48
(Cunha et al.):

a) The expectation function is correct.
b) The response obtained corresponds to the

expectation function plus a disturbance.
c) The disturbance in the measurement of the

response is independent of the expectation
function.

d) Each disturbance has a normal distribution
associated.

e) Each disturbance has zero mean.
f) The disturbances have equal variances.
g) The disturbances are independently distributed.

Example 2. Kinetics of thermal degradation of
peroxidase during drying

The kinetics of thermal degradation of the enzyme horse-
radish peroxidase in maltodextrin dextrose equivalent 40
during a drying process was investigated (38).

Looking to the shape of the kinetic curve, the logistic
model was identified as the most appropriate to provide a
simple description of the situation. In this way:

� A �     
(B � A)

� ε (144.7)

1 � e

Where P/P0 is the normalised peroxidase activity, time
is the drying time, A is the horizontal asymptote at small
times (with a fixed value of 1), B is the horizontal asymp-
tote at high times, xmid is the time at the inflection point
of the logistic curve, scal a numeric scale parameter on
the time and ε a normally distributed error residual.

Figure 144.3 shows that the expectation function seems
to describe the data adequately and the residual analysis
seems to agree with the assumptions of least squares non-
linear regression (independently normally distributed
with a constant variance and no significant autocorrela-
tions). Table 144.4 shows the parameter estimations with
their standard errors and regression statistics.

Figure 144.4 shows the bi-variate joint confidence
regions of the regression parameters, which are another
way of examining the precision of the parameters and the

xmid�time
��

scal

P
�
P0

DT2
�
ln 10

T2–121
�z

DT1
�
ln 10

T1–121
�z

η1 ln(η1)η2 ln(η2)ln 10
���

D121z
2

144-8 Handbook of Food Science, Technology and Engineering, Volume 3

TABLE 144.3
Example of D-optimal Design with the Bigelow Model
to Estimate the Thermal Destruction Parameters of 
C. Botulinum Spores

Temperature Sampling Time

Sample 1 110°C 328 s
Sample 2 140°C 26 s



tau-profile (31) that shows the negligible influence of the
curvature in the error associated to the parameters of the fit.
Table 144.5 compares the fit of the logistic model with the
parameter A fixed against a model that has the parameter A
estimated (to check if there was a problem in the estimation
of the initial enzymatic activity). As those two models are
nested, a likelihood ratio test (31) can help to ascertain the
necessity of an additional parameter or not. The results of
the analysis show that the addition of one more parameter
to the model does not improve significantly the fit.

3. Model Assessment

The assessment of the model fit is a statistical analysis of
the applicability of the model through analysis of the error
term and the expectation functions. Model assessment is

usually performed by examining the prediction of the
model and by testing that the previous assumptions done
in the model building have been fulfilled, generally by
making residual diagnostic plots.

4. Model Validation

Model validation can be performed using k-fold valida-
tion, bootstrap techniques or external data. Given that the
availability of experimental data k-fold and bootstrap are
the most common techniques used (24).

5. Model Maintenance

Once models are fit and validated, they can be applied.
However, modelling itself is a dynamic activity and mod-
els rarely have a long life. As new data and new theories
are developed, new models will arise to compete with the
previously developed ones. The new models can be com-
pared and selected or discarded using model discrimina-
tion criteria like the Akaike and Bayesian information
criteria or the likelihood-ratio tests (24) or new experi-
ments can be devised to discriminate between the two
models (35) to improve the precision of the forecasts.

B. DEDUCTIVE MODELING

Deductive modelling uses the theoretician approach, with
deductive modelling techniques to build a mathematical
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FIGURE 144.3 Diagnostic plots of the regression of the peroxidase data with the logistic model. (a) Standardised residuals vs. fit-
ted values to study if the variance of the residuals is constant. (b) Autocorrelation of the residuals vs. the lags, to help see if there are
interdependencies on the residuals. (c) Quantile-quantile plot of the residuals to examine normality. (d) Prediction of the peroxidase
data with the logistic model.

TABLE 144.4
Nonlinear Regression Summary of the Peroxidase Data
with the Logistic Model
Parameter Estimate Std. Error

A 1 Fixed
B 0.12 0.02
xmid 4860 74
scal 620 64
Residual Standard Error 0.04
Residual Sum of Squares 0.03

All parameters significant at 95% confidence.



model from the first principles that govern the phenomena
under study. In this way, the food problem is decomposed
in a series of components that make a conceptual unit on
themselves. Each of the components can then be studied
separately and then they can be coupled to describe the
integrated behaviour under the study.

For each of the components of the model, the identifi-
cation process then involves the tasks of:

● Stating the main assumptions that will help to
model the problem.

● Identifying the fluxes that govern the phenom-
ena under study.

● Determining the governing equation(s) of the
phenomena under study.

● Defining the conditions (initial and/or bound-
ary) that control the particular solution of the
governing equation.

● Defining a solution of the problem defined in
steps 1–4 or implementing an approximation of
the solution using simplification or a numerical
scheme.

In deductive modelling the process of estimation and val-
idation becomes more a calibration of the true model to
the particular situation and weights less in the overall
model building compared to the model identification task.
There is a certain expectation that once the model has
been built and validated in a simple system it can be used
in different scenarios without much difficulty and that the
same explanative behaviour will hold for the new situation
(21). Table 144.6 summarises some principles used in
deductive modelling of food phenomena.

Example 3. Deductive modelling: Water absorp-
tion of breakfast cereals

The water absorption of an extruded cereal product dur-
ing the storage and consumption dictates the shelf life of
the product, given the consumer expectations for a crispy
product. Unfortunately, the home conditions vary during
the day and extra care has to be taken to build a model that
can describe dynamic changes “at home.” In order to
study this a spherical breakfast cereals were placed under
dynamic atmospheric conditions and their weight gain or
loss recorded (49).

A typical experiment of water absorption can be seen in
Figure 144.5. It seems evident the model to be developed
must be very responsive to the changes in relative humid-
ity of the air.

The assumptions to build the model were:

● Water will arrive from the air surrounding the cereal.
This implies that the water influx from the atmosphere
will define the transport.
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TABLE 144.5
Log-Likelihood Ratio Test to the Addition of the Para-
meter A to the Fit
Model RSQ df Sum. SQ F value Pr (��F)

Logistic fixed A 0.034
Logistic fit A 0.032 1.00 0.002 0.798 0.384



● If one considers that the surface of the cereal is in constant
equilibrium with the surrounding air and that the main
obstacle to the water transport is actually the diffusion of
liquid water from the surface of the cereal to the dry core.

● A typical volume differential was considered and an
effective diffusion coefficient was defined including all
the different water transport mechanisms inside the
core of the cereal (liquid water diffusion, water vapour
transmission by convection and conduction, transport
by pressure differentials, etc.).

Under those assumptions, Fick’s second law can be pro-
posed as the one that will govern the flow of water from a
soaked surface to the core of a spherical breakfast cereal:

� �r2 Deff � (144.8)

Where X is the moisture content in dry basis, r is the
radius of the cereal, and D is the apparent diffusion coef-
ficient, if the following initial and boundary conditions
are considered:

● Constant initial water content in the cereal as the initial
condition

@ t � 0, X � 0 (144.9)

● Symmetry of the spherical diffusion front from the centre.

t � 0, r � 0, � 0 (144.10)

● Constant flux surface equilibrium through the water
sorption isotherm equation of the breakfast cereal (16)

t � 0, r � R, �Deff A � KgA(PV � PV�) (144.11)
∂X
�∂r

∂X
�∂r

∂X
�∂r

1
�∂r

1
�
r2

dX
�
dt
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TABLE 144.6
Some General Laws Used in Deductive Modelling of
Food Phenomena
Fluxes Law/Equations Example of Food Phenomena

Heat transfer Fourier’s 1st Sterilisation of solids,
and 2nd refrigeration, freezing, etc.

Mass transfer Fick’s 1st Drying, acidification
and 2nd 

Mass transfer Maxwell Multi-component mass 
transfer in food phenomena

Pressure Darcy’s Transfer of water and gases 
in porous inert foods

Momentum Navier-Stokes Convective flows in food fluids 
transfer or air fluxes in food systems

Momentum State equations, Rheology, texture, deformation 
transfer mechanical and fracture of food materials

equilibrium
equations

Chemical Zero, First-order, Shelf life of foods, chemical 
species second and reaction kinetics in foodstuffs,

n-order reaction quality prediction

Thermodynamic Luikov’s Transfer phenomena in 
fluxes porous media
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where A is the area of the cereal, Kg is the external mass
transfer coefficient, Pv is the vapour pressure of the atmos-
phere surrounding the extruded cereal and Pv is the vapour
pressure in the surface of the breakfast cereal that is found
from the sorption isotherm equation. The sorption
isotherm equation can be described using the GAB model,

aw �
� � C � 2� � ��C� �� 2� �����

2

� �� 4�(1� �� C�)�
2(1 � C)kappa

(144.12)

with Mo, C and kappa as unknown parameters and with a
temperature dependence that follows:

ln� � � � � � (144.13)

Considering the governing equation and the initial and
boundary conditions, an approximation to solve the prob-
lem can be built using the method of the lines and a stan-
dard ODE solver. If there is no further information from
other experiments (i.e. breakfast cereal sorption isotherms),
in order to calibrate the model to the particular breakfast
cereal the diffusion coefficient and the sorption isotherm
parameters have to be estimated from the experimental
data. Particular care has to be taken with (50):

● The numerical stability of the scheme that can greatly
affect the simulation and the estimated parameters.

● The convergence towards a minimum, ensuring that
local minima are avoided.

● The stability of the solution for all the experiments.

Figure 144.6 shows one of the experiments with the model
prediction and Table 144.7 shows the parameters found
using a least squares method. Both the diffusion and the
sorption isotherm parameters are within physical con-
straints and Figure 144.6 shows the ability of our model to

predict a dynamic situation with variation of the outer rel-
ative humidity of the air surrounding the cereal.

This mathematical model can then be used to study the
water absorption of breakfast cereals under different sce-
narios of relative humidity and to help predict the shelf
life of the breakfast cereals.

C. ECLECTIC MODELLING

The form and the complexity of the mathematical model
depend on the purpose of the particular application. A typ-
ical example of this is the study of drying of foods:

● Several competing fundamental theories have
been developed and models developed from
those theories (e.g. 15) co-exist with empirical
models (e.g. 16).

● Despite the fact that the theories developed
seem to explain thoughtfully many of the inter-
actions in drying systems, it does not seem that
empirical models will stop being developed by
researchers for particular applications where
model building techniques “accommodate.”
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FIGURE 144.6 Prediction of the moisture intake of the breakfast cereals with the model.

TABLE 144.7
Parameters Estimated from the Diffusion Model of
Water in Breakfast Cereals
Parameter Value 95% Confidence Interval

Deff (m2/s) 1.0633 	 10�10 1.0616 	 10�10 to 1.0651 	 10�10

Ea (kJ/(mol K)) 6.527 	 104 6.244 	 104 to 6.271 	 104

Kg (kg/m2Pa s) 3.120 	 10�8 3.116 	 10�8 to 3.124 	 10�8

Mo (g water/ 1.350 	 10�2 1.348 	 10�2 to 1.352 	 10�2

g dry)
C 20.34 20.32 to 20.36
kappa 1.199 1.198 to 1.201

R2 � 0.9982.



● In the same way the applied work in empirical
drying modelling does not seem to stop new
fundamental developments in the area of drying
that extend the knowledge on the process.

The co-existence of those two methodologies in several
R&D fields seems to indicate that there are areas where
one technique or the other can present certain benefits,
and certain problems (e.g. optimisation of drying processes)
where the two approaches present different solutions that
compete in their applicability. In this way inductive and
deductive modelling can be complemented in an “eclec-
tic” way to develop:

● Apply the theoretical knowledge to identify
model constructions for a particular problem.

● Use powerful inductive statistical techniques to
estimate parameters (least squares, likelihood,
Bayesian estimation).

● Use inductive validation combined with knowl-
edge based experimental design to compare the
model to the experimental data and to demon-
strate the domains of applicability of funda-
mentally based models.

● Use deductive knowledge and statistical criteria
to be able to benchmark several different theo-
ries and establish the limits and applicability of
their models to the particular food phenomena
of interest.

● Employ statistical techniques of simulation to
apply the fundamental model in new situations.

The statistical procedures to fit a simple empirical model
do not differ greatly from the fitting of a complex system
of partial differential equations (50) and deductive model
building techniques would benefit from the possibility of
creating procedures by which different model theories can
be compared. In the same way inductive modelling could
benefit from the application of knowledge based models
to enhance the applicability of the models generated from
experimental data.

V. FUTURE PERSPECTIVES

The field of mathematical modelling is in constant advance
and there are some topics that will present the opportunity
for developing:

a) In the area of inductive modelling:
● Accurate model formulations for reaction

networks present an opportunity to improve
the knowledge of complex food phenomena
with possible extensions to metabolic stud-
ies of biological phenomena in food (51).

● Multiphysics and the interactions between
different transport phenomena (e.g. heat,
mass, momentum) may lead to the under-
standing of complex food problems like (e.g.
grain checking, material formation during
food processing, influence of rheological
properties on food phenomena, etc.) (18).

b) In the areas of estimation and model application:
● Advances in the integration of system model-

ling and the development of hybrid simulation
can provide the tools for the integrated study
of whole food processing systems (52).

● Bayesian modelling techniques (53) and
mixed modelling can help in the estimation
of variability in food processes and to inte-
grate food modelling with quantitative risk
assessment (17). The Bayesian approach to
include previous expertise and experience in
the modelling and parameter inference pro-
cedure has the potential of producing a fruit-
ful interaction between advance statistics
and food technology/engineering. Example
4 provides an illustrative example on an
application to build a model that can be used
in further risk analysis of the microbiologi-
cal risks associated with deli shops.

Example 4. Modelling the kinetics of microbial
growth in vacuum packaged cooked chicken in
deli premises accounting for the uncertainty
between premises.

Four sandwich premises (A, B, C and D) where tested
where the log of the total viable count (TVC) was mea-
sured in chicken pieces (used as an ingredient for ready-
made sandwiches) during a working day. The data showing
the microbial growth can be seen in Figure 144.7.

Primary modelling
It can be seen that there is a general functional relationship
that can describe the growth, with a significant variability
between premises. In order to propose a model that could
describe in a reasonable way the phenomena, a non-linear
mixed effects model was proposed, where the Gompertz
model was used to describe the growth of the TVC with
time:

log(TVCi,j) � Asym � e�b2�b3time
� εi,j (144.14)

where each measurement of the TVC at the premise i in
time j is associated to a normal distributed error εi,j The fit
of a Gompertz model to each individual premise can be
seen in Figure 144.8 that serves to validate the model
application to model the kinetics of the phenomena. Once
this primary model is achieved, one can try to start mod-
elling the variation between premises.
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Secondary modelling
In order to model the variance of the Gompertz model
parameters with the premise variation Asym, b2 and b3 were
modelled as unknown parameters which had an associated
fixed effect (the behaviour of the “average” premise) and a
random effect (the variation between premises) in the form
of a random distribution that changes between premises i.

Asymi � Asym � N(0,σAsym) (144.15)

b2i � b2 � N(0,σb2) (144.16)

b3i � b3 � N(0,σb3) (144.17)

Mixed effect models convey a hierarchical structure of the
error in a model that intuitively suits many food related
problems. Using this non-linear mixed effect model, the
parameters were estimated via maximum likelihood 

estimation using the library NLME (54) and the average
premise parameters together with the variability between
premises can be seen in Table 144.8.

The fit of the model to the experimental data, together
with the average behaviour, can be seen in Figure 144.9
showing the agreement with the model. The parameters
from Table 144.8 can then be used in stochastic simula-
tions to perform uncertainty analysis of risk assessment
on the microbial growth in the sandwiches.

VI. CONCLUSIONS

Model building is an exciting research and development
field in food technology and engineering that offers 
powerful tools to solve complex problems. The main
aspects where model building is applied in the food 
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TABLE 144.8
Results of the Model Regression
Parameter Low 95% Estimate High 95%

Average Premises Parameter
Asym 4.898 5.405 5.911
b2 0.322 0.487 0.652
b3 0.972 0.982 0.993
Between Premises Standard Deviation
σAsym 0.216 0.468 1.012
σb2 0.069 0.153 0.341
σb3 0.0034 0.0090 0.0241
Within Premises Standard Deviation
σ 0.444 0.505 0.573
Regression Statistics AIC BIC LogLik

234.4 254.5 �110.20
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FIGURE 144.9 Fit of the NLME Gompertz model to the data.
The continuous line shows the average premises population
kinetics and the dotted one the best linear unbiased predictions
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technology and engineering domain have been outlined.
Simple examples have shown the different steps in the
building of models from different approaches. This pro-
lific field of food technology and engineering enjoys a
healthy development sustained by the new demands of
industry and research, and provides exciting tools to
investigate food related phenomena.
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INTRODUCTION

The purpose of this chapter is to present an overview of
major types of engineered wastewater treatment systems
that are used by different industries in Canada, with exam-
ples of actual systems that have been operated in a diversity

of applications ranging from treating food processing and
pulp and paper industry wastes to toxic landfill leachates.
Regardless of the actual wastewater treatment application,
these engineered systems typically combine different phys-
ical, chemical and biological unit operations which are
selected and matched according to the ultimate treatment



objectives of the treatment system. At the heart of the
processes are the biological reactors which employ aero-
bic and/or anaerobic bacteria to remove a wide variety of
soluble substances that may be present in the wastewaters,
such as organic matter (biological oxygen demand, BOD5)
and nutrients (typically ammonia and phosphate).

Examples of aerobic engineered biological treatment
systems used in Canada and elsewhere include large field-
size aerobic stabilization lagoons which typically employ
mechanical surface aeration, conventional activated sludge
treatment systems, aerobic biofilters (e.g. Acticontact
Process), sequencing batch reactors (SBRs), trickling fil-
ters and rotating biological contactors (RBCs). Each of
these systems requires mechanical aeration to provide
needed oxygen to drive the aerobic microbial biodegrada-
tion processes. For some applications, anaerobic biologi-
cal treatment systems such as the upward flow anaerobic
sludge blanket reactor (UASB Process) can also be found
in Canadian industrial and municipal applications.

The biological treatment unit operations of a waste-
water treatment system form what is called the secondary
treatment system. To achieve cost-effective and efficient
wastewater treatment requires secondary treatment systems
to operate in conjunction with other non-biological waste-
water treatment unit operations referred to as pre-treatment,
primary treatment and tertiary treatment. Pretreatment (e.g.
screening, grit removal chambers, comminution (grinders),
pH neutralization) and primary treatment (gravity clarifi-
cation, dissolves air flotation) unit operations are typically
located ahead of the secondary treatment system, where
they are first to treat the incoming raw wastewater by
physical and chemical means. Tertiary (polishing) unit
operations are located downstream of the secondary treat-
ment system and are designed to polish the final effluent
before final discharge. Examples of unit operations that
are used for tertiary treatment include residual phosphate
precipitation and removal; break point chlorination for
residual ammonia removal, disinfection and dechlorina-
tion; and polishing to remove trace metals (e.g. metal 

precipitation, activated carbon). The pre-treatment steps
are designed to remove solid materials such as grit and sand,
leaves, rags, bottles, and other large debris. The equipment
used in primary treatment on the other hand is employed
to remove settleable solids and floatable materials (e.g.
fats, oils and grease).

The choice of treatment technologies that will be
selected for a particular application will be determined by
the treatment objectives of the facility, which are com-
monly mandated by government regulations through
strict, enforceable industrial discharge permits such as
Certificates of Approval in Ontario, Canada. Such permits
impose very strict final discharge standards which the dis-
charger must meet or else face potential costly fines
and/or imprisonment. Table 145.1 presents an example of
the tight discharge compliance limits that one meat pro-
cessing plant in Ontario must currently meet.

This chapter has been written in two parts. The first
part presents a description and an analysis of case studies
performed during 1990. The second part discusses some
current thoughts on new approaches, techniques and
methodologies.
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TABLE 145.1
Final Effluent Discharge Compliance Limits for a
Large Meat Processing Plant in Ontario, Canada

C of A Discharge 
Parameter Limit

Carbonaceous BOD5 (mg/L) 7.5 mg/L (t � 5°C);
10.0 mg/L (t � 5°C)

TSS (mg/L) 10 mg/L
Ammonia and ammonium 3 mg/L

(as N) (mg/L)
Unionized ammonia (as N) 0.02 mg/L
Total phosphate (as P) 0.4 TP (monthly average)
Residual chlorine 0.002 mg/L
Dissolved oxygen � 4 mg/L
Acute toxicity (96 h rainbow Non-toxic (i.e. � 50%

trout assay) survival in 100% effluent)



I. APPLICABILITY OF BIOLOGICAL
TREATMENTS FOR THE 
DETOXIFICATION AND DEGRADATION
OF ENVIRONMENTAL AND FOOD
PROCESSING POLLUTANTS

Increased awareness and concern over the quality of the
environment have led the Federal and Provincial govern-
ments in Canada to pass stringent regulations and guide-
lines on the release or disposal of pesticides, industrial
wastes and other pollutants into the natural environment.
Failure to comply with such regulations can result in the
levy of high fines, costly plant shut down or even jail sen-
tences for responsible offenders. In response to the needs
of industry to meet the regulations, there has been a
tremendous effort over the past several decades to develop
new and improved waste treatment processes that are both
efficient and cost effective and which are capable of con-
sistently meeting tight effluent discharge quality criteria.
Increased industrial and government funding has sparked
fundamental research in the fields of microbial ecology,
metabolism, genetics and bioengineering, which in turn
has led the way to the development and recent introduc-
tion of some novel biological treatment processes for man
made synthetic chemicals (xenobiotic) wastes.

A variety of aerobic and anaerobic biological waste
treatment processes have been employed for years in
Canada for the treatment of domestic wastes such as sewage,
food processing wastes and the like. With the widespread
manufacture and use of novel xenobiotic substances, many
of which have been found to be very recalcitrant to conven-
tional microbiological treatments, came the understanding
that the existing biological approaches and processes would
have to be refined significantly for the treatment of industrial
wastes, landfill leachates and other materials containing 
hazardous compounds such as dioxins (1).

Many microorganisms have the ability to degrade
organic pollutants. Effective treatment in any biological
treatment process will be absolutely dependent on the
ability to provide the “correct” type(s) of microorganisms
in the treatment system and to maintain the treatment
microorganism(s) in a satisfactory or optimal physiologi-
cal state (i.e. environment) to allow their metabolic well
being. The latter will be determined by a whole host of
chemical, physical, nutritional and biological factors
which affect microbial growth, survival and metabolic

activity. Failure in the past to understand these fundamen-
tal ecological principles has slowed the successful devel-
opment of biological processes for hazardous waste
treatment.

When a natural organic substance is introduced into an
environment which is favorable for microorganisms, the
substance will eventually become biodegraded. This is not
necessarily the case for xenobiotic substances, many of
which are highly resistant to biodegradation (e.g.
PCBs, dioxins, PHAs). With over 1,200 chemical sub-
stances being added annually to the U.S. EPA’s list of
60,000 industrial chemicals in 1985 (2) (The Chemical
References Complete Index of EPA can be found in
http://www.epa.gov/enviro/html/emci/chemref/complete_
index.html), the capability of microorganisms to modify
and degrade both natural and xenobiotic substances in the
environment has been an important topic for research since
the 1960s. It is now well recognized that as a group,
microorganisms have an enormous capacity to biodegrade
natural organic substances, given favorable environmental
conditions (3, 4, 5, 6). This is attested by the fact that in the
ecosphere, accumulations of natural organic compounds
do not exist except where environmental conditions have
been adverse to microbial survival (e.g. sites of fossil fuel
deposits). In soils or aquatic ecosystems, such adverse
conditions may include extremes of pH, salinity, tempera-
tures, or low water availability in soil systems, as a few
examples. For a particular waste problem, the operating
performance of a biological process (i.e. efficiency, kinet-
ics of biodegradation and detoxification, stability, control
of undesirable microorganisms, etc.) will be dictated to a
large part by how well these factors are understood (and
controlled) by the designers and operators of the system.

The fate of xenobiotic chemicals following their intro-
duction into a natural ecosystem is much more complex
than the situation for natural compounds. Such molecules
may undergo complete or partial biodegradation or may
be entirely recalcitrant to microbiological attack. It is
therefore important to distinguish among these possible
mechanisms of removal when considering the feasibility
of biological treatments.

The major objectives of biological treatment as pointed
out by Aitken and Irvine (7) are as follows:

1. Reduction of a substantial fraction of the organic
load, to a point where overall treatment costs are
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reduced, minimizing the need for more expen-
sive treatment such as activated carbon.

2. Removal of target compounds to specified 
levels, e.g. for wastes containing low percentages
of xenobiotics, the objective is the removal of
these compounds.

3. Attainment of a final toxicity standard. The
major objectives are to reduce the concentra-
tion of priority pollutants in the waste to meet
the allowable standards set by the regulatory
agencies, as well as the reduction of surrogate
parameters such as BOD and COD to accept-
able levels. A ratio of BOD to COD will indi-
cate whether the leachate is biodegradable (if
less than 1.0) or not.

II. BIOLOGICAL TREATMENT PROCESSES
FOR WASTEWATER

Basic biological treatment processes involve the use of
microorganisms in a closed environment (a tank, or a
man-made lagoon or basin) to remove (biodegrade, bind,
entrap, incorporate) the organic matter in the wastewater.
Such systems may be anaerobic (with no air included in
the treatment), or aerobic (with air to oxidize the organics)
as shown in Figure 145.1.

There are numerous types of engineered biological
treatment systems which differ in their reactors and equip-
ment designs (e.g. activated sludge treatment (AST), rotat-
ing biological contactors (RBCs), sequencing batch
reactors (SBRs) and upflow anaerobic sludge blanket
(UASB)) and in their operating principles (e.g. aerobic vs.
anaerobic). Biological treatment may take place in an open
or closed system or even in situ (i.e. right in the ground in
contaminated sites). The advantages and disadvantages of
several types of systems will be discussed here, as well as
factors or guidelines governing the selection of the best
process for a particular waste treatment problem.

A. AEROBIC BIOLOGICAL TREATMENT PROCESSES

In aerobic microbiological processes oxygen consuming
bacteria metabolize dissolved organic compounds and
convert them into carbon dioxide and settleable solids (i.e.
microbial biomass). Organic matter may also be removed
from such systems by adsorption to, or entrapment within,
the microbial biomass, and by incorporation into the
microbial biomass itself. For an aerobic process, the rate
at which biodegradation occurs is often limited by the rate
at which oxygen can be dissolved in the wastewater. The
oxygen transfer rate is often the critical parameter limit-
ing the operation of aerobic waste treatment systems.
Energy for aeration is also a major operating cost for such
treatment systems.

Various types of mechanical aeration technologies are
employed for increasing oxygen transfer into wastewater
including various types of floating and fixed surface aera-
tors and fine and coarse bubble diffusers fed by mechani-
cal blowers. Figure 145.2 shows an aerial photograph of
the activated sludge aeration basin used to treat meat pro-
cessing wastewater at Canada’s largest meat rendering
plant, the Rothsay plant owned by Maple Leaf Foods Ltd.
in Dundas Ontario. This system has 3 types of aerators in 
the aeration basin shown: 2 fixed surface aerators, 4 float-
ing surface aerators and an underwater course bubble dif-
fuser. This particular wastewater plant will be taken out of
service in late 2005, when a completely new upgraded
activated plant comes on line.
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Oxygen transfer to such systems can also be increased
by a number of ways including pumping pure oxygen
instead of air into the system (e.g. UnOx process such as
is used at several Canadian pulp mills), altering the tem-
perature, adding hydrogen peroxide to the culture, or by
increasing the hydrostatic or the back pressure of the 
system.

1. Aeration Stabilization Basin

Aerobic stabilization basins or lagoons (ASBs) have been
used successfully for the detoxification of some industrial
pollutants and for organic matter (BOD5) removal. This
type of wastewater treatment technology is widely used in
the Canadian pulp and paper industry, where large sections
of land are readily available to accommodate these enor-
mous, but simple-to-operate and effective systems. One
such system which has been the focus of considerable
research is the ASB belonging to the Domtar (formerly
E.B. Eddy Forest Products Ltd.) pulp and paper mill in
Espanola, Ontario (8). This kraft mill converts approxi-
mately 4 � 106 kg of wood chips a day to 1 � 106 kg of
kraft pulp. Approximately 68,130 L/min of wastewater
containing organic pollutants (BOD5) and toxic substances
(e.g. chlorinated lignin breakdown products, and resin
acids) are sent to the mill’s waste treatment facility for
detoxification and BOD and total suspended solids reduc-
tion. Suspended solids (mostly cellulosic fibres and inor-
ganic matter) in the kraft effluent are first removed by
gravity in one of two parallel 7.19 � 107 L settling basins.
At any one time, only one of the settling basins is opera-
tional, since the settling basins must be taken off line annu-
ally and de-sludged. The second settling basin therefore
becomes operational when the other basin is taken off line
for de-sludging. The effluent treatment system consists of
two settling basins for primary treatment (each has a

volume of 45,000 M3; one of these is normally on-line, and
the other empty), a 2-cell biological aeration lagoon (cas-
cade arrangement) and a final settling basin (Quiescent
Polishing zone) for removal of biological solids before
final discharge. The capacities of Cell 1 and Cell 2 are
3.03 � 108 L and 3.78 � 108 L , respectively. The 2 aera-
tion cells have a 40 acre surface area and are aerated by
twenty two 75 hp mechanical surface aerators, 12 in Cell 1
and 10 in Cell 2. The hydraulic retention time in the sys-
tem is normally kept between 6–8 days. From the aerobic
basin, the treated effluent is sent to quiescent basin with a
12 hour retention time for final polishing (i.e. gravity set-
tling of any remaining suspended solids), and it then is
piped to the receiving environment (Spanish River). The
entire treatment system is lined with a PVC liner to prevent
untreated effluent from escaping into the ground water. In
addition, a 2.27 � 108 L emergency spill diversion basin
has been constructed as an added precaution. The effi-
ciency of the system and the quality of the treated effluent
is monitored closely for pH, conductivity, toxicity towards
fish (LC50 trout minnow test) and water fleas (Daphnia
magna 48 h bioassay), BOD, TOC and other physical,
chemical and aesthetic parameters. According to two
extensive published studies in the scientific literature (9,
8), the quality of the Epanola mill’s effluent is within the
original design requirements, having a BOD of below
4 � 106 kg/d and being non-toxic to fish.

2. Continuous Flow Activated Sludge Process

Activated sludge treatment (AST) systems are widely used
throughout the world for the treatment of municipal and
industrial wastewaters. These systems are designed as high
rate systems which are able to treat a much larger quantity
of wastewater in a much smaller footprint than is possible
with aeration stabilization lagoons. This is made possible
by the design of these systems which allow them to carry a
much higher microbial biomass concentration that is the
case with ASBs activated sludge systems typically consist
of a mechanically aerated basin or tank followed by a 
secondary clarifier which separates treated effluent from
the floc-forming microbial biomass (Figure 145.3). Most
of the latter is returned to the aeration basin as RAS
(return activated sludge), except for a fraction that must be
wasted in order to maintain an optimal biomass concentra-
tion in the system (termed WAS, waste activated sludge).
An example of an activated sludge system from a large
meat processing plant is shown in Figure 145.2. Such sys-
tems are used in many other industries including pulp and
paper, petrochemical and food processing.

As with all types of biological treatment systems, it is
critical to provide the microorganisms in an AST with a
favorable environment to effect the required wastewater
treatment objective. For example, in 1986, CANVIRO
Consultants of Ontario conducted a study with the Ontario
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Petroleum Association (OPA), the Ontario Ministry of
Environment (MOE) and Environment Canada to determine
the relationship between biological treatment process
operating conditions and the ability of the process to effect
trace contaminant removal (10). The biological treatment
(activated sludge system) was carried out at two pre-
selected refineries in Ontario: one at Sarnia (Esso) and the
other at Trafalgar (Petro-Canada).

Petro-Canada’s Trafalgar Refinery has the capacity to
process 1.012 � 107 L of crude oil per day. Major refinery
processes at Petro-Canada’s Refinery include distillation,
reforming, alkylation, desulfurization and blending of
crude to produce a variety of petroleum products. Process
wastewater treatment involves oil/water separation in API
(American Petroleum Institute) separators, equalization,
further oil and solids removal in induced air flotation
(LAF) separators and in-house biological treatment (aera-
tion tanks-clarifiers-aerobic digester). All tanks are cov-
ered and air is supplied by a diffuse air system. There was
no nutrient addition to the aeration tanks at the time of
sampling in 1988. The activated sludge plant has an aver-
age design flow capacity of 6,019 m3/day.

3. Rotating Biological Contactor (RBC)

An RBC bioreactor consists of a slow rotating disk
assembly semi-submerged in an engineered tank or a
pond. Several disks are typically attached to the support
rotor. The disk is designed to provide a very large surface
area for the attachment of microorganisms which grow to
form an extensive biofilm on the disk (see Figure 145.4).
The slow turning of the disks will enable microorganisms
to utilize air oxygen (when the part of rotating disk is in
the air) and to consume, bind or entrap the organics in the
wastewater (when the part of rotating disk is submerged). A
report presented at the HAZMAT Canada ’87 Conference
showed that the rotating biological disk has been success-
fully demonstrated for the destruction of phenolics in five

waste streams, including streams from spray dried resin pro-
duction, phenol-formaldehyde resin condensate, fibreglass
insulation manufacture, pulp and paper mill effluents, and
landfill leachates (11).

a. Peel county landfill (Ontario)
In the early 1990s, RBC technology was selected for treat-
ment of chemically contaminated landfill leachate from
the Brittania Road landfill site in Peel County, Ontario,
following a promising pilot trial of this technology. At the
time the landfill had been receiving a mixture of industrial
and municipal wastes with a COD of 15000 to
19000 mg/L. According to information we received from
the RBC vendor (CMS Rotordisk Inc.), 92% removal of
COD was achieved in the pilot study. The decision was
made to install a full scale system, designed to treat
2000 m3 of leachate per month at a loading of 133 kg
BOD/day. The total disk surface area for fixed film 
formation for this system is 11520 m2.

RBC technology has been used in many other appli-
cations world-wide. For example, in Iran, an RBC appli-
cation for treating bakers yeast wastewater achieved
94.9% and 84% removal efficiencies in COD and BOD in 
the wastewater, respectively (12). In another example, a
rotating biological contactor with volume 14.26 M3 L was
used successfully for treating winery wastewater with
maximum COD removal efficiencies up to 95% in South
Africa (13).

4. Sequencing Batch Reactor

A sequencing batch reactor (SBR) is a biological reactor
quite similar to AST except that all events (aerobic treatment
and solids separation) take place in a single tank 
(i.e. no separate clarifier). SBRs operated in a cyclic batch
mode (each cycle consists of 5 discrete events): fill (add
wastewater to a tank), react (aeration of the wastewater with
stirring to permit thorough mixing of the settled microor-
ganism sludge with the wastewater), settle (an anoxic period
in which the mixed liquor and suspended solids (biomass)
are allowed to separate by gravity sedimentation), draw
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(removal of the clarified supernatant water from the tank),
and idle (a period of resting until the next batch of waste-
water is ready for treatment) as shown in Figure 145.5. In a
two-tank system, one tank is completing “react,” “settle,”
“draw,” and “idle” while the other tank is “filling.” The SBR
is one of several innovative and alternative biological waste
treatment systems that has been evaluated by the EPA (14)
and the Office of Technology Assessment (15).

A full scale SBR serving the Niagara Falls area
(including the nearby industrial belt of St. Catherine in
Ontario) has been built and operated at Niagara Falls,
New York, since June 6, 1984. The treatment plant typi-
cally receives 10,000 m3 of wastewater each month.
Approximately 50% of this leachate is pumped from both
active and inactive landfills on the CECOS site; approxi-
mately 30% is pumped as part of a remedial groundwater
program from an unrelated facility bordering the CECOS
site; the remaining 20% is received in bulk or drums from
various industries in a 640 km radius. The SBR system
uses a two-phase operation: phase 1 is dedicated to oxida-
tion-reduction reactions, acid neutralization, heavy metals
precipitation (lime) and de-watering; phase 2 is dedicated
to pH adjustment (with HCl), biological degradation, car-
bon adsorption and batch discharge. The covered SBR
(1890 m3) was situated in the phase 2 operation between

the equalization and neutralization basins, and the acti-
vated carbon columns. Flow through the SBR averaged
220 m3/day, giving an 8- to 9-day retention time, and rep-
resenting 90% of the wastewater processed at the Niagara
Falls site. The management at CECOS chose SBR over
other aerobic treatment designs because of its simplicity
(all the actions in one tank) and its effectiveness in
leachate treatment as shown in the pilot studies. They con-
sidered anaerobic processes to be more prone to shocks,
and it would take the anaerobes a much longer time to
recover from shock. Operation of an SBR at CECOS Intl.
during the winter months showed a reduction as high as
50% in biodegradation rates. An SBR experiment to sim-
ulate cold weather operation showed that a reactor main-
tained between 5 and 6°C had a TOC value of 800,
compared with 1600 for the influent, and 400 for the reac-
tor that was maintained between 21 to 25°C (16). A sen-
ior official of CECOS suggested that longer retention time
of the wastewater should be maintained for better treata-
bility. Furthermore, if financially possible, each site
should have two SBRs to provide more flexibility, such
that while one SBR is operating in the reaction step, the
other one is discharging treated effluent.

In the early 1990s, there were over seventy-five SBR
plants operating in the United States (one in California
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that treated 1.89 � 107 L per day, and one in Oklahoma
City that treated 9.46 � 107 L per day). At this same time
in Canada, there was an SBR in operation in Quebec City
for the treatment of slaughterhouse wastes. While in
Greece, a sequencing batch reactor was operating for the
treatment of landfill leachate and domestic sewage. This
system was reported to have removal efficiencies of 95% for
BOD5 and 50% for nitrogen (17). Lin and Cheng (18) suc-
cessfully treated municipal sewage waste with a sequenc-
ing batch reactor in Taiwan for removing 93.6%, 91.8%
and 53.3% of COD, BOD and ammonia in the wastewater,
respectively. On the other hand, a 60 L sequencing batch
reactor in Korea removed 97–98%, 96% and 80% of
BOD, nitrogen and phosphorus in dairy industry waste-
water, respectively (19).

5. Acticontact System

Biofilters such as the acticontact biofilter that was
installed in 1995 at the E.B. Eddy Forest Products Ltd.
(presently Domtar Inc.) fine paper mill in Ottawa,
Canada, are a relatively new technology for high rate aer-
obic treatment of wastewaters. The E.B. Eddy biofilter
was selected after an extensive 10-month pilot trial showed
that the system offered many advantages over other treat-
ment technologies that the mill had considered, including
limited available space for installation, proximity to
neighbouring commercial and governmental buildings,
low operating costs and need to meet stringent discharge
limits (20, 21). The Acticontact is an upflow aerobic
biofilter, in which effluent and air are fed into the bottom
of a rectangular concrete tank that is filled with a porous,
pebble-like man-made support material called Actilite. The
Actilite provides a large surface area for the attachment of
large numbers of biofilm-forming microorganisms.

While flowing upwards through and around the Actilite
bed, BOD substances in the wastewater are removed and
decomposed by the bacteria in the biofilm. The Acticontact
can take exceedingly high BOD loadings (3 to 17 allow-
able BOD loading (kg BOD/m3/d) compared to 0.6 of

activated sludge process). The treatment system is able to
consistently meet the BOD discharge limit of the mill,
achieving 70–80% BOD reduction across the filter bed
with a hydraulic retention time of only 22 min. (21).

B. ANAEROBIC BIOLOGICAL TREATMENT

PROCESSES

Anaerobic treatment processes are based on microbial
biodegradation of organic waste in the absence of oxygen.
In these processes, various bacterial species closely inter-
act to effect total mineralization of organic compounds,
such as the fermentative, acetogen and methanogen bacte-
ria, etc., as illustrated in Figure 145.6.

1. Halifax, N.S. (Anaerobic Digester)

An anaerobic digester that removed organic-waste from
the Halifax-area landfill site leachate could provide an
energy-efficient model for other Canadian municipalities
to follow (22). This system, the first of its kind in Canada,
was officially opened in June, 1987, at the new Regional
Landfill Leachate Treatment Plant near Sackville, Nova
Scotia. It was designed by the National Research Council
and Porter Dillon Ltd., and built by the Metropolitan
Authority of Halifax-Dartmouth and the County of Halifax
at a cost of $3.5 million. In the early 1990s this system
was reported to process over 4500 liters per hour of highly
concentrated waste liquid (the leachate is 200 times the
strength of normal sewage). At this landfill site, more than
1 million tons of solid waste has been deposited to a 
maximum depth of 17 m. The site was operated by the
Metropolitan Authority and received approximately
1 � 106 kg of refuse per working day. At that time, the
site contained about 145 hectares of which 30 hectares are
cleared. The daily cover material and liner is excavated
from on-site glacial till material with a permeability of 
10–6 cm/s or less. The base of the fill is underlain by a 
herring-bone pattern of leachate collector pipes through
which leachate is collected and pumped into the 
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closed-system biomass reactor. The leachate is at present
treated in two anaerobic lagoons following which it is dis-
charged to a series of four siltation ponds, and then into a
swamp adjacent to the Sackville River. The treatment sys-
tem consists of four stages including a pre-treatment stage,
high rate anaerobic-reactors to reduce organic strength,
sludge handling facilities and polishing lagoons. The pre-
treatment system consists of an equalization tank with a
volume of 50 m3, a caustic feed system (heavy metals are
removed by treatment with caustic soda; the high calcium
concentration in the raw leachate discouraged the use of
lime due to expected scaling problems) and rapid mix,
flocculation and settling units. The anaerobic digester
constitutes the primary treatment process. This system
includes the following components:

a. The anaerobic digesters are fed on a semi-
continuous basis by a specially designed feed
station. A 1.5 m diameter closed vessel serves as
the wetwell (covered and vented through scrub-
blers to the atmosphere) for the feed pumps.

b. Two upflow anaerobic reactors are used to
achieve the reduction of COD in the leachate.
The waste effluent is pumped upwards through
a dense anaerobic bacterial suspension (i.e.
termed the sludge blanket), and are biode-
graded in the process. Upward flow anaerobic
sludge blanket process (UASB) is an anaerobic
bioreactor in which wastewater is introduced at
the bottom of the reactor and forced upward to
pass through a blanket of sludge (microorgan-
isms). The organics in the wastewater are

bioremediated by the microorganisms into car-
bon dioxide, water, methane and hydrogen
gases as shown in Figure 145.7. The biogases
can be collected and used as fuel to produce
energy. The UASB reactor is designed as a
gravity settler to maintain high concentrations
of flocculent bacteria inside them. The treated
liquid flows over an overflow weir at the top of
the reactor, and is then discharged or recycled
for more treatment. The concrete cylinders are
5.5 m in diameter and 8 m tall. The effective
volume of each reactor amounts to 135 m3. The
bacteria which metabolize the organic waste
produce water, carbon dioxide and methane as
byproducts.

c. Reactor contents are re-circulated through a dra-
woff piping network to provide mixing and to
maintain the temperature of the reactors at 35°C.
The re-circulation ratio of the reactor’s contents
to influent is established initially at a ratio of
10:1. Duplicate heat exchangers have been pro-
vided and sized at capacities of 580,000
Kjoules/hr each, whereas re-circulation pumps
have a rated capacity of 26.1 m3/hr.

d. Methane gas produced during the fermentation
is collected at the top of the anaerobic digester
and is subsequently used as fuel for the boiler.
At the initial and ultimate COD loads of
1,815 kg/d and 2,400 kg/d, respectively, and
projected COD removal efficiencies of 95%,
methane generation is estimated at 620 m3/d
under initial conditions and 820 m3/d under
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ultimate conditions. This gas quantity converts
to heating values of 938,000 Kjoules/hr, and
1.27 million Kjoules/hr, under present, and ulti-
mate conditions, respectively. The energy derived
from the gas is utilized as a priority to maintain
the reactor contents at 35°C with excess gas
directed to space heating. The sludge produced
during the anaerobic digestion (consisting of
microbial biomass, under graded insoluble, etc.)
is periodically removed from the bottom of the
digester. This material is then dried and returned
to the landfill site. The combined sludge from the
settling tank and anaerobic reactors are trans-
ferred to a covered thickener of 5.5 m diameter
and 3 m sidewall depth. Supernatant overflows
a perimeter V-notch weir in the thickener to a
sump from which it is conveyed by submersible
pumps to the equalization tank at the head of
the treatment facilities. Thickened sludge is
transferred to the dewatering equipment auto-
matically in response to a level signal in the
sludge vat of the vacuum filter. A skid mounted
fully automated pre-coat vacuum filter system
provides sludge dewatering. Dewatered sludge
cake is dumped in the landfill, and filtrate from
the operation is directed to the aerated lagoons.
The final polishing step is carried out in aerated
lagoons, which remove residual COD, BOD and
ammonia, and precipitate dissolved and sus-
pended solids. According to the information
from the Metropolitan Authority of Halifax-
Dartmouth and the County of Halifax, the reac-
tor is currently removing 95 to 98% of the
incoming waste and is producing enough
methane to heat the building it is housed in.

2. Macmillan Bloedel (BIOPAQ)

Currently the (UASB) reactor has been successfully com-
mercialized as a full-scale treatment system in Canada
(e.g. the Macmillan Bloedel, Lake Utopia Paper, and
Quesnel River Co.). The patented BIOPAQ system
(Paques Lavalin, Toronto) is a biological treatment system
which is based on the UASB process. The wastewater is
pumped into the bioreactor through a number of nozzles
that are evenly distributed at the bottom of the reactor. This
incoming material then permeates up through the sludge
layer, during which time the anaerobic bacteria digest the
organics present in the waste, converting it to volatile
organic acids, methane, hydrogen and carbon dioxide.
Full scale BIOPAQ systems have been built for the pulp
and paper, food, textile and petrochemical industries, and
for treating domestic sewage.

Following the successful completion of an initial lab-
oratory and pilot scale research, a 19 m3 Upflow

Anaerobic Sludge Bed Reactor was set up for operation
under the dynamic mill conditions at Sturgeon Falls (23).
The demonstration plant was constructed and was being
operated by Paques Lavalin Ltd. There were three major
component parts to this treatment system: an 18 m3 pre-
acidification/equalization tank, a 19 m3 UASB reactor and
an operation/control room. The average composition of
the wastewater fed into the system was 35% spent sulfite
liquor and 65% flotation-clarifier effluent. The two
streams were combined, screened and then fed into the
pre-acidification tank, where caustic soda (for pH control)
and nutrients (required for biological growth) were added
to the feed. After the first 8 months of operation, the
results obtained showed that the biogas produced in the
reactor contained 60–65% methane, 35–40% carbon diox-
ide and 1.5% hydrogen sulfide. The biogas production
rate followed very closely to the volumetric loading rate
(VLR) applied, indicating a healthy and acclimatized bio-
mass. Preliminary results indicated net granular sludge
growth, and the biomass was not overloaded. At a VLR up
to 19 kg COD/m3/d the plant consistently obtained 85%
BOD removal or better. The projected capital cost for
1987 supply and installation of the proposed four reactor
BIOPAQ package plant was $5.8 (Canadian) million or
about $140 per kg BOD removed. The annual operating
costs of the proposed system were estimated to be $0.5
million. The volume of biogas expected from the 
full-scale plant was estimated to have a value of
$900,000/year.

The UASB bioreactor has been installed in many
countries for treating different types of wastewaters from
different industries, including foods (A. Pauss, Personal
Communication). In the United States, an upflow anaero-
bic sludge blanket bioreactor achieved COD removals of
98% in the confectionery wastewater (24).

III. FOOD WASTEWATER TREATMENT IN
HONG KONG

In Hong Kong, there are 12,694 food premises, including
thousands of food production companies. By law, these
premises (including restaurants) are required to have a
basic grease trap (to separate wastewater from oil), and
for food production companies they are required to have a
wastewater treatment system to treat their food waste-
water such that the effluent from the production plant will
meet the requirement (such as COD, BOD, oil and grease,
pH and suspended solids) of the Environmental Protection
Department of Hong Kong. Most of the wastewater treat-
ment systems of the food manufacturers in Hong Kong
utilized aerobic systems, including the five government
wastewater treatment centers (activated sludge ponds,
although the Drainage Service Department is also explor-
ing other pilot plant scale systems, such as the rotating
biological contactors).
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The followings are the reports of some of the newer
development of biological treatment systems in Hong Kong.

1. Wastewater treatment in CFS (A large potato
chip processing plant). The treatment plant is
operated with physical, chemical and biologi-
cal processes and it is designed by HKPC. The
daily treatment capacity is about 175 cubic
meter/day which is treated to comply with the
HK discharge standard. All of the daily opera-
tion wastewaters are screened first, then col-
lected and pumped to the equalization tank for
further treatment. Chemicals are used to have
coagulation and flocculation for the sedimenta-
tion of suspended solids, then followed by bio-
logical treatment process for organic removal.
After the processing, the wastewater with
sludge are pumped to have dewatering by filter

press before deposed as solid waste. The per-
cent of COD and BOD removal efficiency are
more than 95%.

2. Immobilized cell bioreactor (a major fast food
central kitchen). We had set up an immobilized
cell bioreactor model (Figure 145.8) in the
wastewater treatment center of a central kitchen
of a large fast food chain restaurant (with over
200 branches) to treat their wastewater during
1997–1998. The bioreactor is made of
polyvinyl chloride (PVC) with a rectangular
working space which has base area of
0.35 m � 0.36 m and a height of 0.52 m. Plastic
balls with high porosity which can increase the
surface area for microbial attachment were
used as the media for immobilization. Chemo-
heterotrophs were immobilized because of their
ability to derive their energy form the oxidation
of organic compounds in wastewater, and their
ability to resist and recover quickly from
organic loading shock and acid shock was
noted in our preliminary finding. During the
testing period from November 25th 1997 to
February 9th 1998, the percent of COD and
BOD removal efficiency in the wastewater
were increased from 41% and 56% to 76% and
75%, respectively.

3. A counter-current process comprising a series
of three batch immobilized cell reactors (R1,
R2 and R3) was developed for removing and
recovering copper from food industry effluents
in Hong Kong. The ability of metal uptake by
bacterial biosorbent has caught great attention
due to its potential to provide an effective and
economic means for removing heavy metals
from food industry effluents. Cells of
Micrococcus sp. were immobilized in 2% cal-
cium alginate and 10% polyacrylamide gel
beads. Each reactor consisted of immobilized
cells with concentration at 100 grams dry cell
per litre of beads. Six hours of reaction time
was allowed for each reactor unit. The average
copper concentration of the wastewater treated
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with immobilized cells was 5.5 � 4.8 mg/L.
The average copper concentration recovered
from the immobilized cells by desorption could
be as high as 449 � 77 mg/L and was ready to

be reused. The results show that the immobi-
lized cell system is a promising technology for
removal and recovery of copper ions from
metal-bearing industrial wastewater.

4. There was a brand new method for oil and
water separation (Radio Frequency Tech-
nology) for treating the greasy food catering
sewage from a local amusement centre in Hong
Kong as the conventional greasy traps are inca-
pable of removing those oil and grease that
have already been emulsified in the wastewater.
Therefore, a novel method with an emulsion
breaking device (Figure 145.9) was developed
to tackle those emulsified oil molecules.
Radiating-wave frequencies (RF) can acceler-
ate the emulsion-breaking process and extract
the oil droplets from the emulsified liquid by
the vibrating resonance generated from finely
adjusting the radio frequency to a specific level,
thus accelerating the “demulsification.”
Desirable effluent without any visible sheen
could be obtained after passing through the RF
oil interceptor. As shown in Table 145.2, it was
found that COD removal efficiency ranged
from 30–70% (wt) while oil and grease con-
tents in sewage were reduced 70–80% (wt).
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TABLE 145.2
Removal Efficiencies of COD, Oil and Grease from the
Food Catering Sewage of a Local Amusement Centre
in Hong Kong

Inlet Outlet Removal 
(mg/L) (mg/L) Efficiency

COD 1,100 410 30%–70%
1,100 680
1540 490

700 370
1000 440
1000 470
900 280

1,660 680
Oil and grease 360 95 70%–80%

390 102
460 114
210 62
290 79
340 96
260 70
495 128



IV. PRESENT NEW APPROACHES

Conventional biological treatment technologies including
anaerobic contact, anaerobic fluidized bed and upflow
anaerobic sludge blanket reactors were used frequently in
the past. Recently, some newly advanced technologies and
some re-modeled technologies were developed.

Using microorganisms for treatment of wastewater
was extensively studied in the past. Recently, an ultra-
sound-assisted bioprocess for wastewater treatment for
the food industry was developed in Germany for enhanc-
ing the biodegradation efficiency of the microorganisms
(25). More than 100% increase of the maximum biologi-
cal degradation rate has been achieved and the developed
bioprocess reduces the overall energy by use of low-
energy irradiation below the cavitation level.

Moreover, a fixed-film bioreactor system was designed
to increase the efficiency of biological treatment systems
for treating oil refinery wastewater (26). The system
enhanced the treatment efficiency by (1) allowing greater
organic loads, (2) minimizing production of sludge waste
by-products, and (3) increasing process stability and resis-
tance to shock loading. It was constructed with a highly
porous polyurethane foam which can incubate very high
concentration of microorganisms. The support frame which
was built from cylindrical plastic pall rings formed a
packed bed of “mixed-media” and can provide a high sur-
face area-to-volume ratio. The bioreactor with 8-h
hydraulic retention time demonstrated chemical oxygen
demand removal rates of 85–90% and near one-third of the
sludge waste compared to the traditional activated sludge
process.

Another wastewater treatment system treated the waste-
water from a food processing factory by bacteria immobi-
lized onto a new type of carrier-ceramic carrier in an
aerated system (27). This carrier allowed higher concen-
tration of bacteria to be colonized (2.9 � 109 cfu/g of dry
ceramic carrier). The system removed more than 87% of
the influent COD when the hydraulic retention time was
30.17 h.

A multi-media-layering (MML) system was developed
for food service wastewater treatment (28). The MML sys-
tem consists of two units. One unit is composed of soil
mixed with sawdust plus iron scraps and the other com-
posed of soil mixed with (kenaf plus corncob) plus iron
scraps. The mixture layers are arranged in a “brick like”

pattern. Aeration significantly increased the efficiency of
wastewater treatment in this system. The percentage
removal of suspended solid, biological oxygen demand,
chemical oxygen demand, total nitrogen, NH4-nitrogen,
total phosphorus and dissolved phosphorus was 71, 90, 70,
91, 76, 90 and 89 with a loading rate of 230 l m�2day�1.

V. CURRENT THOUGHTS

In recent years there have been significant advances in the
design of wastewater treatment systems having improved
performance and operational dependability. In large part,
this progress has been driven by the needs of industrial and
municipal wastewater discharges to meet ever increasingly
stringent effluent discharge regulations that have been
promulgated in North America and worldwide. Such reg-
ulations include the Ontario Municipal Industrial Strategy
for Abatement (MISA) regulations and various United
States federal regulations such as the ’40 CFR (Code of
Federal Regulations) Part 503 (1993) [Sewage Sludge
Regulations], National Combined Sever Overflow
Regulations (1994) and the Total Maximum Daily Load
(TMDL) [2000] Section 303(d) of the Clean Water Act. The
TDML is designed to protect ambient water quality, and it
represents the maximal amount of a pollutant that a water
body can receive and meet the water quality standards.

The net result of this research has been the develop-
ment of novel high rate treatment systems such as the
Acticontact biofilter, membrane bioreactors (MBR) and
moving bed biological reactors (MBBR) which offer advan-
tages over conventional treatment system technologies
including smaller footprint and greater resilience to
microbial upsets such as filamentous bulking. Similarly,
for the treatment of contaminated soils and sediments, we
have also seen the emergence of many different novel
engineered systems such as in situ and ex situ bioremedi-
ation. Each of these systems strives to provide suitable
environmental conditions to promote microbial activities
which bring about the desired end-treatment result.

With the stricter regulations and the findings of recent
research (29), many of the new treatment methods are
now being developed to deal with the health and environ-
mental concerns. Filtration is now regarded as a key com-
ponent in wastewater treatment systems, as filtration is
especially effective in improving the effectiveness of dis-
infection, particularly for ultraviolet (UV) disinfection
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systems, because (1) the removal of large particles of 
suspended solids (which may harbor bacteria) enhances
the reduction in coliform bacteria, and (2) the reduction of
turbidity improves the transmittance of UV light (29).

Much research has also gone into the study of microbial
ecology and into the mechanisms by which microorganisms
are able to biodegrade complex xenobiotic substances, with
the application of the knowledge gained to the develop-
ment of improved and novel systems for bioremediation
of heavily contaminated sites such as the Superfund sites.
There are concerns that the current analytical techniques
are inadequate for detecting all environmental microbial
and chemical contaminants that may significantly affect
health (30). Detection methods of constituent concentra-
tions are becoming more sensitive, and the detection limit
has expanded from milligrams per liter (mg/L) to
nanograms per liter (ng/L), particularly in the area of pesti-
cides and haloaromatics such as PCBs and dioxin.

From the results of the different types of waste treat-
ment systems studied, it is clear that biological remedia-
tion is both technologically and economically feasible for
the degradation and removal of chemicals and organics
from wastewater and from landfill leachates.
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Poultry processing is a typical agro-industry generating a
strong wastewater in terms of organics, solids and nitro-
gen contents and significant amount of solid waste. Crude
approaches in the past have often resulted in mixing of 
the two waste streams and which have resulted in serious
treatment and disposal problems. Nowadays, poultry pro-
cessing requires, like all other agro-industries, an integrated
approach in waste management. This approach enables an
in-depth look at the processes involved and provides a bet-
ter perspective for critical issues such as water minimiza-
tion, waste reclamation and recycling and optimization of
treatment and disposal.

In-plant control or source based control of wastes;
wastewater and solid waste management are integral parts
of a sound waste management policy for the poultry 
processing industry. The level of in-plant control dictates
the amount of wastewaters generated and pollutant loads
of the effluents. Solid waste management practices such
as the dry collection of wastes on the other hand, directly
affect the pollutant loads of wastewaters.

I. SOURCES OF WASTES

Although subject to changes, the general process flow
scheme together with the wastes originating from each
process is briefly outlined below.

Receiving Area: This is the area in which the live birds
are unloaded from the crates. Dirt, feathers and droppings

are among the contaminants of receiving areas. Dry removal
of solid wastes with subsequent washing operations is rec-
ommended for cleaning. In order to deal with fluctuations
in delivery, it is sometimes necessary to keep the birds for
a period of time in the receiving area. In such cases addi-
tional feces can be generated as solid waste.

Killing and Bleeding: Birds hanged from their feet are
shocked with electricity. This procedure of stunning can be
conducted in either an electrically charged stunning bath or
by passing the birds through charged plates. Wastewater is
generated when stunning is applied in baths. Then the
throats of the birds are slit and blood must be collected in
a storage bath as solid waste or by-product.

Scalding: Various types of scalding operations (spray,
immersion, etc.) using hot water can be applied to carcasses
for the easy removal of feathers. Scalding is one of the main
sources of wastewater in poultry processing industry.

Defeathering: The plucked feathers can be transported
with water or removed by dry processes. When water flume
is applied, a subsequent screening must be performed for
the separation of feathers from wastewater. Wastewater can
be recycled and feathers can be directed towards a render-
ing facility or disposed as solid waste.

Evisceration: After removing heads and feet, the birds
are spray washed with large amounts of water to reduce
microbial contamination during and after evisceration.
This produces a large amount of wastewater. Solid waste is
generated when viscera is pulled out and sorted as edible



and inedible offal. Offal transport can be conducted by vac-
uum or water fluming. Water fluming results in additional
wastewater.

Chilling: When water chillers are used wastewater with
significant levels of organic pollutants is generated.

Filleting, Deboning, Portioning: Filleting, deboning
and portioning operations can produce solid waste or by-
products.

Area Washdown: Apart from the above mentioned
wastewater sources, additional generation of wastewaters
due to cleaning purposes should be taken into account.

The sources of wastes in poultry processing industry are
summarized in Figure 146.1. However, it should be noted
that the shown figure is subjected to variations. When
handled as by-products and directed towards rendering
facilities, the amounts of solid wastes can be reduced con-
siderably. Similarly, when water usage for solids transporta-
tion is avoided throughout the operating steps, wastewater
generation can be limited to a significant extent. Besides
by-product processing usually done by rendering itself
generates and contributes to wastewater loads (1).

II. IN-PLANT CONTROL

In-plant control alternatives applicable for poultry pro-
cessing plants can be grouped under two main headings:
i) water use reductions, ii) wastewater reclamation and
recycle.

A. WATER USE

The water usage varies in a wide range for poultry process-
ing industry as given in Table 146.1.

It should be noted that the large plants generally 
use less water per bird than the smaller ones, as they are
more likely to apply proper in-plant control measures.
However, significant variations in water usages can be
observed even in industries with same production levels.
Table 146.2 tabulates the distribution of water use for a
typical large poultry processing plant (1, 2). All the fig-
ures given in the table, especially the percentages can be
very different for a smaller premise.

The amount of water used for a given plant is a certain
value that is independent from the number of the birds
processed, as almost all of the water is applied for clean-
ing operations or processes such as scalding. In this respect
the utilization of plant capacity gains importance. The
plants operating with full capacity are the most efficient
ones in terms of water usage.
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TABLE 146.1
Water Uses for Poultry Processing Industry
Water Use (Liters/Bird) Reference

15–30 1, 2
30 3
30–45 4
21–38 5

TABLE 146.2
Distribution of Water Use for a Large Plant

% Liters/Bird

Processing
• Hanging, stunning, bleeding 1 0.2
• Scalding 17 2.9
• Evisceration, spray washing 33 5.6
• Spin-chilling 12 2.0
Utilities
• Boilers 1 0.2
• Cooling and refrigeration 7 1.2
Wash-Down
• Floor & equipment washing 17 2.9
• Crate washing 2 0.3
• Truck washing 3 0.5
By-Products Rendering 5 0.9
Domestic (hand washing, etc.) 2 0.3

Total 100 17.0



Although the following recommendations for reduc-
ing the amount of water intake can be applicable to poul-
try processing plants with all sizes, more effective results
can be obtained on large plants:

In order to identify the points where excessive water
is used, all the water intakes can be monitored
with water meters.

Cold water should be used for cleaning blood spillages.
Hot water causes congealing of the blood, making
cleaning more difficult and necessitating the use of
more water than when cold water is supplied (2).

Dry transport of feathers and viscera should be pre-
ferred (1–4, 6).

Dry cleaning with shovels; scrappers or brooms should
be conducted prior to washdown. Apart from
reducing the water intake, the wastewater pollu-
tant loads can also be significantly lowered with
such an application (1–3, 6).

Usage of pressurized water should be applied wher-
ever possible.

Good housekeeping and proper maintenance should
be conducted. Leaks in piping should be avoided.
Self-closing nozzles should be installed instead
of valves to better control total water use.

Staff should be trained about water conservation
techniques.

It should be noted that reducing the water intake lowers
the amount of wastewater generated and concentrates the
wastewater. Therefore it is suggested to check the treata-
bility of wastewaters prior to applying such practices.

B. WASTEWATER RECLAMATION AND RECYCLE

Wastewater recycle and reuse can be successfully conducted
on poultry processing wastewaters. The important point in
such applications is meeting the hygiene requirements.
Stream segregation is the first step in wastewater reclama-
tion. Depending on characterization of segregated streams,
wastewaters with low pollutant contents can be reused
directly or after being subjected to a proper treatment.

The following reclamation and reuse alternatives are
recommended:

Streams having low contaminant loads can be reused
in floor, vehicle and crate washing after being treated
e.g. by membrane processes such ultrafiltration
and reverse osmosis (1, 2). Feasibility of using
such processes must be checked beforehand.

In plants where removed feathers are transported
with water, this water can be reused in feather
fluming and offal transport after passing through
a screen (1, 2). In order to avoid cross contamina-
tion offal flume and feather transport water should
be collected in different channels and screening

of both wastewaters should be performed with
separate screens (3).

Wastewater obtained from chillers can be used as
make-up water for the scald tanks (3).

Wastewaters originating from chilling process can be
recovered and reused again in chilling operations
(3, 8). It is stated that fresh water supply in chill-
ing can be reduced by 80% with recycling (7).

- ozonation (7)
- screening, ozonation, sand filtration, post-

ozonation (7)
- screening, diatomaceous earth (DE) filtra-

tion, ozonation (7)
- UV-enhanced ozonation (8)

are the proposed treatment methods.

The feasibility of in-plant control applications must be eval-
uated by comparing the savings obtained on fresh water
demand versus possibly elevated end of pipe wastewater
treatment costs together with cost of treating reusable
streams.

III. WASTEWATER MANAGEMENT

A. WASTEWATER GENERATION

Approximately 90% of the water input is converted into
wastewater in poultry processing plants (1, 2). It is stated
that 15.6 liters of wastewater generation per bird is
observed for industries processing more than 10,000
birds/day, whereas for smaller premises a mean waste-
water discharge of 19.0 liter/bird is obtained (1).

Table 146.3 outlines the amount of wastewater gener-
ated from different operations for a modern large
(�10,000 birds/day) poultry abattoir where feather transport
water is recycled, inedible offal is transported by use of
water flume and efficient blood recovery and collection is
applied (2).

B. WASTEWATER CHARACTERIZATION AND LOADS

As poultry processing wastewaters are contaminated with
fat, viscera, blood, feathers, feces, etc., they can be charac-
terized and distinguished from other industrial wastewaters
by their high organic matter, oil and grease and solid con-
tents. Concentrations of main pollutant parameters together
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TABLE 146.3
Sources of Wastewaters
Source Lt/Bird %

Scalding 2.5 17
Evisceration 5.0 33
Washdown 3.3 22
Miscellaneous 4.2 28

Total 15.0 100



with volumetric wastewater loads for large and small size
poultry processing effluents are outlined in Table 146.4. It
is also stated in the literature that the oil and grease con-
centrations of these wastewaters can reach levels that might
adversely affect the subsequent treatment steps (2, 9). Oil
and grease might cause adverse effects in treatment units
such as aeration tanks, settlers, etc.

Cleaning the bird manure and feathers with water
results in the generation of wastewaters containing organic
matter and solids in receiving areas. When the period of
time for a bird to stay in the receiving area elongates, a
proportional increase in wastewater pollutant loads is
observed.

The killing and bleeding operation is one of the main
sources of organic pollution in the poultry processing
industry due to possible blood spillages. Proper blood col-
lection and handling should be applied as part of a sound
waste management strategy. In this context, it must be kept
in mind that the organic matter content of the blood
obtained from one bird is equal to 21,000 mg chemical
oxygen demand, COD (2). The end-of-pipe wastewater
strength in terms of organic matter can be elevated by 35
to 50% when blood is not collected as solid waste and
mixed with other wastewaters sources (3). COD concen-
trations as high as 100,000 mg/l can be achieved in slaugh-
ter areas for small abattoirs with no or very poor blood
collection facilities (1). The existence of some proteina-
ceous materials such as feathers, blood and animal tissues
in poultry processing wastewaters is the main reason of
getting high effluent total Kjehldal nitrogen (TKN) values
(4, 10). In this respect minimizing the blood spillages
might at least ease the TKN problem (4). Stunning the
birds before slaughtering increases the blood recovery and
reduces the organic pollutant loads as the blood spurting
due to the birds’ movements are minimized.

Pollutants such as blood, feathers, manure, dissolved
greases, etc., are associated with the scalding tanks. The
contaminants are concentrated at the bottom of the tank.
Scalding tank sludges must be collected and separately
disposed as solid waste. By doing so, wastewater pollutant
loads can be reduced to a significant extent. As scalding
tanks are usually continuously replenished with fresh
water to maintain a previously set water quality, continu-
ous wastewater is generated as overflows. Apart from this

wastewater, the contents of scalding tank are discharged
after every batch of operation creating intermittent waste-
waters with shock pollutant loads. Wastewaters originating
from scalding tanks contribute 4.0 to 15.5% of the total
plant suspended solids (SS) and 0.4 to 10.9% of the total
plant oil and grease (4).

Feathers that are plucked from the birds are trans-
ported either in dry form or by the use of flume in the sub-
sequent defeathering operation. Dry transport does not
generate wastewaters other than the ones produced from
cleaning purposes. On the other hand when transportation
with water is the preferred process, the wastewater origi-
nating from defeathering operation must be screened
before being directed to drain in order to avoid clogging
problems in the treatment system. The reuse of screened
feather transport wastewater is recommended as men-
tioned in the wastewater reclamation and recycle discus-
sion. Feathers exert high organic and TKN loads to
wastewaters (4). The contact time of feathers with water is
the determining factor in the TKN content of these waste-
waters. Longer contact times results in elevated waste-
water TKN concentrations (4). Feathers are valuable
by-products as they contain protein. Therefore dry collec-
tion of feathers and processing them in rendering plants
are proposed as part of a proper waste management.

After sorting the obtained viscera in the evisceration
step, the offal is transported either by means of vacuum
application or water fluming. Depending on the chosen offal
transportation method, the amount and pollutant loads of
wastewater produced from this operation vary significantly.
Dry removal of evisceration wastes not only decreases the
volume of wastewater generated, but also lowers the waste-
water pollutant concentrations. A reduction that can be as
high as 35% in organic strength has been reported in dry
transportation of viscera (3). Data ranging from 14.8 liters
wastewater production per bird (3), to 5 liter/bird as tabu-
lated in Table 146.3 (2) on wastewater volumes can be
found in literature. Microbial contamination is an impor-
tant issue. Therefore apart from viscera flumes, plenty of
fresh water is used for area and worker cleanups and bird
washes. The wastewater generated from this source can be
characterized with its high organic matter, suspended
solids, oil and grease and bacteria (from intestinal tracts of
birds) contents. Evisceration processes contribute at least
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TABLE 146.4
Characterization of Poultry Wastewaters

Number of Size of Plant Total Wastewater 
Plants (Birds COD TSS TDS Volumetric 
Investigated Processed/Day) (mg/L) (mg/L) (mg/L) pH Load (l/Bird) Ref.

Range 8 �10 000 1100–6780 141–970 477–2170 6.0–8.8 NA 1
Mean 3410 730 1250 7.7 19.0 1

Range 7 �10 000 698–4744 106–1240 332–2040 5.9–10.1 9.6–18.2 2
Mean 1875 442 940 7.2 15.3 2



1/3 of the total wastewater load in terms of the mentioned
pollutant parameters (4). It is recommended to use water
spray for all sorts of bird washing processes, in order to
minimize water use and wastewater generation.

Water chilling operations are the other source of waste-
waters. The overflows of water giblet chillers contain sig-
nificant levels of organic pollutants. However wastewaters
originating from chilling processes have a great potential
for reuse after being subjected to a proper pretreatment.
More information about pretreatment alternatives applica-
ble to chilling wastewaters can be found under the waste-
water reclamation and recycle heading.

It was mentioned earlier that especially a significant
amount of the solid wastes generated in poultry process-
ing plants such as feathers, blood, offal, etc., can be han-
dled as valuable by-products when they are directed
towards rendering facilities. By-product processing can
either take place on site or in a separate rendering plant.
In this context the best waste management plan to follow
for poultry processing plants without rendering facilities,
is collecting all recoverable materials and sending them to
rendering plants. In order to minimize the organic loads of
effluents, it is recommended not to overcharge the cookers
of the rendering plants. Otherwise cooker overflow waste-
waters with very high COD concentrations (25,000 mg/l)
can be obtained (2).

For large poultry plants processing more than
10,000 birds/day, COD and SS loads of 29 g/bird and
7 g/bird, respectively are given in the literature (1).
64,000 mgCOD/ bird and 14,000 mgSS/bird pollutant
loads are reported for smaller premises (1). COD loads
originating from different wastewater sources are tabu-
lated in Table 146.5 (2). The figures are obtained from a
modern large (�10,000 birds/day) poultry processing
industry where blood is recovered and collected effi-
ciently, inedible offal and feathers are transported with
water and screened feather transport water is reused (2).

It should be kept in mind that different organic loads
can be obtained for abattoirs in which feather and inedible
offal transport is performed with dry methods. In such cases
the COD load originating from washdown processes may
constitute 60% of the total organic load (2). On the other
hand, concentrations of organic matter differ in a wide
range for segregated wastewater streams obtained from
different sources. Values as high as 4000 mg/l of COD is
reported in literature for giblet chiller effluents, whereas
250 mg/l of COD concentration is given for whole bird
washing operations (7).

C. TREATMENT ALTERNATIVES

Two different approaches can be followed in dealing with
the treatment of wastewaters originating from poultry pro-
cessing industry. The first one involves collecting all waste-
water sources in an equalization basin and subsequently

treating them by the use of a previously determined treat-
ment scheme. However, it is a well known fact that some
wastewater sources contain high concentrations of certain
contaminants in this industrial activity. Therefore, it is
advantageous to handle wastewater streams separately
and apply specific treatment alternatives defined for each
of them. By doing so, pollutant loads discharged to end-
of-pipe treatment facilities can be reduced, recovery of
by-products together with water recovery and reuse appli-
cations ease (2, 6). This second approach covering stream
segregation concept is of importance especially for new
industrial installations.

The following treatment units can be adopted for
wastewaters generated from poultry processing industry.

Primary Treatment: Primary treatment may consist of
a screen and a primary sedimentation tank to reduce solids
loads, an oil and grease removal facility such as dissolved
air flotation (DAF) and an equalization unit to minimize
the fluctuations in wastewater quality and quantity.

Secondary Treatment: The target of secondary treat-
ment is the degradation of organic matter. The waste-
waters respond well to biological processes such as

activated sludge
- conventional activated sludge
- step aeration activated sludge
- high-rate activated sludge
- extended aeration activated sludge
- contact stabilization
- sequencing batch reactors

trickling filter
- high rate trickling filter
- standard rate trickling filter

lagoons
- anaerobic lagoon
- aerobic lagoon
- anaerobic lagoon followed by an aerobic

lagoon
biodisks (9, 11–13).

Current understanding of biological treatability covers
biodegradability oriented fractionation of the COD param-
eter. Total COD consists of biodegradable and inert com-
ponents; both subdivide into further fractions. The total
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TABLE 146.5
COD Loads from Different Sources
Source g COD/Bird %

Scalding 3.0 11
Evisceration 13.0 48
Washdown 9.5 35
Miscellaneous 1.5 6

Total 27.0 100



inert COD consists of soluble inert COD and particulate
inert COD both by-passing the biological treatment with-
out being affected from biochemical reactions. Apart from
the soluble inert content of wastewater, the level of inert
metabolic products generated within the biological treat-
ment processes gain importance in meeting the effluent dis-
charge limitations (14). Such a fractionation was performed
on a small poultry processing industry located in a remote
area where the wastewater only originated from scalding
operations and cleaning processes. The results of this study
can be used for better understanding of the nature of COD
generated from this industry. According to the mentioned
research, the total COD of the poultry processing effluent
is around 90% biodegradable, with a practically negligible
particulate inert and significant soluble inert portion; the
latter together with soluble residual microbial products gen-
eration, is likely to impart a residual effluent COD con-
centration after passing through a biological treatment,
not less than 12% of the influent total COD (10).

Tertiary Treatment: When the applied primary and sec-
ondary treatment is inadequate in achieving the required
treated effluent quality; an additional advanced treatment
step can be used.

On the other hand as the major part of poultry process-
ing wastewaters generated from certain processes, such as
killing and bleeding and defeathering, is proteinaceous in
nature, the recovery of these dissolved and colloidal pro-
teins is an important issue (1, 2). The recovered solids can
be rendered and used as animal feed. The following pro-
tein recovery methods are the most used ones:

- application of cellulose based ion exchange 
resins (1)

- use of ultrafiltration (1)
- recovery of protein from generated activated

sludge biomass (1)
- precipitation of protein by the use of coagulants

before air flotation unit (2). Ferric chloride
(FeCl3), sodium hexametaphosphate or ligno-
sulphonate are stated as the most effective coag-
ulants (1, 2). A pH of approximately 4 must be
adjusted prior to sodium hexametaphosphate
applications (2).

IV. SOLID WASTE MANAGEMENT

The amount of solid wastes generated in poultry process-
ing plants varies in the range of 0.2 to 0.4 kg/bird (2).
Feathers, inedible offal, blood, feces and carcasses classi-
fied as unsuitable for human consumption are the main
contributors of solid wastes for this industrial activity.
Table 146.6 outlines the mass distribution of each solid
waste source for a typical plant (2).

In small premises without a rendering facility, the
majority of the solid wastes can be sold to a rendering

plant and the rest must be directed to a solid waste dis-
posal site. Another alternative is to transport all the gener-
ated solid wastes for waste disposal. Waste handling
practices such as landfills and composting can be applied
to solid wastes generated from poultry industries. Solid
wastes can also be anaerobically digested (15–17).
Poultry processing wastes can be applied as fertilizers in
certain agricultural activities after being digested in an
anaerobic unit (15). It is reported that compost produced
from dissolved air flotation skimming of poultry process-
ing plants can successfully be used in corn production
fields (18). Feather composting is an applicable solid waste
handling method (19). Feathers are almost made up of pure
keratin that is not easily degradable by common enzymes
(20, 21). Therefore although biodegradation of feathers
can be achieved with native microbial populations, it is
possible to accelerate this process by using isolated, target
oriented cultures (19–24).

When solid wastes are subjected to a rendering process,
they are converted to by-products. Protein recovered from
wastewaters can be added to by-products to enrich the
protein content (2). By doing so, the nitrogen content of
the wastewater can be decreased to a level that does not
require treatment specific to this pollutant parameter.

In order to improve the solid waste management in a
poultry processing plant it is recommended to follow the
items below:

Dry collection of solid wastes must be preferred when-
ever possible. A washing can be carried out sub-
sequently. Such an application eases the solids
by-product recovery and reduces wastewater pol-
lutant loads.

Blood must be collected in a properly designed place
for minimizing the spillages. This in turn eases
the cleaning procedure in the bleeding area, and
excess blood contamination of wastewater can be
avoided. It must be noted that blood constitutes
6–8% of the bird’s mass (2).
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I. INTRODUCTION

In the meat industry, plant operators always hope to utilize
all they can get from the livestock, but some non-meat
wastes still exist and these are called co-products. 
Co-products can include blood and renderable offal tissues
such as viscera, bone, fat trimmings and fine debris; and
these materials play a dual role as both assets and liabilities

in the meat industry. Thus, how to efficiently recover co-
products or how to minimize the waste in a meat plant is an
important work and the performances of these actions can
create a huge income or minimize disposal cost in a meat
plant.

Some unavoidable meat plant waste was being
dropped into the bay near-shore or the river, and it was
drifted out with the tide, causing unpleasant odors.



Today, with environmental concerns, energy costs and
increased volume have together made co-products han-
dling major economic and management problems in the
meat industry. Additionally, in many countries’ regula-
tions, the air and water effluents from meat plants must
be as clean as or cleaner than the water and air entering
the plant. It is estimated that there is a total return of
15.07% from co-products out of the total value of prod-
uct sales in a beef cattle slaughter plant, with inedible
offal return of 8.44% and the rendered products return of
1.73% (1).

Many non-meat products with origin from the meat
industry enhance modern living. Hence, the use of pro-
cessing techniques to transform the waste into valuable
products that can be used for food, feed or fertilizer in the
living environment, or create new products or increase
incomes for the meat industry are still an important target
in a meat plant. Hansen in 1983 estimated that at least an
additional 181 thousand tons of protein would be recov-
ered from meat industry wastes each year in the 
United States and the worth perhaps exceeded 400 million
dollars (2).

II. PRODUCTION

Meat-processing waste consists of solid and liquid portions.
Solids include manure, paunch manure, and large
amounts of animal tissue. The liquid portion includes
blood and other body fluids. In actual practice, most of the
solids such as small animal tissue and paunch manure will
be mixed with a greater amount of water used for carcass
cleaning or rinsing of the equipment, and some blood, and
they are discharged into the sewer. Therefore, the best
functional filter system should be utilized to separate meat
waste into solid and liquid fractions. The solid waste is
generally transported to the rendering plant for feed or

fertilizer manufacturing; and the liquid waste was sent to
the wastewater treatment system.

The waste in the meat plant usually comes from
slaughtering procedures. A traditional slaughtering
method yields approximately one ton wastewater per pig,
but only yields 40–50% of this amount in a modern sys-
tem due to new policy or equipment used (Table 147.1).
For example, an automatic spray system can be used for
washing carcasses. In red meat plants such as beef, lamb
and pork, solid waste includes almost all the inedible co-
products and the productions were estimated (Table
147.2). According to a report published by American
Meat Institute in 1995, it was reported that total numbers
of cattle, sheep and pigs for slaughter in 1994 were 33.4,
5.7 and 85.4 million heads, respectively. Total inedible co-
products (inedible tallow and grease, other inedible
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TABLE 147.1
The Yield of Wastewater from Different Slaughtering Methods (Skinned and Scalded) for Pork
in Meat Plant

Skinned Method Scalded Method

Amount of Water Amount of Waste Amount of Water Amount of Waste
Steps (Litter/hog) Water (Litter/hog) (Litter/hog) Water (Litter/hog)

Fasting area 70–100 65–95 70–100 65–95
Stunning 70–120 60–110 70–120 60–110
Scalding 50–60 40–55 0 0
Dehairing 60–80 55–70 0 0
Evisceration 110–250 110–250 110–250 110–250
Viscera washing 150–250 150–250 150–250 150–250
Carcass washing 100–150 99–150 100–150 99–150
Chilling 10 10 10 10
Total 620–1000 589–990 560–860 494–865

Source: Adapted from Ref. 4.

TABLE 147.2
Percentage and Amount of Inedible Co-Products and
Waste Based on Live Weight from Various Livestock
Species

Cattle Pigs Sheep

Inedible raw material % 5–17 6–15 6–22
Waste % 14–20 6–12
Paunch and manure % 8 4 5.5–9.5
Shrinkage % 2–10 0.5–1.5
Grade Choice US No. 1 Choice
Live weight kg 455 45 100
Inedible fats, bone 80 10 8

and meat scrap kg
Unaccounted items 64 5 12

(stomach content,
ahrink, etc.) kg

Source: Refs. 5, 6, 7, 8, 9.



products) production was approximately 3,732 thousand
tons in the United States in 1994 (3).

III. COLLECTION AND ATTRIBUTES

Generally, meat slaughter and processing plants with ren-
dering facilities must have two separate rendering units.
The two units must be separated physically to prevent any
inter-transfer of raw materials, products or contamination
from inedible rendering area to the edible rendering area.
Equipment used to handle, contain or process inedible co-
products must be clearly marked “Inedible,” and any edible
product that comes in contact with any so-marked pan,
truck or conveyors immediately is designated as being ined-
ible. The use of the various inedible meat co-products has a
profound effect upon the speed at which they must be han-
dled and processed. Inedible co-products from animals as a
whole present a heterogeneous collection of tissues, some
of which may be subjected to various processing treatments
in normal commercial practice. Therefore, each inedible
co-product can be expected to exhibit different ways of col-
lection. In addition, undesirable odor, flavor, texture and
appearance can be quickly produced in inedible raw mate-
rials when these raw co-products are stored under unsuit-
able temperature treatments and as a result of microbial
spoilage. It is usually considered that a temperature of 10°C
is adequate to control pathogen proliferation during the col-
lection and processing of inedible raw co-products.

A. BLOOD

Blood contains about 17 percent protein and may be used
for meat food products. Thus, blood should be collected
because it has high nitrogen content and can be utilized
for human consumption. Every effort should be made
towards this end, not only because of its enhanced value
but also because of effluent problem; thereby reducing the
BOD for wastewater with non-blood recovery to about
4480 mg/L (Table 147.3), and for whole blood it is about
200,000 mg/L (10). Small amounts of blood specially col-
lected on the kill floor can also be turned into edible 
products like black pudding and protein supplements. A
closed collection system should be established which
requires approval by USDA-FSIS and allows for the dis-
posal of blood from animals whose carcasses are con-
demned during post-mortem inspection (11). The
bacterial quality of edible blood should be less than 2,000
total plate count organisms per milliliter. The blood used
in livestock feed, fertilizer or industrial use is collected by
an open method and supplied in the form of blood meal
and the bacterial quality should be less than 2.5 � 105

organisms per ml of blood (12). It often contains flush
water, has a high water content (as much as 85%) and low
dry solids value, and is often haemolysed. Therefore, after
collection all blood material should be refrigerated at 2°C
to minimize bacterial count and maintain good hygiene.

The blood collection tank with refrigerator is shown as
Figure 147.1.

B. ORGANS

It is generally considered that organs are necessarily of poor
microbiological quality, with large bacterial loads and a high
incidence of contamination with spoilage or pathogenic
organisms. A putrid odor and flavor can be produced rapidly
when these materials are exposed to improper treatment
such as on the kill floor, or stored at a higher temperature
(13). Thus, better control of organs handling are clearly nec-
essary, but handling criteria which would be both commer-
cially practicable and generally applicable are difficult to
define because circumstances vary so greatly between indi-
vidual plants. However, the end quality of organs is greatly
affected by the manner in which the raw materials are col-
lected, handled and held prior to further processing. The vis-
cera collection is showed as Figure 147.2.

C. DEBONED RESIDUES

The bone yield of beef carcasses, pork carcasses and lamb
carcasses is 15, 11 and 16%, respectively (14, 15). In recent
years, labor has become more expensive, and as the red meat
industry has attempted to salvage more of the adhering meat
left on bones, new separating machines have been used. The
amount of bone residues depends on the amount of sepa-
rated red meat recovered from the bone materials. In gen-
eral, with a requirement of good quality on separated red
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TABLE 147.3
The Wastewater Load Characteristics in Meat Plant
with or without Blood Recovery

SS BOD COD Grease 
Items kg/m3 kg/m3 kg/m3 kg/m3

Blood recovery 0.64 1.20 1.75 0.16
Non blood recovery 0.64 4.48 10.31 0.16

Source: Adapted from Ref. 4.

FIGURE 147.1 The blood collection tank with refrigerator.



meat, a larger amount of bone residue is obtained. The bone
residue yield was from 21 to 80% by species, bone parts and
machine types (16, 17, 18). The bone residues are used for
meat and bone meals by rendering processes. An example of
bone residues collection is showed in Figure 147.3.

D. SKIN AND HAIR

Animal hide is about 4–11% of the weight of the live ani-
mal, and one of the most valuable co-products produced
by that animal. Hides from cattle sheep and goats are
obtained by the hide pulling technique, then preservation,
fleshing, trimming, selection, grading, storage and ship-
ping. Average weight of pigskin from a market weight hog
is about 4.5 kg. Scalded and dehairing skins are usually
obtained in most pork meat plants due to the usage of
scalding and dehairing procedures. This heating causes
the protein in skin to denature and results in 50% of the
pigskins being unsuitable for upper shoe leather. Hogs
also can be skinned with a peeling system (Figure 147.4)
that pushes the skin and carcass apart and these skins are
useful for leather production because it has received no
heat treatment. The scalded and dehaired pigskin collec-
tion is showed as Figure 147.5.

Hair, a co-product of the slaughtering industry, may
be used for making brushes or for fertilizer. Practically,
hair is generally collected in a pork plant by the wet
method that means hair was mixed with a large amount of
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FIGURE 147.3 Deboning by hand and collecting bone
residues in a cart for rendering.

FIGURE 147.4 The hog skins were collected by a peeling 
system and used for leather making.

FIGURE 147.5 The scalded and dehaired pigskin was col-
lected in a cart for rendering.

FIGURE 147.2 The viscera were collected in an inedible 
co-product cart.



water and the wet yield will enlarge by 2.5–3.5%. Most
hog hair is not suitable for brush making and is manufac-
tured with other inedible co-products in the rendering
plant and sold as meal products.

E. FAT TISSUES

Fat tissues are co-products of the meat plant and come
from two major sources, one from the preparation of meat
for sale, and the other from the manufacture of processed
meat products. Lard and tallow are the two major animal
fat tissues. Lard is obtained from hog, while tallow is
obtained mainly from cattle and sheep. Generally, lard pro-
duction is limited to certain cut fat from pork. Examples
of cutting fats are backfat, belly fat, ham fat, ham trimming
fat, fat removed from loin, neck and shoulder and miscel-
laneous trimming fats (19).

The lard production per hog is approximate 10.1 lbs and
total lard production in 1992 was 860 million pounds in
the United States (20). The total tallow production in 1990
was 14,727 million pounds in USA; and a total of 4724
million pounds is inedible for factory use, soap and feed
(21). The fat tissue collection is shown in Figure 147.6.

IV. SOLID WASTE TREATMENT AND
MANAGEMENT

The largest amount of solid wastes comes from inedible
co-products and a small amount is animal manure and
tankage that comes from wastewater treatment in meat
packing house. Most of the inedible co-products will be
transported to the rendering plant or unit near the meat
plant in a short time to obtain various co-products meals
for animal feed or fertilizer in the field.

Rendering is an extraction technique that usually
involves the heating or cooking of the raw material to 
liquefy the fat, and to break down membranes or other

structures that may hold the fat. Rendering serves two pur-
poses: (1) to separate fat and protein, and (2) to cook the
animal tissue and kill the microorganisms.

Based on sanitary and safety reasons, premises should
be situated so that the raw materials can be conveyed to
them with minimum handling. They should be spacious,
well lit and ventilated, with impervious walls and floors.
Floors should be sloped to open channels leading through
fat traps to the drains. Abundant amounts of steam, and
hot and cold water should be supplied. In addition, a ren-
dering plant for inedible co-products is best located out-
side the slaughterhouse. The secret in the production of
high quality animal co-products lies in prompt treatment
of the raw material. Animal wastes decompose quickly
and depreciating markedly as a result; it should therefore
be an axiom in slaughterhouse control that no raw mate-
rial left untreated after a day’s slaughtering.

A. RENDERING METHODS

Toady, there are four major methods of processing inedi-
ble co-products: wet rendering, dry rendering (batch),
continuous dry rendering and continuous low temperature
rendering.

1. Wet Rendering Method

The wet rendering method requires a batch pressure
cooker (autoclave) in which pre-ground raw material is
injected with live steam to a temperature of 140°C under
pressure for 3–4 hours. After this time, the pressure is
slowly released and the fat runs out into a receiver and is
further purified by centrifugation to settle out the water.
The proteinaceous solids or graves are emptied from the
cooker and the fat removed by pressure and solvent
extraction. They are then ground and dried.

2. Dry Rendering Method

This process involves the use of heat in the form of steam
and water over a period of 1.5–2 hours at atmospheric
pressure to drive off water indirectly from the fat in the
cooker (22). The rest of the processes are the same as for
the wet rendering process.

3. Continuous Dry Rendering Method

The continuous dry rendering system is similar to a batch
dry rendering process. The big difference is that the flow
of raw material into and out of the cooker is continuous.
The cooker is usually horizontal, steam jacketed and
equipped with a hollowed, steam-heated agitator. The
duration of the cooking period depends on cooker volume,
heat transfer capability and characteristics of the raw mate-
rial. A screw press conveys and handles the raw material
continuously. Remaining solids are pressed to remove
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FIGURE 147.6 The pork fat tissues were collected in a car-
riage for rendering.



residual fat. Rendering processes of livestock by-products
are shown in Figures 147.7, 147.8 and 147.9.

4. Continuous Low Temperature Rendering 
Method

This system is similar to the old wet batch processing but
a significant difference is that the bulk of water is
removed by mechanical methods made possible by the
difference in density between fat, water and solids. The
process involves mincing of the raw material, melting by
live stem injection at 60–90°C, continuous separation of
solids from the liquid fat in a decanter centrifuge, further
heating, and centrifugation to remove the fines; and the
tallow is used for manufacturing the final products. The
solids (which contain about 40% water of the original
material) are sent to a cooker/drier that is similar to the
unit used in continuous dry rendering. The moisture of

solid material is driven off by heat. High quality tallow
will be produced in this system because of the relatively
low temperature used in the processing.

B. USE OF RENDERED CO-PRODUCTS

1. Inedible Fats

A major use of inedible tallow and oil of animal origin is
high-energy additive to livestock and poultry feed.
Romans et al. in 1985 stated that inedible animal fat added
to animal feed reduces the dust, improves color and
palatability, and increases pelleting efficiency (9). An
approved antioxidant needs to be added to prevent rancid-
ity when the fat is kept in a storage tank.

Fatty acids and glycerol are obtained from animal
inedible fats by a splitting technique that can be finished
with the usage of high temperature, pressure and steam.
Lard oil and neat’s-foot oil are made from White A grease
and White B grease, respectively, and can be used for del-
icate running machines, giving viscosity to mineral oil,
and special leather oils, and making candles.

At present, the greatest utilization of inedible fats is
still in soap making. Moreover, with environmental con-
cerns, soap is biodegradable and has an advantage over
the phosphate-based detergent for the water resources
protection in lakes and streams. Additionally, new fat-
based cleaning products with detergent-like traits have
been developed and are helpful to get a large share of
future cleaner markets.

2. Meat Meal, Meat and Bone Meal

Meat meal is used as a source of high quality protein,
energy, B vitamins and minerals in animal feed. The bone
content of meat meal supplies calcium and phosphorus,
thus helps in providing necessary minerals to the animal’s
diet. It also supplies important B vitamins such as thiamin.

Some special bone meal is fed to poultry for bone
growth and provides necessary calcium for eggshells, or
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FIGURE 147.7 A dry rendering system usually used in a ren-
dering unit in a meat plant.

FIGURE 147.8 Final rendered end products of meat and 
bone meal.

FIGURE 147.9 A final rendered meat bone meal with package.



fed to those pregnant or lactating birds requiring higher
level of minerals in the diet.

3. Blood Meal

Ockerman and Hansen in 2000 stated that dried whole
blood (5–8% moisture) which has been steam-coagulated,
dried and coarsely ground is called blood meal (23). If it
has been finely ground, it is called blood flour. This prod-
uct is about 75–83% protein, 1.2–1.6% fat and 3.8–5.6%
ash. Blood meal is used in calf starter ration, swine and
poultry feeds. It is less digestive than meat meal.

4. The Risk of Rendered Products

The production of end products from these wastes, e.g.
bone meal, meat and bone meal, blood meal, poultry 
co-products meal, feather meal and the use of these for
animal feed purposes may cause problem unless safe
methods of treatment are employed. One of the problems
in processing co-products used for feed is recontamina-
tion of the rendered product by incoming unprocessed
material. The contaminated rendered product is then fed
to animals. This is a special problem with Salmonella
organisms in poultry feed. Another serious problem is a
disease occurring in cattle in recent years (since 1985–86)
and its common name is “mad cow disease” or bovine
spongiform encephalopathy (BSE) (24).

BSE is defined as one of a group of neurodegenerative
diseases categorized as transmissible spongiform
encephalopathies (TSEs). The cause of BSE stems from
unique self-replicating proteins called “prions” which
unlike other infectious agents, contain no genetic material
(25). They can survive high sterilization temperatures and
remain in infected meat following cooking. The most
common form of TSE is called scrapie and has been
observed in goats and sheep. It was suspected that meat
and bone meal made by rendering scrapie-infected sheep
to be used in protein feed supplements for cattle could
have been the cause of BSE. BSE was first identified in
the United Kingdom in 1985.

V. WASTEWATER MANAGEMENT AND
TREATMENT

Meat processing wastewater contains high concentrations
of proteinaceous substance (15 kg/m3) and fat (20 kg/m3)
(26). Therefore, parallel with the development and modi-
fication of resource-saving methods for the local purifica-
tion, problems of cutting down raw material loss with
wastewater, reducing specific volumes of unusable waste,
exhaust gases and noxious substance escaped are put in
the forefront. Fortunately, the technological progress for
the management in meat plant can solve these problems.
Water expenditures, raw material losses, the composition
of wastewater and their loads can be determined for all

operations in the meat production performed with water
use. The composition of wastewater should also take into
account not only their primary parameters [suspended
substance (SS), chemical oxygen demand (COD), bio-
chemical oxygen demand (BOD) and fat] to be controlled,
but also the specificity of such water. The wastewater
source and characteristics of meat plant are summarized
in Table 147.4. In general, if BOD, SS and TKN are high
in wastewater from a meat-processing plant, other param-
eters are generally relatively high also (27). BOD is pro-
portional to water usage; as water usage increases, the
BOD level in the wastewater from the plant also increases.
Thus, paying greater attention to dry cleanup, and recov-
ery of blood, meat scraps and paunch material in a meat
plant will have lower sewer and water use bill.

A better wastewater treatment scheme for a meat plant
should be designed based on the following requirements:
(a) segregate blood from the wastewater system; (b) iso-
late solids from wastewater, wherever possible; (c) put
flow equalization ahead of the biological treatment in the
flow pattern; and (d) remove fat and grease before the bio-
logical treatment. The process flow schematic is shown in
Figure 147.10 and briefly described below.

A. PRELIMINARY TREATMENT

1. Sedimentation or Screening

The wastewater from slaughtering pigs has high solid and
pig hair loadings comprised of approximately 1/3 of the
total solids loading from the primary screening. A 0.5 mm
wedge wire rotary screen is suggested in processing
wastewater of meat works. A simple sedimentation can be
performed to remove solids by gravity (Figure 147.11).

2. Equalization

An equalization tank with adequate mixing and aeration
contents is designed to provide adequate blending capa-
city. It should handle variable volume with high loads asso-
ciated with slaughtering period (7–8 hours/day), maintain
constant and continuous effluent flow into biological
treatment unit over 24 hour and maintain enough equal-
ization tank volume (30% of total balancing).
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TABLE 147.4
The Wastewater Load Characteristics Per Cubic Meter
in Meat Plant

SS BOD COD TKN NH3

Items kg/m3 kg/m3 kg/m3 kg/m3 kg/m3

Process water 1.20 3.00 4.50 0.35 —
Lairage 11.98 5.13 13.31 1.53 0.80
Total 13.18 8.13 17.81 1.88 0.80

Source: Adapted from Ref. 28.



3. Fat and Grease Removal

Fat and grease removal is done by centrifuges or dissolved
by air flotation. Air flotation is a process in which air is
dissolved in wastewater under pressure. The wastewater
then is moved to a quiescent stage, and air bubbles come
out of solution carrying solid with them as they rise to the
surface. Air flotation has the advantages in that skim-
mings can be utilized as inedible grease.

B. SECONDARY TREATMENT

This step actually is a combination of anaerobic and aer-
obic biological treatments.

1. Anaerobic Biological Treatment

Anaerobic biological treatment is the most cost effective,
efficient and popular unit process for meat industry and
also is able to economically and effectively remove large
quantities of organic matter by converting it into biogas,
which contains 60–80% methane and 20–40% carbon
dioxide. Methane is the major component of natural gas
and can be burned to provide heat energy. This treatment
can remove up to 82% of the applied BOD when operating
properly. Therefore, it is an important part of the treatment
process for wastewater containing a high concentration of

organic materials (29). The plug-flow digester or the fixed-
firm and slide-blanket digester can be used to replace tra-
ditional anaerobic lagoon for economical reasons such as
much shorter retention time, reduced area and less mainte-
nance in this treatment (30, 31). The microbial flora bal-
ance is very important to keep this treatment stable and
effectively operating; therefore, the wastewater should be
at pH above 6.8 and temperature maintained around 35°C.

2. Aerobic Biological Treatment

This treatment is excellent in removing odor but needs
artificial aeration (mechanically aerated lagoon) and its
cost of electricity should be considered. The activated
sludge includes aerobic microorganisms and few organic
matters from the wastewater in an aerobic treatment
(Figure 147.12) and needs to be recycled, meaning these
microorganisms are removed by settling and fed back into
the incoming wastewater. In this treatment, organic matter
in meat plant wastewater is biologically converted prima-
rily into carbon dioxide, water and more microorganisms.
Different systems such as a trickling filter, rotary distribution
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Solids to landfill

Discharge Aerobic biological treatment Anaerobic biological treatment
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FIGURE 147.10 The schematic of wastewater processing in meat plant.

FIGURE 147.11 A simple and sedimentation and screening
for meat plant wastewater.

FIGURE 147.12 An activated sludge process in a meat plant
wastewater system.



arms or rotating biological contactor usually are used to
reach a high rate of mechanical aeration.

The wastewater is passed through the above primary
and secondary treatments, and the solids are clarified by
gravity. The final water usually is sufficiently low in BOD
for approved discharge into rivers. Many municipalities
further require that such water be lightly chlorinated to
ensure its freedom from pathogens.

VI. DIMINUTION OF POLLUTION AND
FLOW VOLUMES

With increasingly strict standards and restrictions being
enforced on how waste can be disposed of, most meat pro-
cessing plants are looking toward the challenge of improv-
ing their waste management practices, keeping cost to a
minimum. There are alternatives to conventional processing
operations that can significantly lower volumes of waste-
water currently being discharged from meat plants. Re-use
and recycling of water for less demanding operations within
the plant have already been mentioned. Tighter antipollution
laws are forcing a variety of innovative processing changes.

Good housekeeping and common sense are necessary
for minimization of pollution and flow volumes in a meat
plant. Good housekeeping is to avoid disposal of scraps or
blood into floor drains and best utilize co-products in high
quality products if possible. Two concepts of pollution and
wastewater reduction are good housekeeping and water
savings. Careful handling of waste and energy resource
should be taught to employees and emphasized on a regu-
lar basis. A policy or program is composed and a team is
needed to perform in the plant to reach the target of pol-
lution and flow volumes reduction. At first, the perform-
ing team should consist of engineers, plant manager,
maintenance staff and workers in the process. The second
step of the program is to identify point of water use, gross
spillage and collection of blood or scraps on the floor, etc.
The third stage is to get information for decision making
as economically and quickly as possible and avoid a large-
scale change or measurement program. The last step of the
program is to generate a list of possible solutions for each
problem in the plant such as broom and shovel pickup,
installation of catch troughs, installation of an automatic
shutoff and curbing an area to divert water. Finally, the
team needs to estimate the improving efficiency by these
changes or install new equipment. Berthouex et al. in 1977
stated that increase of nozzles and change of location of
shower on the top of the carcass can reduce the volume of
water required to clean carcasses. Annual cost due to car-
cass shower reduction can be saved up to US $3,045 (32).

VII. CONCLUSION

At present, there has been increasing concerns on envi-
ronmental pollution or large use of water leading to global

water shortage and weather alteration in the next quarter
century if this vital resource is not conserved and intelli-
gently managed. Hence, how to save water and reduce
wastewater flow volume or pollution is still an important
responsibility for the managers of food plants. In a meat
plant, significant amounts of blood and scrap are lost to
the sewer. In addition, usage of more water and energy
than needed to finish the given task also usually exists in
the processes in meat plants. In consequence, good house-
keeping practices and saving in water usage should be
taught to all members of the plant. Recovery and upgrad-
ing of co-products also need to be developed as tactics to
reduce pollution and increase profit.
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Baking is a millennia–old process, and bakery products
range in complexity from the simple ingredients of a plain
pastry, to the numerous components of a cake. The term
baking applies not only to the production of bread, but to all
food products in which flour is the basic material, and to
which heat is applied directly by radiation from the walls
and/or top and bottom of an oven or heating appliance.
More particularly, baking includes the production of items
such as bread, cake, pastry, biscuits, crackers, cookies, and
pies, where flour is the essential and principle ingredient for
the base product; baking also includes the toppings, frost-
ings, fillings, and so on that finish the baked product.
Despite the fact that many differences in bakery products
exist, both important issues of baking technology—baking
materials/ingredients and techniques for combining and
baking them, will be introduced in this chapter.

I. MATERIALS OF BAKING

A. INGREDIENTS FROM WHEAT

Wheat is one of the world’s most important grains, with
annual world production of 540~580 million tons. Wheat is
the most valuable of all food grains and is widely used in 
all its stages, from whole to finely milled and sifted. In the

bakery, wheat flour is the most important ingredient, which
provides bulk and structure to most bakery products, includ-
ing breads, cakes, cookies, and pastries. Wheat is unique
among the cereals, in that its flour possesses the ability to
form dough when mixed with water (1). The gluten in wheat
dough has the ability to retain the gas produced during fer-
mentation or by chemical leavening, and thus produce a
leavened product (2). These characteristics of wheat flour
dough or batters are responsible for the preference of bakery
products with a light and soft texture.

All wheats belong to the genus Triticum of the
Gramineae family, the ‘grass’ family. Common wheat
(Triticum aestivum) and durum wheat (T. durum) are the
two major wheat groups planted for food use now. For com-
mercial purposes, common wheat is generally classified as
hard or soft, red or white, spring or winter. Of these, hard
and soft wheat flours are used in the baked goods that make
up so many bakery products. Table 148.1 lists the top five
wheat exporters in the world trade with the wheat classes
produced in these areas. Hard wheat normally has high pro-
tein content and its flour is used primarily for yeast-leav-
ened products, such as breads, bagels, croissants, English
muffins, Danish sweet rolls, cinnamon rolls and bread type
donuts (5). Soft wheat normally has low protein content
and its flour is most suitable for making biscuits, muffins,
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pastries and cakes (6). The protein content of soft wheat
flours ranges from 8% to 10%. The lower protein level pro-
duces a cell structure that provides good mouthfeel and a
less chewy texture in chemically leavened baked goods.

Numerous bakery products are produced by using spe-
cific characteristics of flour that depend on the variety of
wheat from which it is milled, the location in which the
wheat is grown, and growing conditions. Both the quantity
and the strength of the protein in the flour are important
indicators of the flour’s suitability for various baking
applications. The “strength” of flour is generally defined as
the capacity of the flour to make a tough, elastic dough, and
a low-density loaf of bread has fine, uniform crumb
structure (5). Flour contains two proteins of importance to
yeast-leavened doughs—glutenin and gliadin. When these
are mixed with water, gluten forms and contributes to the
dough strength. This creates an elastic, extensible matrix;
high-quality gluten entraps large amounts of the carbon
dioxide produced by yeast fermentation. Strength of flour is
dependent primarily, but not entirely, on the amount and
type of protein present in the flour. Therefore, the high pro-
tein content of bread flours does not guarantee high-quality

bread flour. Additionally, greater water absorption in bread
flour results in better dough yield.

1. Wheat Flour Milling

The production of flour from wheat is derived from an
ancient process used throughout the Middle Ages, that first
separates the husks from the kernels by making use of the
wind, which removes the lower density husk (“chaff”),
followed by grinding of the kernels between two stone sur-
faces (7). Since those days, the milling process has devel-
oped considerably to enable it to cope with the demands of
large industries, many of which require specialized flours.
These needs are met by a sophisticated milling process from
which various types of flours and by-products are obtained
by the use of different types of rollers, sieves, and air classi-
fication systems. The separation of wheat components in the
milling process relies on the knowledge of the distribution
of the various components within the wheat kernel and their
physical properties, including their size and shape. In order
to produce flours that meet the requirements of the various
applications, flour properties need to be correlated with the
requirements of each of the end products. With progress of
cereal chemistry, millers can benefit more and more from
carefully choosing the proper recommended wheat, accom-
panied by an adequate milling operation.

The wheat kernel consists of three main parts: bran,
germ and endosperm. Depending on its source, the wheat
endosperm contains about 63 to 73% starch, and 7 to 20%
protein (8–10). Flour milling is a complex process by
which the interior endosperm of the wheat kernel (flour) is
separated from the exterior shell (bran and shorts). In
preparation for milling, the grain is thoroughly cleaned,
then put through a tempering process where it is moistened
and softened. Nowadays, various types of rollers and shaker
sieves (e.g., plan sifters) are used to affect the separation.
Roller milling is divided into two main categories, namely,
“breaking” and “reduction.” The breaking rollers are set to
flake off the bran layers and germ, and crack the endosperm
into coarse pieces. The coarse pieces of endosperm are then
broken into smaller pieces by repeatedly shifting and roller
reducing. Flour produced throughout the milling process is
removed to storage bins for final processing, where it is
enriched, graded, and either packaged or shipped in bulk.
The remaining bran and germ are used for cereals, baking
and animal feed. Figure 148.1 is the simplified scheme of
wheat flour milling. Different grades or specific character-
istics of flour can be extracted from one type of wheat, or
combined from various flour streams that are derived from
either a single type of wheat milling or blended wheat
milling. For example, flour of medium strength can be
achieved by milling and blending hard and soft wheat or
blending hard wheat flour and soft wheat flour.

Flour extraction rates are usually used to express the
portion of the endosperm that is separated into a particular

Bakery Products 148-3

TABLE 148.1
Top Five Major Countries of Wheat Export (Marketing
Year 2001–2002)a and Wheat Exports by Classb

Top Wheat Exports
Exporter 1000s Tons by Class

1. U.S. 26,139 Hard red spring (HRS)—21% 
Hard red winter (HRW)—44%
Soft red winter (SRW)—17%
White (Hard and Soft)—15% 
Durum—3%

2. Canada 16,758 Canada Western Red Spring (CWRS)
Canada Western Amber Durum (CWAD)
Canada Western Extra Strong (CWES)
Canada Prairie Spring Red (CPSR)
Canada Western Red Winter (CWRW)
Canada Prairie Spring White (CPSW)
Canada Western Soft White

Spring (CWSWS)
3. Australia 16,494 AWB Prime Hard

AWB Hard wheat
AWB Premium White
AWB Standard White
AWB Noodle Wheat
AWB Soft Wheat
AWB Durum
Australian General Purpose

4. Eastern 11,494 Winter wheat
Europe Spring wheat

5. Argentina 11,477

World Total 109,751

a From (2).
b From (3).
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grade of flour. Figure 148.2 shows the yields of wheat flour
and by-products. The extraction rates are calculated as the
percentage of flour obtained from clean, dry wheat. Table
148.2 lists the definitions of terms of milling products com-
monly used by millers and bakers. Ash content varies with
the grade of flour, which depends on when the flour is
obtained during milling. Patent flour is the “cut” of flour
from the front of the mill and is considered very high qual-
ity. Clear flour is the portion of flour remaining after the
patent flour has been taken off. Clear flour is further catego-
rized as “first clear” and “second clear.” Straight flour is all
of the flour extracted from a blend of wheat. The differences
in flour from patent to straight grade to clear flours are
related to the level of bran and protein quantity or quality in
the flour. Patent flour has the least bran and protein content,
while second clear flour has the greatest bran and protein
content. Commercially, many specialty flours for specific
bakery products are usually blended with various flour
streams from one or more varieties of wheat milling. For
example, high-gluten flour is used in hard-crusted breads
and in such specialty products as pizza dough and bagels. 

Cake and pastry flours are made of soft wheat. Cake
flour is a weak or low-gluten flour, with a lower ash content
and smaller particle size, and sometimes is treated with

chlorine to lower pH, which improves cake properties.
Pastry flour is also a weak flour, but it is slightly stronger
than cake flour with the same creamy white color as bread
flour. Pastry flour is used for pie doughs, cookies, biscuits,
and muffins. 

Freshly milled flour is not most suitable for bread-
making, because gluten is somewhat weak and inelastic and
the color may be yellowish. After milling, flour usually
undergoes additional treatments that can affect perform-
ance, including bleaching and maturing. Flour will whiten
and mature naturally due to oxidation, which changes its
appearance and handling properties. Aging of flour this
way is time-consuming. To speed it up, bleaching (matur-
ing) often is done with chemicals. The US Code of Federal
Regulations, Title 21, Part 137, Cereal Fours and Related
Products, sets a number of requirements for products
offered as “flour,” in which flour may contain not more than
200 parts per million (ppm) of ascorbic acid as a dough
conditioner. Chlorine, nitrosyl chloride, chlorine dioxide,
acetone peroxides, benzoyl peroxide mixed with certain
specific diluents, or oxides of nitrogen, may be used for
bleaching or artificial aging, in quantities not more than
sufficient to achieve such effects (12). In contrast to ben-
zoyl peroxide, which only whitens the flour and has little

Bakery Products 148-5

20 40 60 80 100%

Whole wheat flour (100%)

Farina (0~5%)

Long patent flour (60%)

1st clear flour (10%)

2nd clear flour (5%)

Short patent flour (40%)

Short (12%)

Bran (12%)

Germ (0.5%)

Straight flour (72~75%)

Baker’s patent flour (70%)

Extraction rate

FIGURE 148.2 Milling flour stream of hard wheat and its by-products.
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effect on its baking performance, bleaching with chlorine
gas not only whitens flour, but also functions as a maturing
agent. Chlorine modifies the starch and protein, permitting
increased starch swelling and hydration while also weaken-
ing the gluten structure. Cake flour is usually treated with
chlorine to pH values of 4.5–5.2, and cake flour treated
with 1.75 oz chlorine/100 lb flour is recommended for opti-
mum baking results (13). All varieties of refined wheat
flour can be enriched with nutrients lost during milling off
of the bran (e.g., thiamine: 2.9 mg/lb flour, riboflavin: 1.8
mg/lb flour, niacin: 24 mg/lb flour, folic acid: 0.7 mg/lb
flour, and iron: 20 mg/lb flour), and it may contain added
calcium in such quantity that the total calcium content is
960 mg/lb flour (12). 

Commercially, many types of flour were designed for
various applications, such as all-purpose flour (alterna-
tively called household flour) for a wide range of applica-
tions. This flour is formulated to be slightly weaker than
bread flour so that it can be used for pastries as well.

Shelf-rising flour is a white flour in which baking powder
and sometimes salt have been added. Whole-wheat flour is
made by grinding the entire wheat kernel, including bran
and germ. It is usually used for wheat bread or whole
wheat bread making. The bran and germ are high in fat,
which can cause whole-wheat flour to oxidize quickly.
They also dilute gluten, so whole-wheat flour produces a
denser loaf than bread made from wheat flour. In fact,
using all whole-wheat flour results in a very heavy, whole
wheat bread loaf; it is best to blend whole-wheat flour
with regular wheat flour (50:50 to 20:80, w:w) to make a
lighter-textured wheat bread loaf. Bran flour is flour to
which bran flakes have been added. The bran may be
coarse or fine, depending on specifications.

2. Other Wheat Products

Various types of wheat products beside wheat flour are also
available for the making of bakery products. Wheat berries

TABLE 148.2
Definition of Terms for Milling Products Commonly Used by Millers and Bakers1

Milling Products Definition

Bleached flour Flour is chemically treated to improve baking quality and color.
Bran The broken seed coat of wheat, separated from the flour or meal by sifting or bolting, exclusive of any germ or most of

endosperm.
Composite flour A flour made by blending varying amounts of non-wheat flour with wheat flour and used for the production of baked goods

that are traditionally made from wheat flour.
Dusting flour Flour used on the bench and on machinery to prevent dough from sticking to equipment.
Farina A very pure wheat endosperm, about the granulation of medium sizings; endosperm particles from hard wheat, in general

can be used for breakfast cereal.
1st Clear flour The portion of flour remaining after a “patent” cut of flour has been taken off. Clear flour is normally higher in ash and protein

than patent and marketwise is secondary in value.
2nd Clear flour The lower grade portion or division of “clear flour” from the tail-end reductions of the milling system, having a higher ash

content and poorer color than those included in first clear.
Germ The most viable portion of the wheat berry, i.e., the embryo extracted from the grain kernels. 
Hard flour This flour is strong in character, requiring prolonged fermentation to ripen, and has considerable fermentation tolerance and

stability. Hard flour is produced from hard red winter, hard red spring, or hard white wheat.
Patent flour The most highly refined flour that is cut off flour (combination of flour streams) from the front of the mill, lower in ash and

protein, with good dress and color and marketwise considered highest in value. Short patent flour (SPF) is more highly
refined than long patent flour (LPF); while, the SPF and LPF are all relative terms and are not constant from mill to mill.

Red dog A low grade of flour, actually a mixture of endosperm and bran powder taken from the tail of the mill, which has high ash,
high protein, poor dress and is dark in color.

Shorts An inseparable mixture of bran, endosperm and germ, which remains after flour extraction (milling) has been completed;
usually used for animal feed.

Short patent flour Top-grade flour of any strength. The degree of extraction may vary from mill to mill, but is somewhere in the region of 40% 
of the total weight of the wheat from which it is milled.

Soft flour The flour with a low percentage of weak gluten, milled from soft red winter or soft white wheat.
Straight flour A flour milled from the entire contents of the endosperm available for milling, without division or addition of flour from

other runs, excluding only the bran and germ; it is usually 72 to 75% of the wheat berry. 
Strong flour A flour that takes up a relatively large quantity of water and produces a dough that requires a relatively long mixing time

for proper development. Usually a flour of high quality for bread-making.
Treated flour Flour to which some supplement has been added, such as vitamins, calcium, iron, self-rising ingredients, etc.
Weak flour That which (a) may contain an adequate quantity of gluten but is of inferior quality; (b) contains an inadequate amount of

good quality gluten; or, (c) contains gluten that has been affected by proteolysis.

1 From (11).



Bakery Products 148-7

(whole-wheat grains) or cracked wheat grains are often
used for multigrain bread or used for topping of variety
breads. Sold as individual ingredients, wheat bran and
germ can boost the fiber and nutrients in bakery and cereal
applications. Vital wheat gluten isolated from wheat has
application in a variety of bakery items to modify the
dough properties, resulting in the improvement of baked
goods. Another wheat protein isolate, gliadin, can extend
the freezer life of buttermilk biscuits and decrease fat
absorption in cake donuts; it also provides excellent
freeze/thaw stability in frozen doughs and can reduce the
toughening of breads and pizza crusts brought on by
microwave cooking. Germinating or sprouting the wheat
kernel improves digestibility and increases bioavailability
of protein, carbohydrates and vitamins. Sprouted wheat is
subsequently toasted and used in breads to moisten the
crumb and to lend a rich, malted flavor. 

B. INGREDIENTS FROM OTHER GRAINS

Products milled from other grains are occasionally used to
add variety to baked goods. These include rye flour, corn
meal, rice flour, soy flour, potato flour, oat flour and barley
flour. In addition to flours, grains can be added in any
shape, including whole grain, grit, flake or coarse meal.
The term meal is used for products that are not as fine as
finely ground flour. All of these products are normally used
in combination with wheat flour because they do not form
gluten. Table 148.3 is the proximate composition of grain
and milled products commonly used in bakery products.

1. Rye

Next to wheat and wheat flour, rye is the most popular
flour for bread-making. Although rye is the only other

cereal grain with storage proteins capable of forming
gluten, rye gluten is weak and inferior compared to wheat
gluten. Therefore, bread made with 100% rye flour will be
heavy and dense, such as pumpernickel and black bread. 

Rye flour is milled much like wheat flour. Light rye
extracted from the inner part of the kernel, with a very fine
texture and a high percentage of starch but little protein, is
correspondent to patent flour. Medium rye is a straight
flour, milled from the whole rye grain after the bran has
been removed. Dark rye is like the clear flour, which is
milled from the part of the rye grain closest to the bran.
Rye meal, or pumpernickel flour, is a dark coarse meal
made from the entire rye grain. Rye blend is a mixture of
rye flour (generally about 25~40%) and a strong wheat
flour, such as clear flour, for making a lighter rye bread.

2. Corn 

Corn flour, corn masa, corn meal and corn grits are just a
few of the many specialty ingredients that can be obtained
from corn, mainly from two varieties of yellow and white
dent corn (15). Corn meal, or corn grits, comes in coarse
and medium grinds for numerous baked goods, including:
coatings for deep-fried foods; use in bread doughs; or as a
sprinkle on bagels, bread sticks and pizza crust. Corn meal
is also a popular ingredient in batter, baking and stuffing
mixes. Corn flour, a finer form of corn meal found in pan-
cakes, waffles and some baked goods, or for breading foods,
may be yellow or white. 

Corn masa, the traditional ingredient of Mexican tor-
tillas, has been substituted by the more popular industrial
corn flour, due to the ease of use, lower water requirement,
and improved consistency in continuous processing. Masa
is dough made from ground white corn or hominy (an old
American Indian term for hulled and dried corn kernels

TABLE 148.3
Proximate Composition of Milled Products of Wheat and Rye Commonly Used in Bakery Products1

Carbohydrate

Non-Starch
Polysaccharide

Water Protein Fat Starch (NSP) Ash
Grain/Milled Products g/per 100 g

Wheat
Wheat flour Patent 12.8 11.8 1.8 65.2 22.1 1.6

White for breadmaking 13.3 11.7 1.4 75.8 3.5 0.6
White for biscuitmaking 12.8 8.5 1.4 77.5 3.1 0.5
White, 78% extraction rate 13.0 11.5 1.3 71.6 3.1 0.6
Wholemeal for breadmaking 13.2 12.7 2.0 65.8 11.8 1.4
Wholemeal, 100% extraction rate 13.1 12.6 2.3 65.0 12.1 1.4

Wheat bran 10.6 14.6 5.4 22.4 35.4 5.7
Wheat germ 9.3 22.0 7.4 25.1 16.0 3.6
Rye
Rye flour Whole 15.0 8.2 2.0 75.9 11.7 N

1 From (14). 
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stripped of their bran and germ and soaked in limewater)
(12). There are two kinds of masa: softer masa molida for
tortillas; and coarser, thicker masa preparada for tamales.
Masa dough can be made using three parts masa flour to
one part lard and two parts water, with some salt.

3. Oat

Much like corn, most oats are used for animal feed. This
nutritious cereal grain is both a source of high-quality
protein and soluble fiber, β-(1→3,1→4)-glucan. In
January 1997, the FDA declared that the β-glucan solu-
ble fiber in whole oats is responsible for total and LDL
blood-cholesterol-lowering, while helping to maintain
good cholesterol (HDL) (13). To qualify for the health
claim, the whole-oat-containing food must provide at
least 0.75 grams of soluble fiber per serving. The amount
of soluble fiber needed for a lowering effect on choles-
terol levels is about 3 grams per day. Food products eli-
gible to bear the health claim include oat bran and rolled
oats, such as oatmeal, and whole-oat flour. 

Oat ingredients come in a variety of forms. The oat
kernel, commonly called a groat, is surrounded by an
inedible husk, or hull, whose high adherence to the groat
makes processing a bit more difficult than with other
grains. Whole-oat groats are the whole grain with the
tough outer hull removed. Steel-cut oats are groats cut
into several smaller pieces. Steel-cut oats are used in
thick soups and stews, and add bulk to sausages. Rolled
oats, synonymous for oatmeal, are dehulled oats steamed
and flattened between rollers, a process that allows them
to be cooked quickly, or require no cooking at all, prior
to consumption. Rolled oats can be cooked up as hot oat-
meal cereal, or added to cold cereal, bread, cookies,
muffins and even pancake mixes for flavor, texture and
nutrition. They combine very well with other grains in
these applications, but can be used as the only grain
ingredient in baked and unbaked cookies to produce a
chewy texture. In many baked-good formulas, rolled
oats can replace up to one-third of the flour at an
exchange of one part flour for four parts rolled oats. For
a more direct substitution, whole-oat groats can be
ground to make whole-oat flour or oatmeal flour, but
oats do not contain gluten and will not rise if used alone
in bakery applications.

4. Barley

Barley was a staple in the ancient city of Jericho as long
ago as 8000 BC, and the Babylonians were brewing with
it in 2500 BC (17). Though primarily used as an animal
feed, and in the beer and whiskey-brewing industries,
some food formulations also use barley. Many varieties of
barley are grown, including naked, waxy, and non-waxy.
Waxy hullless barley may have 6% to 9% soluble fiber,
versus barley that is hulled, which has only 2% to 4% sol-

uble fiber (18). Most forms of whole barley are a good
source of protein, vitamin B, and dietary fiber. Whole bar-
ley flour is 13.5% dietary fiber, compared to whole
wheat’s 9% (Table 148.4). The kernels possess a pleasant,
nutty taste, and include a protective husk that requires
removal before human consumption. Hulled, or whole-
grain barley, is simply the whole grain minus the outer
hull. Barley flour, ground pearl barley, can be used in
bread making.

For brewing, barley is converted to malt through
controlled sprouting of the barley grain followed by dry-
ing. Malt is a source of the enzyme α-amylase, which
hydrolyzes starch to fermentable sugars, such as dextrin
and maltose. Malt can supplement flour for baked goods,

TABLE 148.4
Dietary Fiber Content of Grains and Milled Products
Commonly Used in Bakery Products1

Dietary Fiber
Grain/Milled Moisture (g/100g (g/100g edible portion)
Product edible portion) Total Insoluble Soluble

Barley 9.4 17.3 — —
Barley, bran 3.5 70.0 67.0 3.0
Barley, pearled 10.1 15.6 — —
Corn, bran 6.5 82.4 80.4 2.0
Corn, flour, 10.9 13.4 — —

whole grain
Cornmeal: whole grain 11.0 11.0 — —
Cornmeal: degermed 10.3 5.3 — —
Corn starch 12.0 0.9 — —
Oat, bran 10.0 22.2 11.7 10.5
Oat, flour 7.8 9.6 — —
Oats, rolled, 8.8 10.3 6.5 3.8

or oatmeal, dry
Rice: brown, 11.7 3.9 — —

long-grain (raw)
Rice: brown, 73.1 1.7 — —

long-grain (cooked)
Rice: white, 8.7 1.3 1.0 0.3

long-grain (dry)
Rice: white, 77.5 0.7 0.7 0.0

long-grain (cooked)
Parboiled rice: dry 10.4 2.2 — —
Parboiled rice: cooked 77.0 0.5 — —
Rice bran 6.1 21.7 — —
Rice flour: brown 12.0 4.6 — —
Rice flour: white 11.9 2.4 — —
Rye, dark 11.1 32.0 — —
Rye, medium 8.8 14.7 — —
Rye, light 10.6 14.6 — —
Wheat, bran 11.6 42.4 40.3 2.1
Wheat flour: white, 11.2 2.7 1.7 1.0

all-purpose
Wheat flour: whole-grain 11.5 12.6 10.2 2.3
Wheat germ 2.9 14.0 12.9 1.1

1 From (19).
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increasing the α-amylase content, and the dough’s
fermentation rate, and improving baking properties. The
lack of gluten restricts its use in leavened bread to 10%, or
appearance of loaf volume is affected. Extract and syrup
forms of barley malt add flavor and color to various appli-
cations. Baked goods, such as rolls and bagels, often con-
tain malt syrup at 1% to 3% of the flour weight. Barley
flour has a 2.5-fold water-holding capacity compared to
wheat, making it an ideal food thickener, binder, or ingre-
dient in oriental noodles. Quick breads can contain up to
30% barley flour. Cakes, cookies, donuts, muffins, and
pancakes can be made from 100% barley flour. 

5. Rice

Rice is an ancient grain that has been a staple for cen-
turies, and it provides ingredients with unique functional
characteristics and health benefits. There are numerous
varieties of rice and each possesses distinct flavor and tex-
ture characteristics. But overall, most rice grains are quite
bland and soft, which is why rice tends to be the first solid
food served to babies. 

Parboiled rice is steam-treated long-grain white rice.
It is more nutritious than long-grain white rice because it
is processed prior to hulling, so the grain has the chance
to absorb the bran’s nutrients before the bran is discarded
(20). Brown rice, on the other hand, is hulled (short-,
medium- and long-grain) rice with its bran intact. As a
result, it requires longer cooking times than polished rice.

Some rice components are sold as food ingredients,
such as rice flour, pregelatinized rice flour, and rice bran.
Beneficial health effects of rice bran are capturing the
attention of the food industry (21). High in dietary fiber,
rice bran boosts nutrition and adds texture to cookies or
bread doughs. Besides, rice bran is a good source of oil,
protein concentrates, protein isolates, and antioxidants
(22). Rice flour is polished white rice finely ground to a
silky consistency, and it often substitutes for wheat flour
in wheat-free applications designed for consumers on
gluten-free diets.

6. Soy

Soybeans have been utilized for centuries in Asia; how-
ever, worldwide consumption of soybeans has increased.
Although soybeans are classified as legumes, their utiliza-
tion is similar to grain. Human consumption of the whole
bean remains low, but components of soybeans show great
promise in the coming decade, particularly those derived
from soy protein. Soy contains a class of phytochemicals
that are referred to as isoflavones, which mimic the
female sex hormone estrogen (hence the term phytoestro-
gen) and has effects on the prevention of post-menopausal
syndromes (23). Defatted soy flour, generally by a hexane
extraction, is one of the richest isoflavone sources, with
levels as high as 2.0 mg per gram of soy protein. Soy

concentrate that is aqueous-washed rather than alcohol-
washed is another good source at 1.5 mg per gram. 
In comparison, soymilk can contain as little as 0.1 mg 
per gram. 

Soy proteins are available in three major forms that
are all derived from defatted soybean flakes: soy flours
and grits; soy protein concentrate; and soy protein iso-
lates. Defatted flours and grits range from 40% to 54%
protein, 30% to 32% carbohydrate, 2.5% to 3.5% fiber,
and up to 1% fat (24). Functionality of soy flours and grits
is related to their capacity to bind water and absorb fat.
These characteristics vary according to the particle size
and the degree of heat treatment that the flour and grits
undergo, resulting in protein denaturation. In general,
lower heat treatment and smaller particle size means more
functionality. As a general rule, up to 3% of wheat flour
can be replaced by soy flour without any adjustments
other than water addition, approximately a 1:1 to 1:1.5
ratio based on the weight of the soy flour. 

C. YEAST AND CHEMICAL LEAVENING

Leavening is the production or incorporation of gases in
a baked product to increase volume and to produce
shape and texture. Leavening agents is a term used to
indicate a source of gas that causes a dough or batter to
rise or spring. These gases must be retained in the prod-
uct until the structure is set enough by the coagulation
of gluten and egg proteins and the gelatinization of
starch to hold its shape. Unleavened medium- to high-
moisture baked goods are dense and heavy, with virtu-
ally no cell structure. Three types of leavening agents,
water, yeast and chemicals, can be used in bakery prod-
ucts (Table 148.5). 

Hard wheat flour, as is used in bread, is usually leav-
ened with yeast because of the protein content and gluten
formation. However, soft wheat flours, used in products
like cakes, are usually leavened with chemical leaveners
because they do not contain the same level of gluten and
cannot retain the gases generated by yeast. Most often, in
each case, a yeast or chemical leavening system is used
independently, but occasionally a combined system pro-
vides the desired result. For example, saltine crackers and
pretzels undergo yeast fermentation, but the primary rea-
son is to generate flavor and dough conditioning. The
subsequent sheeting action removes much of the gas that
is generated, and chemical leaveners are required to pro-
vide lift during the bake. Most formulations contain
water, which when heated, forms steam and expands.
However, water does not contribute significant amounts
of leavening in most baked goods, except cream puffs
and popovers, and most products require additional leav-
ening, either with yeast or chemical leaveners. In general,
chemical leavening is a faster, more convenient, and
often more consistent method than yeast. In some frozen
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or refrigerated doughs, yeast and chemical leavenings
complement each other.

1. Yeast

Yeast (Saccharomyces cerevisae) is the leavening agent in
bread, dinner rolls, and similar products. Fermentation is
the process by which yeast acts on sugars, which can be
added sugar or sugar produced by hydrolyzing wheat starch
with enzymes, and changes them into carbon dioxide gas
and alcohol. This release of gas produces the leavening
action in yeast products. The alcohol evaporates completely
during and immediately after baking. Because yeast is a liv-
ing organism, it is sensitive to temperatures (Figure 148.3).
Yeast in dough is active between 0°C and 55°C. At tem-
perature less than 20°C and over 40°C, the rate of growth
is significantly reduced. Yeast can survive for a few weeks
at temperatures as low as �20°C, but it gradually loses its
fermentation capacity. The most favorable temperature for
yeast to multiply is between 20°C and 27°C; optimum mul-
tiplication of yeast is achieved at around 26°C. The opti-
mum temperature for fermentation lies between 27°C and
38°C; yeast ferments best at 35°C (25).

For the baking industry, yeast is available in two forms,
fresh and dried. Depending on process, cost, and desired
effect in the finished product, various forms of yeast may be
used—compressed, fresh in cake or crumbled form, liquid
cream yeast, or active dry yeast. The forms and properties
of baker’s yeast are summarized in Table 148.6. 

Determining the correct yeast level is difficult because
of variations in yeast activity and in the process. The 
conversion factors between the fresh yeasts and the dry
yeasts are only guidelines and depend dry matter versus
the viability. During processing, doughs are traditionally
proofed, or allowed to ferment twice. This not only results
in an increase in dough volume, but also develops charac-
teristic fermented-yeast flavors. No-time doughs are only
proofed once. The finished products are similar in quality
to traditional doughs, but increased levels of dough condi-
tioners and yeast are required. Frozen doughs require yeast
that retains its activity through extended frozen storage
conditions. Ice crystals formed in the frozen dough will
disrupt yeast cell walls. Also, as the dough freezes, the
amount of available water decreases, and the concentration
of the solutes increases. The increase in osmotic pressure
can destroy yeast cells. Therefore, yeast with a high
osmotic tolerance is required for frozen dough.

Using yeast in bakery products is somewhat challeng-
ing, but it creates two main advantages: a distinctive flavor
and dough conditioning. As yeast ferments, it forms a num-
ber of compounds, including organic acids, alcohols, alde-
hydes, esters and ketones. Some of these are volatilized
during baking, some undergo further reaction, and most
contribute to the flavor and odor of the product. Some of
the compounds generated during fermentation act as dough
conditioners and increase dough extensibility by relaxing
the gluten. This is a function of time and pH; the longer the
ferment, the more pronounced the effect. 

TABLE 148.5
Major Leavening Gases Used in Leavening of Bakery Products

Leavening Gas Source Comments Examples

Air Mechanical mixing process Nitrogen solubility in water is low. Whipped egg whites entrap the air
Forms nucleation sites during mixing. in angel food cakes.

Beaten whole or fortified eggs
incorporate the air into 
sponge cakes. 

Creaming of the shortening and
sugar leaven the pound cakes.

Water vapor (H2O) Water as an ingredient Because of high boiling point has Moisture evaporation between the 
a limited effect. folded fat and dough layers 

leavens the puff pastry.
Ammonia (NH3) Ammonium bicarbonate Decomposes completely at about 60°C. Cookies and crackers.

Ammonium carbonate No residual salts. Used in products that
are baked to near dryness, such as cookies
and crackers.

Carbon dioxide (CO2) Sodium bicarbonate (major) Needs acids for appropriate leavening activity. Most cakes and cookies.
Potassium bicarbonate CO2 is produced faster, thus the products Cake doughnut.
Sodium carbonate may be baked immediately after dough

or batter preparation.
Yeast fermentation CO2 is produced slower during dough Breads, Chinese steamed breads,

fermentation, thus reasonable bread doughnut.
fermentation time is required.
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Using certain ingredients in excess—such as the salt
that is added for flavor—may limit yeast growth. Extra
nitrogen, as part of a dough improver, can be added to
ensure optimum yeast growth. This produces the neces-
sary carbon dioxide to yield oven spring, which is the sud-
den expansion of dough by about one-third its original
volume during the early baking stages. 

2. Chemical Leaveners

Chemical leavening systems produce CO2 by one of two
means: chemical decomposition through the application of
heat, or a reaction of an acid with a base. Sodium bicar-
bonate (or baking soda) and ammonium bicarbonate are
two major gas carriers in chemical leavening systems. For
low-sodium applications, potassium bicarbonate may be
used, but about 19% more is needed to gain the same effect
as baking soda, because it has a greater molecular weight
than sodium bicarbonate. 

Sodium bicarbonate can be heat decomposed into
CO2, water, and washing soda (Na2CO3) as shown in
Figure 148.4. Excess washing soda will react with short-
ening, giving a dark color and undesirable taste to the
cake. Therefore, various acids are combined with sodium
bicarbonate to accelerate the reaction for gas producing at
lower temperature. Sodium bicarbonate is available in
several grades differentiated by particle size, which

affects the solubility of soda, and therefore, the reaction
rate of gas production. Generally, Grade 1 is the standard
powder grade. Use of the coarser Grades, 2 through 4, can
reduce the tendency for pre-reaction and increase the sys-
tem stability. Sodium bicarbonate also can be encapsu-
lated with fat-based coatings to increase stability,
particularly for refrigerated doughs. If the level of soda is
too high in the finished product, it creates soapy off-notes.
If the level is too low, it will allow the acidic flavors to
come through. Excess levels also result in over-browning. 

Ammonium bicarbonate decomposes into ammonia
and carbon dioxide when exposed to temperatures above
40°C (104°F), and heat decomposition is complete at
about 60°C (140°F), (Figure 148.4). Some gas is released
at room temperature, but most is generated during baking.
Acidic conditions accelerate the reaction at lower temper-
atures. The release of gas is rapid, resulting in fairly large
cells. Ammonium bicarbonate not only increases the vol-
ume or height, but also tends to increase the spread in
cookies. After decomposition, it forms ammonia gas,
water and carbon dioxide without any residual salt. As it
decomposes, it generates basic substances, so it does go
through a temporary pH spike. Ammonium bicarbonate
dissipates in low-moisture products that have a porous
structure, such as cookies and crackers. In higher moisture
products, water retains the ammonia, giving the product
an undesirable flavor and odor. Ammonium bicarbonate
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can only be used in low-moisture applications, since the
ammonia flavor persists at high moistures. 

a. Acids
A number of leavening acids can be incorporated into the
leavening system (Table 148.7). Natural acids such as
lemon juice or sour milk can be used, but typically in a
commercial operation, chemical leavening acids are
added to provide consistent, controlled gas production.
Acids commonly used include monocalcium phosphate
(MCP), sodium acid pyrophosphate (SAPP), sodium alu-
minum phosphate (SALP), and dicalcium phosphate
(DCP). Anhydrous monocalcium phosphate (AMCP) is
sold with a coating that slows its rate of reaction. Other
common leavening acids are sodium aluminum sulfate
(SAS), monopotassium tartrate (cream of tartar), and glu-
cono-delta-lactone (GDL). 

Choosing the right acidulant(s) depends on the
desired effect on the finished product, and on two other
major characteristics: the reaction rate and the neutraliz-
ing value. The reaction rate is the rate at which the carbon
dioxide is released in response to moisture or heat. This
can be measured in several ways. The Dough Rate of
Reaction (DRR) measures the rate of gas released during
mixing and holding. The dough is held at a constant
temperature, and the amount of gas is measured, con-
verted to the percentage of sodium bicarbonate, and plot-
ted against time. The reactivity of the acids, or DRR, is
mainly a function of solubility in water at different tem-
peratures. Solubility is influenced not only by chemical
composition, but also by factors such as particle size, and
any coatings or encapsulation techniques used. Dough
temperature and rate of temperature change also affect

solubility. Reaction rate may also be influenced by the
addition of other ingredients, such as sugar and milk (due
to calcium) that can slow the rate. Reaction rate affects the
finished product’s grain, volume and texture. The goal of
the product developer is to balance the system so that
none of the acid or base remains in the baked good.
Residual soda causes a soapy flavor and yellowing of
light-colored products. Excess phosphate causes metallic
off-flavors and an unusual squeaky-teeth feeling.

The neutralizing value (NV) is the amount of sodium
bicarbonate needed to completely neutralize 100 pounds of
that acid. In most applications, the goal is to retain little or
no sodium bicarbonate or leavening acid in the finished
product. However, an excess is sometimes required to pro-
vide a specific pH-related effect, such as color or flavor
modification in chocolate cakes.

Other ingredients also affect the pH of a product, so
adding neutral proportions of leavening acids and bases
does not guarantee a neutral pH in the finished product.
Changing the pH can affect the speed and reactivity of the
leavening system. The degree of flour bleaching can cause
the dough to become puffy. Adding ingredients like fruit,
buttermilk, or even high-fructose corn syrup and cocoa
powder can significantly change the pH of the finished prod-
uct and reduce its volume. Many ingredients contain organic
acids, which will react very quickly with the bicarbonates.

Besides reacting with baking soda, leavening acids
affect the structure, color, flavor, and pH of the finished
product. Each acid produces a slightly different texture.
Ions making up the acid salts influence the crumb struc-
ture and texture. Calcium and aluminum ions contribute to
a fine grain, and also strengthen the structure of the batter
and produce a spongy texture. 
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(a) Heat decomposition of baker’s ammonia

(NH4)2CO3 2 NH3 + CO2 + H2O
Ammonium carbonate

Ammonium bicarbonate

Sodium bicarbonate

NH4HCO3  NH3 + CO2 + H2O

(b) Heat decomposition of baker’s soda

2 NaHCO3 CO2 +  H2O  +  Na2CO3

(c) Reaction of baking soda and baking acids

NaHCO3 + C4H5O6K CO2 +  H2O +  C4H5O6NaK
Cream of tartar

8 NaHCO3 + 3 CaH4(PO4)·2H2O 8 CO2 + 11 H2O + Ca3(PO4)2 + 4 Na2HPO4
MCP

2 NaHCO3+ Na2H2P2O7 2 CO2 + 2 H2O + Na4HP2O7
SAPP

6 NaHCO3 + Na2SO4Al2(SO4)3 6 CO2 + 6 H2O + 4 Na2SO4 + 2 Al(OH)3
SAS

FIGURE 148.4 Chemical equations for the reaction of baker’s ammonium, baking soda, and baking acids.
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b. Baking powder
Baking powders consist of one or more acids in combina-
tion with baking soda and a carrier such as starch. Three
major types of baking powders are listed in Table 148.8.
The starch physically separates the acid and base and pre-
vents them from reacting during storage. The leavening
reaction typically occurs over a period of time rather than
all at once, but acids that react mostly at the batter or dough
stage are generally categorized as “fast-acting,” vs. those
that function during baking, frying or griddle cooking and
are categorized as “slow-acting.” This gas cell nucleation
also can occur by incorporating air during mixing. The bet-
ter the dispersion of these nucleating cells, the finer the
grain in the finished product. Often, leaveners are used in
combination (or called double-acting) to achieve a specific
effect. The initial gas release provides small gas cells that
promote uniform expansion during baking. For example,

cake doughnuts usually have a combination of a fast-acting
SAPP, and a slower leavener such as SALP or GDL, to per-
mit rapid expansion when the batter hits the hot fryer oil.

D. FATS AND OILS

Nearly all baked products contain fat—often in significant
quantities (10–50%, bakers, percentage). Fat’s functional-
ity is very versatile in baked products (Table 148.9). The
major functions of fats in baked items are: (1) imparting
shortening, richness, and tenderness to improve flavor and
eating characteristics; (2) enhancing aeration for leaven-
ing and volume; (3) promoting desirable grain and texture
qualities; (4) providing flakiness in pie crusts, Danish,
and puff pastry; (5) providing lubrication to prevent the
wheat gluten particles from adhering together to retard
staling; (6) affecting moisture retention for shelf-life

TABLE 148.7
Leavening Acids Commonly Used in Bakery Products

Common Neutralizing 
Name or Rate at Room Value2

Chemical Name Chemical Formula Abbreviation1 Temperature (NV) Other Characteristics

Monocalcium phosphate CaH4(PO4)2 �H2O MCP Very fast 80 Used in combination with slow acids
monohydrate to aid nucleation.

Monocalcium phosphate CaH4(PO4)2 AMCP Slow 83 Slow reacting at room temperature,
anhydrate reacts in oven.

Dicalcium phosphate CaHPO4 �2H2O DCP* None 33 Slightly alkaline at room temperature. 
dihydrate A heat-triggered leavening agent but triggers

too late (57–60°C) for most products. 
Used in frozen cake batters or 
high sugar baked products. 

Dimagnesium phosphate MgHPO4 DMP* None 40 The first heat-activated leavening agent
(40.5–43.5°C) that does not contain sodium,
yet reacts early in the baking process.

Sodium acid pyrophosphate Na2H2P2O7 SAPP Slow to fast 72 Wide range of reactivity release CO2 in the
oven, used in production of cake doughnuts.

Slow acting: SAPP 21 and 26; used primarily
in refrigerated biscuits and cake mixes.

Medium acting: SAPP 28; commonly used
for commercial baking powders.

Fast acting: SAPP 37, 40, 43, and 45;
used primarily in cakes and cake doughnuts.

Sodium aluminum sulfate Na2SO4 �Al2(SO4)3 SAS* Slow 100 Little reaction until heated, too slow to be used
alone. Used in double-acting household type
baking powder. May accelerate fat rancidity.

Sodium aluminum NaH14Al3(PO4)8 �4H2O SALPH* Medium 100 Temperature triggered.
phosphate hydrate

Sodium aluminum Na3H15Al2(PO4)8 SALPA* Slow 110 Primarily temperature triggered.
phosphate anhydrous

Potassium acid tartrate KHC4H4O6 Cream of tartar Medium fast 50 First leavening acid developed,
relatively expensive.

Glucono-delta-lactone C6H10O6 GDL Slow 55 Very expensive. Some uses in cake doughnuts.

1 Heat-activated leavening agents are marked as *.
2 Neutralizing value (NV) defined as parts (by weight) of sodium bicarbonate that 100 parts (by weight) of leavening acid will neutralize.
From (27).



improvement; and, (7) providing structure for cakes,
icing, and fillings (28). 

The functional performance and textural quality of
fats, and fat-containing products are determined mainly by
the balance between the solid and liquid phases (solid fat
index, SFI) and the crystal structures of the solid fats.
Table 148.10 is the SFI of fats commonly used in baking.
The SFI influences how well air is incorporated, as well as
the rheology, mouthfeel, shelf-life and other quality issues
of many bakery products. The SFI depends on a number of
factors, including the degree of hydrogenation and the
type of fat. As the fat solidifies, it takes on one of three
main crystal forms: alpha (α), beta prime (β �), and beta
(β ). Each affects hardness, texture, mouthfeel and stabil-
ity. The β form is the most stable, but β� is generally pre-
ferred due to its smoothness and superior creaming
properties. The factors that affect the formation of β� crys-
tals include the amount of palmitic acid, the distribution
and position of palmitic and stearic acids, the degree of
hydrogenation, and the randomization of the fatty acids.

Hydrogenation can increase β formation, while random-
ization of the fatty acids promotes β�. During storage,
there is a tendency for the fat to be transformed into the
most stable crystal form, which may or may not be desir-
able. Generally, fats in the α-form are characterized as
waxy; fats in the β �-form are characterized as fine-grained
with smooth texture; and the β-form crystals are termed
coarse and grainy (30). 

1. Fat and Oil Processing

Food fats and oils come from a number of different
sources, either animal or vegetable. They can come from
one source, or consist of a blend that creates a functional
or cost benefit. Most food fats start out as
refined/bleached/deodorized (RBD) oil. Figure 148.5
shows the typical sequence for fats and oils processing. To
achieve improved functionality for bakery applications,
solid fat index, melting curves, and crystal structure of fats
should be focused. Altering a fat’s functionality to meet
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TABLE 148.9
Functionality of Fats on the Bakery Products

Bakery Product Functionalitya

Shortening Whipping Emulsifying Crisping Stabilizing

Bread, Roll �� � � � �

Danish bread �� � � � �

Cake � �� �� � �

Cookie � � � �� ��

Pie crust � � � �� �

Doughnut � � � � ��

a ��: highly required functionality; �: required functionality; �: not required functionality.

TABLE 148.8
Types of Baking Powder

Type Definition Examples Comments Applications

Single-acting Contains only one acid ingredient,
either fast or slow.

Fast-acting Contains fast acting acids that release Cream of tartar Increased batter aeration; Pancake mixes, cookie
a large amount of the gas in a relatively Tartaric acid greater volume; improved mixes, angel food cakes,
short time during mixing, or while the MCP texture; most CO2 double-acting baking
batter is on the bench. released in mixer. powder.

Slow-acting Contains moderately slow acting SAPP Used in combination Various types of donut
acids that release a major proportion SALP with others; mixes, refrigerated
of the gas in the oven. SAS improves tenderness and canned biscuits.

moistness of baked products.
Double-acting Contains two or more acid ingredients MCP�SAS Nucleation; late bake reserve; fast Layer cakes, muffins,

that must have a minimum of one fast MCP�SAPP oven action; aluminum and pancakes, refrigerated
and one slow acting, so that some of MCP�SAPP�SALP calcium ions for batter viscosity biscuits.
the gas is released during mixing and and crumb resiliency.
on the bench with the remaining gas
being released in the oven starting
at about 40–43°C (104–110°F).
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these needs requires further processing. Fractionation,
hydrogenation, and/or interesterification are the processes
most often used, but some specialty fats may require other
modifications (30). 

To increase stability and raise the melting point to
accommodate most cookie and cracker applications, many
RBD fats must undergo hydrogenation. Hydrogen atoms
are added to the unsaturated bonds under high temperatures
in the presence of a catalyst. Saturated, or single bonds,
resist chemical reactions, including oxidation. As the chain
length and the number of single bonds increase, so does the
melt point. Hydrogenation may shift the location of the
double bond, which slightly affects the melting point. It
also promotes trans isomers through isomerization, a form
where the hydrogen atoms are positioned on opposite sides
of the carbon-carbon bond. These configurations also affect
the melting point (31). Trans fatty acid formation during
deodorization is influenced only by time and temperature.
Generally, trans formation is negligible below 220°C; it
becomes significantly between 220 and 240°C, and nearly
exponential above 240°C (32). 

Manufacturers can also use interesterification to alter
properties of fats. This process rearranges the fatty acids
on the triglyceride backbone with a catalyst or enzyme to
change the fat’s properties (33). The lower cost and broad
functionalities produced with hydrogenation made this
method less desirable, but since it doesn’t create trans
isomers, commercial interest in interesterification has
increased significantly in the past several years.

The other processes essential for making oil-based
ingredients for baked goods transforms them into a plas-
tic shortening or margarine. Theses process include the
use of scraped-surface heat transfer to mix; cooling and
controlling crystallization; and incorporating air; making
a pliable fat suitable for bakery products (34). 

2. Types of Fat and Oil for Bakery Products

Many different fats are available to the baker. These fats
have different properties that make them suitable for dif-
ferent purposes. Among the properties a baker must con-
sider when selecting a fat for a specific use are its melting
point, SFI (i.e., softness or hardness at different tempera-
tures), flavor, and ability to form emulsions. In the selec-
tion process, bakers should take into consideration all of
these issues, including functionality, cost, stability and
health. 

a. Butter
Butter (milk fat) has been legally defined as a food product
made exclusively from milk or cream, or both, with or with-
out common salt, and with or without additional coloring
matter, and containing not less than 80% by weight of milk
fat. The nonfat portion of butter is composed of approxi-
mately 16% water, 2.5% salt, and 1.5% milk solids. The
soluble components in the fat or triglyceride portion are
sterols, pigments, fat-soluble vitamins, and phosphatides or
lecithin at approximately 0.2% (35). Butter has tradition-
ally been used for its flavor contribution, but it usually is

TABLE 148.10
SFI of Fats Commonly Used in Baking1

SFI

Melting 10.0°C/ 21.1°C/ 26.7°C/ 33.3°C/ 43.3°C/
Applications Fat Type Specification Point (°C) 50°F 70°F 80°F 92°F 104°F

Croissant Shortening Low MP 39 39.0 27.0 22.0 19.0 18.0
Danish, roll-in Medium MP  45 24.0 20.0 19.0 16.0 11.0

High MP 52 26.0 20.0 18.0 17.0 14.0
Margarines Baker’s 45.0 29.0 18.0 16.0 13.0 5.0
Butter 32.0 34.0 12.0 4.0

Puff pastry 49.0–53.0 26.0–40.0 24.0–38.0 22.0–34.0 21.0–28.0 17.0–24.0

Pie crust Lard 29.0 21.5 15.0 4.5 2.9
Soybean 32.0 25.0 18.0 10.0 7.0
Soybean � 26.0 18.0 16.0 10.0 6.0

cottonseed oil
Cracker High stability Hydrogenated 43.0 43.0 27.0 21.0 9.0 5.0

Shortening Soybean oil
Meat fat � 46.0 39.0 28.0 24.0 17.0 11.0

vegetable oil
Cookie filler Coconut oil 24.5 59.0 29.0 0.0 0.0 0.0

34.0 57.0 33.0 8.0 3.0 0.0
43.5 63.0 41.0 16.0 7.0 4.0

Special 38.5 58.0 43.0 34.0 12.0 1.0
hydrogenation

1 From (29).
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not the only source of fat in a product due to the expense.
Butter is available salted and unsalted. Unsalted butter is
more perishable, but it has a fresher, sweeter taste and is
thus preferred in baking. While it can be substituted with
margarine or straight vegetable shortening, butter offers an
edge in mouthfeel and flavor that helps define a premium
dessert. Butter also tends to provide a different end result
than margarine, particularly when it is used in pastries and
crusts. Both contain about the same amount of fat or oil, but
the vegetable fat used in margarine tends to form in small
globules or spheres, while the animal fat found in butter
forms crystals. This crystal structure is layered flat, almost
like shingles. Because of the physical shape of the fat crys-
tals, butter tends to spread and layer more easily and uni-
formly, forming nice flaky layers with richer flavor notes.
Butter is hard and brittle when cold, very soft at room 

temperature, and it melts easily. Consequently, dough made
with butter is much harder to handle than shortenings. 

b. Margarine
Margarine is manufactured from various hydrogenated ani-
mal and vegetable fats, plus flavoring ingredients, emulsi-
fiers, coloring agents, and other ingredients. It contains
80–85% fat, 10–15% moisture, and about 5% salt, milk
solid, and other components (36). Thus, it may be consid-
ered a sort of imitation butter consisting of shortening,
water, and flavoring. There are two major categories of mar-
garines for bakers: cake margarines (or baker’s margarines)
and pastry margarines. Cake margarines are soft and have
good creaming ability, while, pastry margarines are tougher
and more elastic and have a waxy texture that is especially
formulated for dough that forms layers, such as Danish
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FIGURE 148.5 Flow sequence of fats and oils processing.
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dough and puff pastry. Puff pastry margarine, the toughest of
margarines, is sometimes call puff pastry shortening.
However, it has significant water content, which helps to
give leavening power to the dough when it forms steam. 

c. Shortening
Shortening was originally a baking term that described the
function of a solid fat to give a “short” or tenderizing
effect to baked products. Later, the word shortening was
used to mean any of a group of solid fats, usually white
and tasteless, that had been especially formulated for bak-
ing. Today, the term shortening has become virtually syn-
onymous with fat, and includes many other edible fats or
oils products designed for all prepared foods, not simply
baking (34). Shortenings (or plastic fats) generally consist
of nearly 100% fat; however, there are exceptions, such as
roll-in shortening, which may contains moisture.
Shortenings may be made from vegetable oils, animal
fats, or both. During manufacturing, the fats are hydro-
genated. Because shortenings are used for many purposes,
manufacturers have formulated different kinds of fats with
different properties. There are two main types: regular
shortenings and emulsified shortenings (Figure 148.5).

Regular shortenings have a fairly tough, waxy texture,
and small particles of the fat tend to hold their shape in a
dough or batter. They can be manufactured to be of vary-
ing degree of hardness. Regular shortenings have a good
creaming ability but melt, only at a high temperature.
They are usually used for flaky products, such as piecrusts
and biscuits. They are also used in many other pastries,
breads, and products mixed by creaming, such as pound
cakes, cookies, and quick breads.

Emulsified shortenings are soft shortenings that
spread easily throughout a batter and quickly coat the par-
ticles of sugar and flour. Because they contain added
emulsifying agents, they can hold a larger quantity of liq-
uid and sugar than regular shortenings can. They are often
used when the weight of sugar in a cake batter is greater
than the weight of flour, and this results in a smoother and
finer texture, as well as a moister cake. Such cakes are
referred to as high-ratio cakes, and emulsified shortening
is sometimes called high-ratio shortening. In addition,
emulsified shortenings are often used in icings because
they can hold more sugar and liquid without curdling. 

Roll-in shortening is a harder fat than margarine and
is used in sweet doughs. Puff-pastry margarine is harder,
and is used to produce croissants and Danish doughs.
Shortening for puff pastries is added to dough by a
process called booking. A layer of semi-soft margarine is
spread across the center of a piece of sweet dough. Each
side is folded to the center, forming a book. The dough
is retarded (refrigerated) to firm up the fat. After cooling,
the dough is rolled out and the process is repeated sev-
eral more times. The finished dough has between 45 and
60 layers.

Fluid shortenings have some characteristics of plastic
shortenings, but are pumpable. Fluid shortenings that pro-
duce finished products identical to those made with plas-
tic shortenings have been developed. Fluid shortenings are
much more economical to transport, and reduce plant
labor. In some applications, lower levels of fats can be
used with fluid shortenings.

d. Vegetable oils
Vegetable oils used in baking come from a number of
sources: canola, cocoa butter, coconut, corn, cottonseed,
palm, palm kernel, peanut, safflower, soybean and sun-
flower. In many cases the primary considerations are price
and availability, so soybean, or a blend based on soybean,
typically has an edge. 

Despite their notoriety, palm oil and the other tropical
oils provide a number of positive functional attributes:
They can be used as a source for solids to avoid hydro-
genation of liquid oils. Palm oil promotes beta prime (β�)
crystallization. The high palmitic content increases the
aeration of fat and sugar mixes. The absence of linolenic
acid prevents flavor reversion, or the development of char-
acteristic, often undesirable flavor notes that develop in
most oils with time. 

3. The Role of Fat in Bakery Products

Examining how the role of fat varies in different products is
made clearer by dividing bakery products into the following
general categories: yeast-raised products, including breads
and rolls; laminated products, such as croissants and pastry;
cakes; and cookies and crackers.

a. Yeast-raised products
Bread and rolls typically don’t have much oil in the for-
mulation, but fat is important both for organoleptic quality
and processing. Although fat isn’t required for aeration in
yeast-raised products, it still is directly related to how well
the dough rises. The small amount of fat in bread or roll
dough will lubricate the cells so they can slide. This is
important both for machining and for lubricity that directly
affects product quality. When a dough is proofing, the cells
must be able to slide easily to allow even distribution of the
fermentation gasses. If the cells cannot move, the loaf will
have an irregular shape and bulge in the areas where the
gasses have concentrated. The lubricant qualities of the fat
also work in the finished yeast-raised product to give a
desirable soft texture and grain. If making a product with-
out shortening, such as French bread, a hard crust will
result. If making bread with shortening, the softer crumb
associated with longer shelf-life will be obtained. As far as
lubrication goes, most types of fat will work in yeast raised
products because the usage levels are so low. In the
Chinese National Standard (R.O.C), the fat content (on the
baker’s percentage, i.e., based on 100 g of wheat flour) of
different types of breads is less than 4% for hearth bread
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and roll, 4–10% for soft bread and roll, and more than 10%
for sweet roll, based on CNS 3899 (37). 

If a solid shortening is used in a bread or roll, it can
make the product firmer than one made with oil. Following
distribution during winter, or in cooler storage conditions,
consumers may feel such a product and think it’s stale.
Sweet rolls or buns are a little different, because they have
higher levels of both fat and sugar. Here, instead of oil, an
emulsified plastic shortening may be better. Oil doesn’t
have anything that will solidify, so the bread stays soft.
Because many breads and rolls are delicately flavored, the
fat or oil selected also must possess and maintain as neutral
a flavor as possible so it doesn’t contribute off flavors to the
finished product. 

b. Laminated products
Laminated products, for example croissants, Danish and
pastry, require two types of fat; in-dough fats that provide
the function of giving lubricity and enhancing eating qual-
ity, and roll-in fats that create the flaky layers of products.
Table 148.11 shows the typical formulas for croissant,
Danish, and puff pastry doughs. The roll-in fat further
enriches the dough to provide flakiness, tenderness and
flavor. The fat’s flavor, in particular, is critical because of
the high fat content in these products. Between the in-
dough and roll-in fats, for example, laminated products can
have a fat content that ranges from 10 to 40%, based on
dough weight. A good quality Danish, for example, will
have at least 25% fat for the roll-in alone. At this high use
level, many roll-in fats are margarines or other specially
formulated fats incorporating rich, butter-like flavors. 

The roll-in fat has to be able to be machined and keep
its integrity through the machining process. The plasticity
of a roll-in fat must be compatible with the dough. If the
dough is soft and the roll-in fat is firm, machining will
tear up the dough. On the other hand, if the fat is too soft,

it will squeeze into the dough and layer integrity will be
lost. If it mixes in, it won’t create a distinct layer. To be
both machinable and maintain integrity, a roll-in fat will
have to have a wide plastic range. It should be smooth and
workable over a wide range of temperatures and withstand
make-up stresses. Such qualities are controlled by the SFI
and its processing procedures. Basically, the solid fat pro-
file, votating processing, and subsequent tempering of the
product give those characteristics to the fat. Votated fats,
which are produced by emulsifying fats with milk,
enzyme products, and color with a votator, are soft and
pliable over a broad temperature range. 

Croissant dough is softer, therefore requiring a soft
roll-in fat. Finished croissants also are a softer eating
product, requiring fat with low solids. To maintain the
desired softness, croissant roll-in fat also usually has an
emulsifier to enhance the shelf-life of the finished prod-
uct. It’s not as chewy as Danish, nor as firm or with a
waxy mouthfeel as puff pastry. Generally, the fat going
into a croissant will be almost like a table-grade refriger-
ated margarine with about a 38.8°C (100°F) melting
point. These margarines have low solids—they build just
enough structure to give croissants the flake. If a shorten-
ing with higher solids is used, a very waxy mouthfeel sim-
ilar to puff pastry will be obtained. 

Danish dough is not as fragile as croissant dough, so
the plastic texture of the roll-in fat should be slightly firmer.
The finished rolls also are somewhat firmer than croissants
with a slightly firmer texture. To meet the differences in
both makeup and finished product, the roll-in fat for Danish
will have a higher level of solids and a higher melting point
than those used for croissants. Another noticeable differ-
ence between roll-in fats for the two products is that crois-
sant fats are refrigerated margarines requiring the entire
roll-in procedure to be conducted under cool conditions.
Danish use roll-in fats that don’t require refrigeration, so
temperature will not be as critical during makeup. 

Puff pastry is very different from both croissants and
Danish. Here, the flake is very distinct and very crisp. This
is achieved by using very little fat in the dough itself—typ-
ically not emulsified to avoid softening the flake.
Normally, there will be a half percent fat used just to aid in
sheeting. Some of the large operations use no fat in the
dough at all, making it tough to sheet. With little in-dough
fat, the structure of the finished puff will be largely
dependent on the roll-in fat. Puff pastry roll-in fats are tra-
ditionally higher in melting point, thereby giving the prod-
uct its distinct flakes and traditional waxy mouthfeel.
While the tough puff pastry doughs can withstand machin-
ing with such higher solids fats, these fats still must be pli-
able so they can spread evenly and machine smoothly. 

c. Cakes
Cakes are highly dependent on fat for proper aeration.
Although the fat will contribute to crumb texture,

TABLE 148.11
Typical Formula for Croissant, Danish, and Puff
Pastry Doughs

Croissant Danish Bread Puff Pastry

Ingredient % (baker’s percentage)

Strong flour 70 75 100
Weak flour 30 25
Milk solid 4 6

Sugar 8 15 3
Salt 1 1.5
Water 50 45 50
Egg 10 15 7
Yeast (Dry Instant) 1.5 2 —
Vinegar 2
Butter (Dough-fat) 12

Shortening (Dough-fat) 5 15
Roll-in fat 45 50 85
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mouthfeel and lubricity as it does with other products, a
cake simply would not be a cake if the fat didn’t have the
right aeration qualities. Many fat characteristics con-
tribute to good aeration. This allows for even distribution
of leavening gases and water vapor released during bak-
ing. The finished results include increased volume, lower
specific gravity and a more desirable texture in the fin-
ished product. Proper aeration is a function of the solid fat
crystals and requires that they be of the right type, size
and shape. Many types of crystals exist; and the ones that
form will depend on the temperature and rate of cooling
when melted fat is plasticized. The most desirable crystal
type for aeration is the beta form because of its small size,
uniformity, and stability. The shortening having the cor-
rect amount of solids at the right melting range will be
more critical for cake making.

An oil is not going to trap air in the same way as a solid
shortening. Still, a shortening with too high a solids level
can go to the other extreme and create a finished cake that
is too firm. For some cakes, a liquid shortening with two to
three times the level of emulsifier compared with a solid
cake shortening can be used. Because of the fact that the
fluid shortening is an oil base, a much more tender, moist
product will result with about 20% more volume.

d. Cookies and crackers 
Cookies and crackers have slightly altered priorities to the
basic fat functions. Part of this is because they have lower
moisture levels and depend more on the fat for tenderness
and mouthfeel. Besides the fact that both have lower mois-
ture levels, cookies and crackers are different products, and
fat selection and application differ greatly with each (38).
For example, cookies have relatively high levels of in-
dough fat, while crackers do not. Nevertheless, crackers
frequently have oil sprayed on topically after coming out
of the oven to makeup the difference. Lower-moisture
products like cookies also tend to have longer shelf-life
than other bakery foods. With longer storage times comes
the need for the fat itself to resist oxidative degradation.

Most crackers don’t have much in-dough fat. Some do
have in-dough fat levels as high as 20% based on flour
weight; but for the most part, the fat in a cracker dough is
at a low level and serves more of a functional purpose,
much as it does in yeast-raised products. It smoothens and
softens the dough to improve sheeting and cutting. On the
other hand, most crackers with higher fat levels have that
fat added after the bake as topical spray oil. This enhances
the eating characteristics, or can be used to add to the con-
cept when flavorings are added to the spray oil. But the
advantages are not exclusively organoleptic. The oil, for
example, protects the cracker from picking up too much
moisture. Not all oils are suitable for spraying crackers.
With many liquid oils, the finished product may appear too
glossy and have an oily taste. Many liquid oils also do not
possess the required oxidative stability. As a result, most

cracker spray oils typically have a certain level of solids—
either naturally occurring, or as the result of partial hydro-
genation. Some spray oils, such as coconut oil, are solids
that are melted prior to spraying. In general, the solids con-
tent, the stability, the taste imparted to the product, and the
economics are the major concerns for selecting spray oil. 

Shortenings have four primary functions in cookies:
lubrication, aeration, eating quality, and spread. Lubrication
is a function of the liquid oil fraction in the shortening. By
coating sugar and flour particles, the oil reduces mixing
time, the energy required for mixing, and smoothens the
dough. The oils also help reduce gluten development so the
finished product is tender. By coating the flour particles, liq-
uid oil helps to increase mixing tolerance. Last, liquid oil’s
lubrication properties help prevent the dough from sticking
to the baking surface. Oil can be used in place of shortening,
if lubrication is the only function desired from the fat. 

Aeration is the second major function of fats in cookie
doughs and occurs primarily during creaming—usually the
first stage of a multi-stage mixing profile. The entrapped
air serves much as it does in a cake, providing a framework
for the leavening gases and water vapor released during
baking. The result is increased volume, uniform and fine
grain, and tender crumb. Uniform aeration from batch to
batch is critical because of its effect on dough density and
weight control during forming or depositing. 

Eating quality is the third function fats provide to
cookies. Wide ranges of differences in eating quality are
possible, depending on the selection of the shortening.
Consequently, the target eating quality must be clearly
defined (i.e., whether the product should be hard, soft, brit-
tle, chewy, or tender) before product formulation and
ingredient selection occur. Process requirements affected
by texture, such as packaging or sandwiching, also should
be established. Distribution also is a concern, since tender-
ness may have to give way to delivering cookies to con-
sumers in one piece. In general, higher percentages of fat
produce more tender cookies. 

The fourth functional property of fats and oils is the
effect on spread. Increasing the shortening level increases
spread, and can do so quite significantly when using par-
tially hydrogenated vegetable oil. This is not necessarily
the case with lard, but lard does give a greater spread than
vegetable shortening. Like cakes, cookies can be formu-
lated with either a solid or a liquid fat. Solid shortenings
are more frequently used, but a liquid shortening may help
tenderize a product in a situation where adjusting other
tenderizing ingredients is not desirable. While this
replacement can be one-to-one in cakes, this is not usually
the case with cookies. Because of the lubricity, one has to
take a 15 to 20% reduction in fat when going from a solid
shortening to oil in cookies.

When combining fats, especially in a filling or coating
application, it’s important to consider two issues: fat
mobility and fat compatibility. When fat is in a liquid state
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it travels, seeking equilibrium as long as there is physical
contact. Thus, liquid fat can go from the filling to the
cookie (or vice versa). If a filling has too high a liquid fat
content, the surface of the cookie may become greasy.
Combining incompatible fats may result in softening,
changes in the crystal structure, and/or fat bloom. A phe-
nomenon known as the eutectic effect occurs. 

Fats and oils play a number of widely different roles in
cookies and crackers, and they can be divided into dough
fats for both cookies and crackers, filling fats, spray oils, and
coating or confectionery fats based on their applications. 

i. Dough fat 
Dough fat is added to cookie dough for its effect on both
the finished product and the process. Fat acts as a lubri-
cant. It keeps the dough from sticking to the feeding and
forming equipment. It facilitates mixing by lubricating the
other ingredients. And it helps the cookies release from the
baking surface without sticking. Depending on the prod-
uct, the fat content of a full-fat product ranges from 20%
to 70% (38). Fat helps control the texture of the finished
product, its spread, and its appearance. In most cookies
containing fat, a plastic (solid or semi-solid) shortening is
first combined with the sugar in a creaming stage. This
helps to entrap air, and contributes to the structure or grain
of the finished product. It also influences the density of the
dough. During creaming, the shortening coats the individ-
ual sugar particles. The critical point of this procedure is to
be able to coat the sugar without any clumping of the
shortening or the sugar. If sugar is not coated, then the
melted sugar will recrystallize into little chunks. 

Normally an all-purpose shortening for cookies has a
44°C (112°F) melt point, but a range from about 35–46°C
(95–115°F) is also suitable, depending on the practical
limitations. For example, if there were a high shortening
level, a 39°C (102°F) shortening may be suitable to
reduce the waxy mouthfeel. As a general rule, the more
shortening, the more tender the mouthfeel of the finished
product. A higher fat cookie will still be crispy without
being hard. However, excess fat, particularly liquid, can
result in a greasy, soggy cookie. The more fat in a cookie,
the more it will spread. 

Fat is particularly important in the texture of a low-
moisture cookie. Most of these are baked to 2% to 3%
moisture, and without the shortening effect the result is
rather hard. Certain production techniques, or the addition
of emulsifiers such as mono- and diglycerides, can
improve the texture. Emulsifiers affect the dough and the
finished product differently, depending on the system and
the type of emulsifier used. The choice of emulsifier
depends primarily on the effect required, in addition to the
product characteristics such as moisture level. In a full-fat
system, a distilled monoglyceride increases the tenderness
of a cracker or cookie while keeping it crisp. In a low-fat
application, the same general effect is obtained, but the

emulsifier plays a much more important role. Emulsifiers,
principally DATEM (diacetyl tartaric acid esters of mono-
and diglycerides) will give a fat-sparing effect. They
break the fat up into very fine particles. As with cookies,
the purpose of fat in cracker dough is lubrication and tex-
ture modification. Traditionally the level used has been
lower than in cookies (less than 10%). Because of this
level and the lack of aeration, fairly good results can occur
with the use of liquid shortenings, as well as solid ones. 

ii. Filling fat
Approximately two-thirds of a crème filling consists of
fats. In a typical sweet filling, the other third is mainly
sugar. Savory versions also can be formulated using ingre-
dients such as peanut butter and cheese powders. The key
is to have sufficient fat to coat the dry material completely.
The fat used must enhance eating quality, serve as an
adhesive for the two halves of the sandwich, and function
properly in the sandwiching operation. All of these
depend on the solid fat index. Either liquid or plastic fat
can be used for the crème depending on the result
required. The crème, must remain plastic during the sand-
wiching operation. If the percent of solid fat is too high,
the crème becomes brittle and dry and it will not stick to
the base cake. If the percent of solid fat is too low, the
crème will be too soft, causing a number of problems; for
example, the crème will smear, and it will not hold the
base cakes together. From an eating quality perspective,
nearly all of the fat must be liquid over 33°C (92°F), or
the filling will taste waxy rather than creamy. A fairly
steep SFI also enhances mouthfeel by giving a cleaner,
cooler melt. For both mouthfeel and processing, the stan-
dard SFI for filling fats is similar to that exhibited for
coconut oil, at 33°C (92°F). 

Some crèmes are aerated. The fat must have a fairly
high level of solid fat during the mixing and processing
step to incorporate air and maintain it during processing.
Liquid fat does not retain air. Fats for crèmes also require
a melt point and profile that give a rapid melt away in the
mouth. The most effective way to aerate filling crèmes is
by running them through a continuous scraped-surface
heat exchanger prior to sandwiching. Aeration creates a
softer crème, and that may affect the process. Because an
aerated cream has increased exposure to air, the fat must
have a high degree of oxidative stability. 

iii. Spray oil
A coating of oil after baking improves the appearance of
crackers. It also reduces the pasty mouthfeel generated by
a product that consists mainly of flour. The level of spray
oil depends on the equipment capabilities and the geome-
try of the cracker, as well as the desired organoleptic tar-
get. Products with a higher surface-to-volume ratio tend to
require a higher level of spray oil. SFI plays a role in the
fat selection, but with less importance than for a filling fat.
The oil must be liquid during the spray operation, which
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isn’t too difficult, since this takes place at elevated tem-
peratures. 

Stability is important in spray oils. Because the oils
are held and used at elevated temperatures, any reactions,
including oxidative rancidity, occur more quickly.
Spraying increases the exposure to air. The cracker will
have a fairly high level of oil on the surface of the finished
product, and this also increases the exposure to air.
Traditionally, coconut oil was used as the preferred spray
oil, but health concerns have changed this. Soybean and
cottonseed oil have taken the place of coconut oil.
Coconut oil has a unique melting characteristic, and it
quickly goes from a solid to a liquid, giving it very good
eating qualities. It’s very stable, but the downside is that it
is mostly saturated fat. Coconut oil is very bland. It has
higher solids, so it offers a little dryness on the cracker. It
has excellent stability because of the level of saturates.
Some other the high-stability products, particularly soy
oil, have also been used.

iv. Coating fat 
Coating fats for cookies closely resemble those for con-
fectionery, especially those used for chocolate or choco-
late-like products. The model for coating fats in terms of
the SFI is generally cocoa butter; that is, a steep curve
with a melt temperature below 36.6°C (98°F). Cocoa but-
ter is used in some high-end products and real chocolate
chips, but in many cases, coatings and chips contain fats
other than cocoa butter. Traditionally these were known
as hard butters, but the fats and oils industry now uses a
number of different terms to classify the types of fats
used in coating and confectionery applications (32).
Cocoa butter alternatives (CBA) are fats designed to
replace some or all of the cocoa butter. Cocoa butter
equivalents and extenders (CBE) comprise two different
categories. The equivalents are completely compatible
with cocoa butter and do not change the melting, pro-
cessing, and rheological properties of the cocoa butter.
The extenders can only be combined with cocoa butter to
a limited extent, or they will change the properties.
Cocoa butter replacers (CBR) have been engineered to
replace or extend cocoa butter, and these are often labeled
as “partial” or “complete” replacers depending on the
level of compatibility. Often this term refers to only non-
lauric fats, or those triglycerides that are low in lauric
acid. Cocoa butter substitute (CBS) refers to a fat engi-
neered to replace or extend cocoa butter. Some divide
CBS into lauric and non-lauric classifications, and subdi-
vide the categories into hydrogenated, fractionated,
and/or interesterified fats. 

E. SWEETENERS

Sweeteners are one of the major ingredients in bakery
products, because very few bakery products are made
without some added sweetener. Besides providing the

sweetness, sweeteners are also used as food for yeast and
to develop crust color, enhance flavor and softness, and
extend shelf-life in breads. In cakes, cookies, and other
soft-wheat products, sugar helps cream air into the fat,
maintain moisture, and contribute to spread of cookies.
Granulation of sugars affects creaming, spreading of the
cookies during baking, and surface texture of the cookies.
As cookies are baked, undissolved sugar melts and the
dough spreads on the cookie’s baking surface. Coarse
forms of granulated sugar dissolve less readily than fine
granulations. A coarser granulation of sugar results in less
spreading of the dough and more surface cracking of the
baked cookie. Surface cracking results from the recrystal-
lization of the sugar at the surface of the cookie. During
the initial creaming mixing stage, sucrose particles are
coated with a layer of fat. When the cookie dough piece
warms in the oven, the fat layer melts away, allowing the
water to migrate to the sugar and go into solution. As the
sugar changes from solid to liquid, it causes the cookie to
flow or spread. Table 148.12 shows the sweetness inten-
sity of sweeteners commonly used for baking. 

1. Nutritive Sweeteners

Nutritive sweeteners are based on carbohydrates. How a
particular carbohydrate affects a formula is directly related
to its chemical composition, physiochemical properties,
and its physical form. Chemically, they can be mono- or
disaccharides, or complex sugars such as oligosaccharides
or dextrins. Physiochemical properties include sweetness,
texture, solubility, mouthfeel, humectancy, and flavor.
Physically, sweeteners can be solids in various granula-
tions, or liquids.

From brown to white, to liquid, granulated, or pow-
dered, there are many choices of sugars or sweeteners. The
type of sweetener chosen depends on the degree of sweet-
ness that is needed, the function of the sugars in the dough
or batter being mixed, and the appearance or texture of the
baked product. Sugars supply varying levels of sweetness,
coloring/browning, moisture retention, and body/bulking,
and assist in the creaming and aeration process of batters. 

a. Sucrose (Regular refined sugars)
Sucrose (commonly called sugar), a non-reducing disaccha-
ride (β-D-fructofuranosyl-α-D-glucopyranoside) refined
from sugar cane or beets, provides a clean sweetness in
baked goods with no off-flavors. It is used either alone or in
combination with other complementary sweetening ingredi-
ents, and is still the most common sweetener in baked
goods. Refined sugars in bakery are commonly classified by
the size of the grains. The most commonly used are regular
granulated sugar, also called fine granulated or table sugar,
and confectioners’ or powdered sugars. Granulated sugars
are further classified into ultra fine, very fine, and sanding
sugars, depending on the size of the grains. In general, finer
granulations are better for mixing into doughs and batters
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because they dissolve more quickly. Coarse sugars are
likely to leave undissolved grains, even after long mixing.
These show up after baking as dark spots on crusts, irregu-
lar texture, and syrup spots. Also, fine sugars are better for
creaming with fats, because they create a finer, more uni-
form air cell structure and better volume. Coarse sugar, on
the other hand, can be used in syrups, where mixing prop-
erties are not a factor. 

Confectioners’ or powdered sugars are ground to a
fine powder and mixed with a small amount of starch
(about 3%) to prevent caking. They are also classified by
coarseness of fineness. 10X being the finest, it gives the
smoothest textures in icings. 6X is the standard confec-
tioners’ sugar. It is used in icing, toppings, and cream fill-
ings. Coarser types (XXXX and XX) are used for dusting. 

b. Invert sugar
Liquid sucrose is available, and is used primarily for
yeast-leavened doughs. Invert sugar, made by boiling
sucrose with a dilute acid, which breaks the sucrose into
its constituent monomers, glucose and fructose, is still
popular in bakery. At 75% solids, the invert syrup is as
sweet as sucrose. Invert syrup is hydroscopic and resists
crystallization, and is used where moisture absorption and
retention are important, such as in fillings and icings. It is
also brushed on Danish pastries after baking to help seal
in moisture. 

c. Fondant
Fondant is sugar syrup that is crystallized to a smooth,
creamy white mass. When applied as icing, it sets up into
a shiny, nonsticky coating. Because it is difficult to make
in the bakeshop, fondant is almost always purchased
already prepared, either in the ready-to-use moist form, or
in the dry form, which requires only the addition of water.
During the manufacture of fondant, part of the sucrose is
changed to invert sugar to get the right amount of crystal-
lization. This helps keep the sugar crystals very tiny, which
makes a very smooth creaming icing with a good shine.

d. Brown sugar
Brown sugar is mostly sucrose (about 85 to 92%), but it also
contains varying amounts of caramel, molasses, and other
impurities, which give it its characteristic flavor. Basically,
brown sugar is regular cane sugar that has not been com-
pletely refined. However, it can also be made by adding
measured amounts of these impurities to refined white sugar.
Its effects on crust and crumb color are related to the dark-
ness of the sugar—the more molasses, the darker the color.
It also has softening capabilities due to its solubility and the
presence of the molasses, which contains reducing sugars.

e. Molasses
Molasses is the concentrated sugar cane juice, containing
larger amounts of sucrose and other sugars (including invert

TABLE 148.12
The Sweetness Intensity of Sweeteners1

Sweetness Sweetness 
Type Sweetener Intensity2 Type Sweetener Intensity1

Solid sugar Dextrose (Glucose) 0.75 Sugar alcohol Sorbitol 0.5–0.7
Fructose (Laevulose) 1.8 Mannitol 0.5–0.7
Galactose (Cerebose) 0.3–0.6 Xylitol 1.0
Sucrose 1.0 Maltitol 0.8–0.9
Maltose 0.3–0.6 Lactitol 0.3–0.4
Lactose (Milk sugar) 0.25 Isomalt 0.45–0.65
Trehalose 0.45 Hydorgenated  0.25–0.75
Molasses — starch hydrolysates
Solid starch hydrolysates —

Liquid sugar Liquid sucrose — High-intensity Saccharin 300–600
Invert sugar 0.9–1.1 sweeteners— Cyclamate 30
Liquid starch hydrolysates 0.45–0.75 Synthetic Aspartame 160–220
Glucose syrup, 42DE 0.53 Alitame 2000
HFCS 42% 0.923 Acesulfame K 200
HFCS 55% 1.03 Sucralose 400–800
HFCS 90% 1.6
Honey 1–1.2 High-intensity Glycyrrhizin 50–100

sweeteners— Thaumatin 2000–3000
Natural Stevioside 200–300

1 From (39) and (40).

2 These values are only approximate and will vary depending on the individual tasting the sweeteners, concentration, temperature, and the product in
which the ingredient is added.

3 Based on solids.
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sugar). It also contains acids, moisture, and other con-
stituents that give it its flavor and color. Darker grades are
stronger in flavor and contain less sugar than lighter grades.
Its main function in cookies is flavor, but molasses also
adds humectancy due to the presence of reducing sugars
glucose and fructose. Its natural acids may react with the
leavening system when combined with sodium bicarbonate
(baking soda) and also affect the spread of cookies.

f. Fructose 
Crystalline fructose (β-D-fructofuranose) is another
sweetener that may be used. It has sweetness synergy with
other sweeteners, including sucrose, that may allow cost
savings. Because it is a reducing sugar it can contribute
too much color development if not used wisely. Fructose
is sweeter than sucrose, on a weight basis, and lowers
water activity (Aw) more effectively. It is more expensive
than sucrose and is normally used only in bar fillings
where low Aw is critical.

g. Starch hydrolysates
Starch hydrolysates, liquid or dried, are also becoming pop-
ular because of their diverse properties and reasonable
price. Glucose syrup (also known as corn syrup and high
fructose corn syrup (HFCS)) is the most common product
realized by bakers. The syrups are made from starch via
either acid or enzyme hydrolysis. Corn starch is the most
common starting material for syrup production, as it can be
completely hydrolyzed to glucose. Typical hydrolysis forms
a mixture of maltodextrins, polysaccharides, maltose, dex-
trins and dextrose (i.e., glucose). Degree of hydrolysis is
measured in dextrose equivalents, or DE. Glucose syrup
generally come in 24, 36, and 42 DE. The lower the DE, the
less sweet and more starch-like the syrup, and the higher the
DE, the sweeter and thinner the syrup. Enzyme-converted
syrups tend to have a cleaner flavor, and are sweeter and
remain free-flowing slightly above ambient temperature as
compared to acid-hydrolyzed syrups. Corn syrup, espe-
cially the lower DE forms, can help control crystallization,
an important formulation consideration for icings and
glazes. All corn syrups are hydroscopic, which helps retain
moisture, thus extending shelf-life. 

HFCS is produced from glucose syrup, in which some
glucose is isomerized to fructose by the enzyme glucose
isomerase. HFCS varies in fructose content from 42% to
90%. The 42% product is the most often used, because the
balance of fructose/glucose most closely resembles
sucrose. Different types of corn syrup and other sweeteners
have different sweetness values, viscosity, and ability to
lower Aw. Blending sweeteners—in particular, corn syrup
and HFCS—will not exceed the solubility limits of the
sweeteners and helps prevent sugar crystallization. 

Corn sweeteners with a high level of monosaccharides
depress the freezing point of products. This makes it pos-
sible to maintain a soft, chewable texture for fruit pieces
in fillings used in products that are consumed in the frozen

state. Corn syrup will also influence dough viscosity,
cookie texture, and finished color. It is possible to obtain
excessive flour starch gelatinization by the addition of
corn sweeteners, because sucrose will increase the starch
gelatinization temperature more than glucose or fructose.
If that is the case, where cookie height increases, spread
decreases, and the internal texture changes, then the water
level should be decreased to rebalance the formula.

The effects of corn syrup will vary based on the type
of syrup used; however, the DE cannot be solely used for
selection criteria due to varied processing techniques
which produce different sugar profiles of syrup. A high-
maltose corn syrup, for example, may have a DE of 48,
but will have a functional performance that is very differ-
ent from that of a 48 DE acid-converted corn syrup.

Corn syrup is available as solids by evaporating the
moisture in the syrup, but this is not the best form to use for
baked goods, especially for the water limited products, i.e.,
cookies. Replacing solid sweeteners with an equivalent
amount of liquid sweeteners, even on a dry solids basis, may
not produce the right dough characteristics. Besides, water
is limited in cookie systems and, as a result, dissolving the
sweetener solids in water will extend the amount of liquids
in the system, making doughs stickier.

Adding corn sweeteners adds fructose and dextrose
(both reducing sugars) to the formula, which will con-
tribute to browning. Fructose, lactose, maltose, and dex-
trose (glucose) are all reducing sugars, so they react with
amino acids when heated, forming Maillard reaction
compounds that give a brown color and characteristic
baked flavors and aromas. 

h. Honey
Honey is a natural sugar syrup consisting largely of the sim-
ple sugars glucose and fructose, in addition to other com-
pounds that give it its flavor. It contains 41% fructose, 34%
dextrose, 2% sucrose, and 18% moisture. Honey varies
widely in flavor and color based on the nectar source.
Honey has some great functional properties as a sweetener,
but due to its high cost it is primarily used for flavoring.
Composed mostly of invert sugars, it acts as a humectant.
Its reducing sugars promote browning and increase spread.
To lower cost, it is often found in blends with HFCS and
invert sugar syrups, which can be used as a replacement
when combined with honey flavors. Honey also is available
in free-flowing powders, flakes, granules, and crystals. 

Sometimes honey is used as the sweetening agent in
cakes. Actually, the use of honey influences more than
simply the sweetness of the cake, because of its liquid con-
tent and acidity. Because honey is a liquid, it does not pro-
vide crystals to aid in formation of a foam during creaming
of the fat; thus honey-containing cakes tend to be a bit
coarser than those made with only granular sugar. The
acidity is quite variable between different honeys; between
1/12 and 1/2 teaspoon of soda may be needed to neutralize
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a cup of honey, but the batter is permitted to remain more
acidic in most cases. Honey promotes rapid browning
because of the abundance of reducing sugars it adds to the
batter. Reducing sugars are very susceptible to Maillard
browning reactions. The high fructose content of honey is
noteworthy in its effect on browning.

i. Malt syrup
Malt syrup, also called malt extract, is used primarily in
yeast breads. It serves as food for the yeast and adds flavor
and crust color to the breads. Malt is extracted from barley
that has been sprouted (malted) and then dried and ground.
There are two basic types of malt syrup, diastatic and non-
diastatic. Diastatic malt is produced with high, medium, or
low diastase content. It is used when dough fermentation
times are short, because diastase in malt breaks down
starch into sugars that can be a powerful food for yeast. It
should not be used when fermentation times are long,
because too much starch will be broken down by the
enzyme, resulting in a sticky dough and crumb.

Non-diastatic malt is processed at high temperatures,
which destroy the enzymes and give the syrup a darker
color and stronger flavor. It is used because it contains fer-
mentable sugar and contributes flavor, crust color, and
keeping qualities to breads.

2. Alternative Sweeteners

a. Sugar alcohols
Polyols or sugar alcohols, such as sorbitol, maltitol, and
isomalt, are produced by hydrogenation of selected sug-
ars, whereby the reducing aldehyde or ketone chemical
function is converted into a non-reducing alcohol group.
They can be added to replace solids lost when sugar is
removed, and used for sweetener for calorie-reduced or
sugar-free baked goods. Because many of these products
have humectant properties, it will soften the texture and
hold on moisture in baked products (39). The sugar alco-
hols most often considered when designing sugar-free
compound coatings are maltitol, mannitol, xylitol, lacti-
tol, isomalt, and erythritol.

Maltitol is the most commonly used polyol in cook-
ies. With 3.0 calories per gram, the organoleptic and tech-
nical properties of crystalline maltitol are similar to
sucrose, making it effective in baked cookies or crème
fillings. Maltitol is noncariogenic and has 0.9 times the
sweetness of sucrose, as well as good water solubility
(175 g/100 g H2O). Maltitol has worked extremely well in
chocolate and compound-coating applications, both in
chocolate-confection applications and in enrobed prod-
ucts, such as nutritional bars.

Mannitol was used in most of the original formula-
tions 10 to 20 years ago, but was eliminated from most
general use due to its high cooling effect with very low
heat of solution (�28.9 cal/g) and laxation potential 

(i.e., low laxation threshold, 20 g/day). Mannitol is per-
mitted by FDA at 2% to 5% levels in most foods.

Sorbitol syrup, with 0.6 times the sweetness of
sucrose and 2.6 calories per gram, also can be used in both
liquid and crystalline forms in baked foods (e.g., cookies)
at a maximum of 30%. Sorbitol causes small rise in blood
sugar and is widely used as sweetening agent for diabet-
ics. Sorbitol has high solubility (235 g/100 g H2O at 25°C)
and low heat of solution (�26.5 cal/g).

The FDA permits the use of xylitol in baked foods
according to Good Manufacturing Practice (GMP).
Xylitol is non-cariogenic and has equal sweetness to
sucrose. Although xylitol causes a small rise in blood
sugar, it also is widely used as sweetening agent for dia-
betics. Xylitol has high solubility of 200 g/100 g H2O at
25°C and very low heat of solution (�36.6 cal/g).

Lactitol monohydrate is a sugar alcohol derived from
lactose, and is 30�40% as sweet as sucrose. Lactitol the
solubility of 140 g/100 g H2O at 25°C, heat of solution of
�13.9 cal/g, and a low degree of hygroscopicity.

Erythritol is produced from glucose by a fermentation
process. With a calorie value very close to zero, it is
approximately 70% as sweet as sucrose, and is an excel-
lent ingredient for sweetening crème fillings. In some
cases, sugar alcohols, such as sorbitol and manitol, take
the place of sugar or corn syrup. These are not metabo-
lized the same way as other sugars, and, therefore, provide
fewer calories than the sweeteners they replace. However,
because they pass through the gut, they can cause diges-
tive problems (diarrhea) if consumed at a high level.
Erythritol has solubility of 61 g/100 g H2O at 25°C and
very low heat of solution (�42.9 cal/g).

b. High intensity sweeteners
High intensity sweeteners can also be used to formulate
lower-calorie or sugar-free bakery products. However, the
formula must be adjusted. Using artificial, or high-intensity
sweeteners in place of traditional nutritive sweeteners pres-
ents two major problems in preservation and Aw control. 

Acesulfame potassium, or acesulfame K, was discov-
ered in 1967 and approved by the FDA in 1989 for use in
tabletop sweeteners, chewing gum, dry mixes, and poten-
tial baking applications. It is a high-intensity, non-caloric
sweetener approximately 200 times sweeter than sugar,
and remains stable in the baking process. It has good sta-
bility in aqueous media, but has some bitter aftertaste.

Another heat-stable sweetener is sucralose, trichloro-
galactosucrose. It has good stability and is 600 times
sweeter than sucrose. It was been approved by Canada in
1991 for use in baking.

Aspartame, a synthetic (nutritive) sweetener that com-
bines the amino acids aspartic acid and phenylalanine, was
discovered in 1965. It provides 200 times more sweetening
than sucrose and imparts 4 kcal/g. It degrades with the heat
of baking (41). Encapsulated aspartame is relatively heat
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stable and is an option for baking. But change can still
occur during storage of the baked goods when the aspar-
tame is no longer protected. Aspartame could be used to
make crèmes and fruit purees for filled cookies. 

Cyclamate was discovered in 1937 and approved for
food use in Canada. It is a non-nutritive sweetener, 30–60
times sweeter than sucrose. It has good heat stability.

Saccharin was discovered in 1879. It is a non-nutritive
sweetener, 300–400 times sweeter than sucrose. Saccharin
has good heat and pH stability and can be used as a table-
top sweetener in dry beverage blends, soft drinks, canned
fruits, gelatin desserts, cooked and instant puddings, jams,
jellies, and baked foods.

F. DAIRY PRODUCTS

Next to water, milk is the most important liquid in the
bakeshop. Fresh milk, containing 88–91% water, fulfills
the function of gluten development. In addition, milk con-
tributes to the texture, flavor, crust color, keeping quality,
and nutritional value of baked products. It is probable that
bakers use more nonfat dry milk than any other milk-based
product. Table 148.13 shows the composition of milk and
milk derivatives. Functional characteristics of milk pro-
teins are summarized in Table 148.14. 

1. Fresh Liquid Milk

Whole milk is fresh milk as it comes from the cow with
nothing removed and nothing added (except when fortified
with vitamin D, calcium, folate, or other micronutrients). It
contains 3.5% fat (known as milk fat or butterfat), 8.5% non-
fat milk solids, and 88% water. Skim or nonfat milk has had
most or all of the fat removed. Its fat content is 0.5% or less. 

2. Cream

Various types of fresh cream, primarily differing in fat
content, are available. Whipping cream has a fat content
of 30~40%, such as light whipping cream (30 to 35%) and
heavy whipping cream (36~40%). Ultrapasteurized cream
will keep longer than regular pasteurized cream, but it will
not whip as well. It often contains vegetable gums or other
stabilizers to partially compensate for this decreased
whipping ability. Light cream, also called table cream or
coffee cream, contains 16 to 22% fat, usually about 18%.
Half-and-half has a fat content of 10 to 20%, too low for
it to be called cream.

3. Fermented Milk Products

Buttermilk, sour cream, and yogurt are fermented milk
products. Buttermilk is fresh, liquid milk, usually skim milk,
that has been cultured or soured by bacteria. It is usually
called cultured buttermilk to distinguish it from the original
buttermilk, which was the liquid left after butter making.
Buttermilk is generally used in recipes calling for sour milk.

When buttermilk is used in place of regular milk in baked
goods such as cakes or muffins, the acidity must be neutral-
ized by adding baking soda to the formula. Then, because
the soda and acid together release carbon dioxide, this extra
leavening power must be compensated for by reducing the
baking powder as follows: add 15 g baking soda and sub-
tract 30 g baking powder for each liter (1 kg) of buttermilk. 

Sour cream has been cultured or fermented by adding
lactic acid bacteria. This makes it thick and slightly tangy
in flavor. It has about 18% fat. 

Yogurt is milk (whole or low fat) cultured by special
bacteria. It has a custard-like consistency. Most yogurt has
additional milk solids added, and some of it is flavored
and sweetened.

4. Evaporated and Condensed Milk

Evaporated milk is milk, either whole or skim, with about
60% of the water removed. It is then sterilized and
canned. Evaporated milk has a somewhat “cooked” flavor. 

Condensed milk is whole milk that has about 60% of
the water removed and is heavily sweetened with sugar. It
is available canned and in bulk.

5. Dried Milk Products

Dried milk is often used because of its convenience and low
cost. Dried whole milk is whole milk that has been dried to
powder. It has poor keeping qualities, because it still con-
tains the original butterfat which can become rancid.
Therefore, it should be purchased in small quantities and
always stored in a cool place. Nonfat dry milk (NFDM),
also known as nonfat milk solids, is skim milk that has been
dried to a powder. It is available in regular form, and in an
instant form which dissolves in water more easily. Milk
solids, typically used at a level of 5% to 12% in bread, also
add flavor and tenderness, and contribute to crust color. 

NFDM contains about 52% lactose, which is a reduc-
ing sugar, and contributes to Maillard browning. Bakers
use high-heat NFDM almost exclusively because of its
effect on loaf volume. High-heat NFDM has typically
been treated to 87.7°C (190°F) for 30 minutes to denature
the milk proteins. This increases their water-binding
capacity and gives a finished loaf with good volume.
Low-heat NFDM, on the other hand, has less heat treat-
ment and produces a slack dough with low volume. 

6. Whey Products

Whey ingredients are often substituted for milk solids,
primarily for cost savings. Dry sweet whey is very eco-
nomical, and contains a lower level of protein and a higher
level of lactose than NFDM. A whey protein concentrate
of 34% has roughly the same levels of protein and lactose
as NFDM, and thus can be substituted for NFDM on a 1:1
basis in most bakery formulations. Products with higher
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levels of whey protein concentrate are also available,
which add increased nutrition and functionality, such as
dough softening. Major physical and chemical differences
in milk proteins is summarized in Table 148.15. 

7. Cheese

Two types of cheese are used in the bakery, primarily for
the production of cheese fillings and cheesecakes. Baker’s
cheese is a soft, unaged cheese with a very low fat con-
tent. It is dry and pliable and can be kneaded somewhat

like a dough. Cream cheese is also soft, unaged cheese,
but it has a higher fat content at about 35%. It is used
mainly in rich cheesecakes and in a few specialty prod-
ucts. Cream is more important in the production of fill-
ings, toppings, dessert sauces, and cold desserts such as
mousses and Bavarian creams. 

G. EGGS

Eggs should be well understood by the baker, because they
are used in large quantities in bakery products and are more

TABLE 148.13
Composition of Milk and Milk Derivatives

Water Fat Protein Carbohydrate Ash Calcium Sodium

Product (%) (mg/100 g)

Fluid milk Whole milk 88.0 3.3 3.3 4.4 0.7 119 49
Skim milk, nonfat milk 90.8 0.2 3.4 4.9 0.8 123 52
Evaporated whole milk 74.0 7.6 6.8 10.0 1.6 261 106
Evaporated skim milk 79.4 0.2 7.6 11.4 1.5 290 115

Sweetened condensed milk Whole milk (42% sucrose) 27.2 8.7 7.9 54.4 1.8 284 127
Skim milk (42% sucrose) 28.0 0.2 11.1 16.2 2.5 330 33

Cheese whey 93.2 0.3 0.9 5.1 0.5 — —
Plain condensed whey 32.0 0.6 10.1 51.3 6.0 — —
Sweetened condensed whey 24.0 0.3 5.6 28.7 3.4 — —

(38% sucrose) 
Cream Buttermilk 90.1 0.9 3.3 4.8 0.9 116 105

Light 73.8 19.3 2.7 3.7 0.6 90 37
Medium 68.5 25.0 2.5 3.5 0.6 90 37
Heavy 57.7 37.0 2.1 2.8 0.5 65 38

Dried milk Milk powder, 2.5 26.7 26.3 38.4 6.1 912 371
(Dry whole milk solids)

Nonfat dry milk powder, 3.2 0.8 36.2 52.0 7.9 1257 535
(Skim milk powder)

Dry butter milk powder 3.0 5.8 34.3 49.0 8.0 1184 517
Dried sweet whey 3.2 1.1 12.9 74.5 8.4 796 1079
Whey protein concentrate 2 2.9 20–80 18–60 3–18 — —

TABLE 148.14
Functional Characteristics of Milk Proteins

Functionality Casein or Caseinate Whey Protein

Hydration, water binding Very high, minimum at pH 4.6. Water-binding capacity increases 
with denaturation of the protein.

Solubility Insoluble at pH 4.6. Soluble at all pH levels. If denatured,
insoluble at pH 5.

Viscosity High at or above pH 6. Low for native protein. 
Higher if denatured.

Gelation No thermal gelation except in the presence of Heat gelation at 70°C or higher,
Ca2+. Micelles gel with rennin. influenced by pH and salts.

Emulsifying ability Excellent at neutral and basic pH. Good, except at pH 4–5, if heat denatured.
Foam formation Good overrun, κ-casein best, followed Good overrun, β-Lactoglobulin

by β- and as γ-caseins. better than α-lactalbumin.
Poor foam stability.

Flavor binding Good. Retention varies with degree of denaturation.
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expensive than many of the other high-volume ingredients,
such as flour and sugar. For example, half or more of the
ingredient cost of the average cake batter is for the eggs.

A whole egg primarily contains a yolk, a white, and a
shell. In addition, it contains a membrane that lines the shell
and forms an air cell at the large end, and two white strands
called chalazae that hold the yolk centered. The yolk is
composed primarily of lipids, in the form of phospholipids,
triglycerides, and cholesterol. The white portion, or albu-
men, makes up 60% of the egg’s weight and contains
approximately 15% protein. Egg white is mostly water and
protein, plus a small amount of sugar and inorganic ions. As
eggs age, the thickness of the white decreases. The decreas-
ing viscosity correlates with a reduced ability to coagulate
and form strong protein networks. Table 148.16 shows the
average composition of fresh liquid eggs. 

Market forms of eggs are: fresh eggs or shell eggs,
frozen eggs (whole eggs, whole eggs with extra yolks,
whites, yolks), and dried eggs (whole, yolks, whites).
Frozen eggs are usually made from pasteurized high-qual-
ity fresh eggs and are excellent for use in baking. To thaw,
place them unopened in refrigerator for two days; or place
in a defrosting tank containing running water at 10 to
15°C for about 6 hours. Stir well before using. Frozen
yolks may contain a small amount of sugar (usually about
10%) to keep the components from separating while
frozen. Dried eggs are sometimes used in the bakery,
though less often than frozen eggs. The whites are fre-
quently used for making meringue powders. Dried egg
products are also used in commercial cake mixes. Dried
eggs are incorporated in baked goods in two ways: by
reconstituting them with water to make liquid eggs, or by
mixing them with the dry ingredients and  adding extra
water to the liquid portion of the formula.

Most wholesale bakeries use frozen whole eggs to facil-
itate handling and extend ingredient shelf-life. Egg whites

aid in air entrapment, while yolks emulsify and tenderize.
Yolks also add a desirable golden color, which gives a rich
appearance. Powdered eggs may also be used, but generally
do not give the same volume to baked goods as fresh or
frozen eggs. A starting level might be to add eggs at the
same level as sugar in a sweet dough formulation. The func-
tions of eggs in baking are summarized in Table 148.17. 

H. FRUITS AND NUTS

1. Fruits

Nearly any kind of fresh fruit can be used in the produc-
tion of desserts. In addition, a wide variety of dried,
frozen, canned, and processed fruit products are important
ingredients in bakery products. Table 148.18 shows the
most important fruit products used in bakery products.
Each form of fruit offers its own advantages: fresh and
frozen fruits undergo minimal processing; syrup-packed

TABLE 148.17
Functionalities of Eggs in Bakery Products

Function Comments

Providing structure Egg protein, like gluten protein,
coagulates to give structure to baked 
product (e.g., high ratio cakes).

Emulsifying of fats Egg yolks contain natural emulsifiers,
and liquids which help produce smooth batters 

and contribute to volume and texture.
Leavening Beaten eggs incorporate air in tiny cells 

or bubbles, which cause expanding 
when heated and aid in leavening.

Shortening action The fat in egg yolks acts as a shortening,
an important function in products 
that are low in other fats.

Moisture Eggs are mostly water and this moisture 
must be calculated as part of the 
total liquid in a formula.

Flavor Eggs brown easily and contribute to flavor.
Nutritional value Eggs are nutritious.
Color Yolks impart a yellow color to dough 

and batters. Eggs brown easily 
and contribute to crust colors.

TABLE 148.15
Major Physical and Chemical Differences in Milk
Proteins

Caseins Whey Proteins

Strong hydrophobic regions Both hydrophobic and 
hydrophilic regions

Little cystein content Both cysteine and 
cystine present

Random coil structure Globular structure 
with helical contents

Heat stable Easily heat denatured 
and insolubilized

Precipitate in acidic  Stable in mild acidic environment
conditions and insoluble 
at pH 4.6

Precipitated by di- and 
polyvalent ions

TABLE 148.16
Average Composition of Fresh Liquid Eggs

Whole Eggs Whites Yolks

Composition %

Water 73 86 49
Protein 13 12 17
Fat 12 — 32
Minerals and 2 2 2

other components



Bakery Products 148-29

fruits can be used immediately or stored at ambient con-
ditions; dehydrated fruits can be shipped economically. 

2. Nuts

Most nuts are available in-shell, whole, halved, chopped
or ground, raw, roasted, or further processed into nut but-
ters. They add both flavor and texture to a finished bakery

product. Table 148.19 shows the nut products and their
properties commonly used in bakery products. 

Nuts supply protein, vitamins, and minerals; in their
natural states, they are low in sugar and sodium. They are
usually low in unsaturated fats and high in fiber. They
should be stored under cool, dry conditions. Temperatures
just above freezing are recommended to keep the nuts’
unsaturated fats from oxidizing and becoming rancid.

TABLE 148.18
Fruits Commonly Used in Bakery Products

Candied
Fresh Canned and Frozen Dried and Glace Other Processed Fruits

Apples Apples, sliced Apricots Cherries Apricot glaze or coating
Apricots Apricots, halves Currants Citron Jams, jellies, and preserves
Bananas Blueberries Dates Figs Prepared pie fillings
Berries Cherries, both sour and sweet Figs Fruitcake mix
Grapes Pineapple, rings, chunks, Raisins, light and dark Lemon peel
Kiwis nibs, crushed, juice Orange peel
Lemons Strawberries Pineapple
Limes
Mangoes
Nectarines
Oranges
Papayas
Passion fruit
Peaches
Pears
Pineapple
Plums
Rhubarb (actually 

not a fruit, but a stem)

TABLE 148.19
Nut Products Used in Bakery Products

Nut Products Composition Applications

Almond paste Two parts finely ground almonds Cakes, pastries, cookies, and fillings.
and one part sugar, plus enough moisture 
to bring it to the proper consistency.

Marzipan A sweetened almond paste. Cake decoration and confectionery work.
Coarse sugar crystals and 
freshly blanched almonds ground 
together until perfectly smooth.

Kernel paste A mass of ground apricot kernels Used as almond paste but less expensive.
and sugar. It has a strong 
almond-like flavor.

Macaroon paste A mixture of almonds (or marzipan), Used as almond paste.
sugar, egg whites, and sometimes 
ground rice or other coarsely-ground 
cereal, such as maize cones,
blended together.

Praline paste Made from almonds and/or A flavoring for icings, fillings, pastries,
hazelnuts and caramelized sugar, and creams.
all ground to a paste.
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Low humidity limits water activity, thus slowing down
oxidation as well as microbial growth. 

Almonds, coconut, walnuts, peanuts, and pecans are
the most important nuts in bakery products. Other nuts,
such as hazelnuts, Brazil nuts, cashews, macadamia nuts,
and chestnuts, can also be used. In addition, nut products,
such as almond paste, marzipan, kernel paste, macaroon
paste, and praline paste, are used in a variety of cakes,
pastries, cookies, and fillings. 

I. CHOCOLATE AND COCOA

Cacao originated in Mexico, but the Spanish found that the
cacao tree (Theobroma cacao) would grow in any tropical
region within about 20 degrees of the equator. Cacao trees
are cultivated today throughout South and Central
America, the West and East Indies, and West Africa. West
Africa produces nearly 70% of the world’s output, pooling
the resources of the Ivory Coast (by far the largest pro-
ducer of cocoa today), Ghana, Nigeria, and Cameroon.
Other sources include Indonesia, Brazil, Malaysia, and
Ecuador. These trees grow about 20 ft. in height and are
susceptible to many diseases, as well as damage from the
sun and wind. The average cacao tree produces 20 to 30
pods per year, each yielding only about 2 oz. of dried
beans. The pods are cut open on the ground and the beans
are immediately fermented, then dried in the sun. 

Chocolate and cocoa are derived from cocoa or cacao
beans. When the beans are fermented, roasted, and ground,
the resulting product is called chocolate liquor, which con-
tains a white or yellowish fat called cocoa butter. The most
common chocolate products used in bakery are cocoa, bit-
ter chocolate, sweet chocolate, milk chocolate, cocoa butter,
and white chocolate. Pure chocolate and its blends can be
used to top or coat bakery products, or become an integral
part of the product formula, such as chocolate-chip cookies.
Bitter chocolate has a lower cocoa butter content and high
chocolate liquor content compared to all other varieties, giv-
ing it a more intense flavor. Baking chocolate does not
include any sugar, but may be flavored with vanilla.

The color of chocolate cake depends on the color of
the cocoa or chocolate used, as well as on certain other
variables. The color of cocoa and chocolate is influenced
by the variety of the cacao beans from which they are pro-
duced, including the extent of roasting of the beans, the
addition of alkali, and oxidation. As would be anticipated,
the deeper the roast, the darker the color of the resulting
chocolate or cocoa. On the basis of processing, natural-
processed cocoas and chocolates range between pH 5.1
and 6.2, but Dutch-processed products range between pH
6.0 and 7.8. Using cocoa powder in baked-product appli-
cations can also convey chocolate flavor. Cocoa powder is
the powder remaining after most of the cocoa butter is
removed from chocolate liquor, but it can have a wide
range (0% to 24%) of cocoa butter content. 

Oxidation of a cacao polyphenol to form a phlobaphene
is another factor determining the color of cocoa and choco-
late. The phlobaphene is responsible for the reddish color
seen in cocoa and chocolate to varying degrees, depending
on the extent of oxidation (42). The darker the chocolate, the
higher the level of flavonols, such as procyanidins, cate-
chins, and epicatechins. The presence of oxygen also influ-
ences the shelf-life of cocoa and chocolate, because of the
potential for oxidative rancidity of the fat in these products.
The major fatty acids in cocoa butter are stearic acid (35%),
oleic acid (35%), palmitic acid (25%), and linoleic acid
(3%). Cocoa powder ranks highest in antioxidant content,
followed by dark chocolate and milk chocolate.

The pH of chocolate or cocoa-containing cakes differs
as a result of the cocoa or chocolate, as well as the pres-
ence of leavening ingredients. For a desirable flavor, the
pH of the batter should be no higher than 7.9. Chocolate-
containing cakes range in color from a definite brown at a
pH between 6.0 and 7.0, to mahogany between pH 7.0 and
7.5, with increasing redness above 7.5. 

Chocolate coatings offer product designers a more
economical and flexible option. Chocolate coatings con-
tain added vegetable fat, either in the form of lauric hard
butters (from oils such as coconut and palm seed), or non-
lauric (domestic) hard butters (from sources such as soy-
bean and cottonseed oils). The type of fat used will have
a direct effect on flavor stability, tempering requirements,
cocoa butter content, and the total amount of fat contained
in the product. Rather than using chocolate, many coated
baked products and nutritional bars opt for a compound
coating, which is less expensive and sometimes easier to
use. Compound coatings use hard vegetable or “tropical”
fats in place of cocoa butter.

Chocolate and compound coating differ greatly in
preparation for application to the final product. Chocolate
contains cocoa butter, which is polymorphic in nature.
Cocoa butter requires tempering to obtain the stable V (or
beta) crystal form to maintain the proper gloss and snap of
a good coating. To properly temper it, the chocolate mass
must be cooled below its setting point, then re-warmed to
a temperature higher than the melting point of the unstable
beta-prime crystals, but lower than the melting point of the
stable beta crystals. This is 31–32°C for milk chocolate
(because of the milk protein), and 32–33°C for semi-sweet
chocolate. The stable seed crystals are allowed to grow and
mature, producing a more stable, compact structure that
gives the best gloss and shelf life. Compound coatings, on
the other hand, are simply cooled to 3–6°C above the melt-
ing point of the coating.

Title 21 of the US Code of Federal Regulations (CFR),
part 163, states the industry has “specified requirements for
specific standardized cacao products” (43). Standards are
defined for: cacao nibs, chocolate liquor, breakfast cocoa,
cocoa, low-fat cocoa, cocoa with diacetyl sodium sulfosuc-
cinate for manufacturing, sweet chocolate, milk chocolate,
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buttermilk chocolate, skim-milk chocolate, mixed dairy-
product chocolates, sweet cocoa and vegetable-fat coating,
sweet chocolate and vegetable-fat coating, and mild choco-
late and vegetable-fat coating. These definitions include
specific required ingredients, optional ingredients, and
labeling requirements for certain exceptions.

Milk chocolate must contain at least 12% milk solids
and not less than 10% chocolate liquor. As stated in the
standard of identity, a sweet or dark chocolate must con-
tain at least 15% chocolate liquor and less than 12% milk
solids. German chocolate (not a standardized name), a
sweet chocolate often used in baking, originated with an
English immigrant, Samuel German, who marketed the
product in Massachusetts. Bittersweet, or semi-sweet,
chocolate is the darkest eating variety, and must contain at
least 35% chocolate liquor. In January 2003, the FDA
published the final rule (21 CFR, section 163.124) for
white chocolate, which contains no chocolate solids other
than cocoa butter. It must contain at least 20% cocoa but-
ter, at least 14% total milk solids, and no more than 55%
nutritive carbohydrate sweetener. 

J. SALT, SPICES, AND FLAVORINGS

1. Salt

Salt plays a very important role in baking. It is more than
just a seasoning or flavor enhancer. It also has functions of
(1) strengthening gluten structure and making it more
stretchable, and (2) inhibiting the yeast growth for con-
trolling fermentation in bread doughs. For these reasons,
the quantity of salt in a bread formula must be very care-
fully controlled. If too much salt is used, fermentation and
proofing are slowed down. If not enough salt is used, fer-
mentation and proofing occur too rapidly.

2. Spices

Spices are plant or vegetable substances used to flavor
foods. Plant parts used as spices include seeds, flower
buds (such as cloves), roots (such as ginger), and bark
(such as cinnamon). The most important spices in bakery
products are allspice, anise, caraway, cardamom, cinna-
mon, cloves, ginger, mace, nutmeg, poppy seeds, sesame
seeds, and zest of lemon and orange. 

3. Flavorings

Flavorings in general may be divided into two categories:
natural and artificial. Natural flavorings are usually more
expensive but have a superior flavor. Because flavorings
and spices are used in small quantities, it is not much
more expensive to use the best quality.

Extracts are flavorful oils and other substances dis-
solved in alcohol. These include vanilla, lemon, and bitter
almond. Emulsions are flavorful oils mixed with water

with the aid of emulsifiers such as vegetable gums.
Lemon and orange are the most frequently used emul-
sions. Their flavor is strong.

Vanilla is one of the most important overall flavors
used in both bakery products and ice cream. It also serves
and performs as a flavor enhancer, especially in premium
and super-premium products, where it is commonly used
in conjunction with cocoa or chocolate liquor in ice cream
to provide a richer, fuller taste. Pure bourbon vanilla from
Madagascar, if made properly, is considered the finest
vanilla available. It projects a very clean flavor, and it
won’t over-flavor as artificial flavorings can. 

II. PRODUCTION OF BREADS AND
YEAST-LEAVENED BAKERY FOODS

Bread is the most important article of food. It has been
used for thousands of years since Egyptians used yeast to
produce risen loaves in 3000 BC. Many revolutions in
bread-making processes, accompanied with the improve-
ments of baking ingredients, have been employed in mak-
ing and baking; and as a result, from the first flat cake has
come the perfect loaf. 

Although the minimal ingredients of bread formula are
flour, water, yeast, and salt, many other ingredients and
additives are usually included in a typical bread formula for
desirable bread products (44). These include sugar, shorten-
ing, nonfat dried milk (or a substitute), malt, dough strength-
eners, crumb softeners, mold inhibitors (e.g., sodium
propionate), and oxidants. Table 148.20 shows the functions
of ingredients and additives usually used in breads. 

Wheat flour contains primarily gluten and starch, with
minor components of pentosans (primarily anabinoxylans)
and flour lipids, all of which are important contributors to
the characteristics of the process and final product. After
mixing, hydrated gluten is the continuous phase of wheat
flour dough (46–47). During baking, gluten is denatured,
and protein crosslinking occurs via formation of disulfide
bonds. The resulting network, combined with partially
gelatinized starch granules, is most certainly responsible
for the semi-rigid structure of baked products (48–49).

Physical and mechanical mixing, chemical reactions
(including enzyme-catalyzed reactions), and thermal
effects (baking time and temperature), are factors that
influence the nature and properties of breads. The ingre-
dients and mixing effects on the dough rheological prop-
erties, which results in the changes of bread quality and
storage stability, is a very complex process so that it is still
not understood well at the molecular level.

A. TYPES OF YEAST PRODUCTS

Although all yeast doughs are made according to essentially
the same basic principles, using yeast to produce a soft and
light bread made from flour of wheat or other cereals, by
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addition of water and salt, it is useful to divide yeast prod-
ucts based on their formulations into the following cate-
gories: lean dough products, rich dough products, rolled-in
yeast dough products, and specialty dough products. 

1. Lean Dough Products

A lean dough is one that is low in fat and sugar, and can
be subdivided into three types based on the fat and sugar
contents, or inclusion of other grains.

● Hard-crusted breads and rolls, including
French and Italian breads, Kaiser rolls and
other hard rolls, and pizza. These are the lean-
est of all bread products.

● Soft breads and rolls, including white and whole
wheat breads and dinner rolls. These have a

higher fat and sugar content, and sometimes also
contain eggs and milk solids. Because they are
slightly richer, they generally have soft crust.

● Bread made with other grains, including rye
breads. Many varieties of rye breads are pro-
duced, with light or dark flours or with pumper-
nickel flour, and with various flavorings,
especially molasses and caraway seeds.

2. Rich Dough Products

There is no exact dividing line between rich and lean
doughs, but in general rich doughs are those that contain
higher proportions of fat, sugar, and sometimes eggs.

● Non-sweet breads and rolls, including rich din-
ner rolls and brioches. These have a high fat

TABLE 148.20
Functions of Major Ingredients Used in Breads

Ingredient Function Descriptions

Flour Structure 1. Protein (gliadin and gluten)� water forms viscoelastic material (gluten) to retain gas,
which is formed by sugar fermentation and contributes to structure of dough and bread.

2. Starch � water � heat forms a viscous paste that sets gel after baking. 
During storage the starch crystallizes (retrogrades) and contributes to firmness 
(major part of staling) of breads.

3. Protein content for bread flour:11–13% (on 14% moisture basis). 
Water Hydration 1. Hydrates protein to form gluten.

2. Hydrates flour non-starch cell wall polysaccharide (pentosans) 
and mill-damaged starch granules.

3. Solvent, dispersing agent, and medium for chemical and biochemical reactions.
4. Aids dough mobility.

Yeast Leavening 1. Produces CO2 and ethanol by fermentation of fermentable sugars.
2. Conditions dough biochemically.
3. Forms flavor precursors.
4. Rate of fermentation is controlled by temperature, nutrient supply, water level,

pH, sugar concentration, salt, and level and type of yeast. 
Salt Flavor enhancer 1. Helps control fermentation.

2. Toughens dough by interaction with gluten.
3. Extends required dough development (delayed addition in dough mixing 

decreases mixing time by 10–20%).
Mineral yeast food Controls fermentation 1. Water conditioners—calcium salts.

2. Yeast conditioners—ammonium salts.
3. Dough conditioners—oxidizing agents.

Sugar Energy source for yeast 1. Fermentable carbohydrates.
2. Flavor—residual sugars, fermentation by-products, Maillard-type compounds during baking.
3. Crust color—results of caramelization (sugars�heat) and nonenzymatic browning 

(reducing sugar�amino group of proteins, amino acids, etc.).
Shortening Lubrication 1. Ease of gas cell expansion in doughs.

2. Lubricates slicing blades during bread slicing.
3. Extends shelf life.
4. Tenderizes crust.

Dairy products Nutrition and crust 1. Protein (high in lysine) and calcium.
color enhancement 2. Flavor enhancement.

3. Crust color (browning reaction and caramelization).
4. Buffering effect in doughs and liquid ferments.

1 From (45).
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content, but their sugar content is low enough
to allow them to be served as dinner breads.

● Sweet rolls or buns, including coffee cakes and
many breakfast and tea rolls. These have high
fat and sugar content and usually contain eggs.
They generally have a sweet filling or topping.

3. Rolled-in Yeast Dough Products

Rolled-in doughs are those in which a fat is incorporated
into the dough in many layers by using a rolling and fold-
ing procedure. The alternating layers of fat and dough
give the baked product a flaky texture. Two major types of
breads are non-sweet rolled-in dough (e.g., croissants),
and sweet rolled-in doughs (e.g., Danish pastry).

4. Special Dough Products

There are also numerous yeast-leavened breads available
in bakeshops, such as fried bread (e.g., bread doughnut),
and steam bread. The differences between theses are the
ways of heating. 

B. STEPS IN YEAST DOUGH PRODUCTION

There are nine basic steps in the production of yeast breads.
These steps are generally applied to all yeast products, with
some variations depending on the particular product.

(1) Scaling ingredients
(2) Mixing
(3) Fermentation
(4) Punching
(5) Makeup [dividing (scaling), rounding, bench-

ing (bench proofing, or intermediate proofing),
sheeting, molding, and panning]

(6) Proofing
(7) Baking
(8) Cooling
(9) Packaging and storing.

First, all ingredients must be weighed accurately.
Special care must be taken when measuring spices and
other ingredients used in very small quantities. This is par-
ticularly important with salt, which affects the rate of fer-
mentation. During the mixing of yeast doughs, the three
main purposes are (1) to combine all ingredients into an
uniform, smooth dough, (2) to distribute the yeast evenly
throughout the dough, and (3) to develop the gluten. 

Three principal mixing methods are used for yeast
doughs: the straight dough method, the modified straight
dough method, and the sponge-and-dough method (also
called sponge method). The processes and comparison of
these methods will be discussed later.

The first two purposes of mixing, combing the ingredi-
ents into dough, and distributing the yeast, are accomplished

during the first part of mixing. The remaining time is neces-
sary to develop the gluten. For gluten development, the flour
proteins must first absorb water, then the gluten forms long,
elastic strands after the dough is mixed or kneaded. Properly
developed dough results in the desirable viscoelastic prop-
erties. As the dough is leavened, the gluten strands capture
the gases in cells as a result of rising. Rich doughs are gen-
erally undermixed slightly, because a greater tenderness is
desired for these products. Overmixing is a common error in
bread-making. Gluten that is developed too long has
stretched nearly as far as it can and loses its elasticity. It then
tears instead of stretching, and molding is more difficult.
Overmixed and undermixed doughs have poor texture and
volume.

Fermentation is the process by which yeast acts on the
sugars and starches in the dough to produce carbon diox-
ide (CO2) and alcohol. Gluten becomes smoother and
more elastic during fermentation, so that it can stretch far-
ther and hold more gas. An under-fermented dough
(young dough) will not develop proper volume and the
texture will be coarse. A dough that ferments too long or
at too high a temperature will become sticky, hard to
work, and slightly sour. An over-fermented dough is
called an old dough. Dough with weak gluten, such as rye
doughs and rich doughs, are usually under-fermented, or
“taken to the bench young.” Doughs that are to be made
into rolls and loaves requiring a great deal of makeup time
should be slightly under-fermented to prevent the dough
from being too old by the time makeup is completed.

Punching is the procedure of deflating the dough by
pulling it up on all sides, folding it over the center, and
pressing it down. The dough is then turned upside-down
in the container. The purposes of punching are (1) to expel
carbon dioxide, (2) to redistribute the yeast for further
growth, (3) to relax the gluten, and (4) to equalize the
temperature throughout the dough.

In general, the procedure of dough makeup includes
dividing (scaling), rounding, intermediate proofing, sheet-
ing, molding, and panning. During dividing or scaling, the
dough is divided into pieces of the same weight, according
to the product being made. Approximately 10–13%
weight loss due to evaporation of moisture from the dough
in the oven (i.e., baking loss) should be considered when
scaling. Actual baking loss depends on baking time, size of
the unit, and whether it is baked in a pan or free standing.
Dividing and scaling should be done rapidly and effi-
ciently to avoid over-fermenting the dough.

After dividing and scaling, the dough pieces are
shaped into smooth, round balls by stretching the gluten
on the outside of the dough. This procedure, called round-
ing, can be done by hand or machines. Rounding simpli-
fies the later shaping of the dough and also helps retain
gases produced by the yeast.

Rounded dough pieces are usually allowed to rest for
10 to 20 minutes to relax the gluten. The relaxed gluten
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makes shaping the dough easier. This procedure calls for
benching, benching proofing, or intermediate proofing.
The dough is shaped into desired shapes (e.g., loaves or
rolls) and then placed in pans or on baking sheets. The
procedures of sheeting, molding, and panning can be done
by hand in a small operation, or by machines in large
commercial bakeries.

Proper makeup is of critical importance to the fin-
ished, baked product. All gas bubbles should be expelled
during molding. Numerous and even distribution of gas
cells’ nuclei should be created for good texture of baked
breads. For both pan breads and hearth breads, the seam
must be centered on the bottom to avoid splitting during
baking. For units baked in pans, the pan size must be
matched to the weight of the dough. Too little or too much
dough will result in a poorly shaped loaf.

Proofing (also called final proofing) is a continuation of
the process of yeast fermentation, which increases the vol-
ume of the shaped dough. Proofing temperature is generally
higher than fermentation temperature. Under-proofing
results in poor volume and dense texture. Over-proofing
results in coarse texture and some loss of flavor. French
bread is generally given a long proof to create its character-
istic open texture. Its strong gluten withstands the extra
stretching of a long proof. Rich doughs are slightly under-
proofed, because their weaker gluten structure does not
withstand too much stretching.

Many changes take place in the dough during baking.
The most important changes are (1) oven spring—the
rapid rising in the oven due to production and expansion
of trapped gases as a result of the oven heat, (2) coagula-
tion of proteins and gelatinization of starches – resulting
in a firm and shaped product, and (3) formation and
browning of the crust.

For baking breads properly, the oven temperature and
baking time must be carefully controlled. Following are
the general rules for the baking, but they should be
adjusted depending on actual operation conditions. 

● Large units are baked at a lower temperature
and for a longer time than small rolls spaced
apart.

● Rich doughs and sweet doughs are baked at a
lower temperature because their fat, sugar, and
milk content make them brown faster.

French breads made with no added sugar and long fer-
mentation times require very high temperatures to achieve
the desired crust color. For example, lean breads are baked
at 205 to 220°C (400 to 425°F). Some French breads are
baked at 220 to 245°C (425 to 475°F). Rich breads are
baked at 175 to 205°C (350 to 400°F).

Many yeast products are brushed with a liquid, called
a wash, just before baking. The most common washes 
are water, starch paste, and egg wash. Water wash is used

primarily for hard-crusted products, such as French bread.
Like steam in the oven, the water helps keep the crust
from drying too quickly and thus becoming too thick.
Starch paste is used primarily for rye breads. In addition
to keeping the crust from drying too quickly, the starch
paste helps give a shine to the crust. Egg wash is used to
give a shiny brown crust to soft breads and rolls, and to
rich doughs and Danish.

C. TYPES OF DOUGH-MAKING PROCESSES

1. Straight Dough Method

The straight dough method is the simplest mixing method,
consisting of only one step. All ingredients are mixed in
one operation, and then given a bulk fermentation time
(that is, up until molding and proofing) of 1 to 21/2 hours.
This is called short fermentation straight dough. For rich
sweet doughs, the straight dough method is modified to
ensure even distribution of the fat and sugar. The fat,
sugar, salt, milk solids, and flavorings are mixed first until
well combined. Then, the flour and yeast are added and
mixed to a smooth dough. 

A no-time straight dough is made with a large quan-
tity of yeast, taken from the mixer at a higher temperature
(up to 32°C 90°F), and given only a few minutes rest
before being scaled and made up. The dough is generally
transferred to the dough divider within 10 to 20 minutes
after mixing. All further processing is the same as for
other doughs. Since no-time doughs are not subjected to
bulk fermentation, they do not require degassing prior to
dividing. However, since the fermentation process does
not condition no-time doughs, this must be done through
the addition of extra maturing (oxidizing) agents, such as
60–120 ppm ascorbic acid. Although shortening the
dough processing time by eliminating the bulk fermenta-
tion period is a significant advantage to the baker, the lack
of fermentation has an adverse effect on the flavor and
shelf-life of the baked product. This process is usually
used only in emergencies. 

Long-fermentation doughs are fermented for 5 or 6
hours or longer, sometimes overnight, at a temperature of
24°C (75°F) or lower (retarded fermentation). Retarding
means slowing down the fermentation or proof of yeast
doughs by refrigeration. This may be done in regular
refrigerators or in special retarders that maintain a high
humidity. The amount of yeast should be adjusted depend-
ing on the fermentation temperature and time for good
control of fermentation. The advantage of this method is
that the long, slow fermentation greatly enhances the fla-
vor of the product.

The major disadvantage of the straight dough method
is that the fermentation is hard to control because of fluc-
tuations in temperature and other factors. Doughs often
become over-fermented. Therefore, the straight dough
method is usually used in small-scale productions. 
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2. Sponge-and-Dough Method

The sponge-and-dough method involves a two-stage mixing
method. First a sponge is made of water, flour, and yeast and
is allowed to ferment. Then, the remaining ingredients are
mixed in to form the dough. The finished dough may be
given a short fermentation, or if the sponge has had a long
fermentation, it may be scaled immediately, like a no-time
dough. Table 148.21 shows the advantages and disadvan-
tages of sponge-and-dough and straight dough methods. 

3. Chorleywood Bread Process

The Chorleywood bread process (CBP) was introduced in
1961 by British Baking Industries Research Association
(now part of the Flour Milling and Baking Research
Association). It was discovered that the amount of mechan-
ical work expended on the dough during mixing and devel-
opment had an important effect on bread quality. The
amount of work that gave the best results was independent
of mixer design, as long as the work took place rapidly. The
best results are obtained when a work input of 11Wh (Watt
hours)/kg (40 J/g) is applied during a mixing period of two
to four minutes. The optimum level of work input, 11
Wh/kg, is five to eight times the amount of work expended
during mixing in the straight dough method. The high speed
mixing provides the optimal development of the dough
(mechanical dough development). The CBP creates cells by
trapping air in the dough during mixing and dividing that air
into gas bubbles by the mechanical mixing, action. Molding
the dough after fermentation does not create the bubble
structure. Intensive mixing causes a dough temperature rise
of 14–15°C and a water-chilling unit is needed to cool down
the dough temperature to 28–30°C. The CBP needs more
yeast (double that of the straight dough method) to give the

same dough volume increase in the final proof as the straight
dough method. More water is also needed when making a
dough using this method because of better hydration of flour
during intensive mixing.

4. Sourdoughs

Before commercially prepared yeast was widely avail-
able, bread making was often started by mixing flour and
water and letting this mixture stand until wild airborne
yeasts settled on it and began to ferment it. This ‘starter’
was then used to leaven bread. A portion of the starter was
saved, mixed with more flour and water, and set aside to
leaven the next batch of bread. This process is still used
today, although the sours are generally started with com-
mercial yeast.

The sour is actually a kind of sponge, except that it is
allowed to ferment until it becomes strongly acidic. It may
be used in two ways: (1) as a sponge in the production of
the bread dough, except that a portion is saved for the next
bread production, and (2) added to a straight dough as fla-
voring, i.e., light sour or rye sour.

Microorganisms in sourdoughs consist of two different
types: bacteria and yeast. The end products of bacterial
fermentation are primarily organic acids; and yeasts pro-
duce mainly alcohol and carbon dioxide. The flavor comes
from either the various organic acids produced by bacteria,
which may or may not react with each other, or by the alco-
hol from yeast fermentation which forms flavorful esters
during the baking process. The most desirable organic
acids are produced by heterofermentative lactic acid bacte-
ria. The kind of acid produced depends on the type and the
temperature of the material fermented. Generally, lower
fermentation temperatures favor the formation of desirable
organic acids, such as acetic, citric, lactic, fumaric, malic,
and others. Higher fermentation temperatures seem to
favor the formation of butyric and slightly longer chain
fatty acids, which tend to result in undesirable flavors. The
famous San Francisco sour- dough contained a specific lac-
tic acid bacterium (L. sanfrancisco), and a unique yeast
strain, which thrives under high acid (low pH) conditions
and is unable to ferment maltose.

III. PRODUCTION OF SOFT WHEAT
PRODUCTS

The number and types of bakery products made from soft
wheat are larger compared to hard wheat. Flour milled from
soft wheat normally has low protein content and is most
suitable for making crackers, cakes, cookies, and pastries.

A. CRACKERS

In general, crackers contain little or no sugar and moder-
ate levels of fat (10% to 20%) (50–51). Cracker dough, a

TABLE 148.21
Advantages and Disadvantages of Sponge-and-Dough
and Straight Dough Methods

Sponge-and- Straight
Ingredients Dough Method Dough Method

Ingredients
Yeast level Less More
Processing
Processing time Longer Shorter

(fermentation time)
Labor, power, Higher Lower

and equipment cost
Fermentation losses Increased Reduced
Scheduling flexibility Inflexibile Flexible
Correction of Yes No

overfermented dough
Products
Flavor Stronger Weaker
Staling Slower Faster
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hard dough, generally contains low levels of water (20%
to 30%), so baking proceeds quickly. Both yeast-fer-
mented and chemically leavened varieties are common.
Usually, oils are sprayed and salts are dusted on the sur-
face of baked crackers to improve appearance and eating
characteristics. There are three major types of crackers:
saltine (fermented), snack cracker (chemically leavened),
and savory crackers. 

Saltine crackers are produced from fermented dough
and the sponge is fermented up to 19 hours. During
sponge fermentation, both yeast and beneficial bacteria
grow, causing the consistency of the sponge to change
drastically. After fermentation, the sponge is mixed with
other dough ingredients, and sodium bicarbonate is added
to bring the acidic dough back to pH 7.0. The dough is
allowed to relax for 4–6 hours. After relaxation/resting,
the dough is laminated by multiple pairs of heavy steel
sheeting rolls. The purposes of laminating the sheeted
dough (6–8 layers) are (1) to repair a dough sheet with
holes or tears, (2) to turn the folded dough through 90°C
for more uniform stress in two directions, (3) to accom-
plish a significant amount of work on the gluten develop-
ment to obtain the characteristic of saltine crackers—a
delicate and layered structure, and (4) to introduce other
materials, like fat, between layers of dough to create a
characteristic flaky structure after baking (50).

Chemically leavened crackers are not fermented but
are leavened by chemical leaveners, and are also called
snack crackers. They have a final pH of about 6.5. After
mixing and a 2–4 hour rest period, the dough is sheeted to
form a continuous ribbon that is laminated with a light
application of dusting flour between the layers. The
remaining processes are the same for both fermented and
chemically leavened crackers. Before baking, the dough
sheet is continuously cut into crackers and rolled with
docking pins. The docking pins press the dough together
to facilitate steam release from the crackers and help keep
the layers from separating. The high-temperature, short-
time bake puffs the thin dough sheets into crackers by
vaporizing internal water. Salting is done prior to baking.
If oil is sprayed or seasoning applied to the crackers, this

occurs after the bake. Low moisture content in the fin-
ished product is important for preserving the crisp and
brittle, but tender, cracker texture. Most crackers contain
approximately 2% moisture.

Flavored or savory crackers are well accepted in the
worldwide market. The appropriate flavoring agents are
added directly to the dough or to the surface of the crack-
ers after baking. The formulation and process is basically
similar to that of soda crackers, with adjustments made to
compensate for the fat and moisture content of the cheese
for cheese crackers. 

Table 148.22 shows the comparison of parameters or
property changes as the recipe becomes enriched with fat
and sugar for crackers and cookies. 

B. COOKIES

The word “cookie” means “small cake,” and that’s more
or less what a cookie is. In fact, some cookies are made
from cake batter. For some products, such as certain kinds
of brownies, it’s difficult to to classify them as cakes or
cookies. Most cookie formulas, however, call for less liq-
uid than cake formulas do. Cookie doughs range from soft
to very stiff, unlike the thinner batters for cakes. This dif-
ference in moisture content means some differences in
mixing methods, although the basic procedures are much
like those for cakes.

Generally, cookies are produced using soft wheat
flour that has relatively weak gluten strength (e.g., pastry
flour, a blend of soft red and soft white wheat). The cook-
ies usually consist of high fat and sugar contents, and a
low moisture content. Mixing weak gluten flour in two or
even three stages can control minimal gluten develop-
ment, usually a desired property of cookie dough. The
weak gluten and the relatively high quantities of fat and
sugar in the dough allow plasticity and cohesiveness
without the formation of a strong gluten network. Water
level and sugar concentration play a role in restricting
gelatinization and irreversible swelling of starch in the
flour: although internal baking temperatures do not reach
a level where this change could occur. Shortening in

TABLE 148.22
The Comparison of Parameters or Property Changes as the Recipe Becomes Enriched with Fat and Sugar for
Crackers and Cookies

Short

Parameter/Properties Crackers Semisweet High Fat High Sugar Soft

Moisture in dough 30% 22% 9% 15% 11%
Moisture in biscuit 1–2% 1–2% 2–3% 2–3% 3+%
Temperature of dough 30–38°C 40–42°C 20°C 21°C 21°C
Critical ingredient Flour Flour Fat Fat and sugar Fat and sugar
Baking time 3 min 5.5 min 15–25 min 7 min 12+ min
Oven band type Wire Wire Steel Steel Steel
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cookies coats the flour; particles and renders them less
available to water. 

In general, cookies are formulated with high levels of
sugar and vegetable shortening, or butter, and low levels of
water. Sugar or other sweeteners determine dough and
product properties. Sucrose contributes sweetness and fla-
vor, as well as surface color via caramelization. Granulated
sugar has several effects on finished cookies. As sucrose
content increases, it acts as a hardening agent, creating a
crisp, firm texture. Granulation affects creaming, spreading
of the cookies during baking, and surface texture of the
cookies. As cookies are baked, undissolved sugar melts and
the dough spreads on the cookie’s baking surface. Coarse
forms of granulated sugar dissolve less readily than fine
granulations; a coarser granulation of sugar results in less
spreading of the dough and more surface cracking of the
baked cookie. Surface cracking results from the recrystal-
lization of the sugar at the surface of the cookie. Chemical
leaveners, such as sodium bicarbonate and ammonium
bicarbonate, are the most common agents used to leaven
cookies. Carbon dioxide generated during heating enhances
the leavening action of steam and entrapped air. Leavening
cookies produces an increase in total volume of the cookie,
and an alteration of the width of the cookie in relation to its
height, which is referred to as spread ratio. Spread can also
be influenced by flour chlorination, by adding emulsifiers
to the dough, or by adding certain enzymes.

Besides the moisture content, granulation and ash con-
tent of flour are also important for cookie making. Moisture
content of flour should be between 12% and 14% in order
to provide proper water absorption. The amount of water
used for cookie dough making affects how the gluten devel-
ops in the dough, cookie spread during baking, moisture

retention, and eating quality of finished-products. High ash
content flour contains high percentages of pentosans, which
are the components of cell wall material and have high
water absorbing qualities. The soluble pentosan content is
usually higher in soft white wheat than in soft red wheat.
Extra water will be added into the cookie dough for desir-
able consistency when high pentosan content flour is used.

Cookies come in an infinite variety of shapes, sizes,
flavors, and textures. Flour, sugar, shortening, and chemi-
cal leaveners are the primary functional ingredients of
cookies. Varying the types and quantities of these ingredi-
ents yields different dough rheology and finished eating
qualities. Table 148.23 lists the factors that contribute to
the characteristics of cookie doughs and the finished prod-
ucts. Cookies are crisp if they are very low in moisture;
while, soft cookies have a high moisture content in the
dough and baked products. Moisture is necessary for
chewiness, but other factors are also important. In other
words, all chewy cookies are soft, but not all soft cookies
are chewy. Spread is desirable in some cookies, while oth-
ers must hold their shape. Table 148.24 lists the factors
affecting the dough spread. 

1. Commercially-Made Cookies

Commercially made cookies are commonly classified into
three categories: rotary-molded, wire-cut, and cutting
machine cookies, based on the way the dough is placed on
the baking band. 

Rotary-molded cookies are produced by forcing a
dough into molds on a rotating roll. As the roll completes
a half turn, the dough is extracted from the cavity and
positioned on the baking oven band. The doughs are often

TABLE 148.23
Factors that Contribute to the Crispness, Softness, and Chewiness of Cookies

Crispness Softness Chewiness

Ingredients
Proportion of liquid in the mix Low—a stiff dough High—a soft dough High 
Sugar High Low High

Hygroscopic sweetener 
(i.e., honey, molasses,
or corn syrup) usually used.

Fat High Low Low
Egg High
Processing
Gluten development Minimum Minimum Strong flour or gluten 

developed during mixing
Dough piece Small size or thin shape Large size or thick shape 

to retain more moisture
Baking Long enough to evaporate Underbaking

most of the moisture
Storage Tightly packed to prevent Tightly covered or wrapped 

moisture absorption to prevent drying
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high in sugar and shortening, but low in moisture [up to
15% (on flour basis)]. The typical dough is crumbly,
lumpy, and stiff, with virtually no elasticity. During bak-
ing, dough spread and rise are minimized. For a rotary-
molded cookie, such as a sandwich-cookie base, dough is
forced into molds on a rotating roll. As the roll turns, the
baking band extracts the formed dough piece from the
molds. To maintain the molded design of the cookie,
rotary doughs contain very low levels of shortening and
sugar to prevent excessive spread. Oils do not function
well in this case, because they lack shortening’s ability to
hold dough together during the molding process.

Wire-cut cookies are produced by extruding relatively
soft dough through an orifice, and then cutting it to size
with a reciprocating wire. The doughs are relatively high
in fat, sugar, and water [up to 40% (on flour basis)] so that
they spread during baking. The spread is desirable, but it
must be closely controlled to have the desired geometry
after baking. Wire-cut cookies have more sugar and short-
ening than rotary-molded cookies. Relatively high
amounts of water and eggs are used, so that the dough will
hold together during the cutting process. Higher water
content means that excessive mixing or handling of the
dough can lead to over-development of gluten and
decreased tenderness. A tender product is produced by
incorporating shortening with the flour into the dough or
batter prior to adding water. Any fat retards the adsorption
of formula water by the flour, and thereby limits gluten

protein development. Examples of wire cookies are the
chocolate chip type and fig bars.

Cutting machine dough consists of slightly less fat and
sugar but more water [up to 25% (flour basis)] than rotary
molded dough. The dough is sent through multiple sheet-
ing rolls and made into a continuous sheet. This method
for cookie production is slowly being discontinued. 

2. Hand-Made Cookies

a. Dough mixing methods
The cookie mixing methods for hand made or homemade
cookies are very much like cake mixing methods. The
major difference is that less liquid is usually incorporated,
so that mixing is somewhat easier. Less liquid means that
gluten will become less developed by the mixing. Also it
is a little easier to gel a smooth, uniform mix. There are
three basic cookie mixing methods: one-stage, creaming,
and sponge. These methods are subject to many varia-
tions, due to differences in formulas. The general proce-
dures are as follows.

The one-stage method is the counterpart of the two-
stage cake mixing method. There is more liquid in cake
batters, so it must be added in two or more stages in order
to blend uniformly. Low moisture cookies, on the other
hand, can be mixed all in one stage. Because all the ingre-
dients are mixed at once, the baker has less control over
the mixing with this method than with other methods.

TABLE 148.24
Factors Affecting the Dough Spread

Increase Spread Reduce Spread

Flour in the Formulation 
Weak flour Strong flour 
Coarse flour particles Fine flour particles 

High flour water-absorption value
Sugar in the Formulation

Coarse granulated sugar Fine sugar or confectioners’ sugar
High sugar content Low level of sugar

Leavening in the Formulation
High dough pH Low dough pH
More ammonium or sodium bicarbonate Less ammonium or sodium bicarbonate

Fat in the Formulation
Soft doughs due to higher temperature Cold doughs

Aeration in the Formulation
Minimum mixing prior to dough standing Over-mixing of dough
Creaming together with fat and sugar until light Blending fat and sugar just to a paste

Dough Age and Dough Piece Weight
A slack batter with a high liquid content A stiff dough with a low liquid content
Very fresh dough Old dough
High dough piece weight Low dough piece weight

Oven Conditions
Heavily greased pans or oven band Flouring of pans or oven band
Cold oven band at time of deposition of dough pieces Warm or hot oven band at time of 

deposition of dough pieces
Low oven temperature in first zone High oven temperature in first zone
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Therefore, the one-stage method is not frequently used. It
can be used when over-mixing is not a great problem, as
with some chewy cookies.

The creaming method is nearly identical to the cream-
ing method for cakes. Because cookies require less liquid,
it is not necessary to add the liquid alternately with the
flour. It can be added all at once. The amount of creaming
during the creaming stage affects the texture of the
cookie, the leavening, and the spread. Only a small
amount of creaming is desired when the cookie must
retain its shape and not spread too much. Also, if the
cookie is very short (high in fat and low in gluten devel-
opment), or if it is thin and delicate, too much creaming
will make the cookie too crumbly.

The sponge method is similar to the egg-foam meth-
ods, for cakes. The procedure varies considerably,
depending on the ingredients. Batches should be kept
small because the batter is delicate.

b. Types and makeup methods
Cookies can be classified by makeup methods, and
grouped into pressed (or bagged), dropped, rolled, molded,
icebox, bar, and sheet types.

Pressed or bagged cookies are made from soft doughs.
The dough must be soft enough to be forced through a
pastry bag, but stiff enough to hold its shape. Like pressed
cookies, dropped cookies are made from soft dough.
Actually, this method can be considered the same as the
pressed method, and many bakers use the term “drop” for
both bagging out cookies, and for depositing dough with
a spoon or scoop. Usually, a pastry bag is faster, and it
gives better control over the shape and size of the cookies.
However, using a scoop to drop cookies may be preferred
when the dough contains pieces of fruit, nuts, or chocolate
that would clog the pastry tube. 

Cookies rolled and cut from stiff doughs are not made
as often in bakeshops and food service operations as they
are in homes, because they require excessive labor. Also,
there are always scraps left over after cutting. The advan-
tage of this method is that it allows the making of cookies
in a great variety of shapes for different occasions.

Refrigerated dough can be molded into the desired
shape. For some traditional cookies, special molds are
used to flatten the dough, and at the same time stamp a
design onto the cookie. The pieces may also be shaped by
hand into crescents, fingers, or other shapes.

The icebox, or refrigerator, method is ideal for opera-
tions that wish to have freshly baked cookies on hand at
all times. The rolls of dough may be made up in advance
and stored. Cookies can be easily cut and baked as
needed. This method is also used to make multicolored
cookies in various designs, such as checkerboard and pin-
wheel cookies. This procedure is called the bar method,
because the dough is baked in long, narrow strips, which
are then cut crosswise into bars. Sheet cookies vary so

much that it is nearly impossible to give a single proce-
dure for all of them. Some of them are almost like sheet
cakes, only denser and richer; they may even be iced like
sheet cakes. Others consist of two or three layers added
and baked in separate stages.

C. CAKES

Cakes owe their popularity not only to their richness and
sweetness, but also to their versatility. Cakes can be pre-
sented in many forms, from simple sheet cakes in cafete-
rias, to elaborately decorated works of art for weddings
and other important occasions.

Producing cake requires as much precision as produc-
ing breads, but for completely opposite reasons. Breads are
lean products that require strong gluten development and
careful control of yeast action during the long fermentation
and proofing periods. Cakes, on the other hand, are high in
both fat and sugar. The most important consideration is to
create a structure that supports these ingredients, and yet
keep it as light and delicate as possible. Therefore, good
and well-balanced formulas, and in understanding of the
basic mixing methods are essential for making good cakes.

1. Types of Cakes

Many types of cakes are made by hand at home, or on a
commercial scale, such as sponge goods, Swiss rolls, fruit
cakes, cupcakes, etc. Cakes are often classified into three
categories: batter type, foam type, and chiffon type, based
on their formulations and mixing method. Table 148.25
shows the classification of cakes. Foam cake, featuring a
large quantity of foam, results from a light, airy batter, and
a baked cake with a somewhat coarse texture with
moderately large cells. Chiffon cake is a combination of the
batter and foam types, including oil and egg yolk as liquid
ingredients, an egg white foam, baking powder, sugar, and
cake flour. Cakes can also be classified according to the ratio
of sugar and liquid to flour weight. For example, high-ratio
cakes, one kind of shortened cakes, generally have a sugar
to flour ratio of 1:1 or greater, with the ratio of total liquid
(water + egg, or milk + egg) to flour is 1.1:1, or greater. 

All egg-foam cakes, such as sponge cakes, angel food
cakes, and chiffon cakes, are similar in that they contain
little or no shortening and depend on the air trapped in
beaten eggs for most or all of their leavening. Egg-foam
cakes have a spring texture and are tougher than shortened
cakes. This makes them valuable for many kinds of
desserts that require much handling to assemble. For
example, many European-style cakes or tortes are made
by cutting sponge cake layers horizontally into thinner
layers and stacking them with a variety of rich fillings,
creams, icings, and fruits. In addition, sponge layers in
this kind of cake are usually moistened with flavored
sugar syrup(s) to compensate for their lack of moisture.
Sponge sheets for jelly rolls and other rolled cakes are
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often made without any shortening so that they do not
crack when rolled. Flour for egg-foam cakes must be very
weak, in order to avoid making the cake tougher than nec-
essary. Corn starch is sometimes added to cake flour for
these cakes to weaken the flour further.

2. Cake Formula Balancing

It is possible to change cake formulas, either to improve
them or to reduce costs. However, ingredients and quanti-
ties can be changed only within certain limits. A cake for-
mula in which the ingredients fall within these limits is
said to be in balance. Knowing these limits helps you not
only to modify recipes, but also to judge untested recipes
and to correct faults.

For the purpose of balancing cake formulas, cake
ingredients have been classified into four groups:
tougheners, tenderizers, driers, and moisteners, accord-
ing to their functionalities (Table 148.26). The idea of
formula balancing is that tougheners should balance
tenderizers, and driers should balance moisteners. In
other words, if the amount of tougheners increases in a
formula, it must be compensated for by increasing the
amount of tenderizers.

Many ingredients have more than one function, some-
times even opposite functions. For example, egg yolk con-
tains protein, which is a toughener, but also contains fat,
which is a tenderizer. The general rules for balancing cake
formulas are listed in Table 148.27. A common practice in
balancing a formula is to decide upon the sugar-flour
ratio, then to balance the rest of the ingredients against
this ratio (Table 148.28). 

TABLE 148.25
Types of Cakes

Types Major Ingredients Mixing Method Examples

Batter type Flour, sugar, egg, milk
(High-fat cakes) Usually containing high fat 

If fat�0.6 flour (w/w),
need baking soda or baking
powder for leavening

High ratio type Sugar � flour Creaming method Yellow layer cake
Two-stage method White layer cake
Flour-batter method Devil cake

Butter cake
Pond cake
Marble cake

Foam type Egg, flour, sugar
(Low-fat cake) No solid fat 

Meringue type Using egg white for leavening Angel food method Angel food cakes
Sponge type Using whole egg or the mixture of yolk Sponge method Sponge cakes

and whole egg for leavening
Chiffon type The combination of Chiffon method Chiffon cakes

batter type and foam type

TABLE 148.26
Four Groups of Cake Ingredients According to Their
Functionalities

Group Functionality Ingredients

Tougheners Provide structure Flour
Eggs (whites and yolks)

Tenderizers Provide softness or Sugar
shortening of protein Fats (including butter,
network shortening, and cocoa butter)

Chemical leaveners
Moisteners Provide moisture Water

or water Liquid milk
Syrups
Liquid sugars
Eggs

Driers Absorb moisture Flours
Starches
Cocoa
Milk solids

TABLE 148.27
General Rules for Balancing Cake Formula

Cake Type Original Formula Balancing Rules

Creaming Made with butter or Sugar � Flour
method cakes regular shortening Fat � eggs

Eggs � liquids 
(milk and water) � Flour

High-ratio cakes Using emulsified Sugar 	 flour (110 to 160%)
shortening Eggs 	 shortening

Liquid (water � water 
in milk and eggs) 	 Sugar
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3. Methods of Mixing 

Cakes are made on all scales, from the small craft baker to
the large scale, highly automated cake bakery. The need to
incorporate air into the batter means that most small-scale
batch cake mixers have a beater or whisk, and the mixing
tool follows a planetary motion during beating. For large-
scale production, a continuous mixer (batch fed with slur-
ries) will be used, with air being metered into the batter
during mixing.

Beside the selection of high-quality ingredients, a thor-
ough understanding of mixing procedures and precise
operation is essential for making a good quality cake. There
are many mixing methods available for cake making, but
each of these methods is used for particular types of for-
mulas, as indicated in Table 148.25. Three main goals of
mixing cake batters are (1) to combine all ingredients into
a smooth, uniform batter, (2) to form and incorporate air
cells in the batter, and (3) to develop the proper texture in
the finished product. These three goals are closely related.

Two of the major ingredients in cakes, fat and water
(including the water in milk and eggs), are by nature
unmixable. The first purpose of cake mixing is to form a
water-in-fat emulsion; that is, the water is held in tiny
droplets surrounded by fat and other ingredients. Curdling
occurs when the fat can no longer hold the water in emul-
sion. The mixture then changes to a fat-in-water mixture.
To avoid causing curdling during mixing, the following
rules should be followed: (1) use high-ratio shortening with
emulsifiers, (2) keep temperature of ingredients and batter
about 21° (70°F) for stable emulsion formation, (3) mix the
first stage of the procedure slowly to form a good cell struc-
ture to hold the water, and (4) add the liquids gradually or
in stages (that is, a little a time). The secondary purpose of
mixing is to create numerous air cells in cake batters, which

is important for cake texture and for leavening. A fine,
smooth texture is the result of small, uniform air cells.
Large or irregular air cells result in a coarse texture. In addi-
tion, air trapped in a mix helps to leaven a cake when the
heat of the oven causes the air to expand. When no chemi-
cal leavener is used, this trapped air, in addition to steam,
provides nearly all the leavening. Even when baking pow-
der or soda is used, these air cells provide places to hold the
gases released by the chemical leavener.  

Correct ingredient temperature and mixing speed are
necessary for good air cell formation. Cold fat (below
16°/60°F) is too hard to form good air cells, and fat that is
too warm (above 24°/75°F) is too soft. Mixing speed
should be moderate (medium speed). If mixing is done on
high speed, friction warms the ingredients too much. Not
as many air cells are formed, and those that do form tend
to be more coarse and irregular. In the cases of egg-foam
cakes (sponge, angel food, chiffon), air cells are formed
by whipping eggs and sugar. For the best foaming, the egg
and sugar mixture should be slightly warm (about
38°/100°F). Whipping may be done at high speed at first,
but the final stages of whipping should be at medium
speed, in order to retain air cells. Table 148.29 shows the
guidelines for making meringues. 

Both the uniform mixing of ingredients and the for-
mation of air cells are important to a cake’s texture.
Another factor of mixing that affects texture is gluten
development. For the most part, little gluten development
is desirable in cakes when cake flour, which is low in
gluten, is used. Some sponge cake formulas call for corn
starch to replace part of the flour, so that there is even less
gluten (the high percentage of eggs in sponge cakes pro-
vides much of the structure). On the other hand, some
pound cake and fruit cake formulas need more gluten than
other cakes, in order to give extra structure and support to

TABLE 148.28
Guidelines for Balancing the Cake Formula

Change Made Balanced by

Increasing liquid (water or milk) Reducing eggs and shortening.
Increasing eggs Increasing shortening.
Adding extra milk solids as an enrichment Adding an equal weight of water.
Adding cocoa Adding equal or 75–100% of cocoa (w/w).
Adding cocoa or bitter chocolate Increasing sugar (up to 180% of the flour (w/w)) 

in high-ratio cakes.
Increasing sugar (up to 100% of the flour (w/w)) 

in creaming-method cakes. 
Baking very large units of cakes Adding less liquid because less water will evaporate 

during baking. 
Adding liquid sugar (honey, corn syrup, etc.) Reducing other liquids slightly.
Using large quantities of moist ingredients, Reducing the liquid.

such as applesauce or mashed bananas 
Using extra-large additions of moist ingredients Increasing flour and eggs.
Using creamed batters Using less baking powder than two-stage batters.



the weight of the fruit. Thus, some cake formulas call for
part cake flour and part bread flour.

The large number of ingredients in cakes makes it
possible to make cakes by a tremendous number of meth-
ods, including creaming method, sponge method, and
chiffon method. 

The creaming method, also called the conventional
method, was a traditional and standard method for mixing
high-fat cakes. Although the development of emulsified, or
high-ratio, shortenings has led to the development of sim-
pler mixing methods for shortened cakes containing greater
amounts of sugar and liquid, the creaming method is still
used for many types of butter cakes. Fat and sugar are first
creamed together to produce a light, fluffy foam. Creaming
should stop before the appearance of the fat foam changes
toward a frothy or runny consistency. Eggs are thoroughly
beaten in the creamed fat-sugar foam. Ideally, the air bub-
bles are uniform, small, and surrounded by fat. Sifted dry
ingredients are usually divided into thirds; the first third is
stirred in the egg-fat-sugar mixture, then the first half of the
liquid is added. The sifted dry ingredients are stirred in
alternately with the liquid. The amount of beating that is
needed during these alternating additions varies, depending
on the ratio of ingredients in the formula. Rich batters that
are high in fat and sugar requires more mixing than do
leaner formulas. 

In the creaming method, flour is added at or near the
end of the mixing procedure, so that there is very little
gluten development in properly mixed batters. If the bat-
ter is mixed too long after the flour is added, the cakes are
likely to be tough. In the two-stage method, the flour is
added in the first step. But it is mixed with high-ratio
shortening, which spreads well and coats the particles of
flour with fat. This coating action limits gluten develop-
ment. It is important to mix the flour and fat thoroughly
for the best results. Also, high ratio cakes contain a high
percentage of sugar, which is also a tenderizer.

Modified conventional method is similar to the conven-
tional method, except that the egg white is added as a foam
at the end of mixing. The yolks, dry ingredients, and liquids

are mixed as in the conventional method. The whites are
beaten into a foam in which the peaks just bend over, and
this foam is then folded gently and efficiently into the bat-
ter just prior to baking. The modified conventional method
produces a cake very similar to that made by the conven-
tional method, although the egg white foam has the poten-
tial to produce a cake of very slightly larger volume.

The two-stage method was developed for use with
modern high-ratio shortenings. High-ratio cakes contain a
large percentage of sugar, more than 100% based on the
weight of the flour. Also, they are made with more liquid
than creaming method cakes, and the batter pours freely.
The mixing method is a little simpler than the creaming
method, and it produces a smooth batter that bakes up into
a fine-grained, moist cake. It is called two-stage, because
the liquids are added in two stages. The first step is blend-
ing the flour and other dry ingredients with shortening.
When this mixture is smooth, the liquids (including eggs)
are added in stages. Throughout this procedure, it is
important to follow two rules: (1) mix at low speed and
observe correct mixing times to develop proper texture,
and (2) stop the machine and scrape down the sides of the
bowl frequently during mixing to develop a smooth, well-
mixed batter.

Although there are many types of sponge cakes, they
all have one characteristic in common. They start with egg
foam that contains yolks. These are usually whole-egg
foams, but in some cases the base foam is yolk foam, and
egg white foam is folded in at the end of procedure. In its
simplest form, sponge cake batter is made in two basic
steps: (1) egg and sugar are whipped to a thick foam, and
(2) sifted flour is folded in. Additional ingredients, such as
butter or liquid, complicate the procedure slightly. 

Angel food cakes are based on egg white foams and
contain no fat. For success in beating egg whites, guide-
lines in Table 148.29 should be followed.

Chiffon cakes and angel food cakes are both based on
egg-white foams, but there are some differences in the
mixing methods. In angel food cakes, a dry flour-sugar
mixture is folded into the egg whites. In chiffon cakes, a
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TABLE 148.29
Guidelines for Making Meringues

1. Fats prevent whites from foaming properly. *All equipment is free of any trace of fat or grease.
*Egg whites have no trace of yolks in them.

2. Egg whites foam better if they are at room temperature *Remove them from the cooler an hour before whipping.
than if they are cold.

3. Do not overbeat. *Overbeaten meringues look dry and curdled 
*Overbeaten meringues are difficult to fold into other ingredients and have lost 

much of their ability to leaven cakes.

4. Sugar makes egg white foams more stable. *Egg whites can hold only a limited amount of sugar (no more than equal to the
amount of egg whites) without sacrificing some volume.

5. Mild acids help foaming. *A small amount of cream of tartar (15 g/kg) or lemon juice is sometimes added 
to egg whites for whipping, in order to give them more volume and stability. 
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batter containing flour, egg yolks, vegetable oil, and water
is folded into the whites. Egg whites for chiffon cakes
should be whipped until they are a little firmer than those
for angel food cakes, but do not over-whip them until they
are dry. Chiffon cakes contain baking powder, so they do
not depend on the egg foam for all their leavening.

For the muffin method, the liquid ingredients (includ-
ing oil or melted fat) are combined, the dry ingredients are
sifted together, and then the two mixtures are stirred
together until blended sufficiently to develop the neces-
sary gluten, resulting in a cake with coarse texture and
limited keeping qualities. 

In the pastry-blend method, the flour and fat are
creamed (first step); sugar, baking powder, salt, and half
the liquid are then added (second step); and the last half
of the liquid and the egg are then combined (third step).

The single-stage method is a rapid mixing method in
which all of the ingredients, with the possible exception of
part of the liquid and the egg, are placed in a bowl and
mixed together vigorously to disperse all of the ingredi-
ents and develop the gluten. Then the egg and any remain-
ing liquid are added, and the total batter is beaten.
Shortenings containing mono- and di- glycerides are
important when this mixing method is used, because these
emulsifiers help to trap air in the mixture and promote a
finer texture. Even then, the single-stage (sometimes
called the quick-mix) method is very likely to produce a
cake with a somewhat coarse texture and limited keeping
qualities.

4. Baking

Cakes undergo remarkable changes during baking. Oven
temperatures cause expansion of the air and carbon diox-
ide already in the batter and generate steam from the liq-
uid. The heat also generates additional carbon dioxide
production and expansion. Pressures from these leavening
agents expand the cells and hold them stretched, while the
proteins are denaturing and coagulating, and the starch is
gelatinizing. In addition, some moisture is evaporated. An
appropriate amount of pressure must be altered greatly
under detrimental conditions. An appropriate amount of
pressure must be maintained in the cells until the structure
of cell walls is set by permanent changes in proteins
(coagulation) and carbohydrates (gelatinization).

Oven temperature has an influence on the quality of
cakes. At too low a temperature the volume is poor,
because some of the cells collapse while others become
quite large with rather thick walls. As the temperature
increases, the volume improves and so does the texture.
However, if the oven temperature is too high, the crust sets
while the interior is still fluid. The pressure generated
within the fluid mass presses against the crust, causing it
either to begin to hump or to peak, depending on the tem-
perature. A higher temperature can be used for a cake that

is high in fat and sugar, because these ingredients elevate
the temperature at which the proteins in the crust coagu-
late. This allows a little more time for the crust to remain
somewhat flexible and accommodate the pressures pro-
duced within the batter. 

Using the right pan for baking is also important for
making a good cake. The depth of batter in baking pans
influences final outcome. Shallow pans enable the heat to
penetrate to the center of the batter more quickly, result-
ing in a cake of optimal volume. The surface is flatter and
lighter in color than that which is produced when the bat-
ter is baked in a deeper pan. A cake baked in a deep pan
also has a greater tendency to crack in the center than does
one baked in a shallow pan. Regardless of the depth of the
pan, sufficient batter should be used to almost fill the pan
when baking is completed. This usually means filling the
pans about half full with the batter. Even the material of
which the baking pans are made influences the quality of
cakes. Heat penetration is the best if the baking pan is
dark and/or dull, so that the heat is absorbed efficiently to
promote rapid heating of the batter (52). However, this
rapid heating causes the sides of the cake to set quickly
before the interior has had time to generate much of its
potential gas. Humping and cracking, because of the lack
of uniform heating within the batter, can be a problem
despite the fact that the total volume is increased. Shiny
pans absorb heat more slowly because they reflect the
heat, so that there is time for the heat to spread into the
interior of the cake before the sides of the cake are set.
This leads to a cake that has a gently rounded or flat sur-
face, rather than one that is humped, and browning is
more delicate and uniform as a consequence of the slower
rate of baking. However, volume is reduced a little, and
the cells are a bit coarser and the walls a little thicker.
Table 148.30 shows the pan preparation for cake baking. 

TABLE 148.30
Pan Preparation for Cake Making

Preferred 
Cake Type Pan Type Pan Preparation

High-fat cakes Layer pans Grease with a commercial
pan greasing.

Dust the greased pans 
with flour and tap out 
the excess.

Sheet cakes Sheet pans Line the pans 
with greased parchment.

Angel food cakes Tube pans Do not grease the pan.
Chiffon cakes

Sponge cake Layer with little 
on no fat, grease 
the bottoms but not 
the sides of the pans.
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D. PASTRIES

The term “pastry” comes from the word “paste,” meaning,
in this case, a mixture of flour, liquid, and fat. In the
bakeshop, pastry refers both to various pastes or doughs,
and to the many products made from these doughs. Pastry,
whether it is in the form of pie crust or puff pastry, is a
simple baked product that contains few ingredients, yet
requires some skill for successful results. 

Pies are pastries that consist of two distinct components:
a relatively thin crust portion that serves to contain the sec-
ond component, the filling (53). Piecrust is a very simple
product in terms of its ingredients: flour, fat, salt, and water.
The same ingredients are used for preparing the multi-
layered puff pastry. The difference between these two forms
of pastry is the fat. The fat differs in kind, amount, and
method of incorporation into the dough. The fat usually
selected for making puff pastry is butter, and it is used in a
flour-to-fat ratio (on a volume basis) of 2:1; that is, twice as
much flour as fat, which produces a very rich dough. Pastry
for pies usually is made with shortening, but sometimes oil,
lard, or butter is selected. Although the ratio of flour to pure
fat may vary from one pie dough recipe to another, a volume
ratio commonly used is 3:1. Skilled workers can make a sat-
isfactory pastry with the leaner ratio of 4:1. 

A good piecrust is both flaky and tender. Yet success
or failure depends on how the shortening and flour are
mixed, and how the gluten is developed. Ideally, the ratio
of ingredients, together with the method of preparation,
prevents the formation of a gluten network and results in
baked crusts that have a friable texture and flaky structure.
That texture and structure is largely a function of the crit-
ical mixing step during which fat is incorporated as small,
but discrete particles. 

There are two basic types of pie dough: flaky pie
dough, and mealy pie dough. The difference between the
two depends on how the fat is blended with the flour. For
flaky dough, the fat is cut or rubbed into flour until the
shortening particles are about the size of peas. When water
is added, the flour absorbs it and develops some gluten.
When the dough is rolled out, the lumps of fat and mois-
tened flour are flattened and become flakes of dough sep-
arated by layers of fat. For mealy dough, the fat is blended
into the flour more thoroughly, until the mixture looks like
coarse corn meal. Compared to the flaky pie dough, the
more complete coating of the flour with fat has several
results. The crust is very “short” and tender because less
gluten can develop. Less water is needed in the mix,
because the flour won’t absorb as much as in flaky dough.
The baked dough is less likely to absorb moisture from the
filling and become soggy. Mealy dough is used for bottom
crusts, especially in baked fruit pies and soft or custard-
type pies, because it resists sogginess. Flaky doughs are
used for top crusts and sometimes for prebaked shells.

Puff pastry is one of the most remarkable products of
the bakeshop. Although it includes no added leavening

agent, it can rise to eight times its original thickness when
baked. Puff pastry is a rolled-in dough, like Danish and
croissant doughs. This means that it is made up of many
layers of fat sandwiched between layers of dough. Unlike
Danish dough, however, puff pastry contains no yeast.
Steam is created when the moisture in the dough is heated,
and is responsible for the spectacular rising power of puff
pastry. Puff pastry, or puff dough, is one of the most diffi-
cult bakery products to make. Because it consists of over
1000 layers, many more than in Danish dough, the
rolling-in procedure requires a great deal of time and care. 

Butter is the preferred fat for rolling in because of its
flavor and melt-in-the-mouth quality. Special puff pastry
shortening is also available. This shortening is easier to
work, because it is not as hard when refrigerated, and
because it doesn’t soften and melt at warm temperatures
as easily as butter does. It is also less expensive than but-
ter. However, it can be unpleasant to eat, because it tends
to congeal and coat the inside of the mouth. The quantity
of roll-in fat varies from 50 to 100% of the weight of the
flour. If the lower quantity of fat is used, the dough should
be left slightly thicker when rolled out. Puff pastry that is
low in fat will not rise as high and may rise unevenly. This
is because there is less fat between the dough layers, so
that the layers are more likely to stick together.

IV. SHELF-LIFE OF BAKERY PRODUCTS

Bread begins to undergo deteriorative changes commenc-
ing with removal from the oven. One of the first changes is
thought to be retrogradation (increasing crystallinity caused
by crosslinkage of starch molecules) of amylose released
from starch granules during gelatinization in the oven. The
rather crystalline and firm character of the crumb that
develops as bread is stored for a day or more may be the
result of retrogradation within the starch granules, and
probably involves changes in the physical configuration of
amylopectin (perhaps some folding of the branches). This
retrogradation is reversible upon reheating of the bread, but
recurs when the warmed bread cools once again.

Moisture levels also are involved in the staling
process. There is a reversal in the location of water; some
of the water that migrated to starch from gluten during
baking returns to the gluten proteins. Water also migrates
from the center of the loaf toward the crust, causing the
crust to gradually increase in leatheriness, while remain-
ing rather soft. This migration occurs even when evapora-
tion from the crust is prevented.

Storage temperature has an effect on staling.
Refrigerator storage accelerates firming of the crumb
compared with storage at a warm room temperature—the
firmness after a day at 8°C being about the same as that
after 6 days at 30°C. The advantage of refrigerator storage
is only the inhibition of mold growth in breads made with-
out preservatives. Freezer storage is effective in inhibiting
the firming of the crumb.



A. THE MECHANISM OF STALING

Bread staling has been a problem for thousands of years,
and it is responsible for huge economic losses to both the
baking industry and the consumer. In a market of approxi-
mately 20 billion pounds of bread produced annually,
about 3% (600 million pounds) of them were returned as
unsalable because of staling (54). Staling was defined as a
term that indicates decreasing consumer acceptance of
bakery products caused by changes in crumb, other than
those resulting from the action of spoilage organisms 
(55). The most widely used indicator of staling is meas-
urement of the increase in crumb, firmness, which is the
attribute most commonly recognized by consumers.
However, bread staling is a very complex process. Neither
the bread system nor the staling process is understood well
at the molecular level (56–59). To date, water migration
and transitions in the starch fractions, and changing starch
from an amorphous structure to a partially crystalline one
(56) are thought to be the two most important factors con-
trolling the changes in texture of breads during storage.

During baking of bread dough, the starch granules are
generally gelatinized, but little else other than restricted
swelling followed by collapse happens to them because of
the limited amount of water present in the dough system
(57). Thus, deformed wheat starch granules can be isolated
from the crumb (58). The small amount of amylose that
leaches from granules during baking in the limited moisture
system of bread dough retrogrades upon cooling and rap-
idly becomes unextractable (60–61). Even if amylose does
leach from granules, by the time bread has completely

cooled, any interstitial amylose will have retrograded and is
unlikely, therefore, to play a major role in subsequent stal-
ing events. Therefore, freshly baked and cooled bread is an
elastic system containing swollen wheat starch granules
that are still largely intact, but may be deformed.  

Bread staling falls into two categories: crust slating and
crumb staling (62). Crust staling is generally caused by
moisture transfer from the crumb to the crust (63), resulting
in a soft, leathery texture, and is generally less objection-
able than is crumb staling (64). Crumb staling is more com-
plex, more important, and less understood. The firmness of
bread varies with position within a loaf, with maximum
firmness occurring in the central portion of the crumb (65). 

The major theories on the staling mechanism are
reviewed in cursory way in Table 148.31. It summarizes
the factors affecting bread staling during storage: (1) starch
retrogradation, especially amylopectin retrogradation,
which plays an important role, but which alone is not
responsible for bread staling, (2) gluten proteins and
gluten-starch interaction also play an important role, and
(3) moisture migration is also involved in staling. Overall,
it is probable that several factors play a role in the bread
firming process, but the large volume of data that impli-
cates amylopectin retrogradation as a key factor, and the
information that gluten is also involved cannot be ignored.
Table 148.32 shows the hypotheses conurning the effects
flour components on the staling mechanism. 

Bread staling is unquestionably a complex process. In
addition to the effects of flour components, formulation, and
the processing conditions (103), many other factors affect
staling rate of bread during storage: storage temperature,
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TABLE 148.31
Factors Affecting Staling Rate of Bread During Storage

Factors Findings References

Storage temperature The rate of staling has a negative temperature coefficient. (66)
Bread staling is correlated with starch recrystallization at (67)

storage temperature with the maximal rate at 4°C
Moisture migration Drying out of the bread does not explain staling, (68)

but may accelerate reactions leading to staling.
Moisture redistribution Moisture gradient forms in the loaf as baked bread begins to cool, (69–70)

between crumb and crust and moisture migrates from crumb to crust.
Moisture redistribution Transfer of moisture from starch to gluten during aging. (71–72)

among components Transfer of moisture from gluten to starch as the starch crystallizes. (72–79)
The decrease in water mobility in bread upon staling is 
due to incorporation of water molecules released from gluten into 
crystalline structure of starch that develops upon staling.

Gluten undergoes a 1st-order transformation resulting in the (80–82)
release of water from gluten and absorption of this water 
by retrograding starch.

Amylopectin crystallization in bread requires both microscopic and (79, 83–84)
macroscopic redistribution of water, so that there is sufficient moisture 
present at the locus where crystallization take place to plasticize polymer 
chains, so that they are mobile enough for crystallization to occur and 
for incorporation into β-type crystal lattices (36 water molecules in the 
unit cell, compared with α-type which has only 8 water molecules in the unit cell).
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moisture migration, moisture redistribution between crumb
and crust, and moisture redistribution among components
(Table 148.31).

B. ANTISTALING ADDITIVES

Although the mechanism of bread staling is not well
understood, baking industries throughout the world have
tried to inhibit staling through the addition of ingredients
such as enzymes, lipids, emulsifiers, sweeteners, and
other chemicals. The addition of sweeteners to provide
fermentable solids, influence crust color, improve crumb
texture and softness, and increase shelf-life is well docu-
mented. For over twenty years, fructose/glucose syrups
and corn syrups have shown the ability to retard staling
through their ability to bind moisture. α-amylases from
malted cereal, fungi, and bacteria, are the most commonly
used enzymes for the retardation of bread staling.
Numerous research projects have been conducted to
understand its mechanisms (Table 148.33). Although the
mechanism of the antistaling effect of α-amylases has
been debated, it appears that starch hydrolysis products

are involved in inhibition of staling. But the hydrolysis
products must be of a unique type; perhaps either mal-
totriose and maltotetraose, or products larger than those
present in traditional maltodextrin preparations.

In addition to α-amylase, lipases (specifically 1,3-
specific lipases), lipoxygenases (111–112), nonstarch
polysaccharide-modifying enzymes (such as endoxy-
lanase, β-xylosidase, and α-L-arabinosidase) (113), and
protease are also reported to have a crumb softening effect
when enzymes are added. The major purpose of adding
proteases to breads is to improve flavor profiles, flow
characteristics, machining properties, gas retention, and
mixing time (114–115). However, given evidence that
protein has a significant role in the bread staling mecha-
nism (98,105,116), it is likely that modification of the
gluten network structure via enzyme-catalyzed proteoly-
sis would have an effect on bread staling. It is also possi-
ble that liberation of water molecules concurrent with
protein hydrolysis could enhance amylase activity (117).

Emulsifiers of various types are widely employed in the
baking industry as dough strengtheners and/or crumb sof-
teners (103). Table 148.34 lists that the  emulsifiers can be

TABLE 148.32
Hypotheses Concerning the Effects of Flour Components on the Staling Mechanism

Component Hypotheses References

Starch Gradual change in the starch components from amorphous (71, 85)
to crystalline forms is important to the staling process.

Degree of crystallinity of bread crumb was inversely related (86)
to its firmness, so that starch crystallization and bread 
firming were separate processes.

Amylopectin Amylopectin was the fraction of starch responsible (87–91)
for staling, because heating stale bread above 50°C can restore the loaf 
to its original freshness.

Adding 5% retrograded waxy corn starch to bread formula (92)
decreased gelatinization and reduced the firming rate.

Retrogradation of amylopecitn cannot be the only factor affecting firming. (93)
Amylose Amylose fraction was involved in staling of bread (94)

through 1 day only, and the role of amylose in bread staling 
may be merely one of diluting amylopectin.

Reoroganization of intragranular amylose enhances the rigidity (95)
of starch granules during staling.

Amylopectin retrogradation is part of the staling process, (96)
but is not solely responsible for the observed changes in texture.

Amylose-amylopectin aggregation was responsible (97)
for the changes that occur during aging of bread crumb.

Protein Starch-gluten interactions are somehow involved (98–99)
in the firming process. (100)

The differences in molecular mobility in an aged bread  
are attributed to the role of gluten and/or redistribution of water 
in the amorphous regions of the bread.

Pentosans Water-soluble and –insoluble pentosans retard staling (60–61)
or have no effect on the staling rate. 

Arabinoxylan-fortified breads exhibited a greater rate of (101–102)
starch retrogradation, because of their higher moisture content,
while having softer crumbs than did controls.

Lipid Flour lipids have an effect on the antifirming action. (102)



Bakery Products 148-47

used in bakery products based on their functionality.
Monoglycerides (MG) are the most commonly used in bak-
ing to delay staling in bakery products. The mechanism of
the antistaling effect of MG is still unknown, but it is con-
cluded that reduction in crumb firmness is probably the
result of the interactions of MG with amylose. The physical
state of MG is an important factor in the amylose-MG com-
plexation ability, which decreases in the descending order
of MG physical states: α-type crystalline gel 	 β-type

crystalline hydrate 	 nonhydrated powder (118). Diacetyl
tartaric acid esters of monoglycerides (DATEM) were
reported to be as effective as antistaling agents in bread as
sodium stearoyl lactylate (SSL) or ethoxylated monoacyl-
glycerols (EMG) over 5 days of storage (119).

In addition to enzymes and emulsifiers, ingredients
including shortening, hydrocolloids (gums), and dam-
aged or modified starches are also reported as having the
ability to retard the staling in bakery products (62, 121).

TABLE 148.33
Effects of αα-amylase on Bread Staling

Mechanism References

α-amylases produce a partially degraded amylopectin that is less prone to crystallize, (95, 104–105)
and its ability to produce partially degraded amylose is responsible for rapid 
formation of a partially crystalline polymer network that resists later rearrangements.

α-amylases produce low molecular-weight dextrins (DP 19–24) that interfered (17, 63, 106–107)
with the retrogradation of starch.

α-amylases produce maltooligosaccharides (DP 3–11) that disturb water (108–109)
structure and promote ordering and aggregation of starch molecules.

Maltotriose and maltotetraose were directly responsible for retarding (110)
retrogradation in bread, suggesting that these oligomers were of the right size 
to interfere with starch-gluten interactions.

Maltotriose and maltotetraose might hold water around starch molecules 
and inhibit starch-starch interactions.

Maltooligosaccharides (DP 3–8) produced by α-amylases are not themselves (99)
responsible for antistaling, but their presence is simply correlated 
with a key modification of starch granules that is related to reduced staling,
possibly by reducing gluten-starch interactions.

TABLE 148.34
Commonly Used Emulsifiers in Bakery1

Functionality

Dough Dough
Emulsifier Strengthener Softener Aeration Aid

Lecithin (LC) or Hydroxlyated lecithin (HLC) ×
Mono- and diglyceride (MDG) × ×
Acetylated MG (AMG) ×
Glycerol-lacto ester of fatty acid (LMG) ×
Diacetyl tartaric acid esters of MG and DG (DATEM) × ×
Succinylated MG (SMG) × ×
Ethoxylated MG/DG (EMG) × ×
Stearoyl monoglyceride citrate (SMGC) ×
Propylene glycol mono- and diester (PGMS) ×
Polyglycerol ester (PGE) × ×
Sucrose ester (SUE) ×
Sorbitan monostearate (SMS) ×
Polyoxyethylene sorbitan monostearate (Polysorbate 60, PS 60) × ×
Polysorbate 65 (PS 65) ×
Lactylic ester of fatty acid (SLA) × × ×
Ca-stearoyl lactate (CSL) × ×
Na-stearoyl lactate (SSL) × × ×
Sodium stearoyl fumarate (SSF) × ×

1 From (120).
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The uses of hydrocolloids and modified starches are
attributed to their great water holding ability, which
inhibits the movement of moisture this retards staling
because moisture redistribution is a requirement for stal-
ing to occur (122).
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I. HISTORY

Cacao trees (Theobroma cacao) originated in the Americas
and have been cultivated for at least an estimated 4,000
years where they thrive under conditions of semishade,
warmth, and high humidity. Chocolate was important in
Mayan and Aztec mythology and used as currency. A crude,
unsweetened foamy beverage called chocolatl was served
only to the noble ruling class. Early Spanish explorers
found this bitter liquid could be improved with the addition
of sugar, and it soon became the rage of Spanish nobility. It
then spread to Italy, Holland, France, and England.

C.J. Van Houten of Holland patented a cocoa press
that was able to remove cocoa butter from the chocolate
liquor to produce cocoa powder. This was in response to

the difficulty people experienced in digesting the full fat
chocolate beverage and dispersing the chocolate in water.
Mr. Van Houten is also credited with alkalizing (Dutch
process) cocoa, which gives a darker color and a less acid
flavor. The pressing of chocolate liquor resulted in an
“excess” of cocoa butter. It was found that a superior
product could be made when warm water was replaced
with cocoa butter. Fry and Son in 1847, and Cadbury in
1849, were among the first to sell solid eating chocolate.
The basic formula of chocolate liquor, sugar, and cocoa
butter continued until 1875, when Daniel Peter developed
a method of adding condensed milk to chocolate liquor
and sugar. Moisture was removed from the chocolate
“milk crumb” and replaced with cocoa butter to maintain
a smooth mouth feel. Thus milk chocolate was born.
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II. CULTIVATION, HARVESTING,
AND CURING

The commercial cultivation of cacao trees is generally
within a 20° latitude of the equator with a rainfall of
45–100 inches (114–254 cm), and a temperature of
70–90°F (21–32°C). Major producing areas include Africa
(Ghana, Nigeria, Ivory Coast); South America (Brazil,
Ecuador, Venezuela); West Indies (Dominican Republic);
Asia and Oceania (New Guinea, Malaysia, Indonesia).

The cacao tree will usually attain its full height in about
ten years. Though trees may grow to be 40 feet (1200 cm),
they are usually pruned to 15 to 25 feet (450–750 cm) to
facilitate harvesting. Flower clusters appear only on the
trunk and main branches. Approximately five to six months
later, 20 to 30 fruit pods develop. The growth cycle is
continuous, so a tree may bear leaves, blossoms, and pods
simultaneously. However, the main fruiting seasons occur
between October and February.

The ripe pods are elliptical in form, seven to ten inches
(18–25 cm) in length, and three to five inches (8–13 cm) in
diameter. The pods contain approximately 20–50 seeds sur-
rounded by a mucilaginous pulp. Each dried cocoa bean
weighs approximately 1 gram. When dried, the beans from
each pod weigh between 1.5–2 ounces (42–56 g). While
yields can vary greatly, the average tree produces 20–30
pods; so each tree’s output is between two to three pounds
(0.9–1.4 kg) of commercial cocoa beans.

The region where the cocoa beans are grown and the
variety of the bean can greatly affect characteristics for
flavor, color, hardness of butter, etc. There are three major
types of cocoa beans: Forastero, which accounts for the
majority of the beans; Criollo, the flavor beans; and
Trinitario, which are basically a cross between Criollo and
Forastero. The bulk beans are generally dark brown in
color with a strong, bitter flavor. Flavor beans are lighter
in color with a mild, nutty flavor. The beans are blended
to produce the desired end product.

Mature cacao pods turn yellow, orange, or purple in
color. The pods are split open and the beans and pulp
scooped out and heaped into boxes or baskets for fermen-
tation (anaerobic and aerobic). The beans are allowed to
ferment for 3 to 6 days, depending upon the type of beans
used, batch size, temperature, and aeration. Aeration
(turning) of the beans promotes bacterial activity and
ensures uniform fermentation. Fermentation and drying
processes have major influences on the quality of the
beans used in making chocolate.

The beans are subsequently dried (naturally or mechan-
ically) to a moisture content of less than 8 percent to pre-
vent mold growth, with the optimum being 6 to 6.5 percent. 

Cocoa beans arriving in the Untied States are usually
inspected and fumigated at the ports when received.
Beans are inspected for mold, infestation, filth, degree of
fermentation, and bean size. To maintain quality, they

should be stored in cool, dry, and well ventilated ware-
houses.

A cleaning step is required to produce a wholesome
product with minimal microbiological risks, as well as to
remove extraneous materials. On a dry basis, the beans are
approximately 87.1 percent nib (cotyledons), 12.0 percent
shell, and 0.9 percent germ. The nib contains about 55
percent cocoa butter fat (1).

III. PROCESSING OF COCOA BEANS

Roasting serves to develop the flavor and aroma of the
beans. There are several roasting methods, which include
whole bean, nib, and chocolate liquor roasting. Roasting
can take anywhere from 15 minutes to 2 hours. In
whichever roasting method is used, the nibs are separated
from the shell (winnowing). Depending upon the degree
of roast, nib moisture is about 1.5 to 3 percent. Federal
standards allow no more than 1.75 percent shell in the nib
portion used for chocolate production. Cocoa bean shells
have little commercial value. The germ portion is also
removed, since it is hard and gritty.

After roasting, the nibs are ground to a liquid state,
which is called chocolate liquor. The heat and friction
from the grinding process will rupture the cell walls of the
nibs to release the valuable cocoa butter. This liquor (con-
taining approximately 55 percent cocoa butter) will solid-
ify upon cooling.

In the initial stages, the processing for cocoa and
chocolate are essentially the same. The beans are cleaned,
roasted, and shelled. The manufacturing of cocoa and
chocolate though, involve two separate processes. See
Figure 149.1.

IV. MANUFACTURING OF
COCOA POWDER

Cocoa cake and cocoa butter are produced from chocolate
liquor by hydraulic pressing. The hot liquor is subjected to
more than 6,000 PSI. The cocoa butter flows out, leaving
the cocoa cake. This cocoa butter contains small amounts
of cocoa powder, which are filtered out to maintain con-
sistent color and flavor. The butter may be further refined,
bleached, and deodorized (via steam distillation) to yield
a very bland, clean tasting cocoa butter.

The cake is then ground to the desired degree of fine-
ness — usually 95 to 99 percent will pass through a 
200-mesh screen.

The cocoa cake will generally have a fat content rang-
ing from 10 to 24 percent. Powders with less than 10 to12
percent cocoa butter are known as low fat cocoas. Medium
fat cocoa contains 10 to 18 percent fat, while high fat or
“breakfast cocoa” has 22 to 24 percent fat. Approximately
95 percent of the cocoa powders on the market today are
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the medium fat variety. The FDA has established standards
for various types of cocoas. See Table 149.1.

Cocoa powder not treated with alkali is often referred
to as natural cocoa. The addition of alkali was first used by
Van Houten in 1828; hence, it is also known as “Dutch”
process cocoa. 

The alkalization process raises the pH of the cocoa
powder. The pH for fermented beans ranges between 5.2
and 5.6. Alkalized cocoas have a pH between 6.8 and 7.5.
Black cocoas, used for color, may have a pH as high as 8.5
(3). FDA standards allow a maximum of 3.0 percent
potassium carbonate per 100 pounds (45 kg) of nib weight
equivalent. The purpose of alkalization is to neutralize the
acidity of the cocoa, resulting in a milder, less astringent
flavor and a range of colors (from light brown to red, and
even black). 

Various formulas, equipment, and processes are used to
alkalize the nibs, liquor, or powder. This allows for a wide
range of cocoa powders to be produced. As such, alkalized
cocoa powders are in greater demand than natural cocoa
powder. See Table 149.2.

V. MANUFACTURING OF CHOCOLATE

Dark, milk, and white chocolate involve certain basic opera-
tions: ingredient mixing, refining, conching, standardization
of viscosity, and tempering. Like cocoa powders, the choco-
late liquor (white chocolate uses cocoa butter only) may
undergo alkalization prior to further processing. The FDA
has issued standards of identity for milk, dark, and white
chocolate. See Table 149.1.

A. INGREDIENT MIXING

The basic ingredients, including chocolate liquor, sugar,
cocoa butter, milk products (for milk chocolate), emulsi-
fiers, and flavors are blended together. The result is a paste
with a rough texture and plastic consistency.

B. REFINING

Refining serves to reduce the particle size of the mass, and
thus increase the surface area, resulting in a smooth texture.

Cake Butter 

Baking products

Winnowing

Nib grinding

Heat treatment

Roasting

Bean cleaning

Cocoa bean

Nib dutching

Dutching

Pressing

Chocolate
liquor refining

Milk
(optional)

Beverage processing

Deodorization

Mixing

Refining

Conching

Storage

Tempering

Depositing

Moulding

Sugar

Flavors and
emulsifiers

FIGURE 149.1 Typical chocolate production flow chart.



TABLE 149.1
U.S. Standard of Identity for Cacao Products Code of Federal Regulations (CFR), Title 21- Food and Drugs

21 CFR Chocolate
Reference Product Liquor (%) Milk Solids (%) Comments

163.111 Chocolate 100 0 50–60% fat
Liquor Optional ingredients 1.

Other names: Unsweetened chocolate, bitter
chocolate, baking chocolate, cooking chocolate.

163.112 Breakfast 0 22% fat (min)
Cocoa Optional ingredients 1 with the 

exception of butter or milkfat.
163.113 Cocoa 0 10–22% fat

Optional ingredients same as 163.112.
Other name: Medium fat cocoa.

163.114 Lowfat Cocoa 0 Less than 10% fat
Optional ingredients same as 163.112

163.123 Semisweet/Bittersweet 35 (min) 12 (max) Sweetened chocolate liquor, which may contain
Chocolate one or more specified optional ingredients 2.

Traditional bittersweets 50% or more liquor.
163.123 Sweet Chocolate 15–35 12 (max) Sweetened chocolate liquor, which may contain

one or more specified optional ingredients 2.
163.124 White Chocolate 0 14 (min) 20% cacao fat (min)

3.5% milkfat (min)
55% nutritive carbohydrate sweetener (max)

163.130 Milk Chocolate 10 (min) 12 (min) Sweetened chocolate liquor with dairy 
ingredient(s), which may contain one or more

specified optional ingredients 2.
163.150 Sweet Cocoa and No limit Same as 163.123, except: mixture of cocoa and

Vegetable Fat Coating chocolate liquor contains a minimum of 
6.8% nonfat cacao solids; contains one or
more optional ingredients 3.

163.153 Sweet Chocolate and 12 (max) Same as 163.123, except that it contains one or
Vegetable Fat Coating more optional ingredients 3 (except for cocoa).

163.155 Milk Chocolate and 12 (min) Same as 163.130, except that it contains one or
Vegetable Fat Coating more optional ingredients 3 (except for cocoa).

Optional Ingredients 1

● Optional alkalizing ingredients: ammonium, potassium, sodium bicarbonate, carbonate, or hydroxide, or magnesium carbonate or oxide.
● Optional neutralizing ingredients: phosphoric acid, citric acid, and L-tartaric acid.
● Spices, natural and artificial flavorings, ground or whole nut meats, ground coffee, dried malted cereal extract, and other seasonings

that do not either singly or in combination impart a flavor that imitates the flavor of chocolate, milk, or butter.
● Other optional ingredients: Cocoa butter and cocoas, dairy butter or milkfat, salt.

When optional ingredients are added, it must be declared on the label.

Optional Ingredients 2

● Optional alkalizing ingredients: ammonium, potassium, sodium bicarbonate, carbonate, or hydroxide, or magnesium carbonate or oxide.
● Optional neutralizing ingredients: phosphoric acid, citric acid, and L-tartaric acid.
● Optional ingredients: cocoa butter, nutritive carbohydrate sweeteners.
● Spices, natural and artificial flavorings, ground or whole nut meats, ground coffee, dried malted cereal extract, salt, and other seasonings

that do not either singly or in combination impart a flavor that imitates the flavor of chocolate, milk, or butter.
● Optional dairy ingredients: cream, milkfat, butter, milk (concentrated, evaporated, sweetened condensed, dried), skim milk 

(concentrated, evaporated, sweetened condensed, nonfat), concentrated or dried buttermilk, malted milk.
● Other optional ingredients: less than 1% emulsifying agents.

When optional ingredients are added, it must be declared on the label.

Optional Ingredients 3

● Cocoa, chocolate liquor.
● Safe and suitable vegetable derived fats, oils, or stearins other than cocoa butter (may be hydrogenated).
● Safe and suitable dairy-derived ingredients; bulking agents, formulation aids, humectants, and texturizers.

Optional Ingredients 4
● Optional dairy ingredients: cream, milkfat, butter, milk (Concentrated, evaporated, sweetened condensed, dried), skim milk (concentrated,

evaporated, sweetened condensed, nonfat), concentrated or dried buttermilk, malted milk. Whey or whey products not to exceed 5%.
● Spices, natural and artificial flavorings, ground whole nut meats, ground coffee, dried malted cereal extract, salt, and other seasonings

that do not either singly or in combination impart a flavor that imitates the flavor of chocolate, milk, or butter.
● Other optional ingredients: nutritive carbohydrate sweeteners, antioxidants, 1.5% or less emulsifying agents.

When optional ingredients are added, it must be declared on the label.

Source: Adapted from Ref. 2.
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Steel rollers reduce the size of particles to 10–40 µ. The
actual size will depend upon the product desired and type
of chocolate, with dark chocolate generally having a
smaller finished particle size. During this process the result-
ing mass often turns into a dry paste or powder. 

The manufacture of milk chocolate is similar to that of
dark chocolate. The method used to incorporate the milk
ingredient plays an essential part in the process. Milk solids
are introduced in the form of milk powder or milk crumb,
where it is dry mixed with chocolate liquor and sugar. 

Milk powder is produced by first concentrating liquid
milk and drying it into a powder. The crumb process
involves blending sweetened condensed milk and choco-
late liquor. It is kneaded and dried. Crumb based 
chocolates have a unique caramelized flavor based on the
Maillard reaction between milk protein and sugars (5,6).

The term “white chocolate” has been used loosely for
a number of years. It is basically milk chocolate without
the cocoa matter. Cocoa butter is used instead of chocolate
liquor and mixed with sugar, milk solids (a white crumb
can be made from cocoa butter), emulsifiers, and flavor.

It is important that a mild-flavored cocoa butter be
used, since the flavor of white chocolate is quite delicate.
White chocolate is also more prone to oxidative rancidity
than milk and dark chocolate. 

C. CONCHING

After refining, the mass is transferred to large shear mixers
called conches. The machines get their name on the fact
that the original equipment resembled a huge conch shell.
This is the last manufacturing process where texture and
flavor are affected. Time, temperature, moisture control,
and shear manipulate the process. Some of the benefits of
conching are (1):

● Improved rheology/reduction in viscosity—
less cocoa butter needed

● Elimination of harsh volatiles for a mellower
taste

● Removal of moisture (reduces lumping and
graining)

● Improved mouthfeel (smoothes sharp particle
edges).

During this process, additional cocoa butter, flavors,
and emulsifier may be added. Conching times will vary
depending upon the formulation and final product desired,
but can vary from 10 to 12 hours to up to several days.
Conching temperatures range from 120°F to 160°F 
(49–71°C), and sometimes up to 180°F (82°C). The
higher conching temperatures give the final product a
caramelized flavor that is different from a milk crumb
caramelized flavor (7). 

D. VISCOSITY

One of the final steps in manufacturing chocolate is to
standardize the product for viscosity. The development of
automatic moulding and enrobing equipment requires pre-
cise control over the fluidity or viscosity of the chocolate.

It should be noted that free moisture in chocolate will
increase the viscosity of chocolate. Thus general moisture
tests will not necessarily provide pertinent information.
Minute amounts of water or steam from leaking equip-
ment, improper storage (humid conditions), and rework
can affect the overall performance of the chocolate.

Chocolate is a non-Newtonian liquid, in that its 
viscosity (internal friction of fluids) is affected by the
presence of solids in suspension, as well as by tempera-
ture. Once chocolate starts to flow, its viscosity will
decrease with an increase in the shear rate (8,9).
Chocolate viscosity is still commonly referred to in terms
of degrees MacMichael in the United States. In the
remainder of the world viscosity is usually measured in
centipoise. 

The MacMichael viscometer is a single-speed rota-
tional instrument. It works on the following principle: a
metal cylinder is suspended on a torsion wire, which in
turn, is immersed in a cup of chocolate at a given tempera-
ture. As the cup rotates the twisting of the wire is measured
by a scale.

The main drawback of the MacMichael method is its
inability to provide full information on the flow properties
of different chocolates. A Brookfield viscometer can deter-
mine plastic viscosity and yield value accurately. Results
using a Brookfield (measured in centepoise) can be con-
verted to degrees MacMichael. Table 149.3 shows a range
of chocolate viscosities and typical applications.

TABLE 149.2
Cocoa Powder: Types and Applications

Cocoa Type pH Flavor Applications

Natural–non alkalized 5.2–5.7 Mild, cocoa notes Compounds, syrups, bakery toppings, confectionery
Alkalized–light dutch 6.5–7.0 Mild, cocoa notes with Dairy, beverage, creams, syrups, toppings,

mild alkali undertones confectionery
Alkalized–red 7.0–8.0 Moderate to strong alkali notes Bakery, dairy, beverage, creams, confectionery
Alkalized–dark 7.0–8.0 Mild to moderate alkali notes Bakery, confectionery
Alkalized-black Up to 8.2 Intensely unique alkali flavors Cookies, coloring agent

Source: Adapted from Ref. 4.
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Viscosity alone will not indicate how the product will
handle. Two terms that help to describe flow character are
yield value and plastic value. Yield value (YV) is the force
required to initiate the flow of chocolate. Plastic viscosity
(PV) is the force required to maintain the flow of choco-
late once it has started to move.

A high YV is important in maintaining decoration
marks and the prevention of “feet” on enrobed goods. A
low YV is desirable for moulded products to properly
shake out air pockets (8,9).

Viscosity and rheology can be affected by several fac-
tors. Smaller particle size in a constant formula will give a
higher viscosity. Lecithin exhibits both lipophilic and
hydrophilic properties, and is thus an excellent emulsifier.
The hydrophilic groups attach themselves to the water mol-
ecules on the surface of the sugar particles. This reduces
friction, increasing particle mobility, and thus lowering 
viscosity (8). This reduction in viscosity can also decrease
the need for more expensive cocoa butter by as much as 5
percent (9). In the United States, the addition of lecithin or
other emulsifying agents is limited to one percent by weight.

E. TEMPERING

Tempering is the controlled cooling of melted chocolate
with agitation that will promote the formation of small
stable fat crystals throughout the chocolate. Besides agi-
tation, time and temperature play a key role in the tem-
pering process. Stable cocoa butter crystals will provide
the following desired properties (11):

● Snap
● Good Gloss
● Proper texture
● Bloom resistance
● Contraction for demoulding
● Less permeable barrier (shelf life)

The cocoa butter used in chocolate manufacture will
affect the physical properties of the chocolate. The origin
of the bean will also affect its quality. Attributes affected
include hardness, texture, mouthfeel, and melting point of
the butter.

Cocoa butter is a polymorphic fat in which its crystals
have different characteristics, melting points and stability.
There are four major types, γ, α, β�, and β, with β being the
only stable form. The unstable forms will eventually recrys-
tallize into the stable β form (12,13). See Table 149.4.

Tempering can be done manually or in an automatic
tempering unit. There are many types of units available
using various methods to achieve the same result: the for-
mation of stable fat “seed” crystals. In general, chocolate
tempering involves heating the chocolate to approxi-
mately 110 to115°F (43–46°C) to melt the fat crystals. It
is then cooled down with agitation to between 80 to 84°F
(27–29°C), and subsequently reheated to about 86 to 88°F
(30–31°C) before moulding or coating. In general, dark
chocolates are tempered about 1 to 2°F (0.5–1.0°C)
higher than milk chocolate (11). However, exact tempera-
tures and procedures will depend upon the tempering
equipment and type of chocolate used.

During tempering, the viscosity of the chocolate
increases in proportion to the increase in seeding; thus
chocolate must be used fairly quickly, or carefully heated
to remelt some of the seed to prevent overtempering and
achieve a steady state of temper. Overtempered chocolate
may cause problems such as dull finish, excessive air bub-
bles, and poor mould release because of reduced contrac-
tion of the chocolate. Undertempered chocolate will also
have poor mould release and will have a tendency to ‘fin-
ger print’ and have premature blooming.

Once the desired pieces of chocolate are formed, the
chocolate should be cooled gradually to prevent future
problems. Initial cooling temperature should be approxi-
mately 65°F (18°C) with minimal air movement. This is
necessary for the continued formation of stable crystals
and to prevent case hardening or the formation of a “skin.”
Temperatures can gradually be decreased to about 45°F
(7°C) with increasing air velocity. Final cooling tempera-
ture before packing should approach that of the room tem-
perature (about 68°F or 20°C).

When sending product through a cooling tunnel, one
must take into consideration the heat load of the product
and adjust air temperatures and velocities accordingly.
Small pieces of chocolate will set at a faster rate than large
moulded blocks. It is also important that the temperature

TABLE 149.3
Chocolate Viscosities

Viscosity °MacMichael Used For

Very Thin � 100° Enrobing, Panning, Shell Moulding
Thin 100–125° Solid Moulding, Enrobing, Panning
Medium 125–160° Enrobing, Hand Dipping
Heavy 160–200° Moulding, Hand Dipping,

Depositing (Chips)

Source: Adapted from Ref. 9,10.

TABLE 149.4
Polymorphic Forms of Cocoa Butter

Approximate Crystallization Melting Range
Form Life Temperature (°F) (°F)

Gamma γ Very Unstable � 63 (� 17°C) Up to 63 (17°C)
Alpha α 1 hour From Gamma 70–75 (21–24°C)
Beta Prime β′ 1 month 32–72 (0–22°C) 59–85 (15–30°C)
Beta β Stable 72–92 (22–33°C) 68–95 (20–35°C)

Source: Adapted from Ref. 14.



Chocolate 149-7

on the discharge end be higher than the dew point to pre-
vent condensation on the chocolate. 

Although the chocolate may appear solid at this point,
only about 70 to75 percent of the cocoa butter is crystal-
lized. It will take about 48 hours for all of the cocoa but-
ter to crystallize, so packing and storage conditions are
still an important consideration (11).

VI. PRODUCTION METHODS

A. ENROBING

Enrobing is the mechanized form of hand dipping. The
centers to be covered are placed on a conveyor belt, either
by manual or mechanical means. The centers are then
transferred to a wire belt, where the bottom is coated with
a thin layer of chocolate. Not all products go through this
prebottoming step; however it serves to reduce problems
later on, especially with soft centers. The centers then
pass over a cold table to set the chocolate, and then enter
the main enrober.

Product entering the enrober should be between 70 to
75°F (21–24°C). Warmer centers may lead to possible
bloom problems as the heat tries to escape from the interior
of the enrobed product. Cold centers may also cause bloom-
ing and cracking of the coating shell due to expansion of the
center mass as it warms. It is important that enrobing choco-
late have the desired viscosity and rheological properties.

The prebottomed centers are then conveyed on a wire
belt through a curtain of tempered chocolate, coating the
tops, sides, and bottom as well. The excess coating is
removed through the action of adjustable vibratory shakers
and forced air blowers. The blowers will often leave a
desired rippled decoration on top. Prior to transferring to the
conveyor belt, the product passes over a rotating detailer rod.
Its main purpose is to remove the trailing “tail” at the end of
the enrobed piece. For maximum shelf life, it is important
that the centers be completely covered, with no pinholes.

The product will now enter a cooling tunnel to allow
the coating to harden. To avoid blooming problems, tem-
perature changes should be gradual. Besides air tempera-
ture, attention should also be given to the relative
humidity, since if the dew point is lower than the room
temperature, moisture could condense on the product and
cause sugar bloom during storage. 

B. MOULDING

Moulded chocolates are popular, since design details and
uniformity can be controlled to a greater extent than with
enrobed chocolates. The moulding process can be either
done manually or mechanically. The main types of
moulds include solid, shell, and hollow moulding.

Solid moulds range in size from small novelty items to
the 10 pound (4.5 kg) blocks commonly used in industry.

Tempered chocolate by itself, or mixed with inclusions
such as nuts, raisins, crisp rice, etc., are deposited into
metal or the more popular polycarbonate moulds that are
the reverse image of the desired end product. The moulds
are shaken to distribute the chocolate evenly and to remove
air pockets. If necessary, the mould may be scraped to
remove excess chocolate before entering the cooling area.
After cooling, the hardened chocolate is inverted and the
mould twisted or tapped to release the product.

It is important that the chocolate not be overtempered,
since overtempered chocolate tends to increase in viscos-
ity, and thus have difficulty flowing into the mould.
Overtempered chocolate also exhibits little contraction,
and thus may cause demoulding problems.

For solid moulding, a chocolate with a low plastic vis-
cosity (PV) is desired for the proper release of entrapped
air. If inclusions are added, a medium viscosity chocolate
should keep the particulates in proper suspension. 

Shell moulding is a fairly complex operation where a
center confection is enclosed in a chocolate shell.
Tempered chocolate is deposited in moulds, shaken, and
then inverted so that the majority of the chocolate is
removed, leaving a thin shell. The chocolate is then
cooled and the center mass is deposited. The centers can
range from fudges to semi liquid caramels to liqueurs. It
is shaken to level out the center and cooled. The mould
surface and shell rim are briefly warmed before the final
deposit of chocolate is made. This allows for the complete
adhesion between the shell rim and the bottom coat of
chocolate. Excess chocolate is scraped off before being
cooled. After sufficient cooling, the product is demoulded
and packaged.

Recent developments in shell moulding equipment
allow for the chocolate and filling to be produced in one
depositing sequence that is commonly called a one shot line.
It is possible to deposit a warm homogenous center mass,
such as creme fondant, caramels, truffles and meltaways.
Viscosity, tempering process, and nature of the fat phase of
the chocolate and of the centers are extremely important.

Hollow moulding is most commonly associated with
novelty items such as Easter eggs and rabbits, and Santa
Clauses. Tempered chocolate is deposited in a two piece
mould which is held together by hinges, clips or magnets.
The closed mould is rapidly rotated on a spinner to dis-
tribute the chocolate evenly. After cooling, the moulds are
opened and the product is removed. Chocolate used for
this operation should have a low viscosity and yield value
to provide a thin shell.

VII. CONFECTIONERY COATINGS

In the United States, chocolate must conform to a certain
standard of identity. If it does not meet the specifications, it
cannot legally be called chocolate. The FDA has established
standard of identities for cacao products and other 
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commonly used cocoa-based products. They are listed in
Table 149.1.

A. COMPOUND COATINGS (VEGETABLE FAT

COATINGS)

These are similar to real chocolate coatings, except that
chocolate liquor and cocoa butter have been replaced with
cocoa powder and less expensive vegetable fat, respec-
tively. The ingredients are dry mixed and refined to a
smooth texture, with conching kept to a minimum. White
and pastel compound coatings consist of vegetable fat,
sugar, and milk powder, with added flavors and colors.

The vegetable fats substituted for cocoa butter may be
classified as lauric and nonlauric fats. Lauric fats are
short-chained fatty acid glycerides that have physical
properties similar to cocoa butter, but are incompatible
with cocoa butter. Fractionated coconut and palm kernel
oils are lauric fats that have good stability, texture, and
flavor release. These oils do not need tempering and are
less expensive than cocoa butter. However, when exposed
to lipases, especially in the presence of moisture, the free
fatty acids released will have a strong soapy taste (15).

The nonlauric fats are composed of longer chain fatty
acids and include hydrogenated soy, palm, and cottonseed
oils. Unlike lauric fats, the nonlauric fats can be blended
with up to 25% cocoa butter and chocolate liquor for a
stronger flavor. Due to texture differences, the nonlaurics
are used primarily for covering baked goods where a less
brittle (or snap) texture is desired. Nonlaurics fats are also
susceptible to decomposition by lipases, however, the
fatty acids liberated do not have a soapy flavor (15).

B. SUGAR-FREE COATINGS

Sugar-free coatings have been available to the food indus-
try for over 30 years. The original versions were difficult
to manufacture and to handle. When compared to “real”
chocolate, sensory properties were quite lacking. With the
advent of technology and health issues, the quality and
quantity of sugar-free coatings and their related products
have increased tremendously.

According to the FDA, a sugar-free food contains less
than 0.5 g of sugars per reference serving size (16). For
most confections, the reference serving size is 40 g, so the
0.5 g/40 g equates to less than 1.25 percent allowed sug-
ars. Sugars are considered to be mono- and disaccharides,
and include glucose, sucrose, fructose, and lactose.
Confections that are “no sugar added” generally have no
added sucrose, but may contain another sugar such as lac-
tose that is found in milk powder.

At the present time, there is no standard of identity for
sugar-free chocolates in the U.S. Code of Federal
Regulations. From a legal standpoint, this product cannot be
called “chocolate.” To minimize the sugar level, caseinates

are often substituted for the milk, since milk contains sugars
in the form of lactose. 

The milk powder that is generally used for traditional
chocolates can only be used for ‘no sugar added’ coatings,
since the natural lactose sugar is over 50 percent of the
non-fat dried milk. This does not meet the requirements of
a sugar-free label. Sodium caseinate, and to a lesser extent
calcium caseinate, are most commonly used as milk
replacers. The total amount needed in the formulation will
be less than the amount of milk solids found in standard
chocolate, since the lactose and fat portion are removed.
Sodium caseinate at a 4 to 9 percent level will be suffi-
cient to replace a traditional milk chocolate containing 12
to 20 percent milk solids (17).

Sugar alcohols as a group have always been consid-
ered the key to making a good sugar-free coating. With the
exception of xylitol, and in some instances maltitol, they
are often combined with high intensity sweeteners such as
aspartame, acesulfame K, and sucralose to achieve the
same sweetness level as sugar-based coatings.

Aspartame and acesulfame K are approximately 200
times sweeter than sucrose, while sucralose is about 600
times sweeter. The duration of sweetness for sucrose and
acesulfame K are similar, while aspartame and sucralose
will have a longer sweet sensation. While all of these
should be relatively stable in a coating environment,
aspartame is more sensitive to heat and acidic conditions.
Acesulfame K in high concentration can give a bitter
aftertaste. Aspartame has the disadvantage of having to
require a ‘contains phenylalanine’ warning label when
used (17).

Most formulations using a high proportion of sugar
alcohols will require a label statement of “excess con-
sumption may have a laxative effect.” If a sugar-free claim
is made, it must also include a “not a reduced calorie
food” statement, unless the caloric value is at least 25 per-
cent less than the standard product.

While sugar-free coatings can generally be handled
like traditional chocolate, there may be some differences
based on formulation and manufacturing processes. Final
enrobing/moulding temperatures may be one to two
degrees higher or lower and with faster set-up times. They
may also appear to be thicker with different flow charac-
teristics.

VIII. CHOCOLATE BLOOM PROBLEMS

Blooming of chocolate is probably the most common
problem encountered during chocolate storage. It is a
defect which manifests itself as a grayish-white film on
the surface of the product. In most instances, the eating
quality is not affected; however, the appearance is not
very appetizing. Bloom may occur anywhere from a few
hours after production, to several months later (18). There
are basically two types of bloom–sugar and fat.
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A. SUGAR BLOOM

Sugar bloom occurs less frequently than fat bloom, and its
appearance may look like fat bloom. Sugar bloom occurs
when the surface of the chocolate is exposed to moisture
or high humidity and then dries out. The surface film of
water dissolves some of the sugar particles in the choco-
late, which then recrystallize upon drying into a dull 
grayish-white haze. In general, sugar bloom feels dry 
to the touch and does not melt, as compared to fat 
bloom.

Sugar bloom commonly occurs when chocolate
emerges from a cooling tunnel into a warm and humid
room. It also may occur when product is brought out of
cold conditions and subjected to warmer, humid condi-
tions without proper packaging and time to gradually
bring it up to room temperature.

B. FAT BLOOM

Fat bloom is the visible accumulation of large cocoa but-
ter crystals on the chocolate surface, which may give it a
greasy surface texture that melts readily when touched. It
may be accompanied by numerous mini cracks that gives
it a dull grayish-white appearance. These changes are pri-
marily due to the polymorphic nature of cocoa butter and
the migration of liquid fat (19). See Table 149.5. 

IX. STORAGE AND HANDLING

Like many other foods, chocolate flavor will change over
time, resulting in a more balanced flavor profile. In gen-
eral, most confections should be contained in a non-per-
meable barrier for protection from oxygen and moisture.

Ideally, chocolate should be stored at 65 to 68°F 
(18–20°C) and less than 50 percent relative humidity.
Dark chocolate is less prone to moisture absorption 

during storage than milk chocolate (1,20,22). Chocolate
should also be stored away from light. Since it is fat-
based, it will readily absorb off-odors, so chocolate
should be stored in an odor-free environment. Chocolate
will also pick up odors from packaging materials and
printing inks, as well as odors generated from the heat
sealing or shrink-wrapping process. Advances in packag-
ing technology now include water-based cold-seal adhe-
sives, which not only eliminate the potential for
heat-damaged chocolates, but are also low in odor, thus
eliminating or reducing the possibility for the develop-
ment of off-flavors or smells (22).

Properly stored, solid chocolate should have a shelf-
life of one year of more. Chocolate can be frozen for even
longer storage; however, care must be taken when bring-
ing it back to room temperature from the frozen state to
avoid condensation.

If chocolate is manufactured from clean beans under
sanitary conditions, its microbial count should be low due
to its low water activity (Aw) level. However, chocolates
may become contaminated from some of the ingredients
used and improper storage conditions.

Moisture can be introduced into the product during its
manufacture (such as through equipment leaks or improp-
erly dried equipment), or during storage under damp con-
ditions. This may lead to mold and fermentation problems.
Molds can survive under low moisture conditions to pro-
duce spores, enzymatic reactions, or toxins (such as afla-
toxin in peanuts). Fermentation problems are not as
common today as in the past, due to better controls on
ingredient quality, pH, and Aw of the confection, as well as
the use of preservatives such as potassium sorbate. An Aw

of 0.68 or less is usually considered stable (20,23).
Rancidity is generally not a problem in milk and dark

chocolate because of the natural antioxidant properties of
undeodorized cocoa butter. Rancidity can be found on

TABLE 149.5
Some Factors Causing Chocolate Bloom

● Extreme water temperature used in cooling/heating.
● Cooling tunnels/rooms that are extremely cold.
● Cold moulds; warm to 75–80°F (24–27°C).
● Products removed from cold storage to room temperature, not done in steps to prevent condensation.
● Temperature fluctuations during storage.
● Storage temperature exceeding 88–90°F (31–32°C); ideally �68°F (�20°C).
● Too cold or hot center mass when enrobing; ideally 70–75°F (21–24°C).
● Formation of condensate in cooling tunnel.
● Improper formulation of centers that allow moisture or oils to migrate to the outer surface of the coating.
● Packaging/shrink-wrap of finished goods with heat can cause localized bloom.
● Undertempered chocolate.
● Placing chocolates in cold storage before fully solidified. Solidification takes 24–48 hours.
● Introduction of foreign fats (such as coconut oil) into the chocolate.
● Processing line equipment heaters that detemper chocolate.

Source: Ref. 11.



occasion in white chocolate and compound coatings, and
is catalyzed in the presence of air, moisture, light, heat,
and some metals. With oxidative rancidity, the fats or oils
exposed to air produce objectionable flavors due to the
formation of aldehydes and ketones. The addition of syn-
thetic antioxidants will help inhibit this reaction, although
some fats contain natural antioxidants as well (20).

Hydrolytic rancidity is also known as soapy rancidity,
since the off-flavor produced has a soapy taste. Lipases
hydrolyze the fat into glycerol and fatty acids. Lipases
may be present in ingredients such as coconut, milk prod-
ucts, egg albumen, and cocoa. If possible, it is recom-
mended that ingredients susceptible to hydrolytic
rancidity be heat treated to inactivate the enzyme. Lipase
activity will not always result in a soapy flavor. Fats con-
taining lauric acid, even a trace amount, can also yield a
soapy flavor. Coconut oil and palm kernel oil contain 40
to 50 percent lauric glycerides, while butter fat contains
from 2 to 6 percent. Cocoa butter and palm oil do not 
contain lauric acid (20).

X. NUTRITONAL VALUE

Chocolate has also been noted recently to contain rela-
tively high amounts of polyphenols, in particular the fla-
vanols catechin and epicatechin. Polyphenols are found in
the plant kingdom and exhibit antioxidant activity, which
is thought to reduce the risk of some diseases of the
human body. The levels found in chocolate and related
products will depend upon cocoa bean variety, fermenta-
tion, and subsequent processing and formulation (24,25).

A food allergy is a reaction by the body’s immune sys-
tem to a substance, usually a protein, in food. An allergy to
chocolate itself is uncommon; however, the addition of
other ingredients may cause an allergic reaction. According
to the National Institutes of Health, approximately seven
million Americans (more children than adults) have a true
food allergy. Eight food allergens account for 90 percent of

all allergic reactions. These include milk, eggs, peanuts,
tree nuts, soy, wheat, fish, and shellfish (26,27).

A common belief is that chocolate contains a lot of
caffeine. Caffeine belongs to a class of alkaloid molecules
known as methylxanthines. Caffeine is the primary alka-
loid in coffee, while theobromine is the primary alkaloid
in chocolate, and theophylline is the primary alkaloid in
tea. Methylxanthines occur naturally in a number of plant
species and they exhibit similar pharmacological proper-
ties. Methylxanthines are mild stimulants and possess
mild diuretic properties (28,29). Table 149.6 shows the
USDA nutrient content of several types of chocolate, and
also a comparison of the caffeine content with coffee.

While chocolate is not a major source of dietary fat, it
nevertheless does contain fat. The majority of the fat comes
from cocoa butter and is composed mainly of three fatty
acids: 30–37% of the monounsaturated fatty acid oleic acid
(18:1), 32–37% of the saturated fatty acid stearic acid (18:0),
and 23–30% of saturated fatty acid palmitic acid (16:0). It
also contains 2–4% linoleic acid (31). While stearic acid is
classified as a saturated fat, it does not appear to raise cho-
lesterol levels the way other saturated fatty acids do (32). 

Chocolate is often perceived to be a cause of dental
caries. Dental caries occur when bacteria in the mouth
metabolize fermentable carbohydrates, resulting in the for-
mation of acids and a decrease in plaque pH, which then
causes demineralization of the enamel. Thus the cario-
genicity of a food is related to the total amount of fer-
mentable carbohydrates. Unsweetened chocolate is not
cariogenic, because it does not contain significant amounts
of fermentable carbohydrates. The presence of fats, pro-
teins, minerals, etc., can also modify cariogenicity. Studies
have also shown that sweetened chocolate does not
increase the incidence of dental caries (33). 

Chocolate is one of the most popular flavors, enjoyed by
millions of people in a variety of ways, from beverages, to
main dishes, sauces, baked goods, and, of course, confec-
tions. Eaten in moderation it can be part of a healthful diet.
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TABLE 149.6
USDA Nutrient Database for Standard Reference, Release 15 (July 2002)

Protein Fat Carbo Calcium Sat. Fat Mono. Fat Poly. Fat Cholest. Caffeine Theobro.
Item Kcal (g) (g) (g) (mg) (g) (g) (g) (mg) (mg) (mg)

Semisweet Chocolate 136 1.2 8.5 17.9 9.1 5.0 2.8 0.3 0 17.6 137.8
Sweet Chocolate 143 1.1 9.7 16.9 6.8 5.7 3.2 0.3 0 18.7 120.8
Unsweetened Chocolate 145 2.9 15.7 8.0 21.0 9.1 5.2 0.5 0 57.1 346.4
Milk Chocolate 145 2.0 8.7 16.8 54.1 5.2 2.8 0.3 6.2 7.4 47.9
Cocoa Butter 251 0 28.4 0 0 16.9 9.3 0.9 0 NA NA
Cocoa Powder 63 5.1 3.7 15.5 31.5 2.2 1.2 0.1 0 22.1 746.7
Brewed Coffee, 8 oz 5 0.2 0 0.9 4.7 0 0 0 0 137.5 NA
Instant Coffee, Prep. 8 oz 5 0.2 0 0.9 7.1 0 0 0 0 76.4 NA
Brewed Coffee Decaf, 8 oz 5 0.2 0 0.9 4.7 0 0 0 0 2.4 NA

Source: Adapted from Ref. 30.
Note: Values are per 1-oz (28.35g) unless otherwise noted.
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I. INTRODUCTION

Mozzarella and scamorza cheeses originated in the south-
ern regions of Italy, and are typical of a pasta filata or
stretched curd variety. In fact, the term mozzarella is
derived from the Italian verb mozzare, meaning to tear,
indicative of the stretching process inherent in mozzarella
manufacturing. Over the last few decades, mozzarella has
experienced substantial growth, given its popularity and

role as a topping for pizza. As an ingredient in pizza, as well
as in other applications, mozzarella exhibits desirable func-
tional attributes, such as stretching, melting, and browning.
These and other critical attributes result from careful 
control of numerous manufacturing details, such as milk
composition, acidification rate and extent, and stretching
parameters. In the U.S., mozzarella represents approxi-
mately one-third of all natural cheeses and is consumed at
a rate of about 9.5 pounds per capita [2]. Mozzarella is 
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typically manufactured from cow’s milk; however, a
cheese aficionado would certainly recognize a traditional 
mozzarella made from domesticated water buffalo milk,
i.e., Mozzarella di Bufala. 

Mozzarella is considered a fresh cheese and, as such,
is known for a typically mild flavor and rubbery texture.
Due to its high moisture, elevated pH, and lack of aging,
and hence its propensity to support growth of pathogenic
bacteria, mozzarella is made from pasteurized milk. In the
U.S., mozzarella is generally manufactured according to
one of four compositionally and functionally distinct
products: whole, low moisture, part-skim, and low mois-
ture part-skim (LMPS). 

The word “scamorza” is derived from the manufactur-
ing technique of cutting the melted cheese by hand. The
Italian term “scamozzare” means to “behead,” reflecting
the cutting of the pear-shaped cheese during molding. For
centuries, Italian cheese makers used sheep’s milk, but as
scamorza gained popularity as a semi-hard table cheese,
the use of cow’s milk became common. Scamorza was also
used to preserve small quantities of butter. During the
molding process, the cheese maker would include a small
sphere of butter (about 10 oz) inside the hot cheese and
seal it with the molten curd, thus protecting the butter from
spoilage while sharing flavor with the ripening cheese. In
the context of U.S. standards of identity, mozzarella and
scamorza cheeses are compositionally identical. However,
in the U.S., scamorza is somewhat of a rarity compared to
mozzarella. Thus, the balance of this work will focus on
mozzarella.

A great deal of research has been conducted on moz-
zarella, and several reviews can be found in the literature
[28,41,34]. In general, researchers focused on manufactur-
ing parameters and their impact on functional properties.
Such parameters include milk source, milk composition,
proteolytic activities, physical treatments, calcium status,
and thermal treatments. Given the host of manufacturing
complexities, functional properties, and continued posi-
tioning into demanding food service applications,
mozzarella cheese continues to garner substantial research
attention. This chapter will provide a brief overview of
mozzarella from historical, manufacturing, and functional
perspectives.

II. HISTORY

Mozzarella di Bufala has a springy texture and a pleasantly
sour taste, with a faint mossy smell reminiscent of the humid
grazing fields of southern Italy. It is porcelain-white in color,
spherical in shape and, with a very thin, glossy, edible rind.

Northern Italy fronts the Alps and is bordered by
Switzerland and Austria. Between the Alps and the
Apennines (a north-south mountain range which traverses
nearly the entire length of Italy) is the plain of Lombardy.
The Lombardy region is considered the richest and most

extensive agricultural area in Italy. Smaller agricultural
plains, such as those of Tuscany, Campania, and Apulia,
are scattered on either side of the Apennines. Origins of
mozzarella begin in the Campania region in southern
Italy, along the Mediterranean Sea. 

Books by Plinius the Elder, and Lucius Junius Moder-
atus Columella date cheese technology to the Roman times
in the 1st century A.D. The production of mozzarella is
linked to that of the water buffalo. Plinius the Elder, in his
writings on natural history, classified the water buffalo as a
‘bubalus,’ or an exotic animal, living in wet and swampy
environments. Columella, in the book De Re Rustica,
described a cheese that after curdling was warmed, cut,
scalded in water, hand kneaded, and molded in the shape of
a lump. Such descriptions give an indication of the histori-
cal presence of “spun” or “stretched” curd cheeses. The
rearing of water buffalo in the marshy low lands in the
Campania region dates back to the 12th century, but it was
not until the 17th century that large scale processing of milk
began. The first written records of mozzarella are from the
Bishop’s Archives in Capua (a city in southern Italy) in the
12th century, which describe a “mozza” or “provatura” as
fresh cheese. Initially this cheese was consumed only
within the southern region of Campania. The Stock
Exchange of Naples and Capua in 1601 quoted water buf-
falo and its milk products, just like gold or wheat. In the
18th century, mozzarella’s popularity spread beyond the
Campania region; in particular to the much larger
Lombardy region in the north.

At this time, the Bourbon’s dominion strongly sup-
ported research toward a scientific approach to milk and
cheese production. The Lombardy region was already
known for its firm Grana-type and blue-veined
Gorgonzola cheeses. The Bourbon’s Royal Farm in
Caserta supported studies to optimize milk production and
improve production efficiency. As an artifact of this exten-
sive cheese making, the region supported almost 8,000
free-ranging water buffalo. As production of buffalo and
cow’s milk mozzarella increased in the north, production
decreased in the south. By the 19th century, most indus-
trial cheese production was concentrated in northern Italy.

The reduction of the buffalo herd numbers continued
through the mid-1950’s. Due to promotional efforts by the
northern Italian dairy industry, consumers’ interest
towards authentic water buffalo milk mozzarella increa-
sed. In 1979, the Italian government officially defined and
recognized water buffalo milk mozzarella to protect the
consumer from the common fraudulent practice of selling
cow milk mozzarella at the higher price of water buffalo
milk mozzarella. 

Mozzarella gained a large section of the retail market
several decades ago, and in 1993, became a “DOP” cheese
protected and regulated by the “Consortium of Mozzarella
di Bufala Campana.” In Italy, the origin and the traditional
technology are guaranteed by a legal standard of identity.
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Only cheese made in specific areas with 100% water buf-
falo milk can be distributed with the consortium’s logo. 

In the United States at the turn of the 20th century,
Italian immigrants built small cheese factories for the
production of soft Italian cheeses, primarily because
these high moisture cheeses would spoil during the long
sea voyage. Initially, this mozzarella closely resembled
the high moisture cow’s milk mozzarella of northern
Italy. However, changes in the manufacturing procedure
altered mozzarella into a firmer, drier, cheese, better
suited for transport and cooking saltier. Since the 1920s,
the production of mozzarella in the U.S. has increased
from less than 50,000 lbs to an estimated 2.8 billion
pounds per year in 2002 [2,16]; the vast majority is low
moisture, part-skim mozzarella. This change primarily
occurred in the Midwestern United States as cheese mak-
ers worked toward manufacturing mozzarella with suffi-
cient shelf life for transport to the metropolitan markets
on the east coast.

III. DEVELOPMENT OF LOW MOISTURE,
PART-SKIM MOZZARELLA

The first U.S. mozzarella manufacturing facilities (in
upstate New York) made cheese from standardized milk
with no or low levels of starter culture. The starter cultures
selected were either an active S. lactis at 0.05% (now
called Lc. lactis subsp. lactis), or S. durans at 0.50% (now
called Enterococcus faecium) [10,34]. These cultures do
not produce an abundance of acid under the conditions of
the high moisture mozzarella protocol. The milk was set,
cut (not cooked), drained, cut into small blocks, washed
with cold water, and then bundled into cloth bags [33].
After storage at 40°F for 24 hours, these bundles were
shipped on ice to stores in New York City markets. It was
crucial that acid production up to this point be minimal,
and it was not uncommon for acid development to require
one to three days. The storekeeper or latticini operator
then brought the cheese into a warm room to reactivate the
acid fermentation and allow its pH to drop to about 5.3. At
this point, the curd was stretched in hot water, molded,
and brine salted for the customer. 

In the textbook Cheese Making, originally published
in 1918 [54], Professor J.L. Sammis of the University of
Wisconsin-Madison described the manufacturing proto-
cols of Italian cheeses of the time. The text outlines pro-
tocols for caciocavallo and provolone, but not mozzarella.
These former cheeses are drier cheeses (28–38% and
37–45% moisture, respectively), and are made with one-
third skim milk or whole milk, respectively [54]. Sammis
describes adding starter (not specified, but presumably 
S. thermophilus) and rennet to milk, then cutting and rais-
ing the temperature to 125°F. Curd temperatures were
maintained at 125°F for 4 to 5 hours in the summer, or 8
to 10 hours in the winter until the proper acidity was

developed for stretching in hot water. In the 1930s the
starter culture concept was further developed by Professor
Sammis and Louis Rossini, a cheese maker at Stella
Cheese Company of Campbellsport, Wisconsin. Sammis
and Rossini found that the use of a ratio of Lb. bulgaricus
(a rod shaped bacterium) in addition to S. thermophilus (a
coc-cus shaped bacterium) enabled them to make cheese
the same day the vat was set [16], greatly increasing pro-
duction rates.

Italian immigrants in the Midwest also manufactured
pasta filata cheeses and, as dairying increased, cheese
makers looked to manufacture cheeses for the east coast
markets. Of the “spun” Italian-type cheeses, the greatest
demand was for mozzarella. Cheese makers found it dif-
ficult to maintain the quality of mozzarella manufactured
using low acid producing mesophilic cultures. In the
1940s, cheese makers switched from the use of
mesophilic to thermophilic cultures, facilitating the com-
pletion of mozzarella manufacturing in one day. It is
unclear if this new mozzarella is a modified version of
caciocavallo (higher moisture) or provolone (lower fat).
To optimize acid development from the rod to cocci cul-
ture ratio, curd was cooked between 114–116°F. The
higher cooking temperatures resulted in a cheese with a
lower moisture content than that of the east coast moz-
zarella variety. Essentially, cheese makers were now
manufacturing a low moisture mozzarella that could
effectively be shipped long distances to reach new mar-
kets. It was noted that cheese made by this method was
yellowish, drier, and frequently displayed a slight pro-
volone flavor. This cheese was not considered a table
cheese, but a cooking cheese, thus it was called ‘pizza
cheese,’ until the USDA developed the Standards of
Identity for Mozzarella in 1965. 

A 1964 survey of randomly selected cheeses reported
New York mozzarella to be part-skim (~56% moisture,
�45% FDM [fat in the dry matter]) and Wisconsin moz-
zarella to be low moisture, part-skim (~48% moisture,
�45% FDM; [50]). Italian Mozzarella di Bufala, by def-
inition, has a minimum of 45% FDM. It is assumed that
standardizing cheese milk to a lower fat content in both
New York and Wisconsin was based on the higher value of
the milk fat for butter making at the time, or to improve
cheese shelf-life in the era of poor refrigeration.

IV. MANUFACTURING LMPS PASTA
FILATA MOZZARELLA

Most mozzarella manufacturing operations vary in some
fashion to accommodate differences in such factors as the
production schedule, milk receipt, storage capacity, equip-
ment design, and plant layout. However, there are several
core unit operations that are common to most mozzarella
manufacturers. A diagram of a typical commercial opera-
tion is found in Figure 150.1. 
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A. MILK QUALITY

Although there is some basis for discussing the raising of
water buffalo as a milk source, the vast majority of moz-
zarella produced is made from cow’s milk; hence only this
latter source will be addressed. Compositional data of typ-
ical cow breeds and water buffalo milks are described in
Table 150.1.

In general, milk should be of top quality with low bac-
terial and somatic cell counts (SCC). As is typical of milk
used in the manufacture of any cheese, pH also plays an
important rule. Raw, fresh milk should have a pH no lower
than 6.50. Milk with an alkaline pH is indicative of udder
disease, and will dramatically influence cheese attributes,
including the coagulation time and the final curd texture
and flavor. The influence of the SCC on the composition of
milk and suitability for cheese manufacture has been stud-
ied extensively [32,55]. Somatic cells are released from the
blood to prevent or reduce udder infections (mastitis). Low
numbers of somatic cells are always present in normal milk
(i.e., �100,000/ml) from healthy animals in mid-lactation.
Factors that increase SCC of bulk manufacturing milk
include mastitis, advanced stage of lactation, lactation num-
ber, environmental stress, and poor nutrition. Milk with an
SCC �750,000 in the U.S. is considered illegal, and hence
is excluded from the commercial supply. An increased milk
SCC is associated with marked changes in both the con-
centrations and state of milk constituents (e.g., degree of
proteolysis), and leads to a deterioration of the rennet coag-
ulation properties, curd syneresis, and a noticeable reduc-
tion in cheese yield. During cheese making, the curd is
weak and subject to extensive shattering during cutting and
stirring. This leads to a high quantity of fines, impaired
whey drainage, and higher final cheese moisture contents
[3,4,19,20,45,46,52,61,64]. 

B. THERMAL TREATMENT

In certain countries, in an effort to preserve the delicate
texture and endogenous microflora, some traditional 

mozzarella-type cheeses are made with little or no thermal
treatment. However, because this practice cannot provide
adequate assurance against the presence and outgrowth of
microbial pathogens, by regulation, all milk in the U.S.
must be adequately pasteurized for the manufacture of
mozzarella. In practice, milk for mozzarella is standard-
ized for milk fat (e.g., 2.0–2.4% for LMPS) and casein-to
fat ratio (e.g., 1.04 for LMPS). Changes in total milkfat are
achieved by centrifugal separation of cream. Casein-to-fat
ratios may be manipulated by a number of approaches,
including the addition of nonfat dry milk, condensed skim,
or unfiltered skim milk. Typical pasteurization treatments
are in the range of 163–165°F for 17–20 seconds, which is
just above the legal minimum in the U.S. of 161°F for 15
seconds. Such heat treatments are considered sufficient,
assuming good quality raw milk, to eliminate pathogens
and reduce spoilage and competitive microflora, as well as
inactivating several enzyme systems. In this temperature
range, there is little change in the nutritive properties of the
milk; however, it may develop a slight cooked flavor.
Excessive heat treatment of milk is to be avoided, as it
results in whey protein denaturation, weak textured curd,
and greater moisture retention in the curd [65]. Heat treat-
ment may also denature some enzymes. A notable excep-
tion is the enzyme plasmin, which is capable of retaining
acti-vity even after significant heat treatments [44].
Plasmin is associated with elevated SCCs and effectively
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TABLE 150.1
Effects of Species and Breed on Milk Composition
(Adapted from [56])

Source Lipid Protein Lactose Ash

Buffalo 6.0 4.5 4.5 0.8
Cow 3.9 3.3 4.6 0.8
Jersey 5.1 3.8 5.0 0.8
Guernsey 4.9 3.9 5.0 0.8
Ayrshire 3.9 3.4 5.0 0.7
Holstein 3.5 3.3 4.6 0.7

FIGURE 150.1 A typical process line for the commercial-scale manufacture of mozzarella cheese (Adapted from Tetrapak, 1995).
1. Cheese vat. 2. Cheddaring process. 3. Cooker/stretcher. 4. Salting. 5. Molding. 6. Hardening tunnel. 7. De-molder. 8. Brine tank.
9. Palletizing/storage. 



degrades the casein proteins, resulting in a decrease in
cheese yield, the development of off-flavors, and overall
degradation of cheese rheological properties [18,58]. 

C. CURD FORMATION

The two main events responsible for the coagulation of
milk proteins are acid development and rennet-driven pro-
teolysis. In most cases, both processes contribute to the
overall destabilization of the casein micelle; the activity of
rennet is influenced by pH and setting temperature. The
addition of calcium chloride is also a common practice.
Each of these processes/practices is detailed below.

1. Calcium Addition

Because curd formation is partially a function of the state
and availability of calcium in the milk system, calcium
salts may also be directly added as a supplement to ensure
adequate gel strength [56]. The level of calcium con-
tributes to proper milk clotting activity; a common prac-
tice is to supplement milk at the rate of 3 grams of calcium
chloride per 100 liters of milk. Calcium chloride will
enhance the rennet properties, namely a reduction in gel
time and increased curd firmness.

2. Acid Development

In native milk, the casein micelle is partially stabilized by
the repelling effects of a substantially negative net charge.
The isoelectric point of the micelle is approximately 4.6.
Thus, as acid is produced in or added to milk (native pH
6.4–6.6), the negative charge and resulting repellent force
is lessened [65], ultimately destabilizing the micelle and
causing curd formation. Acid is introduced into cheese
milk for mozzarella manufacture by one of two processes.
In one method, milk may be directly acidified by the addi-
tion of a food-grade acidulant, such as acetic, lactic, or cit-
ric acid. To inhibit the localized destabilization of casein,
cold (40°F) pasteurized milk is directly acidified to
approximately pH 5.6. Rennet is added, and the acidified
milk is heated to approximately 100°F, where it is held as
it coagulates [34]. 

A more traditional method for the acidification of milk
for cheese manufacturing is lactic fermentation. In this case,
pasteurized milk is tempered to approximately 94°F, where-
upon a commercial starter culture is added at the rate of
0.5–2%. The starter culture may be Streptococcus salavar-
ius ssp. thermophilus only, or a blend of S. thermophilus and
Lactococcus delbrueckii ssp. bulgaricus. Starter culture
selection is dependent on the desired rate of acid production
during the latter steps of cheese making. Detailed descrip-
tions of the primary metabolic capabilities of these bacteria
are available in the literature [59]. These bacteria convert
lactose to lactic acid, lowering the pH, facilitating moisture
loss from the curd, and altering the structure of proteins. In

some procedures, mesophilic culture such as Lactococcus
spp. are used in addition to the thermophilic cultures. In
addition to lactic acid, these bacteria produce a caste of
metabolites responsible for the pleasant “cultured” flavor
and aroma typical of fermented milk products. 

3. Rennet-Catalyzed Coagulation

Rennet is a generic term for a preparation containing the
enzyme chymosin. Chymosin activities exist in numerous
plant and animal sources, including calf stomach, porcine,
goat, chicken, and the mold Rhizomucor meihei [17]. Due
to improved supply volume, reduced costs, improved sta-
bility, and performance, the most commonly employed
rennet preparations are manufactured using recombinant
techniques and microbial expression systems. The pri-
mary purpose of chymosin is to enzymatically cleave the
hydrophilic κ-casein molecule, thereby rendering the
casein micelle unable to remain in aqueous suspension.
Most rennet preparations, especially those extracted from
plant and animal sources, exhibit several additional enzy-
matic activities that further catalyze the breakdown of
cheese components, ultimately contributing to texture and
flavor of the final cheese. Several descriptions of these
enzymes and activities are available in the liter-
ature [13].

Although the fine detail of the micellar interaction
varies, a result of either acid or rennet-catalyzed milk
coagulation is that the casein micelles join together in a
continuous matrix based on various molecular forces
including electrostatic interactions involving calcium
phosphate and interactions along protein regions of simi-
lar hydrophobicity. The result is a web-like protein struc-
ture comprised of open cells containing whey, fat
globules, and bacteria. The firmness of the structure
depends on the thickness of the chains of micelles, and the
space between the chain cells [39]. The state of the milk
proteins and their relative concentration to milk fat is also
extremely important in order to yield a curd suitable for
stretching. An excessive concentration of casein will give
a hard, difficult-to-stretch curd. Conversely, higher milk
fat levels will produce a soft and slippery curd that would
be stretched at slightly lower temperatures to limit milk
fat losses. 

D. CUTTING AND WHEY REMOVAL

Once the proper gel strength is obtained, the coagulum is
gently cut into approximately 1 to 1.5 cm cubes. Immediately,
the curd begins to expel whey and shrink. The curd mass is
left to rest or “heal” for approximately 5 minutes, and then
is gently stirred to prevent clumping. If cultures have been
added, the temperature of the curd is increased to approxi-
mately 106°F to facilitate acid production and whey expul-
sion. When an adequate acidity is developed, typically a
curd pH of 5.9, the curd is separated from the whey. At this

Mozzarella and Scamorza Cheese 150-5



point, the curd is either allowed to mat together, or it is gen-
tly stirred until the curd is ready for stretching (curd pH of
5.25). Prior to mixing, the curd may be pre-salted at a rate
of up to 2% (salt to curd ratio). Pre-salting curd is done to
reduce brining times by directly incorporating about 1/3 to
1/2 of the total salt.

E. MIXING AND MOLDING

As a descriptor, the term “pasta filata” refers to the
process of heating and stretching the curd mass, resulting
in the visible alignment of protein fibers within the curd.
In practice, the curd is added to hot water (155–165°F),
where it warms to approximately 140°F. The heated curd
is physically kneaded by an auger system (twin screw or
single auger). Protein fibers align and entrap coalesced
fat and moisture. The temperature at which the curd is
mixed is important, because it influences the residual
rennet activity, microbial populations, and the rate that
the curd is transformed into a molten mass. All of these
factors affect the rate of proteolysis during cheese ripen-
ing, thus impacting shelf-life and functional properties.
The finished product will have visible fibers similar to
cooked chicken breast meat, and a glossy, white appea-
rance. 

Next, the cheese mass is distributed into molds of
desired shape and size, anywhere from single serving
string cheese ropes to large blocks, typically either 6 or 20
pounds in size. The molded cheeses are chilled at ~60°F,
then placed into a cold (35–45°F) brine solution. The
brine solution typically contains approximately 22–24%
sodium chloride salt (~90% saturated), and 0.1% calcium
chloride to prevent net calcium loss and the resulting
development of a slimy cheese surface due to resolubi-
lized casein. The brine should also be adjusted to a pH of
5.3 to prevent surface defects. Residence time in the brine
tank is determined by several factors, including cheese
block size, temperature, and salt solution strength. Typical
times are on the order of 4–8 hours with pre-salting (12 to
24 hours without) to achieve a final salt level in the range
of 1.3–2.0%. Mozzarella is commonly vacuum packaged
with plastic or laminant materials.

V. ALTERNATIVE MANUFACTURING
PROCEDURES

To this point, the manufacturing procedures discussed
dealt with low moisture, part-skim pasta filata mozzarella.
The following section will discuss protocols for the pro-
duction of whole milk mozzarella, as well as a non-pasta
filata LMPS mozzarella. Whole milk mozzarella may be
manufactured using starter cultures, organic acid, or a
combination of the two.

A. WHOLE MILK MOZZARELLA WITH STARTER

CULTURES

When a starter culture is employed to acidify milk in the
manufacture of whole milk mozzarella, a relatively high
level is used, approximately 2%. Starter culture selections
range from solely S. thermophilus, to a one-to-one ratio of
cocci-to-Lb. bulgaricus rods. The milk coagulum is set at
88°F, with a usage level of 1.15 oz/1000 lbs of double-
strength milk coagulant. After a 30 minute setting time,
the curd is cut into relatively large-sized pieces, allowed
to heal, then minimally cooked. The large cutting size,
mini-mal cooking temperatures, and short stir-out con-
tribute to the high moisture retention of a whole milk
mozzarella. When sufficient acidity is developed, the curd
is separated from the whey, rinsed, molded, and brined. 

B. WHOLE MILK MOZZARELLA WITH DIRECT

ACIDIFICATION

Typically, lactic or acetic acid may be used as the acidulant
in a direct acid set whole milk mozzarella. At the time of
acid addition, the milk should be cold (less than 40°F) to
prevent localized clotting of milk proteins and facilitate
thorough mixing of the acidulant. Sufficient acid is added
to lower the milk pH from approximately 6.6 to 5.6. After
thorough mixing, milk temperatures are raised to a setting
temperature of 88°F. At this time, 0.25 oz per 1000 lbs of
double-strength milk chymosin are added. The coagulum
will be firm enough to cut in about 30 minutes. After
which, the curd is healed, then gently agitated for appro-
ximately 10 minutes. A direct acidified whole milk moz-
zarella is not cooked. After sufficient curd firming, the
curd is separated from the whey stretched, cooled, and
brined. The manufacture of direct acidified whole milk
mozzarella is a relatively short process, typically requiring
an hour from addition of coagulant to chilling after mixing. 

C. NON-PASTA FILATA MOZZARELLA

A non-pasta filata mozzarella is manufactured without the
use of a mixer-molder or brine system. After stirring out,
the curd is salted, hooped, and pressed. It is critical that the
final cheese has similar composition and functionality to its
pasta filata counterpart, meaning the curd should melt and
stretch in a similar manner. To ensure similar functionality,
strategies to control pH and limit proteolysis need to be
incorporated into the non-pasta filata manufacturing sched-
ule. The final pH of the cheese should fall within the range
of 5.2 to 5.4 (never below a pH of 5.2). Acidity control may
be accomplished by reducing the residual sugar content in
the curd (wash treatments), or by reducing the initial lactose
content of the milk (e.g., using ultrafiltered milk). Proteo-
lysis is limited in a pasta filata mozzarella by use of the
mixer molder. Internal cheese temperatures reached in the
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mixer (135–145°F) inactivate residual milk coagulant and
decrease starter culture populations. Limiting proteolysis in
a non-pasta filata mozzarella may be accomplished by
starter culture selection, or a reduction in milk coagulant
levels. A non-pasta filata mozzarella manufacturing proce-
dure includes the typical steps in the manufacture of any
American-style cheese: setting, cutting, healing, cooking,
stirring out, draining, salting, and pressing.

VI. MOZZARELLA FUNCTIONALITY 

This section will address the functionality of mozzarella
as it pertains to current usage and manufacturing prac-
tices. Mozzarella’s clean mild flavor and melting charac-
teristics make it well-suited for use as an ingredient in
many prepared foods. Mozzarella manufacturers need to
know how their cheese will function during high speed
shredding or slicing (including the influences of flow
agents). Cooking systems that differ from a traditional
conduction oven have different affects on cheese (i.e.,
fast-cooking forced-air or microwave ovens). In addition,
as mozzarella finds its way to different markets and food
systems, it is more important to control the physical prop-
erties so the cheese has specific melt, stretch, cooked
color, free oil release, and textural properties. Each of
these attributes is addressed in the following text.

A. SHREDDING

Prior to usage in most cooking applications, block moz-
zarella is converted into shreds to facilitate uniform distri-
bution and melting. Poor shredding properties were cited
as a frequent problem among mozzarella cheese users
[51]. Chen [6] identified favorable shred characteristics
and textural attributes required for successful conversion
of block mozzarella to shreds. Researchers evaluated
shred size distribution (long shreds, short shreds, fines),
shred dimension (length and width), and visual character-
istics (straightness, roughness, wetness) to determine
which shredded cheese attributes had the greatest impact
on shredded cheese preference. The top three explanatory
variables for shred preference were percentage of long
shreds (from size distribution), shred thickness (from
shred dimension measurements), and shred straightness
(from shred character observations). Panelists preferred
long, thick, and straight cheese shreds. The percentage of
long shreds had the greatest impact on preference, with
shred thickness and straightness being of secondary
importance. 

The most important textural factors in the conversion
of block mozzarella to shreds are the cheese firmness and
adhesiveness [6]. The relationship between these textural
attributes and shred quality are valid, regardless of manu-
facturing style (pasta filata or non-pasta filata style),

composition, or cheese age. Researchers found the firmer
and less adhesive the cheese, the higher the quality of
shreds. Commercial shredders (e.g., Urschel) use cen-
trifugal force to direct cheese cubes onto stationery
blades, thus converting cheese cubes into shreds. A firm
textured cheese has less deformation, and blades are able
to make cleaner cuts. In addition, a firm textured cheese
cube maintains a uniform speed, and blades can cut shreds
the length of the cube. On the other hand, as a soft tex-
tured cheese comes in contact with the blade, it deforms
and bends around the blade, slowing the portion of the
cheese cube in contact with the blade. The opposite side
of the cheese cube is moving faster and has greater
momentum. This momentum directs the cube away from
the blade before the blade cuts a full cube length, produc-
ing shorter and thinner shreds. The other key textural
property, adhesiveness, has similar effects. An adhesive
cheese sticks to the blades, slowing the portion of the
cheese cube in contact with the blade, and resulting in
decreased shred quality (i.e., shorter shreds). 

Manipulating the density and structure of the casein
matrix can control mozzarella firmness. The more mois-
ture or fat separating casein strands, the lower the protein
concentration and the less firm the cheese [26,42]. The
structure or strength of the casein matrix relates to the
concentration of colloidal calcium phosphate associated
with the casein strand [21,40]. Lawrence et al. [36]
reported that curd and whey separation is critical. This
point determines the basic structure of cheese, because it
establishes the calcium content of the curd and the lowest
pH that will be attained in the curd. 

In general, as mozzarella ages it becomes more adhe-
sive and less shreddable. Chen [6] reported a positive cor-
relation between cheese adhesiveness and proteolysis.
Limiting proteolysis can minimize the onset of adhesive-
ness that occurs during aging, thus maintaining the tex-
tural properties required for successful shredding. 

B. FLOW AGENTS

The use of flow agents is necessary in commercial shred-
ding operations to ensure controlled distribution of shred-
ded cheese into pouches and to prevent clumping. Flow
agents change the shred surface characteristics, making
them slide past packaging films and other shreds. This
change in the shred surface characteristics affects cheese
functionality. Chen and Muthukumarappan [9] investigated
how flow agents affect the surface characteristics, melt, and
textural attributes of melted mozzarella. The use of flow
agents on shreds increased the quantity of blisters and
thickness of skinning (a hardened, dehydrated layer of
casein on the surface of baked cheese) by about 25%. The
use of flow agents on shreds did not affect the cooked
cheese color intensity. In addition, flow agents decrease
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free oil release by approximately 25%. Flow agent 
particulates (cellulose or potato starch) adso-rb onto the
shredded cheese surface and absorb water from the cheese.
The overall water activity of the shreds does change with
the use of flow agents. The use of cellulose increased
melted cheese hardness by 20%, while the use of potato
starch decreased melted cheese hardness by 20%. Panelists
noted that melted cheese with potato starch had a slightly
slippery mouthfeel. Overall, neither flow agent affected
cheese flow rates or chewiness. Also, investigators noted
that cellulose, at similar usage rates to potato starch, was
visually more apparent on shred surfaces. 

C. CHEESE BROWNING

The browning of mozzarella during cooking is due to the
Maillard reaction, a heat-induced reaction between sugars
(residual lactose or galactose) and protein (free amino
groups). The intensity of browning depends on the sugar
content of the cheese and the ability of the cheese proteins
to remain hydrated during cooking. Johnson and Olson
[25] found a positive correlation between residual lactose
and galactose levels and brown color intensity when moz-
zarella was heated. Because of the complex nature of
mozzarella as a food product, there are additional factors
that influence browning rate and degree. Jaeggi et al. [24]
produced skim milk mozzarella with varying levels of a
fat mimetic (acid-treated corn starch). These cheeses had
higher levels of residual sugar and TCA soluble nitrogen
(indicator of proteolysis), which makes for greater brown-
ing potential. However, as fat mimetic levels increased,
cheese moisture increased, and the degree of browning
decreased. The authors presumed that increased moisture
helped protect the cheese proteins during cooking, by
flashing off and minimizing the heat-induced browning
reaction. Rudan and Barbano [53] reduced browning in
fat-free and low-fat mozzarella by applying a protective
oil coating to shreds prior to cooking. The protective layer
prevented protein dehydration and scorching. Forced-air
ovens blow hot air onto pizza surfaces, cooking them 2–3
times faster than conventional ovens. Mozzarella cooked
in a forced-air oven is more vulnerable to dehydration and
skinning. 

Moisture protects cheese proteins during cooking.
This knowledge can help explain, in part, the relationship
between cheese aging and browning intensity. According
to Alvarez [1], browning progressively decreased during
aging. Oberg et al. [48] reported a relationship between
increased cooked color and proteolysis, while Chen and
Muthukumarappan [8] found more severe skinning with
increased proteolysis. As mozzarella ages, proteolysis
breaks casein into peptides and amino acids. With each
peptide bond cleaved, two new ionic groups are generated
and will compete for available water in the cheese.
Creamer and Olson [12] proposed that water previously

available for solvation of casein strands becomes tied up
with new ionic groups. Due to proteolysis, less water is
available to flash off during baking, leaving caseins more
susceptible to dehydration and able to participate in heat-
induced color reactions or skinning. 

D. MELTING PROPERTIES

During the heating of mozzarella, one can observe sev-
eral distinct phases. These are described and quantified
by a modified squeeze flow method [47]. When cheese is
first placed into an oven, the cheese temperature quickly
rises, but cheese shape does not change. As the cheese
reaches a critical temperature called the softening point,
it begins to flow. At this point, the cheese not only con-
tinues to rise in temperature, it also changes shape. The
cheese matrix collapses, fusing into a semi-solid mass.
Flow rate can be measured by calculating the slope of the
best-fit line in a cheese height vs. time plot. Next, the
melt profile reaches a third critical point called the com-
plete melt point. After this point, cheese height changes
are minimal, and cheese temperatures slowly approach
the oven temperature. 

A study by Chen and Muthukumarappan [8] charac-
terized changes in melt profile attributes over time for
pasta filata and non-pasta filata style mozzarella. At all
ages, pasta filata mozzarella had lower softening and
complete melt temperatures, and higher flow rates than
non-pasta filata mozzarella. Softening temperatures
decreased throughout aging with the most rapid decrease
occurring between two and four weeks. Flow rate and
complete melt temperatures were similar: decreasing rap-
idly during the first four weeks of aging, with relatively
small changes between four and eight weeks, then
steadily decreasing again between eight and twelve
weeks. For all three melt profile descriptors, values
changed the least between four and eight weeks. Changes
in the melt profile are due to changes in casein-casein
interactions within the cheese.

Technically, caseins do not melt, but interactions with
each other result in an outcome referred to as melt. As
cheese is heated, there is a more rapid relaxation of pro-
tein-protein bonds and a greater thermal motion of casein
strands, which results in cheese becoming more liquid-
like. Mozzarella melt properties are based on the number
and strength of casein-casein interactions [40]. Casein-
casein interactions may be hydrophobic (attractive forces
between casein strands that pull together to keep away
from water) or electrostatic [23]. In the pH range of a typi-
cal mozzarella (pH 5.15–5.40), we are primarily inter-
ested in electrostatic interactions. Electrostatic interaction
is the attraction of unlike electric charges; charged cal-
cium phosphate molecules act as a neutralizing bridge
between negatively charged clusters on casein strands. To
a degree, the higher the colloidal calcium phosphate
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levels, the more numerous the casein-casein interactions.
This results in a stiffer casein structure and a less meltable
mozzarella. Electrostatic repulsion occurs after the solva-
tion of the colloidal calcium phosphate; negatively
charged clusters on casein strands push away from each
other. The lower the concentrations of colloidal calcium
phosphate, the more readily mozzarella melts. 

When starter cultures are used in mozzarella manu-
facturing, a final pH of 5.25 indicates a colloidal calcium
phosphate level that produces acceptable melting and
stretching. In the case of direct acidified mozzarella,
acidulants are added to the milk and there is a lower pH at
the time of coagulant addition. In these situations, higher
levels of colloidal calcium phosphate are lost into the
whey, and sufficient demineralization for melting and
stretching occurs at pH 5.6 [26]. At a given pH, the cheese
with the least amount of colloidal calcium phosphate will
have greater meltability [21].

E. FUNCTIONALITY RELATED TO MELT

Softening and flow characteristics, along with composi-
tion and degree of proteolysis, influence the stretch, free
oil release, and textural attributes (chewiness, hardness) of
melted mozzarella. 

Mozzarella’s ability to form fibrous strands requires
an appropriate flow rate, temperature, and an intact inter-
connecting casein network. Stretch is the result of casein-
casein interactions that are broken and then quickly
reformed at different locations in the casein network.
When levels of intact casein strands are insufficient due
to proteolysis, strands lack continuity and stretch is min-
imal. If casein-casein interactions are too strong, cheese
is more likely to break than form strands. Scenarios
include too high a colloidal calcium concentration (elec-
trostatic interactions), or too low a stretching tempera-
ture. Stretch-ing occurs at a relatively high concentration
of intact casein and within a narrow range of colloidal
calcium phosphate [41].

End-user preferences and severe cooking conditions
imposed by forced-air type ovens dictate the need for bet-
ter control of free oil release in melted mozzarella. Free
oil release is the separation of liquid fat from melted
cheese. It depends on the manufacturing style, cheese
composition, and melted cheese flow rates. Low-mois-
ture, part-skim mozzarella manufactured using a non-
pasta filata versus pasta filata protocol results in a 50%
reduction in free oil release for cheese with similar com-
position, pH, and degree of proteolysis [7]. During the
mixing (plasticizing) of a pasta filata style mozzarella,
curd is heated in water to approximately 57°C (milk fat is
completely melted and readily coalesces.) Kneading the
curd aligns protein strands and entraps coalesced fat and
moisture [27,29,60]. During subsequent softening and
flow of pasta filata mozzarella, these larger pools of 

coalesced fat are more likely to leak from the casein
matrix. Non-pasta filata mozzarella protocols (stirred
curd, direct salted, and pressed) do not have a secondary
heating step, resulting in a more continuous protein
matrix with smaller pockets of fat and moisture [29]. This
structure effectively traps fat during the softening and
flow of mozzarella during cooking. 

Compositional factors, such as salt content and per-
centage of fat in the dry matter (FDM), have been reported
to affect free oil release. Kindstedt et al [31] proposed that
salt (NaCl) influences mozzarella melting and free oil
release. Investigators reported a decrease in meltability
and free oil release as the concentration of salt increased
in blocks of brined mozzarella. They proposed an
exchange of sodium ions with casein-bound calcium ions
within the casein network. Caseins are much stronger
emulsifying agents when dissociated from calcium [57],
thus reducing free oil release. The role of fat content on
free oil release in melted cheese differs between studies.
Investigators Breene et al. [5] and Kindstedt and Rippe
[30] reported that cheeses with higher FDM yielded
higher free oil levels (Breene et al. FDM 32–50, Kindstedt
and Rippe FDM 36–47). A more recent study [9] reported
no significant correlation between FDM (range 38 to 46)
and free oil release for mozzarella. In the same study,
investigators looking at cheddar found the higher FDM
(range 50–53) resulted in increased free oil release. 

To understand differences in these findings, one must
consider how free oil is released during the softening and
flow stages of melt, and how FDM affects the meltability of
cheese. Thermal motion causes movement of casein strands
and the eventual collapse of the casein matrix, allowing
exposed fat to leak out and coalesce. Secondly, as tempera-
tures rise, hydrophobic interactions between casein mole-
cules increase. This, in turn, shrinks the casein network,
pushes out water, and allows liquid fat to leak out [40].
Olson and Bogenrief [49] reported a biphasic relationship
between FDM and meltability. Changes in FDM from 18 to
45% FDM had little effect on meltability, but above 45%,
FDM caused a rapid increase in meltability (positive corre-
lation). A FDM of 45% is critical. At this composition, the
density of the casein network reaches a point where the
solid to liquid ratio influences melt and the ability for
casein to hold liquid fat. Both cheese structural elements
(strength of casein-casein interactions) and protein density
(number of casein-casein interactions) help explain levels
of free oil release. Mozzarella can be found in a variety of
foods (e.g., pizza, breaded appetizer, breads), each requir-
ing specific functionality. Understanding the relationship
between melt profiles and textural attributes enables con-
trolled manufacture, where close tolerances of physical
properties are to be expected. Melted cheese cohesiveness
can be defined as the degree melted cheese holds together
in a mass after chewing. In general, cohesiveness increases
over time, with the most rapid changes occurring during the
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first four weeks of aging [8]. Hardness and chewiness uni-
formly decrease over time. Melted cheese hardness corre-
lates best to softening temperature; as softening
temperature decreases, hardness decreases [8]. As cheese is
heated, thermal energy is stored as movement in the pro-
tein, fat, and water molecules, while the cheese structural
integrity is not changing. At the softening point, the cheese
structure can hold no additional thermal energy and it
begins to flow [40]. The amount of thermal energy the
cheese is able to store relates to the strength of the casein
matrix. Hardness is the force required to bite through
melted cheese (rupture the casein matrix). Thus, it follows
that the softening temperature (indicator of melted cheese
structural strength) correlates well to melted cheese hard-
ness. Melted cheese chewiness correlates best to flow rate;
as flow rate increases, chewiness decreases [9]. As moz-
zarella flows, casein-casein interactions relax (break) and
quickly reform [40]. In a mozzarella with greater flow,
casein-casein interactions more readily relax, resulting in a
more rapid movement of casein molecules past one another.
Chewiness is defined as the length of time required to chew
cheese before swallowing. As chewiness decreases, casein-
casein interactions are more readily relaxing and, over time,
not reforming.

VII. RELATED TOPICS

A. COMPOSITION

From a compositional standpoint, there are four main
types of mozzarella cheese. Due to these compositional
and resulting functional differences, there are slightly
altered make procedures as well (see [34]). In the U.S.,
mozzarella cheeses are more precisely defined by stan-
dards of identity [62]. These regulations define final com-
positional requirements (Table 150.2), as well as certain

manufacturing procedures. These regulations specify that
mozzarella must be made from cow’s milk, nonfat milk,
cream, or the corresponding buffalo milk products. Cow
and buffalo milk may not be blended. The procedure may
also include rennet, vinegar (acetic acid), calcium chlo-
ride, coloring to mask natural yellow color, salt, and an
antimycotic agent. If a product is made from buffalo milk,
the label must include the phrase, “made with water buf-
falo milk.”

B. CHEESE YIELD

The Van Slyke Formula [63], developed in the 1920s, is
still a simple and reliable method for estimating cheese
yield. Only milk composition (percentage of milk fat and
milk casein) and cheese moisture are required in cheese
yield calculations. The Van Slyke Formula was originally
deve-loped for cheddar, but with a few modifications can
readily be used for mozzarella. First, the percentage of fat
recovery in the cheese needs to be adjusted. In addition to
the fat losses that occur during the formation of curd, a
significant amount of fat is lost during mixing and mold-
ing. In yield calculations for mozzarella, the value for
percentage of fat recovery needs to be decreased from
93% (typical cheddar value) to 86% (mozzarella ranges
from 84 to 88%). Secondly, the R-value is a correction
factor that takes into account the solids—non-fat, non-
casein, which contribute to cheese yield. It includes water
soluble minerals, lactic acid, whey proteins, and other
minor components. The R-value is dependent on the
moisture content of the cheese, since moisture is the
mechanism for conveying these contributing factors.
Since the formula was originally written for cheddar at
~37% moisture, and a typical mozzarella contains ~48%
moisture, this factor needs to be increased from 1.09 to
1.13. 
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TABLE 150.2
U.S. Compositional Standards of Identity for Mozzarella and Scamorza Cheese Types (U.S. CFR, 2003)

Type Milkfat (% of solids) Moisture (%) Labeling Requirement

Mozzarella and Scamorza �45 �60–�52 “mozzarella cheese” or “scamorza cheese”
Low-moisture �45 �52–�45 “low-moisture mozzarella cheese” or 

“low-moisture scamorza cheese”
Part-skim �45–�30 �60–�52 “part-skim mozzarella cheese” or 

“part-skim scamorza cheese”
Low-moisture part-skim �45–�30 �52–�45 “low-moisture, part-skim mozzarella cheese” or

“low-moisture, part-skim scamorza cheese”

Cheese yield �
(% Milk fat � Fat Recovery � % Casein � Casein Recovery) � R

(100 � % Cheese Moisture)

Assumptions: Fat Recovery (pasta filata style) � 86%
Casein Recovery � 96%
R value (solids non-fat, non-casein factor) � 1.13



Factors that affect the percentage of fat recovery include
initial milk quality, cheese making equipment (vat type,
stirring mechanisms), or mixer-molder parameters (type of
mixing mechanisms, stretching temperature, finished moz-
zarella size—string cheese, 6 lb or 20 lb loaf). Factors that
affect casein recovery include initial milk quality, milk
pasteurization, or milk standardization methods [38].

C. STORAGE AND SHELF LIFE

Mozzarella cheese will have optimal functional properties
between 2 and 6 weeks of age, and a shelf life of up to 4
months. Due to its potentially high moisture and low salt
content, there have been some concerns about the safety
of mozzarella cheese. For the most part, these concerns
are lessened by the regulatory requirement for pasteurized
milk, the high temperatures in the mixing-molding opera-
tion, and overall improved plant hygiene conditions,
especially on the brining and packaging side. An outbreak
of Salmonella javiana linked to mozzarella cheese con-
sumption prompted a series of studies that examined the
microbial lethality achieved during mozzarella manufac-
turing [14,15,22,37]. Another study identified high levels
of the spoilage organism, Klebsiella pneumonia in two
production lots of mozzarella. This latter microbe is also
very heat labile, suggesting that the contamination
occurred as a matter of inadequate hygiene after the ther-
mal processes [43]. There are several studies that docu-
ment the ability of certain strains of Listeria to survive in
brine tanks [35]. Other common contaminants include
yeasts, molds, and coliform bacteria.

The characteristics of the spoilage of mozzarella
cheese are not well described, but may include substantial
increases in contaminant microbial counts (e.g., yeast,
mold, and coliform), increases in free fatty acids, off-fla-
vor development, curd softening, development of slimy
surfaces, poor melt attributes, and visual mold outgrowth
[11]. Due to the high enzymatic activities of cultured
mozzarella, these products may become softer and whey
off more readily that the acid set variety.

VIII. CONCLUSIONS

In spite of its ancient beginnings, understanding the phy-
sical, microbial and chemical properties of mozzarella
cheeses certainly poses a daunting task. Additionally, the
functionality of mozzarella cheeses are continually chal-
lenged, as the once simple, fresh cheese is currently
expected to withstand rigorous marketing requirements,
yet still deliver the desirable characteristics of flavor,
melting, browning, and stretching. Although a wealth of
knowledge has been generated over the last few decades,
work continues to relate the manufacturing variables 
to the instrumental, chemical, and sensory attributes of
significance to mozzarella cheese.
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I. INTRODUCTION

Processed cheese is manufactured by blending shredded
natural cheeses of different types and degrees of maturity
with emulsifying agents, adding water, and heating the
blend under partial vacuum with constant agitation until a
homogeneous mass is obtained. Besides natural cheeses,
various other dairy and nondairy ingredients may be
included in the blend.

While natural cheese varieties were known and appre-
ciated as a valuable food component in ancient Roman
times more than 2,000 years ago, processed cheese seems
to be a brand-new product, originating in the 20th century,
though based on natural cheeses. In Europe, the invention
of processed cheese is connected to the year 1912 and a
Swiss patent that claimed the introduction of citrate as an
emulsifying and calcium-sequestering agent. The indus-
trial production of processed cheese in Europe was then
started. This invention was possibly connected to the
Swiss national dish, fondue, in which cheese was heat-
treated in the presence of wine, and in which tartrate from
the wine had the emulsifying effect. Quite independently
in 1917, the production of processed cheddar cheese by
using the mixture of phosphates and citrates as emulsify-
ing agents (developed by Kraft in Chicago), was started in

the United States. Further progress in processed cheese
production was the introduction of polyphosphates into
the processing procedure. 

The basic theory of processed cheese manufacture lies
on the change of the state of casein from coarsely dis-
persed calcium paracaseinate in the raw cheese due to
application of heat, agitation and particular salts as emul-
sifying/peptising agents, into a homogeneous, free flow-
ing condition: the sol state. 

In addition to the mentioned patents, there was
numerous other research, which deserves attention and
has contributed to the creation of completely new cheese-
type products. In between, various research attempts
targeted to produce long-life cheese by canning and pas-
teurization have failed. Such procedures were only suc-
cessfully developed for soft cheese (Camembert), and
later for semi-hard cheeses (Dutch cheeses), though were
never suitable for hard cheeses. All attempts to pasteurize
Emmentaler caused a breakdown of the cheese structure
with separation of fat and water. On the other hand, pro-
teolysis and lipolysis in natural hard cheeses always con-
tinued during storage, beyond the optimal flavor point,
and most often in an accelerated degree. Decomposition
of proteins and lipids results in a nutritionally defective
product, unsuitable for consumption. This is the problem
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if long storage of natural cheeses is expected, e.g., for
export to overseas or to the Tropics. The best solution of
the long storage problem for all native cheese varieties
was the invention of processed cheese. 

In addition, processed cheese manufacture enabled
the usage of natural cheeses that were difficult or impos-
sible to sell (such as cheeses with mechanical deforma-
tions and localized molds), as well as cheese trimmings,
to obtain a product of better keeping quality. 

The main advantages of processed cheese as com-
pared to natural cheese varieties are:

● Economic advantages: usage of second class
raw material (microbially adequate), reduced
refrigeration costs during storage and transport,
increased keeping quality, as well as adjustable
and imaginative packaging.

● Great versatility of type and intensity in flavor:
from mild to sharp native (natural) cheese flavor,
specific flavoring, or spices of dairy or nondairy
origin.

● Milk replacement: excellent source of nutri-
tionally high-valued milk components for chil-
dren or specific consumption groups.

● Suitability for home use, as well as for fast-
food restaurants.

Processed cheese is grouped according to the follow-
ing characteristics: composition, water content, and con-
sistency. According to these criteria, there are four main
groups: processed cheese blocks, processed cheese 
foods, processed cheese spreads, and processed cheese
analogues (1–6) (Table 151.1). Additional subtypes are
processed cheese slices and smoked processed cheese. 

II. PRINCIPLES

The principles of cheese processing are rather simple, but
require a skillful professional to control all the included
ingredients, their concentrations in the blend, and pro-
cessing parameters. Emulsifying agents, known in the
processed cheese industry as “melting salts,” are central to
processed cheese production. They are used in the pro-
cessing procedure to provide a uniform structure, also
affecting the chemical, physical, and microbial quality of
the product. 

Emulsifying agents are not true emulsifiers according
to chemical terminology — they are not necessarily sur-
face-active compounds, although they help in emulsifying
fat and stabilizing the emulsion. However, true emulsifiers
may be included in commercially produced emulsifying
agents that are mixtures of particular compounds. Most
common components of the commercial salt mixtures are:
phosphates, polyphosphates, and citrates, although com-
pounds such as sodium potassium tartrate, complex
sodium aluminum phosphate, or trihydroxyglutaric acid,
could be used as well. Generally, polyphosphate applica-
tion in the emulsifying agent blend results in processed
cheese with superior structure and better keeping quality
compared to other emulsifying salts as blend components. 

The affinity, i.e., sequestering ability, of common
emulsifiers for calcium increases in the following order:
NaH2PO4 � Na2HPO4 � Na2H2P2O7 � Na3HP2O7

� Na4P2O7 � Na5P3O10. The affinity of protein for the
cations and anions of melting salts is determined by the
valency of these ions (1,2).

The blend composition is a commercial secret, usually
protected by the producer. The main types and roles of emul-
sifying agents, their characteristics, possible combinations,
and commercial producers are listed elsewhere (1–3,6–8).
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TABLE 151.1
Some Characteristics of Processed Cheese Types (1)

Cooking 
Type of Product Ingredients Temperature (°C) Composition pH

Processed cheese Natural cheese, emulsifiers, 71–80 Moisture and fat contents 5.6–5.8 
block NaCl, coloring 80–85 correspond to the legal limit 5.4–5.6

74–85 for natural cheese 5.4–5.7

Processed cheese Same as above, plus optional food ingredients 79–85 �44% moisture, � 23% fat 5.2–5.6 
food such as milk, skim milk, whey, cream, albumin,

skim milk cheese; organic acids

Processed cheese Same as processed cheese 88–91 �44% and �60% moisture 5.2
spread food plus gums for water retention 85–98 5.7–5.9

90–95 �55% moisture 5.8–6.0

Processed cheese Sodium caseinate, calcium caseinate, As for As for processed cheese food
analogue suitable vegetable proteins and fats processed

(soyabean, coconut), emulsifying agent, cheese food
salt, artificial flavor



The essential role of emulsifying agents in the manu-
facture of processed cheese is to solubilize calcium para-
caseinate, sequestering calcium and thus dispersing
proteins. Calcium in the Ca-paracaseinate complex of nat-
ural cheese is removed by the ion-exchange properties of
emulsifying agents, solubilizing the paracaseinate, usu-
ally as Na-caseinate. Chemically, this reaction could be
observed as (Figure 151.1) (2).

Other beneficial effects provided by emulsifying
agents are:

● hydrating and swelling of proteins;
● emulsifying fat and stabilizing the emulsion;
● controlling and stabilizing pH; 
● forming an appropriate structure after cooling.

Rayan et al. (9) have researched the emulsification of fat
during cheddar cheese processing using TEM (transmission
electron microscopy). Figure 151.2A shows their findings
after 10 minutes of processing. However, SEM (scanning
electron microscopy) reveals large fat globules in processed
cheese at the beginning of processing (Figure 151.2B).

The quantity of emulsifying agent permitted in the
processed cheese blend prepared for processing is 
prescribed by government regulations, usually not higher
than 3–4%. Since the effects of emulsifying agents are
responsible for the unique features of processed cheese
production, their correct application is of utmost impor-
tance for the quality of the final product. 

III. MANUFACTURING

The general technological process for processed cheese
manufacture consists of the following operations: natural
cheese selection, formulation, blending, shredding, emul-
sifying agent addition, processing (thermal treatment),
homogenization (optional), packaging, cooling, and

storage (1,2,3). A flow chart of processed cheese manufac-
ture is presented in Figure 151.3 (4).

A. NATURAL CHEESE SELECTION

Processed cheese quality, particularly taste and flavor,
depends on proper natural cheese selection. The most
important criteria for cheese selection are: type, maturity,
flavor, consistency and structure, nature and character of
the additives, legal requirements, and the potential market
(1–3,5). Processed cheeses manufactured from only one
cheese variety of different degrees of maturity are very
popular in some countries, such as: processed cheddar and
mozzarella in the USA and Canada; cheddar in the UK
and Australia; and Emmental in Western Europe. More
frequently, processed cheeses are produced from a mix of
various natural cheese types. The result is easier process-
ing and a better flavor balance. 

The selection and combination of native (natural)
cheeses of proper maturity is of special importance for
processed cheese production. Intact casein, present more
in young cheese, has an emulsifying effect on milkfat and
stabilizes the emulsion, forming a “long structure.” This
effect is not expressed by partially hydrolyzed protein,
predominating in matured cheese (“short structure”). For
example, high-fat spreadable processed cheese requires a
larger proportion of young cheese in the blend with a cor-
respondingly higher intact casein content (2,3,5,6). Proper
selection of natural cheeses of good quality is not a guar-
antee for obtaining the desired high quality processed
cheese, if the process parameters used are improper.
However, some cheeses with incorrect physical character-
istics can be successfully used in processed cheese manu-
facture, as it is possible to correct them by skillful
blending. Natural cheeses with microbial defects (spore-
forming, gas-producing, and pathogenic bacteria) should
not be selected for processing.
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B. FORMULATION

Formulation of the ingredients is made in such a way as to
yield a desired finished product composition. Formulation
is conducted on the basis of fat and dry matter contents of
the natural cheeses, including all blend components, added
water, and condensate from live steam used during pro-
cessing. If necessary, additional adjustments of fat and dry
matter are possible before processing is completed (1,2).

C. BLENDING

Blending is influenced by the desired characteristics of
the processed cheese type. Generally, in processed cheese
spread manufacture the basic raw material in the blend is
semi-mature cheese of shorter structure, i.e., approxi-
mately 50% semi-mature cheese, 20% mature cheese, and
30% young cheese (10). The recommended formulation
for processed cheese block is 70–75% mild cheese and
25–30% semi-mature or mature cheese (6). In contrast, the
blend for processed cheese slices must contain 30–40%
young cheese, 50–60% mild cheese, and only 10% mature
cheese (5,6).

There are some advantages and disadvantages of a
high content of young cheese, as well as of a high content
of extra-mature cheese, in blends for processed cheese
manufacture (1–3). The main advantages if a high content
of young cheese is used in the blend are: reduction of raw
material costs, possibility of using cheeses with poor cur-
ing properties, formation of a stable emulsion with high
water binding capacity, and production of a firm body
with good slicing properties. The main disadvantages are:
production of a tasteless cheese, an emulsifier-like off-
flavor, excessive swelling, tendency to harden during
storage, and the presence of small air bubbles developed
due to the high viscosity of the blend.

A high content of extra-mature cheese in the blend has
certain advantages: i.e., development of a full flavor, good
flow, and high melting properties. However, there are

certain disadvantages: sharp flavor development, low
emulsion stability, and soft consistency.

Various other dairy and non-dairy ingredients are used
in the production of different processed cheese types.
Since the quality of the final product is influenced con-
siderably by all the components present in the blend, the
non-cheese components must also fulfill certain qualita-
tive requirements. The most frequently used dairy ingre-
dients are skim milk powder, casein, caseinates, various
whey products (whey powder and whey protein concen-
trates –– WPC), and milkfat products. 

Skim milk powder improves the spreadability and sta-
bility of processed cheese and promotes the creaming
properties. If used in quantities exceeding 12% of the total
mass, it may adversely affect the consistency or may
remain undissolved. Discoloration of processed cheese
due to the Maillard reaction is excluded if total lactose
content is not over 6% in the final product. 

Although whey powder is the most common whey
product used in processed cheeses (in concentrations up to
7%), whey protein products with lower mineral and lac-
tose contents are preferable because they yield processed
cheeses with better flavor characteristics. However, some
other whey products could be successfully used in the
processed cheese blend as well, such as: whey concentrate
(2–4%), precipitated whey proteins (up to 25% with fla-
vor correction), and native whey protein concentrates
obtained by ultrafiltration (5–20%) (1–3,11). The addition
of different protein concentrates (denaturated and unde-
naturated-ultrafiltered) to a processed cheese may lead to
a product with particular functional characteristics.
Control and manipulation of heating and pH conditions
during protein concentrate processing may affect the
inherent properties of the protein itself and alter the inter-
actions of the protein with other components of the food
system (12). The cheese may be made from 100% UF
cheese, containing most and preferably all of the whey
proteins from milk, or from a blend of UF and conven-
tional cheese. This process was recently patented in the
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USA (13). Generally, whey products incorporated in
processed cheese blends promote both the nutritive and
economic value of processed cheese.

If the blend contains milk protein coprecipitates, sta-
bility of the cheese emulsion and physical characteristics
of the processed cheese are increased. Their emulsifying
capacity is so high, that they reduce the amount of emul-
sifying salt added. This is particularly important for
dietary and special food products, where limitation of the

sodium content may be desirable. Milk protein coprecipi-
tates should not exceed 5% in processed cheeses (1–3).

Butter, cream, and butter oil may be added as milkfat
ingredients. All milkfat products used to adjust the fat
content of the processed cheese to the desired level must
be of high quality and free from off-flavors.

Cheese bases can also be used in processed cheese
manufacture. Numerous procedures have been developed
for producing economically favorable cheese or cheese
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bases intended exclusively for processing. One of these
processes for production of a cheese base by ultrafiltration
(UF) and diafiltration of whole milk was developed and
patented in Germany (14). The retentate (40% dry matter,
4.17% lactose) obtained after ultrafiltration was pasteur-
ized, cooled to 30°C, inoculated with lactic starter, incu-
bated at 25°C until the pH reached 5.2, and packed in
plastic bags. The vacuum packaged cheese bases can be
stored and later used in processed cheese production in
combination with ripe cheese, in an 80:20 ratio.

The ultrafiltration application in preparing raw mate-
rial for a processed cheese blend pays off the investment
costs after only two years of operation.

In Germany, a kind of curd product, called Schmelz-
pack, is manufactured especially for processed cheese pro-
duction. Containing 90–100% unhydrolysed casein, it can
be blended with natural cheeses of diverse sources, types,
and maturity. Good results with the use of chicken pepsin
for the peptonization of curd for incorporation into
processed cheese have also been reported (1,2,8).

The possibility of successful processed cheese manu-
facture from cheddar cheese and skim milk powder cheese
base has also been investigated (15). Cheese base was pro-
duced from reconstituted skim milk powder after ultrafil-
tration, and was afterwards subjected to accelerated
ripening by adding commercial proteolytic enzyme.
Obtained processed cheeses were of good quality, if con-
taining less than 40% cheese base. 

Relatively new process to achieve the desired flavor in
processed cheese is by addition of modified cheese flavors
(enzymatically modified cheese –– EMC). EMC is pro-
duced by inoculation and incubation of particular enzymes
with specially designed media, followed by their heat inac-
tivation. Flavor intensity of EMC is 10–30 times greater
than the corresponding traditional cheese. The successful
substitution of 15% ripe cheese in a processed cheese
blend with a mixture of young cheese and whey powder by
using cheddar or Parmesan cheese flavor (EMC), has been
achieved (11). Headspace analysis showed that experimen-
tal processed cheese produced with EMC resulted in
higher total aroma content than control samples. Thus,

EMC application in processed cheese blends would be
economically feasible, resulting in a product of excellent
quality (1,2). 

Investigations were carried out aimed at improving the
economy of processed cheese manufacture by incorporat-
ing white cheese in the blend at different concentrations.
The easy and rapid manufacture of white cheese makes it a
suitable ingredient in processed cheese (16,17). White
cheese in concentrations up to 33% blended well with mild
and medium ripened cheddar cheese and resulted in an
acceptable product. The presence of white cheese in
processed cheese can be detected by transmission electron
microscopy on the basis of the core-and-shell ultrastructure
that is stable during storage (Figure 151.4) (17).

Another dairy-based product that could be included in
the blend for processing is precooked cheese (or
“rework”). Usually precooked cheese is used in processed
the manufacture of cheese spreads to increase the cream-
ing properties of the blend. It is used to improve the tex-
ture and stability of the finished product, especially when
very young or very mature raw cheese is used for pro-
cessing. The percentage used in the blend varies from 1 to
30%, depending on the quality of the rework, and the type
of processed cheese desired. The presence of rework in
processed cheese food has been detected by using electron
microscopy (18). Some dairies produce precooked cheese
that is stored in large containers. 

Methods and composition for fat-free processed cheese
manufacture have been patented recently in the USA (19).
Processed cheese products with reduced calories and fat are
produced by combining high moisture, fat-free, skim milk
cheese with a fatty substance which is non-absorbable and
non-digestable, and is lower in net caloric efficiency than
butterfat, animal fat, or vegetable fat. A suitable fatty sub-
stance is a polyol polyester, such as a sucrose polyester.

The nondairy ingredients of the blend for processed
cheese manufacture include spices, meat products,
vegetables, fruit syrup, cocoa, honey, vanilla, hazelnut,
coffee extract, and other components. Their quantities
must be properly prescribed for blending. They all must be
sterile and of the highest quality with typical flavor (1,2).

151-6 Handbook of Food Science, Technology, and Engineering, Volume 4

(A) (B)

F

 1 µm  1 µm

F

FIGURE 151.4 TEM of processed cheese made with white cheese: A. 16% white cheese; B. 8% white cheese; F-fat particles (18).



D. SHREDDING

Shredding includes grinding and milling of the compo-
nents (primarily hard and semi-hard cheeses), enabling
better contact between emulsifying agents and blend
ingredients. Usually, cheese prepared in this operation is
transferred directly to a processing cooker. However, dif-
ferent devices can be used for better blend mixing prior to
thermal treatment. This operation can be performed in
several ways: shredded cheese is mixed alone, or in com-
bination with other ingredients (butter, milk powder, whey
powder); cheese is mixed with water and other ingredi-
ents; and cheese is mixed with water, emulsifying agents
and other ingredients (20).

E. EMULSIFYING AGENT ADDITION

The last step in preparing the blend for processing is the
addition of emulsifying agents. The type and role of emul-
sifying agents in processed cheese production is described
earlier in the “Principles” section. 

F. PROCESSING

Processing involves heat treatment of the previously pre-
pared blend with direct and indirect steam under partial
vacuum. The product is constantly agitated when either
the continuous or batch method is applied. If processing is
carried out in a cooker discontinuously, the temperature
reached is 71–95°C for 4–15 min, depending on various
parameters (1–3,5). This thermal treatment also provides
a pasteurization effect. In newly-developed cookers, it is
also possible to reach temperatures up to 140°C. A pro-
cessing cooker or kettle consists of 2 double-jacketed,
round, stainless-steel vessels of various sizes (2–1001),
fitted with corresponding lids, three-stage switchable stir-
ring equipment, and fittings for direct steam and vacuum.
Double jackets enable indirect steam heating as well.
There are specially designed units, similar to cutters used
in meat processing, where cutting is completed in the
same unit prior to processing, by the aid of rapidly rotat-
ing knives with simultaneous heating and homogenization
of the product. Two different cooker designs are presented
in Figure 151.5.

The horizontal, tube-shaped processing unit, in addi-
tion to the most common round design, is also popular, par-
ticularly in the United States and Canada. This type of
processing unit can process large quantities. It is con-
structed for batch operation, but also can be continuous.
This installation is fitted with one or two mixing arms up to
4-m long. It is fed at one end and the final product is dis-
charged at the opposite end within 4–6 minutes.

By continuous processing, the blend is sterilized at
temperatures of 130–145°C for 2–3 s in a battery of stain-
less steel tubes (1,2,6). Continuous cheese cookers are not
commonly used in the processed cheese industry,
although they were developed as early as 1920. The main

reason is the great versatility in processed cheese prod-
ucts; therefore changing over to a different product in the
continuous process, which requires intermediate cleaning
which cannot be considered economical. Review of the
literature describes a continuous process for simultaneous
melting, homogenization, and sterilization in processed
cheese manufacture (1,2). 

The most important manufacturing conditions, i.e.,
chemical, mechanical, and thermal parameters, that affect
the processing, and thus the quality of the final product, are:

● temperature: heat induced by direct or indirect
steam;

● processing duration: depending on size and
construction of the cooker, quality of raw mate-
rial and blend composition, mechanical treat-
ment, emulsifying agent used, desired keeping
quality, etc;
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FIGURE 151.5 Equipment for processed cheese manufacture:
A. Universal Stephan unit, UM/SK150; B. Voegele machine in
Dairy “Mlekoprodukt,” Zrenjanin, Serbia.



● agitation: slow, at lowest speed of 60–90 rpm for
processed cheese block, or fast, at 120–150 rpm
for processed cheese spreads;

● acidity (pH): a rather limited pH range; an
increase of pH value and decrease of H� causes
better peptization of casein, but can spoil keep-
ing quality and flavor, whereas a decrease in pH
value introduces thickening and solidifying of
cheese structure. Higher pH values also favor
more rapid product deterioration, in the event of
post-pasteurization contamination (1,2).

A new method for processed cheese manufacture has
been developed and patented in the USA (21). Processed
cheese is made according to the following steps:

● thermal and mechanical treatment such as stir-
ring the initial cheese fractionated into pieces at
a temperature less than 60°C; 

● cooling the mixture to a temperature less than
50°C; 

● if required, mechanically treating the paste to
complete the building up of the protein struc-
ture and stabilizing the emulsion; and 

● forming the paste. 

The first two steps are carried out by adding a mixture
of emulsifying and chelating agents of calcium and sorbic
acid (or a salt thereof) to the initial cheese product.

G. HOMOGENIZATION

Homogenization improves the consistency, structure,
appearance, and flavor of the processed cheese. It also
improves the stability of the fat emulsion by decreasing
the average fat globule size. It is recommended only for
blends with high fat content, because homogenization
involves unnecessary additional capital, operational, and
maintenance costs. Certain additives or spices must be
mixed after homogenization to retain their original form. 

H. PACKAGING

Processed cheese is usually packed and wrapped in lami-
nated foil; tubes, cups, cans, cardboard, or plastic con-
tainers; in sausage form; and occasionally in glass jars.
Processed cheese in sausage form can be subjected to
smoking. The continuous formation, slicing, and packing
of cheese slices suitable for sandwiches, is used very often
nowadays. Slices may also be obtained by mechanically
slicing rectangular processed cheese blocks.

I. COOLING

The method and intensity of cooling depend on the
processed cheese type. Processed cheese blocks are

cooled slowly, while cooling of processed cheese spreads
should be as fast as possible.

J. STORAGE

Processed cheese should be stored at a temperature range
of 5 to 10°C. Sometimes, calcium diphosphate or calcium
pyrophosphate crystals may be formed on the surface of
processed cheese, at such temperatures, causing a gritty
texture. 

IV. QUALITY

The influence of blend composition, emulsifying agent
type, process parameters, and equipment on the final
processed cheese quality has been researched from the
beginning of its production in the past century until now.
Some data related to processed cheese quality are
described, along with processing parameters, in the
“Manufacture” section of this chapter. The typical compo-
sition of processed cheese is presented in Table 151.2 (3).

New trends in processed cheese technology that
should be particularly emphasized are the developments of
processed cheese analogues and low-fat processed cheese.

The possibility of substitution of one or more dairy
components in processed cheese has been investigated
around the world, most intensively in the USA. For exam-
ple, the most popular processed cheese analogue variants
with “mozzarella” cheese flavor and “American” cheese
are suitable as toppings in various food industry products.
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TABLE 151.2
Typical Processed Cheese Composition (3)

Contents in 100 g of Processed Cheese

Component 45% Fat in 60% Fat in 
Total Solids Total Solids

Water 51.3% 50.6%
Fat 23.6% 30.4%
Proteins 14.4% 13.2%
Natrium (Sodium ?) 1.26 mg 1.01 mg
Potassium 65.0 mg 108.0 mg
Calcium 547.0 mg 355.0 mg
Phosphor 944.0 mg 795.0 mg
Vitamin A 0.30 mg —
Vitamin D 3.13 µg —
Vitamin B1 34.0 µg 40.0 µg
Vitamin B2 0.38 mg 0.35 mg
Pantotenic Acid 0.52 mg 0.47 mg
Vitamin B6 70.0 µg 80.0 µg
Biotin 3.60 µg 2.80 µg
Folic Acid 3.46 µg 3.40 µg
Vitamin B12 0.25 µg 0.25 µg
Vitamin C traces traces

Energy value (kJ/kcal) 1178/282 1490/339
Utilization (kJ/kcal) 1125/268 (�95%) 1354/323 (�95%)
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TABLE 151.3
Most Common Quality Defects in Processed Cheese (2)

Defect Cause Correction

Flavor
Moldy Air contamination, moldy raw cheese Use hermetically sealed foils, eliminate all moldy cheeses 

from the blend

Acid Excess phosphates Reduce emulsifier

Salty Salty raw cheese or other components, Add younger cheese, unsalted cheese, or fresh curd to blend,
too much emulsifier decrease the quantity of emulsifier

Soapy High pH value (�6.2) Add young cheese (with lower pH value), use emulsifying 
agent with lower pH value

Burned with Maillard reaction (lactose and amino acids); Use processing temperatures � 90°C, cool processed cheese 
browning usually when very young cheese or whey immediately after packaging, avoid large containers, store

products are present � 30°C, avoid high pH values in final product

Texture (Body, Consistency)
Too soft High moisture, improper emulsifier, insufficient Reduce water content, use suitable emulsifier, increase 

emulsifier, high pH, fast cooling, excess ripe emulsifier content, decrease pH, slow down agitation and
cheese in blend, prolonged or slow processing cooling, increase proportion of young cheese in blend,

reduce processing time, increase agitation speed

Too hard Low moisture, improper or excess emulsifier, Increase water content, use proper emulsifier, decrease 
low pH, slow cooling, improper blend, excessively emulsifier content, increase pH, speed up cooling, change
creamed or overcreamed reworked cheese blend composition, avoid addition of creamed or 

overcreamed reworked cheese

Hard, with water Collodial change in cheese structure Remove all factors that affect excess creaming, choose blend 
separation (overcreaming), bacteriological action components carefully, keep processing temperatures �85°C

leading to reduced pH

Inhomogeneous Unsuitable blend, improper emulsifier, insufficient Add younger cheese, use suitable emulsifier, correct emulsifier
(grainy) or excess emulsifier, low pH, short processing quantity, correct pH, prolong processing time, increase

time, low processing temperature, improper processing temperature �85°C, increase the amount 
amount of added water, inadequate agitation, of added water, continue agitation during processing 
collodial or bacteriological and filling, proper cold storage
changes caused by improper storage

Sticky (adhering Sticky foil, insufficiently impregnated, Change aluminium foil, decrease water addition and add in two 
to lid foil) excessively high pH, processed mass left portions, increase proportions of ripe cheese or cause better

hot too long without agitation creaming, keep pH � 6.0, continue agitation until packaging

Appearance
Holes (blown) Bacteriological changes (growth of Clostridia, Select cheese blend components, keep processing 

coliform, or propionic bacteria); physical temperatures �95°C, use proper vacuum, preheat citrate
changes (occluded air, CO2 from emulsifier emulsifier before processing, extend processing
mixture), citrates, holes filled up with time, test porosity of aluminium foil and, if
fluid from emulsifying agent having low necessary, change it
solubility, chemical changes (hydrogen from
reaction between processed cheese and 
aluminium foil)

Crystals Calcium diphosphate and calcium Avoid monophosphates and diphosphates as 
monophosphate crystals (when phosphates are emulsifying agent, or use in combination with higher
used in emulsifying agent), calcium crystals phosphates and polyphosphates, exclude citrates
(when citrates are used in emulsifying agent), from blend, distribute emulsifying
crystals due to undissolved emulsifying agent, exclude sandy reworked cheese,
salt, large crystals due to excess emulsifier, lactose use better emulsifying agent, increase processing
crystal formation caused by excess whey time, add emulsifying agent in solution, use
concentrates or low water content, light- prescribed quantity of emulsifier, reduce level of 
colored, grainy precipitate of tyrosine whey products and increase water content,
(very mature cheese in blend) exclude raw cheese that contains tyrosine crystals



Processed cheese analogues are produced with similar
processing parameters and identical equipment as conven-
tional processed cheese. Blends for this processed cheese
type can be tailored to obtain a final product of desirable
chemical, physical, and nutritive characteristics, as well as
lower costs. In processed cheese analogue manufacture, the
essential ingredients are: milk proteins — casein, caseinates,
whey proteins; vegetable proteins — soya (predominately),
gluten, coconut, etc.; vegetable fats; flavorings; vitamins;
minerals; emulsifying agents; and lactic/citric or other food-
grade acid (for pH correction). The newly developed proce-
dures for processed cheese analogue manufacture are
mainly patented. The results of numerous investigations, as
well as the composition of blends intended for processed
cheese analogue manufacture, are summarized in publica-
tions by Carić , Kalab (1) and Carić  (2). 

Investigations were also carried out aimed at develop-
ing processed cheese with a natural cheese appearance.
The French cheese company, Fromageries Bel, has
patented a process which includes the following steps:
melting a blend of cheeses, casein, skim milk, butter, and
emulsifying agent; agitating the mixture under an inert
gas (N2); defoaming of the obtained product; shaping; and
rapid cooling. The final processed cheese has an open tex-
ture with visible eyes (aproximately 0.5 mm in diameter),
similar to conventional cheeses (22,23).

Another modern trend in the processed cheese indus-
try is the development of low-fat and low-sodium
processed cheese products (1,2,24). Low-fat sliced
processed cheese with natural or herbal flavor and 50%
less fat has been developed. No significant natural or
herbal flavor losses were noticed compared to full-fat
processed cheese. The manufacture of virtually fat-free
processed cheese, and virtually fat-free processed cheese
analogues, have also been patented. Blends for virtually
fat-free processed cheese (ca. 1.67% fat) consist of skim
milk cheese, skim milk powder, whey, and buttermilk
powder (25). Innovators found the body, texture, and eat-
ing properties of virtually fat-free processed cheese ana-
logues to be identical to classic processed cheese (26). 

Good quality processed cheese types (Table 151.1)
should have typical flavor, shiny surfaces, homogeneous
and smooth structure, uniform color, and no fermentation
gas holes. The most common quality defects, their causes,
and corrections are summarized in Table 151.3 (2). 

Generally, causes of quality defects of processed
cheese are unsuitable blend, irregular quality or quantity
of emulsifying agent(s), or improper processing. Many of
the listed quality defects originate from the natural
cheeses used in the blend. Some of them can be avoided
by adequate processing. Crystal formation (caused by
emulsifying agent type and quantity), and discoloration
(result of inadequate process parameters), are most the
often visible physicochemical quality defects of processed
cheese (1–3). 

Processed cheese with minor defects can be recovered
by reworking small quantities of it into subsequent batches.
Processed cheese with more serious defects that cannot be
corrected, such as presence of metal ions, excessive
Maillard browning, microbial changes (presence of Cl. bot-
ulinum), should not be used for human consumption. 
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I. INTRODUCTION

The first time fermented milk (yogurt) was consumed is
not known. Fermented milk foods are the predecessors of
cheese, which originated about the time dairy animals
were first domesticated, 8–10,000 BC (1). 

Belief in the healthful aspects of yogurt for human
beings has been noted in many civilizations for centuries.
Ilya Ilitch Metchnikoff was the Director of the Pasteur
Institute. He received the Nobel Prize in medicine and phys-
iology in 1908 for his classical work on phagocytes 
and phagocytosis, which formed a basis for the theory of
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immunity. He is credited for his studies on consumption of
fermented milk and longevity. Metchnikoff was not the first
to promote curdled milks like yogurt. Hippocrates, in the
4th century B.C., in his “Application of Hygenic and
Dietary Measures,” spoke highly of yogurt (2). Leben, a fer-
mented milk of the Middle East, is mentioned in the Book
of Job (10:10), 1520 years before the birth of Christ (2).

In India, people have consumed yogurt called Dahi for
thousands of years. A significant amount of milk produced
in India is consumed as yogurt. A few years ago, Lassi, a
sugared yogurt drink, was declared the state drink for the
parliament in Punjab, a province in Northern India. In dif-
ferent countries, fermented milk is called by different
names. However, the word “yogurt” is gaining popularity.
In the developing countries, yogurt is an indigenous milk
product. In the peri-urban and rural areas of Delhi, India,
fresh raw milk is available from small local dairy farms
with 40–50 buffaloes (3). Most households make their own
yogurt from morning and evening milk. Raw milk is boiled
and allowed to cool. When it feels warm to touch, it is inoc-
ulated from the previous day’s fermentation. Some samples
from these household fermentations have been examined in
the author’s laboratory. They contained mesophilic lacto-
cocci, including diacetyl producers, thermophilic cocci,
thermophilic lactobacilli, yeast, and some coliforms.

In the past 30 years, annual per capita yogurt con-
sumption in the United States has grown sixfold to 2.31 kg
(Table 152.1). The consumption of fermented milk prod-
ucts (yogurt, sour cream, and buttermilk) in the United
States is very low compared to other developed countries
(Table 152.2). Actual consumption of yogurt and related
products in the U.S.A. is a bit higher than reported. Many
ethnic groups that consume large quantities of plain yogurt
ferment their own. There are a number of adults who do
not eat yogurt because they do not tolerate lactose in milk.
Incidence of lactose intolerance in several ethnic groups is
high (6). However, feeding trials with humans (7), and
with rats (8), showed that yogurt containing viable

microflora could be tolerated by individuals determined to
be lactose intolerant. Other research workers demonstrated
that the lactase (beta-galactosidase) activity of the yogurt
culture remains in the intestinal tract after the culture has
lysed, and continues to break down lactose (9). This activ-
ity can be detected in the duodenum and terminal ileum
after consumption of viable yogurt (10).

The 2.9 billion dollar yogurt industry is growing at
about 3 to 4 percent every year. The segment catering to
kids under the age of 12 has shown huge gains. For exam-
ple, Danimals, a yogurt product targeting children, has
grown 137.9% (11). Excluding private labels, the top nine
refrigerated yogurt brands are dominated by Yoplait and
Dannon. In a recent consumer survey of 40 yogurts, the
quality varied from flavor to flavor in a single brand (12).
Many of the yogurts were characterized as astringent,
thick, gummy, having jam and candy-like flavors, or as
being chalky and slightly bitter. Fruit containing yogurts
also contain large amounts of sugar. This is a huge prob-
lem for an estimated 16 million Americans with Type 2
diabetes, and another 20 to 30 million Americans with
impaired glucose tolerance (13). Yogurt formulated for this
segment of population can offer a big growth opportunity.

This brief chapter on yogurt is written to bring a clear
understanding of this simple product, which is now
becoming a vehicle for introducing probiotics and prebi-
otics believed to impart good health by maintaining a bal-
anced and healthy gut. For a more extensive discussion on
yogurt, see Tamine and Robinson (5).

II. DEFINITION OF YOGURT

Yogurt is an acid gel made from the fermentation of a stan-
dardized milk mix by Streptococcus thermophilus (ST)
and Lactobacillus delbrueckii subsp. bulgaricus (LB) (14).
The solid-not-fat component of milk may be raised to 12%
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TABLE 152.1
Per Capita Consumption of Yogurt in the United States
(kg)

1970 0.36 1980 1.13 1990 1.81
1971 0.50 1981 1.09 1991 1.91
1972 0.59 1982 1.18 1992 1.91
1973 0.64 1983 1.45 1993 1.95
1974 0.68 1984 1.63 1994 2.13
1975 0.91 1985 1.81 1995 2.31
1976 0.95 1986 1.91 1996 2.18
1977 1.04 1987 1.95 1997 2.31
1978 1.13 1988 2.04
1979 1.09 1989 1.91

Source: Ref. 4.

TABLE 152.2
Consumption of Fermented Milk Products other than
Cheese in Selected Countries

Country 1993 Per capita (kg)*

Finland 38.02
Netherlands 29.64
Sweden 28.54
Iceland 25.85
Denmark 20.66
Switzerland 18.66
France 17.06
Federal Germany 14.77
United States of America 6.00**

* Adapted from ref. 5.
** For 1998, ref. 4.
Fermented milk products include yogurt, sour cream, and buttermilk.



or higher to yield a custard-like gel. The fat in the product
is adjusted to qualify for lowfat or fat-free yogurt.

A. YOGURT DESCRIPTION

Yogurt is the food produced by culturing one or more of
the optional dairy ingredients with a characterizing bacte-
rial culture that contains the lactic acid-producing bacte-
ria, Lactobacillus bulgaricus and Streptococcus
thermophilus. One or more of the other optional ingredi-
ents specified below may also be added before the cultur-
ing process. All ingredients used are safe and suitable.
Yogurt, before the addition of bulky flavors, contains not
less than 3.25 percent milkfat, and not less than 8.25 per-
cent milk solids-not-fat, and has a titratable acidity of not
less than 0.9 percent, expressed as lactic acid. The food
may be homogenized, and shall be pasteurized or ultra-
pasteurized prior to the addition of the bacterial culture.
Flavoring ingredients may be added after pasteurization
or ultra-pasteurization. To extend the shelf-life of the
food, yogurt may be heat-treated after culturing is com-
pleted to destroy viable microorganisms.

Optional Ingredients: Vitamins: (a) If added, vitamin
A shall be present in such quantity that each 946 milli-
liters (quart) of the food contains not less than 2,000
International Units thereof, within limits of current good
manufacturing practice. (b) If added, vitamin D shall be
present in such quantity that each 946 milliliters (quart) of
the food contains 400 International Units thereof, within
limits of current good manufacturing practice. Optional
dairy ingredients are cream, milk, partially skimmed milk,
or skim milk, used alone or in combination. 

Other optional ingredients include: (a) Concentrated
skim milk, nonfat dry milk, buttermilk, whey, lactose, lac-
talbumins, lactoglobulins, or whey, modified by partial or
complete removal of lactose and/or minerals, to increase
the nonfat solids content of the food; provided, that the
ratio of protein to total nonfat solids of the food, and the
protein efficiency ratio of all protein present shall not be
decreased as a result of adding such ingredients. (b)
Nutritive carbohydrate sweeteners. Sugar (sucrose), beet
or cane; invert sugar (in paste or syrup form); brown
sugar; refiner’s syrup; molasses (other than blackstrap);
high fructose corn syrup; fructose; fructose syrup; malt-
ose; maltose syrup, dried maltose syrup; malt extract,
dried malt extract; malt syrup, dried malt syrup; honey;
maple sugar; or any of the sweeteners listed in part 168 of
this chapter, except table syrup. (c) Flavoring ingredients.
(d) Color additives. (e) Stabilizers.

1. Lowfat Yogurt

Lowfat yogurt has a similar description as given earlier,
except the milkfat of the product before addition of bulky
flavors is not less than 0.5% and not more than 2% (14).

2. Nonfat Yogurt

Nonfat yogurt is the product as per the previous descrip-
tion of yogurt, except the milkfat content before the addi-
tion of bulky flavors is less than 0.5% (14).

B. NATIONAL YOGURT ASSOCIATION (NYA)
CRITERIA FOR LIVE AND ACTIVE CULTURE

YOGURT

According to the NYA (15), live and active culture yogurt 
is the food produced by culturing permitted dairy ingre-
dients with a characterizing culture, in accordance with
the FDA standards of identity for yogurt. In addition 
to the use of ST and LB, live and active culture yogurt
may contain other safe and suitable food grade bacterial
cultures.

Heat-treatment of live and active yogurt with the
intent to kill the culture is not consistent with the mainte-
nance of live and active cultures in the product. Producers
of live and active culture yogurt should ensure proper
practices of distribution, code dates, and product handling
conducive to the maintenance and activity of the culture in
the product.

Live and active culture yogurt must satisfy the fol-
lowing requirements (15):

1. The product must be fermented with both Lb.
delbrueckii subsp. bulgaricus and S. ther-
mophilus. The cultures must be active at the
end of the stated shelf-life-as determined by the
activity test described in item 3. Compliance
with this requirement shall be determined by
conducting an activity test on a representative
sample of yogurt that has been stored at tem-
peratures between 32 and 45°F for refrigerated
cup yogurt. The activity test is carried out by
pasteurizing 12% solids of nonfat dry milk
(NFDM) at 92°C (198°F) for 7 min, cooling to
110°F, adding 3% inoculum of the material
under test, and fermenting at 110°F for 4 h. The
total organisms are to be enumerated in the test
material both before and after fermentation by
IDF methodology. The activity test is met if
there is an increase of 1 log or more during fer-
mentation. In the case of refrigerated cup
yogurt, the total population of organisms in live
and active culture yogurt must be at least 108

cfu/g at the time of manufacture. It is antici-
pated that if proper distribution practices and
handling instructions are followed, the total
organisms in refrigerated cup live and active
culture yogurt at the time of consumption will
be at least 107 cfu/g.

Yogurt 152-3



C. FROZEN YOGURT

Frozen yogurt resembles ice cream in its physical state.
Both soft-serve and hard-frozen yogurts are popular.
These are available in nonfat and lowfat varieties. These
products are not very acidic. The industry standards
require minimum titratable acidity of 0.30%, with a min-
imum contribution of 0.15% as a consequence of fermen-
tation by yogurt bacteria (15,16). Technology for
production of frozen yogurt involves limited fermentation
in a single mix, and arresting further acid development by
rapid cooling; alternatively, using a standardization of
titratable acidity to a desirable level by blending plain
yogurt with ice cream mix containing fruit/syrup base,
stabilizers, and sugar, and then freezing the mix in a con-
ventional ice cream freezer. The mix is frozen at �6°C
and hardened at�40°C. The finished product pH may
vary between 5.5 and 6.0, depending on the consumer
acceptance. Typical composition of nonfat hard-pack
frozen yogurt may contain 0% fat, 13% milk-solid-non-
fat, 13% sucrose, 6% corn syrup solids 36DE, and 2%
maltodextrin 10DE, 1.2% stabilizer (16). For further dis-
cussion see references (5,16,18).

III. YOGURT STARTER ORGANISMS

For manufacture of legal yogurt in the United States,
Streptococcus thermophilus and Lactabacillus del-
brueckii subsp. bulgaricus must be added for basic 
fermentation of the yogurt mix. Additional optional

organisms, preferably of human intestinal origin, may be
incorporated in the yogurt either through the starter 
culture, or blended in after fermentation is complete
(14,15). The optional organisms may be selected from a
long list of candidates (Table 152.3). Some characteris-
tics of organisms encountered in yogurts are listed in
Table 152.4.
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TABLE 152.3
Optional Cultures for Addition to Yogurt

Lactobacillus acidophilus
Lactobacillus rhamnosus
Lactobacillus reuteri
Lactobacillus casei
Lactobacillus gasseri
Lactobacillus johnsonii
Lactobacillus plantarum
Bifidobacterium bifidum
Bifidobacterium breve
Bifidobacterium adolescentis
Bifidobacterium infantis
Bifidobacterium lactis
Bifidobacterium longum
Enterococcus faecalis
Enterococcus faecium
Sacchromyces boulardi
Pediococcus acidilactici
Propionibacterium freudenreichii

Source: Adapted from ref. 18 and 19.

TABLE 152.4
Selected Characteristics of Organisms Found in Yogurt

% Lactic Lactic 
Growth Carbohydrates Fermented

Acid in Acid
Milk Isomer 15°C 45°C Glucose Inulin Galactose Fructose Lactose Sucrose Ribose Raffinose

Lb. delbrueckii 1.8 D — � � — � � � — —
ssp. bulgaricusa

Lb. lactisa 1.8 D — � � d � � � � —
Lb. helveticusa 3.0 DL — � � � d � — — —
Lb. caseib 0.8 L � — � � � � � � —
Lb. paracaseib DL � d � � � � � � —
Lb. rhamnosusb DL � � � � � � � � —
Lb. plantarumb DL � — � d � � � � �

Lb. acidophilus DL — � � � � � � — d

Streptococcus 0.7 L — � � — � � � — —
thermophilusa

B. bifidum L — — � — � � � d — —
B. longum L — — � — � � � � � �

B. infantis L — — � d � � � � � �

B. breve L — — � d � � � � � �

B. adolescentis L — — � d � � � � � �

a do not grow in 2.5% salt. b can grow in 6 to 8% salt. d 11 to 89% of strains are positive. 
Adapted from reference 5, 20 and 21.



A. STREPTOCOCCUS THERMOPHILUS

This organism is a Gram-positive, catalase negative anaer-
obic cocci, and it is largely used in the manufacture of
hard cheese varieties, mozzarella and yogurt. It does not
grow at 10°C, but grows well at 45°C. Most strains can
survive 60°C for 30 min (22). It is very sensitive to antibi-
otics. Penicillin (0.005 Iu/ml) can interfere with milk
acidification (20). It grows well in milk and ferments lac-
tose and sucrose. Two percent sodium chloride may pre-
vent growth of many strains. These streptococci possess a
weak proteolytic system. It is often combined with the
more proteolytic lactobacilli in starter cultures. Most ST
grow more readily in milk than lactococci, and produce
acid faster. These streptococci strains possess β-galactosi-
dase (β-gal) and utilize only the glucose moiety of lactose,
leaving galactose in the medium (23).

The proteolytic activities of nine strains of ST and
nine strains of LB cultures incubated in pasteurized recon-
stituted NFDM at 42°C as single and mixed cultures were
studied (24). Lactobacilli were highly proteolytic (61.0 to
144.6 µg of tyrosine/ml of milk), and ST were less prote-
olytic (2.4 to 14.8 µg of tyrosine/ml of milk). Mixed cul-
tures, with the exception of one combination, liberated
more tyrosine (92.6 to 419.9 µg/ml) than the sum of the
individual cultures. Mixed cultures also produced more
acid (lower pH). Of 81 combinations of LB and ST cul-
tures, only one combination was less proteolytic (92.6 µg
tyrosine/ml) than the corresponding LB strain in pure cul-
ture (125 µg tyrosine/ml). Streptococcus thermophilus
requires fewer amino acids than lactococci and lacto-
bacilli. Only glutamine and glutamic acid, along with sul-
fur amino acids, are essential for all of the strains that
have been tested (25,26). Recently it was shown that ST
possesses a branched-chain amino acid (leucine,
isoleucine, and valine) biosynthesis pathway as an essen-
tial pathway for optimal growth in milk. This pathway is
thought to play a role in maintaining the internal pH of the
organism by converting acetolactate to amino acids (26).
These organisms also have urease that produces ammonia
from urea in milk to counter the acid effects. Dairy lacto-
cocci do not have this pathway (26).

B. LACTOBACILLUS DELBRUECKII SUBSP. 
BULGARICUS

These organisms are Gram-positive, catalase negative,
anaerobic/aerotolerant homofermentative, and produce 
D-(�) lactate (1.8%), and hydrogen peroxide (27). These
cultures have β-galactosidase activity. Only the glucose
moiety of lactose is utilized and galactose is released in the
medium (28). LB has a high level of protease activity in
milk that reaches its maximum during the log phase; while
ST produces highly active peptidase instead of protease
(29,30). In a recent study (30), it was demonstrated that LB

reached maximum protease activity between 4–8 h after
incubation, and then declined rapidly. When grown singly in
pasteurized reconstituted NFDM at 42°C, ST and LB were
less proteolytic compared to the mixed culture growth (24).

C. ASSOCIATIVE GROWTH OF ST AND LB

A symbiotic relationship exists between ST and LB in
mixed cultures (31); carbon dioxide, formate, peptides,
and numerous amino acids liberated from casein are
involved. Associative growth of rod and coccus results in
greater acid production and flavor development than the
single culture growth (32,33). It has been established that
numerous amino acids liberated from casein by proteases
of LB stimulate growth of ST (34,35). In turn, ST pro-
duces CO2 and formate which stimulates LB (35–38).
During the early part of the incubation, ST grows faster
and removes excess oxygen, as well as produce the stimu-
lants noted above. After the growth of ST has slowed
because of increasing concentrations of lactic acid, the
more acid tolerant LB increases in number (29,39,22). For
a one-to-one ratio of rod and coccus and inoculum level,
time and temperature of incubation must be controlled
and bulk starter should be cooled promptly. 

D. BIFIDOBACTERIA

This Y-shape organism was isolated from infant stool in
1899 at the Pasteur Institute by Tissier (21). There are 24
species in this group. Nine of these are of human origin,
and the other 15 come from animals (40). These Gram-
positive organisms are strictly anaerobic. The degree of
tolerance to oxygen depends on the species and the
growth medium. It appears that the strains of B. bifidus are
relatively aerotolerant (40). Optimum growth temperature
for species of human origin is 36–38°C; no growth at
20°C. They do not tolerate heat; B. bifidus is inactivated at
60°C. Two moles of glucose are fermented by the fruc-
tose-6-phosphate phosphoketolase pathway to 2 moles of
L (�) lactate and 3 moles of acetate. Some formic acid
and ethanol may also be produced. Bifidobacteria of
human origin synthesize several vitamins, thiamine (B1),
riboflavin (B2), pyridoxine (B6), folic acid (B9), cyanoca-
balamine (B12), and nicotinic acid (P) (40).

It has been observed that the number of bifdobacteria
falls significantly in the stools of adults and the elderly.
The proportions of various species of bifidobacteria vary
with the age of humans. It appears that B. infantis and B.
breve are favored in breast-fed infants, and B. adolescentis
predominates in bottle-fed infants and in adults (40).
Allergic infants were reported to be colonized mainly by
B. adolescentis species, with a lower mucous binding
capacity than bifidobacteria from healthy infants (41). The
Bifidobacteria population may be reduced after the admin-
istration of a Western diet. All strains of bifidobacteria do
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not behave similarly. Morinaga Milk Industry Co, LTD
claims that their B. bifidum (BB536) is hardier and supe-
rior to other strains (42).

E. STARTER CULTURE PROPAGATION

These days, yogurt manufacturing plants are large and
highly automated. Trouble-free functioning of these oper-
ations requires predictable and dependable starter culture
performance in the context of types of products and their
sensory attributes. Following are some helpful hints.

1. Milk should be of good microbiological qual-
ity, free of antibiotics and inhibitors of bacter-
ial origin.

2. Fresh milk, heat-treated at 90 to 95°C for 5 min-
utes, or 85°C for 30 minutes, tends to give a
balanced growth with a 1:1 or 2:1 ratio for
ST:LB. When cultures are propagated in recon-
stituted NFDM, STs tend to show abnormally
large cells within a chain. More severe heat
treatment, such as autoclaving of milk, is some-
what inhibitory to ST and favors the growth of
LB, causing culture imbalance in favor of LB. It
should be noted that ST first initiates growth,
followed by LB (22). A low population of ST
will delay the completion of starter or yogurt
fermentation. The heat-treatment of 90°C for a
few minutes generally inactivates bacterio-
phages present in the milk.

3. Many yogurt producers prefer to use skim and
condensed skim milk over nonfat dry milk to
raise solids in the growth medium. Handling of
nonfat dry milk is labor intensive and invariably
results in dusting of plant equipment and over-
head fixtures. Under these conditions, keeping
the plant clean is difficult and can result in
higher incidence of yeast and mold. If nonfat
dry milk is used, the area should be enclosed
and isolated. The exhaust air should be filtered.

4. It is important to cool the starter when appro-
priate pH/% TA is attained. Higher acidity
tends to reduce the ST count (22).

5. At any given time, the availability of phage-
unrelated cultures suitable for specific yogurt
attributes is rather small. These cultures should
be handled carefully to grant them long life in
the plant.

6. Monitor phage in the starter and in the environ-
ment on a regular basis.

7. Many of the defined cultures may contain up to
six strains of lactobacilli. The culturing condi-
tions should be carefully verified and con-
trolled for uniform culture activity. If the starter
contains probiotic cultures or other adjuncts,

their numbers should be verified in the starter
and the product.

The plants should work closely with the culture sup-
pliers for phage monitoring and culture performance.

1. Bulk Starter Preparation

This is one of the key operations and should be attended to
carefully by trained personnel dedicated to this duty. The
starter tank valves, pipes, and hatch with gasket should be
assembled and sterilized with live steam at low pressure 
(3 to 5 lbs). Keep the bottom valve open for the condensate
to drain. Continue to steam the tank for 30 minutes after
the surface temperature in the tank has reached ~99°C.
Turn the steam off and close the bottom valve.

Skim milk with total solids raised to 10 to 12% is either
pumped cold and heated to 90°C and held for 60 minutes,
or the starter mix is heated to 90°C in a plate heat
exchanger, and then held at that temperature in the tank for
60 minutes. Some plants prefer to use reconstituted nonfat
dry milk at 10–12% TS for their bulk starter. In certain
operations, where large amounts of starter are used for
yogurt inoculation, yogurt base is used for starter culture
preparation. This brings ease of operation, and eliminates
yogurt composition variation. Cool the mix to 43°C. Close
the chilled water valve early enough that the temperature
does not fall below 43°C. For 500 gallons, thaw a can (350
ml) of frozen culture concentrate (1010 cfu/g) in 5 gallons of
tepid water containing 100 ppm chlorine. Inoculate the tank
and stir for five minutes. Turn off the agitator and let it incu-
bate quiescently for 6–8 hours to reach 0.9% titratable acid-
ity. Cool the starter to 5°C using slow agitation. Then turn
off agitation. Turn on agitation for a few minutes before the
starter is to be pumped. This rate of inoculation yields ~106

cfu/g of starter mix. For a healthy culture, it may take 8 to
10 hours to reach 0.9% acidity. Starter has 2–5 � 108

cfu/ml. Time to 0.9% titratable acidity also depends on the
strain composition of the frozen culture concentrate.

It is advisable to make a Gram-strain of the fresh
starter and run an activity test as described in section II. B.,
using 1% inoculum. Such data is invaluable in tracking the
performance of culture(s), and in preventing failed yogurt
fermentation.

IV. YOGURT MIX PREPARATION

Fermented milk products have a delicate flavor and aroma
and require milk of good microbiological quality. A variety
of yogurt mix can be formulated and standardized from
whole milk, partially skimmed milk, condensed skim, non-
fat dry milk, whey compositions, and cream. These mixes
should be formulated to comply with regulations and meet
consumer expectations. Clarified, fat-adjusted milk at 50°C
should be blended with appropriate dry ingredients using
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a powder funnel. It should be allowed to circulate for a
few minutes. The solids content of separated milk or
whole milk can also be raised to 12% and 15% respec-
tively by evaporation. The increased solids content pre-
vents whey separation and improves the texture.

A. SWEETENERS

Sweeteners may be added to yogurt as part of the mix
before fermentation, and/or through fruit preserved with
sweeteners. Sucrose (sugar) is widely used in yogurt pro-
duction. It provides a clean sweet taste which has no after
taste or other odors. It complements flavors, and contributes
to desirable flavor blends (17). It can be used in a dry, gran-
ulated, free-flowing, crystalline form, or as liquid syrup
(67% sucrose). Inclusion of more than 5% sucrose in
yogurt mix of 16 to 20% total solids may cause culture inhi-
bition and lack of flavor development (5,16). Several corn
syrup preparations and other sweeteners are also available
(5,17). Non-nutritive sweeteners, such as Aspartame or
Nutrasweet® are used in light products. These sweeteners
have a lingering aftertaste (5) and have not faired well in
consumer acceptance (12). Several newer sweeteners,
Actilight®, Acesulfame-κ, Natren, Neohesperidine, and
Thaumatin are available. These could be used alone or in
combination. The choice of sweetner(s) is determined by
availability, cost, and its legal status for use in yogurt (5).

B. STABILIZERS

The set yogurt gel structure results from an acid-casein
interaction, where casein micelles at or near their isoelec-
tric point flocculate, and the colloidal calcium phosphate
partially solubilizes as acidity increases. During the fer-
mentation of milk, the pH gradually declines to around
4.5, and destabilized micelles aggregate into a 3-dimen-
sional network in which whey is entrapped (43,44).
Appearance of whey on the surface of yogurt gel is due to
syneresis, separation of serum from curd. In yogurt, this
defect is called wheying-off (45).

In stirred style yogurt, the 3-dimensional network is
disturbed when fruit and flavors are mixed into the plain
yogurt. The texture and physical properties of the yogurt
depend on the fruit, stabilizer, and the rate of cooling (45).

Stabilizers are added to prevent surface appearance of
whey, and to improve and maintain body, texture, viscos-
ity, and mouthfeel. Yogurts with lower milk solids have a
greater tendency to synerese. Numerous stabilizers are
available on the market. Generally a combination of sev-
eral stabilizers is included in the formulation to avoid
defects that may result from the use of a single stabilizer.
A partial list of stabilizers used in yogurt include:

1. Gelatin is a protein of animal origin. It is
derived from the hydrolysis of collagen. Only

high bloom gelatin should be used in yogurt
making, due to improved gelatin/casein interac-
tions, its higher melting point, and its higher
stabilizing ability (5). The term “bloom” refers
to the gel strength. It disperses in cold, but
requires heat for activation. It is used at a 0.3 to
0.5% level. Microstructure of yogurt made with
0.5% gelatin under scanning electron
microscopy did not show the gelatin, and the
structure did not differ from that of a plain,
unfortified yogurt. This yogurt was rated
smooth in sensory evaluation (46).

2. Whey protein concentrates (WPC) are used at 1
to 2% of protein addition. In a study with skim
milk yogurt fortified with dairy-based proteins,
the yogurts made with casein-based products
were coarser and inferior compared to those
made with WPC at 1 to 1.5%. It was recom-
mended that WPC should be used along with
other stabilizers (47).

3. Gums are water soluble or dispersible polysac-
charides and their derivatives. In general, they
thicken or gel aqueous systems when used at
low concentration. Gums are used to stabilize
emulsion and prevent wheying-off. Food gums
are tasteless, odorless, colorless, and non-toxic
(48). All are essentially non-caloric and are
classified as soluble fiber. These are used at 0.2
to 1.5%, depending on the application.

Locust bean gum is a seed gum. It has low cold water
solubility. It is generally used where delayed viscosity
development is needed. Dispersion of this gum, when
heated to about 185°F and then allowed to cool, is high in
viscosity. It works synergistically with carrageenan in
some applications (48).

Guar gum is very similar to locust bean gum, but is
more soluble in cold water. It hydrates readily at pH 6–9.
Its solubility is not affected by pH in the 4.8 to 5.0 range.
It does not cross-link well with carrageenan (48).

Carrageenan is derived from red seaweed. It is a mix-
ture of various types, kappa, iota, and lambda. It may con-
tain 60% of kappa form and 40% lambda. The kappa type
forms a gel, whereas, lambda does not. The polymer is
stable at pH above 7.0, and has a tendency to degrade
slightly at pH 5–7, degrading rapidly below pH 5.0. The
potassium salt of this gum is the best gel former, but the
gels are brittle and prone to syneresis. This defect is pre-
vented by the addition of a small amount of locust bean
gum. It interacts with casein in milk, and promotes stabi-
lization of the yogurt gel (48).

Xanthan is produced by microbial fermentation. It is
readily soluble in cold and hot water. It is not affected by
pH changes. A synergistic increase in viscosity results
from interaction of xanthan with κ-carrageenan and locust
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bean gum. These gels are prone to shear thinning. It also
gives sheen to products, which may not be desirable in
yogurt (48).

Protein, starch, modified starch, and tapioca-based
starches can be used without affecting the flavor of yogurt.
The stabilizer used in yogurt is generally a blend of stabi-
lizers incorporated at 0.5 to 0.7% or less. The amount used
also depends on the milk solids level (5). A recent con-
sumer survey of marketplace yogurts has indicated that
products are gummy, perhaps due to over-stabilization (12). 

C. FRUIT AND FRUIT FLAVORINGS FOR YOGURT

The growth and popularity of yogurt is largely due to fruit
and sugar. For fruit-containing yogurt, the primary compo-
nent of yogurt taste is the perceived degree of sweetness.
This attribute of yogurt is believed to be responsible for its
spectacular growth popularity (49). In an earlier study,
79% of consumers preferred flavored yogurts (50). The
surveys, done in the United Kingdom, indicated that 90%
of yogurt sales were of fruit and flavored varieties (51).

Many fruit flavors, single or blended, are popular, and
these may vary with the season. Fruit preparations are
added to 10 to 20% in the final product. A fruit preserve
consists of 55% sugar and 45% fruit (16). These are
cooked until the final solids reach 65 to 68%. The pH of
these preparations is adjusted to 3.0 to 3.5 with citric acid
or other food-grade acid. The processed fruit, in most
cases, is filled aseptically in totes and shipped to yogurt
plants. Transfer of fruit to yogurt should be done through
sterile equipment to avoid yeast and mold contamination.
The blending and the filler areas are very crucial to the
microbiological quality of the yogurt with respect to yeast
and mold. These areas should have HEPA-filtered air to
keep out airborne yeast, mold, and other contaminants.
Cardboard boxes should not be brought into these areas.
Also, high pressure water hoses should be avoided while
fruit blending and packaging is going on.

D. HEAT TREATMENT

The high solids mix is given a higher heat-treatment than
the conventional pasteurization. Generally, milk is heat-
treated at 85 to 95°C, and then held for 10 to 40 minutes.
At these temperatures, bacteriophages and vegetative bac-
terial cells are inactivated, and the growth of starter bacte-
ria improves. Up to 60°C, there is no effect on whey
protein. At 60° to 100°C, the whey proteins interact with
each other and κ-casein. This interaction decreases disso-
ciation of αs- and β-casein, and increases κ-casein disso-
ciation (51). When skim milk was preheat-treated at 85°C
for 30 min and 90°C for 2 min, whey protein denaturation
was 76.5% and 55.0%, respectively (52). This heat-treat-
ment and resulting interactions increase the water binding
capacity of the protein system.

E. HOMOGENIZATION

Homogenization of mix is carried out in two stages; the first
stage is at 10–20 mega Pascal, and the second stage is at 3.5.
It reduces the fat globule size to less than 3 µm, which gives
a rich mouthfeel. This prevents creaming of the mix upon
storage. Homogenization also improves gel strength upon
fermentation, due to greater protein-protein interaction.

V. YOGURT MIX INOCULATION AND
INCUBATION

The inoculation rate may vary from 0.5 to 6%, depending
on the type of yogurt and system set up. For yogurt fer-
mented in the cup (set style), small surges of mix, 20–100
gal, may be inoculated at 5% and packaged and then incu-
bated at 43–45°C. Yogurt may reach pH of 4.7 to 4.8 in less
than 2 hours, and is then sent out of the hot room. If more
time is available, mix can be inoculated at 0.5 to 1.5%,
which may take 6 to 10 hours to reach pH 4.4 to 4.5.

The inoculation rate may also vary from 0.5 to 6%,
depending on the plant layout and equipment available. Two
kinds of fruited yogurts are popular in the United States.

1. Set style, fruit-on-the-bottom. In this kind of
yogurt, cups receive about 2 oz fruit prepara-
tion, followed by inoculated mix at ~44°C in
the filler room. The cups are placed in cases,
and pallets are moved to the hot room which is
maintained at ~48°C. The pH of the product
reaches 4.7 to 4.85 in ~100 min., then it is
moved to the cooling tunnel. At the end of the
tunnel, the temperature of the yogurt is 16 to
18°C. It is then moved to the cooler.

2. Stirred style or Swiss style yogurt. In this type
of product, fully fermented, plain cooled yogurt
at pH 4.3 to 4.4 is cooled to ~20°C, blended
with the fruit preparation, and filled in the cups.
The palletized product is placed in the cooler.
The texture and physical properties of the
yogurt depend on the fruit, stabilizer, and the
rate of cooling (45).

A. YOGURT FERMENTATION

Yogurt fermentation is a homolactic fermentation. Glucose
metabolism by ST, LB, and Lb. acidophilus proceeds by
the EMP pathway. Lactose utilization in ST, LB, and bifi-
dobacteria involves lactose transport into the cells via cyto-
plasmic proteins (permeases). This translocation of lactose
takes place without chemical modification. This unphos-
phorylated lactose is hydrolysed by β-galactosidase to glu-
cose and galactose. Glucose is catabolized and galactose is
secreted from the cells (23,53). The lactose permease is an
active transport system, and the energy is provided in the
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form of a proton motive force developed by expulsion of
protons. The excreted amount of galactose is proportional
to the amount of lactose taken up. The current model for
lactose transport in these bacteria is that a single trans-
membrane antiport permease simultaneously translocates
lactose molecules into the cytoplasm, and galactose out of
the cell. The energy generated through galactose efflux
thus supports lactose uptake into these cells. The average
lactose content of a yogurt mix of 13% milk solids-not-fat
was about 8.5% (54). During fermentation it was reduced
to about 5.75%. The initial galactose content of the mix
was a trace, but increased to 1.20% during fermentation.
Only a trace amount of glucose was noted (54). In com-
mercial yogurts, lactose ranged from 3.31 to 4.74%, and
galactose varied from 1.48 to 2.50% (54). 

There are a number of inhibitors for yogurt cultures
that can impede or slow down lactose fermentation. Some
of these are listed here. For further details, refer to
(53,27,20,5). These inhibitors are: heat-sensitive lactenins,
lactoperoxidase/thiocyanate/hydrogen peroxide (LPS),
agglutinins, mastitic milk, antibiotic residues, hydrogen
peroxide, detergents and santizer residues, and bacterio-
phages. Many of the inhibitors mentioned here may be sea-
sonal and sporadic, or accidental. Bacteriophages on the
other hand are pernicious, and can be devastating if not
managed properly.

B. BACTERIOPHAGES

Bacteriophages (phages) are viruses that can infect bacte-
ria and destroy one or more components of the yogurt cul-
ture. Phages are differentiated into virulent (lytic) and
temperate phages, which reflect different growth
responses in the bacterial host. Phages that infect and lyse
the host cell are called virulent phages; whereas those
which do not necessarily lyse their bacterial hosts, but
instead insert their genome into the host cell chromosome,
are called temperate phages. The propagation of virulent
phages in the bacterial cell is called the lytic or vegetative
cycle of phage multiplication, and results in the release of
new infectious phage progeny (55). Bacteriophages mul-
tiply much faster than the bacteria. A bacteriophage with
a burst size of 100 can destroy a culture within a couple of
generations. This can cause huge economic losses, and
result in inferior yogurt. Due to explosive growth of
yogurt and mozzarella cheese production, a greater inci-
dence of phages against ST has been reported (29). It is
also noted that phages for lactobacilli appear less fre-
quently (29,56). Recent work has shown that ST phages
are closely related, at both the genetic and morphological
level, making differentiation difficult. Electron
microscopy studies revealed that both temperate and lytic
phages were nearly identical, having small isometric
heads and long non-contractile tails (57,58). Some lyso-
genic strains were autolytic at 45°C (58). New strategies

to develop phage-resistant strains include antisense RNA
technology, and origin-conferred phage-encoded resist-
ance (PER) (57).

Both lytic and temperate bacteriophages have been
found in Lactobacillus delbrueckii subsp. bulgaricus and
subsp. lactis (59,57). Strains of Lactobacillus acidophilus
isolated from dairy products harbored temperate phages,
and some produced bacteriocins. One induced phage
lysed nine other dairy lactobacilli, including LB (60).
Some of the LB were also sensitive to the bacteriocin pro-
duced by Lb. acidophilus.

Primary yogurt cultures, ST and LB, should be care-
fully chosen and evaluated with respect to phage and com-
patibility with other adjuncts. Since many of the
organisms used in yogurt may harbor temperate phages,
propagated starter culture, yogurt, and environment
should be monitored for phages. Use of aseptic techniques
for propagation and production by properly trained per-
sonnel, along with proper mix heat-treatment sufficient to
kill phages, are essential to keep phages under control.

VI. FLAVOR OF YOGURT

Flavor of yogurt depends on the milk, its heat-treatment,
the starter strains used, incubation temperature, and the
balance of the organisms in the yogurt. Biochemically,
flavor compounds of yogurt include, but are not limited
to, lactic acid, acetic acid, formic acid, propionic acid,
butyric acid, acetaldehyde, acetone, diacetyl, acetoin, and
several other compounds. In milk, ST produces formic,
acetic, propionic, butyric, isovaleric and caproic acid,
diacetyl, acetone, and some acetaldehyde. Lactobacilli, on
the other hand, produce large quantity of lactic acid,
acetaldehyde, diacetyl, peptides, and amino acids. Many
of the compounds are derived from lactose, and some
from other components in milk (22). The flavor of yogurt
can turn acidic and bitter during storage and through out
shelf-life. Protein degradation can continue during cold
storage of yogurt, and some peptides released may be bit-
ter (22,61). Incubation temperature of yogurt below 30°C
may also cause bitterness (61). It is again emphasized that
the cultures used should be carefully selected to deliver
quality attributes of yogurt through out shelf-life.

VII. NUTRITIONAL AND HEALTH
ASPECTS OF YOGURT

Nutritional value of yogurt is derived from milk. The value
of milk and its products was recognized long ago. An
example is a reference to the Promised Land as a land
“flowing with milk and honey” (62). Yogurt has higher
nutrient density, at 13–18% milk solids, compared to milk,
at 12.3%. In literature, a number of healthful benefits have
been assigned against various disease states (16,19,62).
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These disease states are: colitis, constipation, various kinds
of diarrhea, gastric acidity, gastroenteritis, indigestion,
intoxication (bacterial toxins), diabetes, hypercholes-
teremia, kidney and bladder disorders, lactose intolerance,
liver and bile disorders, obesity, skin disorders, tuberculo-
sis, vaginitis and urinary tract infections, cancer preven-
tion, and prevention and treatment of Helicobacter pylori
gastritis and irritable bowel syndrome. Yogurt is a good
source of calcium. One 8 oz. serving will provide about
400 mg of calcium (62). It is recommended that milk and
yogurt be consumed with oxalate rich foods, such as
spinach and soy products. A diet of products rich in cal-
cium decreases urinary oxalate and helps in the prevention
of kidney stones (62).

In 1908, in explanation to his longevity-without-aging
theory, Metchinkoff stated that lactic acid bacteria in sour
milk displaced toxin producing bacteria, thus, promoting
health. At about the same time (1899), Tisser isolated bifi-
dobacteria from the stools of infants, and recommended
administration of the same to infants suffering from diar-
rhea (63). Since that time, numerous studies on the use of
lactic cultures in foods have continued throughout the
centuries. These studies have yielded variable results with
regard to the health benefits of probiotics. In the past few
years, the use of probiotics in yogurt and fermented prod-
ucts has exploded.

A. DEFINITION OF PROBIOTICS

Probiotics are a live microbial feed supplement which
beneficially affects the host animal by improving its intes-
tinal microbial balance (63). Considerable work is going
on, where a combination of molecular biology techniques
and phenotypical analysis are being used to deciphe the
participation and the role played by the probiotics. This
will certainly challenge our current concepts.

B. BENEFITS OF PROBIOTICS

Health benefits imparted by probiotic bacteria are strain-
specific and not species or genus specific. The strains
Lactobacillus rhamnosus GG (Valio), Saccharomyces
boulardii (Biocodex), Lactobacillus paracasei Shirota
(Yakult), and Bifidobacterium BB12 (Chr Hansen), have the
strongest human health efficacy data against some or all of
the following: lactose intolerance; rotaviral diarrhea, antibi-
otic-associated diarrhea, and the associated Clostridium dif-
ficile diarrhea; as well as some other bacterial diarrheas and
infections. Travelers’ diarrhea may also be alleviated in
some people by Lactobacillus GG. It is not yet possible to
relate probiotic intake to prevention of bowel cancer in
humans. However, there is stronger evidence for effects on
bladder cancer in the Japanese population using the Shirota
strain (65). Probiotics may also help in atopic eczema, irri-
table bowel syndrome, inflammatory bowel disease,
Helicobacter pylori infections, and, possibly, in arthritic

conditions (65). For early evaluation and comparison of pro-
biotics, in vitro laboratory tests and standards for good clin-
ical tests must be followed. These are listed in Tables 152.5
and 152.6. Over the years, lots of studies have been done
with different strains; but there are only a few strains for
which peer-reviewed published evidence from human clini-
cal trials is available. The evidence from these trials is pre-
sented in Table 152.7 (65). In a 15-month long study with
human subjects consuming a probiotic milk product con-
taining Lb. rhamnosus DR20, it was observed that the pop-
ulation of Lactobacillus and enteroccal content of the feces
was transiently altered without markedly affecting biochem-
ical or other bacteriological factors (66). Based on their
work, the authors have proposed a new definition of probiot:
“Probiotics contain microbial cells which transit the
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TABLE 152.5
In Vitro Tests for Probiotic Bacteria as Indicators of
Human Health

● Acid/pepsin (pH 2.0 for 105 min) and bile tolerance (physiological
concentrations)

● Fast growth rate and active metabolism
● Acid production (rate of production, types of acids, and regio-

specificity)
● Production of bacteriocins
● Immune response (local and systemic)
● Vitamin production (e.g., folate, B group)
● Colonization and adhesion (CaCo2 and HT29 cells, mucus)
● Antibiotic sensitivity patterns
● Bile deconjugation
● Inhibition of pathogens (e.g., Salmonella utyphimurium, Escherichia

coli, Clostridium difficile, Clostridium perfringens, Candida albicans)
● Fecal enzyme concentrations (e.g., β-glucuronidase)
● Safe history

Source: Ref. 65. Reproduced with permission from Playne (2002).

TABLE 152.6
Standards for Good Clinical Trials on Probiotics

● Each strain identified by molecular methods, and properties fully
documented

● Extrapolation of data from strains of the same species is not acceptable
● Double-blind, placebo-controlled randomized studies, with a

“crossover” design where possible
● Adequate number of treatments to avoid “confounding” of data by

other ingredients and organisms
● Study end-points should be unequivocally stated prior to

commencement
● Currently acceptable statistical tests must be used
● Confirmation of findings by one or more independent research

groups
● Publication in peer-reviewed journals of international standing
● Efficacy of the probiotic strain in different products should be

assessed separately for each product against each health condition

Source: Ref. 65. Reproduced with permission from Playne (2002).



gastrointestinal tract and which, in doing so, benefit the
health of the consumer.” This definition certainly calls into
question some of the criteria set forth in Tables 152.5 and
152.6 for an organism to qualify as a probiotic.

It is generally agreed that Lactobacillus delbrueckii
subsp. bulgaricus and Streptooccus thermophilus, the
yogurt bacteria, do not adhere to the mucosal surfaces of
the intestinal tract during their transit through the gut
(67,68,5). These organisms do not survive in the human
gastrointestinal tract because of their low tolerance for
bile salts (69,70). A combination of molecular methods
has been used for the detection of lactic acid bacteria in
the human gastrointestinal tract (41). Lactobacillus del-
brueckii group was detected, but not Streptococcus ther-
mophilus (41). Recent feeding trials with Gottingen
minipigs appear to indicate that these yogurt organisms do
survive the passage to the terminal ileum (71). The num-
bers detected (106 to 107 cfu/g of chyme) are considered to
be high enough to be considered for potential probiotic
status. It is believed that the gut is home to 400 to 500
species of organisms. Recent studies have indicated that
the total microbiota of each adult individual had a unique
pattern reflecting their differences in composition, which
is partly dependent on the host genotype (41). What hap-
pens to the balance of these in different human beings,
with different dietary habits and age, is not known. How
the organisms get established in the gut in different seg-
ments is also not known. Lots of useful information is
coming forth as this matter is studied more seriously.

C. PREBIOTIC

A prebiotic is defined as a non-digestible food ingredient
that beneficially affects the host by selectively stimulating
the growth and/or activity of one or a limited number of
bacteria in the colon, thereby improving the host health
(18). The beneficial effects of the presence of bifidobacte-
ria in the gut are dependent on their viability and metabolic
activity. Their growth is stimulated by the presence of
complex carbohydrates known as oligosaccharides. Some
of these are considered as prebiotics (72). Fructo-oligosac-
charides (FOS) are well-known prebiotics found in 36,000
plants (73). FOS may contain 2 to 8 units in a chain. 
Inulin, a type of FOS extracted from chicory root, has a 
DP (degree of polymerization) up to 60. FOS and inulin
occur naturally in a variety of fruits, vegetables, and
grains, especially chicory, Jerusalem artichoke, bananas,
onion, garlic, asparagus, barley, wheat, and tomatoes (73).
Recommended levels of prebiotics begin at 5 g/day (73),
and may be as high as 15–20 g/day (18).

1. Benefits of Prebiotics

Prebiotic fermentation leads to health benefits, such as
increased fecal biomass, and increased stool weight
and/or frequency. Prebiotics are fermented by bifidobac-
teria with the production of short chain fatty acids
(SCFA), mainly acetate, propionate, and butyrate, and
hydrogen and carbon dioxide. Production of SCFA leads
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TABLE 152.7
Strains of Probiotic Bacteria for Which There is Published Peer-Reviewed Clinical
Data. Strains are Listed in Decreasing Order of Clinical Evidence

Strain Conditions

Lactobacillus rhamnosus GG (Valio) 1, 2, 4, 5, 6, 7 8, (12), 14, 15
Saccharomyces cereviseae Boulardii (Biocodex) 2, 3, 4, 5, 7, 11
Lactobacillus paracasei Shirota (Yakult) 2, 5, 6, 9, (10), 11, (12), 15
Bifidobacterium lactis BB12 (Chr Hansen) 1, 2, 3, 4, 5, 6, 11, 15
Lactobacillus reuterii (Biogaia) 1, 5, (10), (12)
Lactobacillus johnsonii La1 (Nestle) 6, 11, 14, 15
Enterococcus faecium SF68 (Cemelle) 2, 5, 10, (12), 13
Lactobacillus acidophilus La5 (Chr Hansen)* 2, 4, 5, 6, 11
Bifidobacterium longum BB536 (Morinaga) 2, 5?, 11, (12), (15)
Bifidobacterium breve (Yakult) (1), 5
Lactobacillus acidophilus NFCM Rhodia (USA) 1?, 5, 6, (12)
Lactobacillus plantarum 299v  (ProViva, Sweden) 5, 13

Condition: 1 � rotaviral diarrhea; 2-antibiotic-associated diarrhea; 3 � Clostridium difficile pseudomembranous
colitis; 4 � travelers’, diarrhea; 5 � other acute bacterial diarrhea; 6 � lactose intolerance; 7 � bacterial vaginitis;
8 � atopic eczema and food allergy; 9 � bladder cancer; 10 � cholesterol; 11 � chronic constipation; 12 � bowel
cancer; 13 � irritable bowel syndrome; 14 � Helicobacter pylori; 15 � immune response modulation.
? � doubtful evidence; ( ) � animal data and/or biomarkers only.
* Data for this strain uncertain, as it was co-administered with B. lactis, BB12 usually.
Source: Ref. 65. Reproduced with permission from Playne (2002).



to lower pH in the colon, which facilitates absorption of
calcium, magnesium, and zinc (18,73). Lower pH also
restricts pathogenic and other harmful bacteria, thus
reducing or eliminating precarcinogenic activity (73).

2. Potential Prebiotics

Several materials are under study as prebiotics. These are:
oligosaccharide (FOS Rafitilose P95), inulin, pyrodex-
trine, galacto-oligosaccharides, soy-oligosaccharides,
xylo-oligosaccharides, isomalto-oligosaccharides, lactu-
lose, transoligosaccharides, Rafitaline, HP, Frutafit EXL,
and Fruitofit IQ (73,74). In a recent study of 54 strains of
lactic acid bacteria, lactose-derived galacto-oligosaccha-
ride utilization was linked to the presence of β-galactosi-
dase in bifidobacteria studies (75).

3. Synbiotic

Synbiotic refers to a product in which a probiotic and pre-
biotic are combined. The synbiotic effect may be directed
towards two different regions, both large and small intes-
tines. The combination of pre- and probiotic in one prod-
uct has been shown to confer benefits beyond those of
either on its own (76).

4. Survival of Probiotics in Yogurt

It is known that bifidobacteria and lactobacilli are mem-
bers of the human gut flora. Also, a large number of
yogurt brands claim the addition of probiotics. For the
probiotics to be effective, the organisms have to be alive
(19). In market-bought samples, the fresh product had 106

to 107 cfu/g. Their numbers declined to less than � 103

cfu/g in some products (77,78). Some strategies to
improve probiotics numbers in yogurt include reduction
of regular ST and LB in the product, and the addition of
cultured probiotics to yogurt (78,79). Since, the dietary
probiotics appear to be transitory, feeding of prebiotics,
inulin and FOS, may be sufficient to favor the growth of
healthy organisms in the gut (80).

VIII. FUTURE TRENDS

The market for probiotic drinks is booming, and clinical
work with probiotics continues to provide support for
their benefits. Yakult from Japan, is the world’s largest
probiotic dairy beverage, followed by Actimel from
Dannon (81). The dividing line between yogurt and cul-
tured milks is becoming thinner. Probiotic strains may
become the sole fermenting agents in yogurt and fer-
mented milk (82,83). Biogaia and Farm Produce
Marketing Ltd. have signed an agreement to market and
sell drinkable yogurt with Biogaia’s delivery system, Life
Top straw. The straw will be attached to the side of the
package and contain Lactobacillus reuteri (Reuteri TM)

(84). Under the category of healthy and functional
yogurts, new fruits and flavors are being offered (85).
Some of these are:

● Yogurt containing fruit pieces and flavors like
melon and pink grapefruit

● Yogurt with herbal extracts, including ginger
and green tea extract

● Yogurt with passion fruit enhanced with elder
flower extract

● Strawberry/rhubarb fitness yogurt, fortified with
vitamins B, C and E

There is a growing interest in offering premium and
indulgent yogurts as desserts (85). Some of the creations
listed include:

● Bourbon Vanilla
● Pear and Butterscotch
● Goat yogurts containing mandarin and ginger,

lemon and lime zest, and summer berries

We have come a long way in the development of
yogurt into a respectable dairy product with noted health
benefits. Producers and marketers of this product are mak-
ing every effort to keep the yogurt category growing
through product development and packaging innovations,
while delivering a good-for-you flavorful product suited
for all occasions of gastronomic indulgence.
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I. INTRODUCTION

The egg is both a biological and chemical entity. Eggs are
unique in the sense that the nutrients are already in the egg,
and are balanced in such a way as to support a new life upon
incubation. The egg also provides a perfectly packaged,

portion controlled, highly nutritious food containing vital
nutrients essential for maintaining human health. This chap-
ter describes, briefly, the formation, composition, and nutri-
ent content of the egg, the egg’s role as a functional food,
nutrient modulation strategies, and also the uniqueness of
egg in nutrition research.



II. PHYSIOLOGY OF EGG FORMATION

The ovary of an immature pullet has small-undifferentiated
follicles that are not visible to the naked eye. At puberty,
these follicles increase in size to form an array of small fol-
licles (known as the ovarian stroma), as well as a hierarchy
of large follicles that vary in size (1,2). Growth of follicles
can be divided into a slow phase (months to years), a rapid
phase increasing in protein content (2 month period), or a
final phase (7 to 11 days before ovulation), when the
majority of yellow yolk and lipids are deposited (1).
During the final phase, a follicle will increase in size from
0.08 g to 16 g in weight. The production of eggs is orches-
trated through the action of organs, such as the brain
(endocrine), liver (lipoprotein), and skeletal system (cal-
cium). Light stimulation causes the release of follicle stim-
ulating hormone from the pituitary, causing an increase in
the growth of ovarian follicles. Upon reaching sexual
maturity, the ovum is released by the action of leutinizing
hormone secreted by the pituitary gland. A list of major
hormones and their role in egg production is listed in Table
153.1. The liver plays an active role in yolk lipid accretion,
as it produces lipoproteins that contribute to egg yolk
lipids. Yolk is deposited into follicles as they proceed
through the hierarchy to become mature. Other nutrients,
such as water, sugars, proteins, vitamins, and minerals are
also deposited into the yolk from the hen’s blood. Follicles
are said to be “mature” when they are capable of produc-
ing progesterone, which is released from the largest folli-
cle (3). Release of progesterone will trigger the ovulation
process. Follicular maturation typically takes longer than
24 hours, and so the ovulatory cycle is set back slightly
each day (4). The matured follicle is ovulated and drops
from the ovary into the egg-laying tract as the pullet
reaches laying age (around 20 weeks). The process of lay-
ing an egg takes approximately 25 hours from the time of
ovulation until the egg is laid.

The avian oviduct is a tubular organ extending from
the ovary to the cloaca. In laying hens, the oviduct is
40–80 cm long, consisting of five portions: infundibulum,
magnum (albumen-secreting portion), isthmus, uterus, and

vagina (1) (Figure 153.1). The oviduct ensures smooth
passage of the egg and secretes extracellular matrix com-
ponents to surround the egg albumen. The yolk enters the
oviduct and is surrounded by two layers of thin white, and
two layers of thick white. Initiation of calcification occurs
in the shell gland (uterus). The egg stays in the uterus for
about 21–26 hr to complete the process of calcification (5).
The high rate of calcium secretion returns to basal level
approximately 2 hr before expulsion of the egg. It takes
approximately 2 grams of calcium to form an eggshell.
Prior to calcification, the egg takes up water and pigments
into the albumen from the tubular glands. Pigment deposi-
tion occurs in the last three to five hours the egg spends in
the shell gland. It is believed that light colored eggs spend
a shorter amount of time in the shell gland, and therefore
have less shell deposition. The laying of an egg is known
as oviposition, which occurs in sequences. Sequences are
consecutive days of laying that are separated by a “pause”
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TABLE 153.1
Major Hormones Involved in Egg Productiona

Location of
Hormone Production Function

Luteinizing Hormone Anterior Pituitary Ovarian hormone 
production

Follicle Stimulating Anterior Pituitary Early follicle 
Hormone development

Progesterone Ovarian Follicle Oviduct growth. Initiate 
(Granulosa cells) ovulation through 

feedback

a Reference 1,3.

Yellow follicle

White follicle

Infundibulum
Albumen
secreting
section

Shell gland
(Uterus)

Vagina

Cloaca

FIGURE 153.1 Oviduct of laying hens.



of 40 to 44 (or more) hours duration. Sequence length
changes through the egg production year. The longest
sequences are seen during the time of peak production at
about 30 to 35 weeks of age (3,4).

III. EGG COMPOSITION

The egg is comprised of four main parts: yolk, egg white
or albumen, shell membranes, and shell. The composition
of eggs, reported decades ago, consisted of 58% white,
31% yolk, and 11% shell (6). Dietary manipulation of egg
nutrients, strain of the bird, and genetic selection for egg
size and production may lead to changes in egg compo-
nents. Recently, there has been a tremendous interest in
specialty eggs. The composition of such specialty eggs
reveals a wide variation in egg components, such as yolk,
white content, edible portion, and yolk:white ratio (7). A
comparison of the egg components of supermarket eggs to
those from hens fed special diets is shown in Table 153.2.
In general, the shell contributes 9 to 11%, the yolk 25 to
33%, and the egg white 56 to 64% in chicken eggs (7).
The total edible portion is 89 to 91%. Cooking leads to
minor changes in egg nutrient content (8).

A. THE EGG YOLK

The yolk is the first part of the egg to develop and 
comprises about 30–31% of the total weight. The yolk is
comprised of 51–52% water, 16–17% protein, 31–33% fat
including cholesterol, fat soluble vitamins, pigments, and
some minerals.

1. Lipids

The lipids in eggs have attracted attention both at the sci-
entific and consumer level, due to the link between high
dietary fat consumption and coronary heart diseases. 
The fat in the egg is exclusively in the yolk, and comprises

5.5 to 6 g in an average 60 g egg. Almost all lipids are 
present as lipoprotein complexes associated with yolk.
Trace levels of lipids have been observed in the whites.
Yolk lipids are made mainly of triacylglycerol, phospho-
lipid, and free cholesterol. Triacylglycerol and phospho-
lipids are the major components of yolk lipids,
comprising up to 65 and 32%, respectively (9). Fatty acids
are the most prevalent components of triacylglycerol and
phospholipids. Fatty acids may be of different chain
lengths and degrees of saturation, as well as different con-
figurations. The degree of unsaturation of fatty acids is of
interest to researchers, because of its effect on health.
Consequently, the most significant characteristic of
dietary lipids is the content of different types of fatty
acids. Fatty acids are classified into three families: satu-
rated fatty acids, monounsaturated fatty acids, and
polyunsaturated fatty acids (PUFA).

a. Saturated fatty acids
The predominant saturated fatty acids in eggs are palmitic
(C16:0) and stearic (C18:0). The content of these two
fatty acids in chicken eggs may range from 22 to 26% and
8 to 10%, respectively. There are also other minor
amounts of C14 and C20. The total saturated fatty acids in
eggs may constitute up to 30 to 35%.

b. Monounsaturated fatty acids
The monounsaturated fatty acids in eggs are constituted by
C16:1, and C18:1, which constitutes to 42–46%. Oleic
acid (C18:1) is the major monounsaturated fatty acid in
chicken eggs. Oleic acid has been reported to be hypolipi-
demic, reducing both cholesterol and triacylglycerol with-
out decreasing high density lipoprotein cholesterol in
human patients (10). The content of egg monounsaturated
fatty acids is affected by dietary lipids. Addition of high
oleic acid sunflower seeds in feed has been reported to
increase the content of oleic acid in eggs up to 3.2 g, com-
pared with 1.9 g in regular egg (11). Recent studies
reported a significant decrease in egg oleic acid when diets
contained conjugated linoleic acids (CLA) (12,13,14).

c. Omega-6 (n-6) and omega-3 (n-3) 
polyunsaturated fatty acids

There are two families of PUFA in the egg, namely n-6 and
n-3 fatty acids. The predominant n-6 PUFA in egg lipids is
C18:2n-6 (linoleic acid). Other n-6 fatty acids in eggs may
include C20:4n-6, C22:4n-6, and C22:5n-6. The content of
long chain n-6 PUFA (LCPUFA) (�20-carbon) may vary
from 1 to 2%, and is reflected by the type of laying hen diet
(15). The content of n-3 fatty acids in eggs is contributed by
α-linoleic acid (18:3n-3), eicosapentaenoic acid (20:5n-3),
docosapentaenoic acid (22:5n-3), and docosahexaenoic
acids (DHA, 22:6n-3). Among these, DHA is the major 
n-3 fatty acid in the egg. The α-linoleic content in regular
eggs is under 1% of the total lipids. DHA may constitute
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TABLE 153.2
Comparison of Egg Components in Regular and
Speciality Eggs

Egg Components Control Specialty Eggs

Yolk 30.2b 29.7b 25.9c 33.4a 25.6c 29.8b

White 59.6b 59.4b 63.7a 56.3c 64.5a 60.7b

Shell 10.1ab 10.8a 10.3ab 10.2ab 9.9b 9.5b

Edible Portion 89.8ab 89.2b 89.7ab 89.7ab 90.1a 90.5a

Yolk: White 50.6b 50.0b 40.6d 59.0a 39.6d 49.0c

Total Lipids 25.1abc 27.7a 24.6bc 26.2a 22.9c 25.9ab

Different specialty eggs are collected from hens raised on a vegetarian
diet or as free range. Reported as percentage of egg weight. 
a–d within a row with no common superscripts indicates significantly dif-
ferent (P � 0.05), n � 6. 
Adapted from Reference 7.



between 1 and 3%. The content of n-3 PUFA is a reflection
of dietary fat. Addition of flax, fish oil, and marine algae in
laying hen diet leads to significant increases in α-linoleic
acid and DHA in eggs (15,16).

d. Sterols
The major sterol in yolk lipids is cholesterol, and is found
in the free form. The cholesterol content may vary from
11–14 mg/g yolk or 200 to 220 mg/average egg. The cho-
lesterol content of chicken eggs has received far more
attention than any other component of eggs from the media,
consumers, and health professionals, due to the reported
role of serum cholesterol in cardiovascular diseases.
Although diet has very little effect on egg cholesterol (17),
other factors like egg weight, yolk size, and strain of bird
may affect the cholesterol content (19). Most reported stud-
ies indicate an enhancement of high density lipoprotein
(‘good’) cholesterol in humans by egg consumption (20).

e. Phospholipids
Phospholipids are an important component of egg yolk
lipids and constitute 28 to 30%. The egg phospholipids
are constituted by phosphatidyl choline, phosphatidyl
ethanolamine, phosphatidyl serine, and sphingolipids (9).
The amphipathic nature of phospholipids aids in their
good emulsifying properties, and is widely used in the
food, pharmaceutical, and cosmetic industries. Egg phos-
pholipids are also rich in polyunsaturated fatty acids, such
as DHA (22:6 n-3) and arachidonic acid (20:4–6), and are
getting attention as a source of long chain PUFA for the
infant formula industry, due to their role in central nerv-
ous system development (21).

2. Yolk Proteins

Egg proteins distributed in the yolk exist as lipoproteins.
Low-density lipoprotein (LDL) is the major protein, and
accounts for up to 65% of the total yolk proteins, and may
contain up to 80–89% lipids. The high density lipoprotein
exists as a complex with phosphoprotein as ‘phosvitin.’
About 80% of phosphorus in eggs is located in phosvitin,
which is derived from vitellogenin formed in the liver
(22). Other yolk proteins include livetin, a water-soluble,
non-lipid glycoprotein, and riboflavin-binding protein, a
hydrophilic phosphoglycoprotein.

3. Yolk Vitamins

The chicken egg is considered a good source of most vita-
mins, except vitamin C. Egg vitamins include both fat sol-
uble and water soluble (Table 153.3) (23). Most fat-soluble
vitamins are concentrated in the yolk. Although several fac-
tors, such as age, strain of bird, and age of bird are involved,
diet is the most important factor, regulating egg vitamin
content. Transfer efficiency of a vitamin depends on vita-
min level in the diet, feed intake, rate of egg production,

and egg weight. The transfer efficiency may vary between
vitamins. For example, vitamin A has a transfer efficiency
between 60 and 80%; riboflavin, pantothenic acid, and
biotin have a transfer efficienies between 40–50%; vitamin
E and vitamin D have a transfer efficiencies between
15–25%; and vitamin K, thiamin, and folacin have 5 to
10% transfer efficiencies (24).

4. Yolk Minerals

The egg yolk contains 1% minerals, and phosphorus is the
most abundant mineral component. More than 60% of the
total phosphorus in egg yolks is contained in phospholipids.
The major inorganic components of egg white are sulfur,
potassium, sodium, and chlorine (Table 153.4). Phosphorus,
calcium, and magnesium are next in importance. Table
153.3 shows the content of major minerals in eggs (23).

5. Yolk Carbohydrates

The content of carbohydrates in egg yolk is about 1%. The
majority of carbohydrates are oligosaccharides bound to
protein. The remaining 30% are free carbohydrates in 
the form of glucose, and constitute to 0.8 and 0.7% in the
whole egg, albumen, and yolk respectively. The total car-
bohydrate in the whole egg, white, and yolk constitute to
0.61, 0.34, and 0.30 g, respectively. Sialic acid is a func-
tional carbohydrate in egg with pharmacological potential
(25), due to its involvement in cell adhesion, receptor
functions, and defense mechanisms.

6. Yolk Pigments

Several pigments are present in all parts of the egg. The
yolk has the highest pigment content constituting 0.02%.
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TABLE 153.3
Vitamin Content of Eggsa

Nutrient Whole Egg White Yolk

Vitamin A (IU) 317 — 323
Vitamin D (IU) 24.5 — 24.5
Vitamin E (mg) 0.70 — 0.70
Vitamin B12 (µg) 0.50 0.07 0.52
Biotin (µg) 9.98 2.34 7.58
Choline (mg) 215.1 0.42 215.9
Folic Acid (µg) 23 1 24
Inositol (mg) 5.39 1.38 3.95
Niacin (mg) 0.037 0.03 0.002
Pantothenic Acid 0.63 0.04 0.63
Pyridoxine (mg) 0.07 0.001 0.065
Riboflavin (mg) 0.25 0.15 0.106
Thiamine (mg) 0.03 0.002 0.028

a http:/www.aeb.org/food/nutrient.html (21).
Based on 59 g shell weight, with 50 g total liquid whole egg, 33.4 g
white, and 16.6 g yolk.



The yolk carotenes are classified as xanthophylls and
carotenes. Leutin, zeaxanthin, and cryptoxanthin belong
to the xanthophyll group, and β-carotene belongs to the
carotene group. The yolk color is of aesthetic importance
in some parts of the world, with preferences ranging from
deep yellow to light-colored yolks. Feed containing yel-
low corn, canola, flax, or alfalfa produces medium yellow
yolks, while feed containing wheat or barley produces
lighter color yolks. Natural yellow-orange substances,
such as marigold petals, are added to feeds to enhance the
yolk color. The yolk pigments are attracting a lot of inter-
est, due to their potential role in sight and antioxidant
actions.

B. EGG WHITE

1. Egg White Proteins

The protein value of whole egg protein is considered to be
100, and is used as a standard for measuring nutritional
quality of other food proteins. Addition of two eggs in the
diet provides 12 g of protein, which will meet 30% of rec-
ommended dietary allowance in the United States. Protein
is the major component of egg white, which contains about
11% proteins consisting of more than 40 different kinds of
proteins. Due to their functional and pharmacological prop-
erties, egg proteins are desirable ingredients in many baked
foods and in the drug industry. Ovalbumin is the major pro-
tein, and constitutes up to 54% of total egg white proteins,
serving as a major source of amino acids for the developing
embryo. Ovotransferrin and ovomucoid constitute about 
12 and 11% of proteins, respectively (22). Ovotransferrin is
implicated in the transfer of iron to target cells, and 
could be used as a nutritional ingredient in iron-enriched
food products. Other proteins include ovomucin, ovoglo-
bulin, ovomacroglobulin, ovoglycoprotein, flavoprotein,

ovoinhibitor, avidin, and cystatin. Egg white also contains
enzymes, such as lysozyme, phosphatase, and catalase.
Among these enzymes, lysozyme constitutes about 3.5% of
egg white, and is widely used in the food industry due to its
antibacterial properties.

C. EGG SHELL

Egg shell is a complex compound composed of 95% min-
erals, of which calcium is more than 98%. Other inorganic
components include phosphorus, magnesium, and trace
amounts of iron and sulfur comprising less than 0.05%.
Egg shell powder is considered to be a good source of
highly bioactive calcium, and could be used as an ingre-
dient for human consumption. Egg shell is composed of a
thin film cuticle, a calcium carbonate layer, and two shell
membranes. Egg shell membrane contains several bacteri-
olytic enzymes, such as lysozyme and N-acetyl glu-
cosaminidase as well as other membrane proteins that
have been thought to have beneficial effects in treating
injuries. Carbohydrates in egg shell are composed of gly-
cosaminoglycans that are anionic polysaccharides con-
sisting of hyaluronic acid (48%) and galactosaminoglycan
(52%) (27). These carbohydrates have wide application in
the cosmetic, pharmaceutical, and food industries.

IV. EGGS AND HUMAN HEALTH

Although chicken eggs are a rich source of vital nutrients
essential for maintaining human health, the per capita
consumption of eggs has been declining steadily over the
past four decades (Figure 153.2). Changing lifestyles,
more choices of food products, and consumers’ increasing
health consciousness are some of the contributing factors.
The egg, with its high source of fat and cholesterol, has
been an easy target in the control of dietary fat intake. Due
to its relatively high cholesterol content, the egg has been
used as an exclusive source of dietary cholesterol in both
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TABLE 153.4
Mineral Content (mg) of Egg Edible Portiona

Nutrient Whole Egg White Yolk

Calcium 25 2 23
Chlorine 87.1 60.0 27.1
Copper 0.007 0.002 0.004
Iodine 0.024 0.001 0.022
Iron 0.72 0.01 0.59
Magnesium 5 4 1
Manganese 0.012 0.001 0.012
Phosphorus 89 4 81
Potassium 60 48 16
Sodium 63 55 7
Sulfur 82 56 25
Zinc 0.55 — 0.52

a Reported in mg (21). http:/www.aeb.org/food/nutrient.html. Based on 
59 g shell weight, with 50 g total liquid whole egg, 33.4 g white, and 
16.6 g yolk.
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animal and human experiments, and has become the
visual icon of high cholesterol. The results from some of
the studies claimed cholesterol as a promoter of diet-
related chronic diseases, resulting in damage to the egg’s
reputation as a nutritious food item. However, recent
research has shed more insight into the beneficial health
effects of eggs, and egg consumption has observed an
increase since the late 1990s (Figure 153.2).

A. EGG CONSUMPTION, BLOOD LIPIDS, AND

CORONARY HEART DISEASE

In a large prospective cohort study that evaluated the food
consumption patterns of more than 100,000 people, Hu 
et al., 1999 (28) reported no overall association between
egg consumption (up to one egg per day) and the risk of
coronary heart disease. The authors speculated that the
positive health effects associated with egg consumption
were attributable to health-promoting nutrients, including
PUFA, antioxidants, folates, and other B vitamins.
However, an adverse effect of egg consumption on dia-
betic subjects was observed by these authors. The
increased risk of coronary heart disease may be associated
with abnormal cholesterol metabolism in diabetics (28).
The effect of dietary egg cholesterol on the ratio of total
cholesterol to high density lipoprotein (HDL) cholesterol
was investigated by Weggemans et al., 2001 (20). After
reviewing the data from 1974 through 1999, these authors
concluded that egg cholesterol increases the ratio of total
to high density lipoprotein cholesterol, thus adversely
affecting the human cholesterol profile. Investigating the
nutritional significance of eggs in American diets, Song
and Kerver, 2000 (29) conducted a cross-sectional and
population-based study (n � 27, 378) during 1988–1994.
Nutrient intake, egg intake, and blood cholesterol concen-
trations of subjects were evaluated according to the fre-
quency of egg consumption. These researchers reported
no association between egg consumption and blood cho-
lesterol concentration. In addition, consuming eggs con-
tributed significantly to other nutrients, such as vitamin
B6, saturated and PUFA, and vitamins A, E, and B12 (29).

V. HENS’ EGGS AS FUNCTIONAL FOOD

Functional foods have been defined as foods that, by the
virtue of the presence of physiologically active compo-
nents, provide health benefits beyond basic nutrition.
Consumers are highly interested in functional foods that
prevent or ameliorate the disease progression process. The
egg is a storehouse of several biologically active func-
tional ingredients, like PUFA, carotenoids (leutin, zeaxan-
thin), cholines, sphingolipids, and antioxidant vitamins,
providing new and exciting avenues for developing
health-value-added egg and functional foods. The health-
enhancing nutrients in eggs could also be modified

through the hens’ diet, making eggs an excellent choice as
a functional food.

A. EGGS: ROLE IN SIGHT

Age–related macular degeneration is a debilitating eye dis-
order of the elderly, resulting in irreversible blindness. Two
carotenoids, leutin and zeaxanthin, accumulate in the mac-
ular region of the eye and have recently received attention
for their potential role in delaying age–related macular
degeneration (30). Leutin and zeaxanthin are able to absorb
blue light striking the retina, which is thought to initiate
degeneration of the retinal membranes. Egg yolk contains
292 and 213 µg of leutin and zeaxanthin, respectively; and
they are more bio-available from this source than from
plant sources of carotenoids. Eating eggs resulted in respec-
tive 50 and 114% increases in plasma leutin and zeaxanthin
(30). Leutin and zeaxanthin also possess antioxidant prop-
erties and protect the PUFA-rich retinal membranes from
phototoxic damage. In view of the potential role of these
carotenoids in delaying macular degeneration, including
eggs in the diets of the elderly should be reconsidered.

B. EGGS AS BRAIN FOOD

Phospholipids are an important component of egg yolk
lipoproteins, and also the major constituent in cell mem-
branes of all living organisms. Phospholipids provide the
necessary interface for nutrient transport, due to their
amphipathic properties, and are rich in long chain PUFA,
such as DHA (22:6n-3) and arachidonic acid (20:4n-6).
Neural tissues, such as those in brain and retina, are highly
concentrated, with DHA constituting over 50 and 70% of
fatty acids in brain synaptosomal membranes and rod
outer segments of retina, respectively DHA is involved in
maintaining membrane fluidity, signal transduction, pro-
tein signaling, and gene expression (31). Accretion of
DHA in the human brain is also high during periods of
brain growth spurt, which starts during the third trimester
of pregnancy and extend through the first 2 years of life
(21). An average egg could provide over 300 mg of long
chain PUFA, and could well be included in the diet of
pregnant and nursing women as well as the diet of wean-
ing toddlers. The content of egg DHA and arachidonic
acid is highly dependant on dietary PUFA, and can be
increased by feeding appropriate feed sources, which are
discussed later in the nutrient modulation section.

C. SOURCE OF CHOLINE

Chicken eggs are a rich source of choline (associated with
phosphatidyl choline in phospholipids). Choline is
responsible for the structural integrity and signaling func-
tion of phopholipid-rich cell membranes. One large egg
contains about 300 mg of choline, which provides 60% of
the recommended daily intake of choline for adults,
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including pregnant and lactating women (32). Animal
studies have found that choline plays an essential role in
the development of brain function, memory and learning
ability in mice (33).

D. SOURCE OF SPHINGOLIPIDS

Sphingolipid content of eggs has been reported to be the
highest of any food at 2250 umol/kg (34). Sphingolipids
are critical for the maintenance of membrane structure
and modulate the behavior of extracellular matrix pro-
teins. Sphingolipids also function at the binding site for
microorganisms, microbial toxins, and viruses. Inhibition
of early stage colon cancer and a decrease in the propor-
tion of adenocarcinoma have been reported in mice fed
sphingolipids (35). An inverse correlation between tissue
and plasma concentrations of sphingolipids and choles-
terol in normal and pathological conditions has also been
reported. Sphingolipids have been reported to alter cho-
lesterol metabolism and, consequently, to affect choles-
terol balance in the cell. A 30% reduction in plasma
cholesterol in rats fed semipurified diets supplemented
with a 1% mixture of sphingolipids and glycosphin-
golipids was reported (36). However, very little informa-
tion is available on the health effects of egg sphingolipids.
Further research in this area is warranted.

VI. EGG NUTRIENT MODULATION

Animal fats including egg lipids are important sources of
many nutrients. In a typical Western diet, 58% of dietary
fat, 74% of saturated fat and 100% of cholesterol are sup-
plied through animal products such as eggs, meat and
milk. Modern agriculture with its emphasis on production
resulted in drastic changes in fatty acid content of food
products resulting in an imbalance of polyunsaturated and
saturated fatty acids, antioxidant vitamins and a wide ratio
of n-6:n-3 fatty acids in the current food supply including
eggs. The dietary recommendations set forth by health
agencies include reduction in total fat intake to 30% of
calories with an increase in monounsaturated fatty acids
and PUFA to 15 and 10% of calories and a balance of
PUFA to saturated fatty acids close to 1 (37). The food
industry is encouraged to intensify the effort to develop
and market products that would facilitate adherence to the
dietary guidelines. The egg industry has been very respon-
sive to these recommendations and dietary guidelines by
producing and marketing eggs with more balanced PUFA
containing both n-3 and n-6 fatty acids. Chickens are
monogastric and the lipid nutrient composition of the diet
alters the content of fatty acids and other fat-soluble vita-
mins and pigments in eggs. The enrichment of other
minor nutrients through feed manipulation has also been
reported. This section highlights some recent research in
nutrient manipulation of chicken eggs.

A. DESIGNING EGG CONSTITUENTS

1. Omega-3 (n-3) Fatty Acids

The past decade witnessed a tremendous interest in the
health benefits of the n-3 family of PUFA. Several studies
have indicated that increased consumption of n-3 PUFA
offers potential for reducing the risk of coronary heart dis-
ease, atherosclerosis, hypertension, and other cardiovascu-
lar diseases (37). These health-promoting effects of dietary 
n-3 fatty acids have invoked considerable efforts during
recent years to create alternate sources by enriching
chicken eggs with n-3 fatty acids (38). The technology has
been focused on increasing the n-3 fatty acid content of
eggs through incorporation of different oils or oil seeds in
the hens’ diet (37). Addition of ground flax seed has been
used as a common practice in the production of 
n-3 PUFA-rich eggs (18,37). Eggs from hens fed diets con-
taining 10 to 15% flax seed could provide up to 550–600
mg of n-3 PUFA, compared to 60 mg of n-3 PUFA in reg-
ular eggs (38). The amount of n-3 PUFA supplied from n-3
fatty acid modified eggs is equivalent to a 100 g serving of
fish. Other oil seeds, such as canola seeds, contain 18:3 
n-3 and also increase n-3 fatty acid content to a lesser extent
(38). Other source of n-3 PUFA for fatty acid enrichment
include marine oils and algae. A comparison of total n-3
fatty acids in eggs from hens fed different levels of flax oil
(3.5%) or menhaden oil (3.5%) is depicted in Figure 153.3.

2. Conjugated Linoleic Acids

Conjugated linoleic acids (CLA) is the generic name for a
group of positional and geometric conjugated dienomic
isomers of linoleic acid. CLA has received considerable
attention for its anticarcinogenic, antiatherogenic, hypo-
cholesterolemic, immunomodulatory and body fat
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reduction properties (40). Current intake of CLA is esti-
mated to be several hundred milligrams/day (41). Based
on animal data, it is estimated that approximately 3 g/day
of CLA would be required to produce beneficial effects in
humans (42). Humans do not have the ability to synthe-
size CLA, which be supplied through their diet. Dietary
CLA is contributed by food products of ruminant origin,
such as dairy products and beef (42). Poultry products
contain relatively low CLA concentrations (less than 
0.9 mg CLA/g of fat, respectively (43)). Increasing the
concentration of CLA in poultry foods is a possible way
for humans to increase their CLA intake and obtain the
potential health-benefits. A significant incorporation of
CLA in eggs by dietary manipulation has been reported
(44,45). The diet-induced incorporation of CLA in eggs is
dose-dependent. Diets containing 5% CLA resulted in
about 15% CLA in egg lipids (46). From the research
reported, consumption of an average chicken egg weigh-
ing 60 g could provide over one-third of the daily CLA
recommendation (3 g) for an adult human (46). Cherian et
al., 2002 (48) used menhaden fish oil (as a source of long
chain n-3 PUFA) along with CLA in the diet of laying
hens to produce n-3 PUFA-CLA rich eggs. Such eggs
from hens fed a diet containing 1.0% fish oil and 2.0%
CLA oil could provide over 300 mg of CLA along with
230 mg of n-3 fatty acids to the human diet.

3. Antioxidant Vitamins

a. Tocopherols, tocotrienols, retinols, and
carotenes

In recent years, the term “antioxidant vitamins” (toco-
pherols, retinols, carotenes) has caught the attention of con-
sumers. Both clinical and epidemiological studies have
reported the protective effect of dietary antioxidants against
the biggest health threats in the US, such as heart disease,
cancer, and stroke. The Food and Nutrition Board of the
National Academy of Sciences has increased the recom-
mended daily amounts of certain antioxidant micronutrients.
The consumption of health-enhancing antioxidant nutrients
may benefit public health and reduce medical costs. Of the
natural antioxidants, vitamin E has attracted much attention,
due to its powerful antioxidant activity both in vivo and 
in vitro. In biological systems, vitamin E can function both
as an intracellular and intercellular antioxidant, thus neutral-
izing free radicals and preventing oxidation. In addition to
tocopherols, other tocols, such as tocotrienols and
carotenoids also exhibit health benefits in certain diseases,
such as cancer, coronary heart disease, and immune func-
tions (49,50). Incorporation of tocols in the hens’ diet has
been reported to increase the vitamin E content of chicken
eggs, providing a natural source of health-enhancing vita-
mins through food (51,52,53). Cherian et al., 1996, reported
a total of 7 to 8 mg vitamin E per average egg from hens fed
diets containing 400 µg/g of vitamin E (52). These results

corroborate with the 400 µg/g of yolk tocopherols when
hens’ diets were supplemented with 800 mg/kg tocols (53).
Enrichment of other minor tocols like tocotrienol and retinol
alteration in eggs through diet has been reported (54).

Carotenoids constitute a group of lipid-soluble organic
compounds. Carotenoids are of biological importance for
their light-absorbing properties, antioxidant functions, and
immunomodulatory functions. Carotenoids have been used
for many years in the poultry industry as a means of pig-
menting eggs and meat. Over the past few years, there has
been tremendous interest in the role of carotenoids and other
pigments, in particular lutein and zeaxanthin, in prevention
of eye disorders. Feeding diets containing palm oil to laying
hens resulted in a significant incorporation of carotenoids in
eggs (54,55). Other natural products, like tomato byprod-
ucts, have been reported to increase carotenoid pigments in
eggs (56). Marigold meals are used as premixes in pigment-
ing eggs, and contain natural yellow xanthophylls. As plant-
derived natural forms of antioxidant nutrients are gaining
popularity, and since poultry products contribute a major
part of animal products in the western diet, altering the
micronutrients and pigments in eggs and meat or further-
processed poultry products may provide an alternate source
of such health-promoting nutrients to consumers.

4. Vitamin D

Vitamin D is needed for normal bone formation. A defi-
ciency of Vitamin D can lead to osteomalacia in adults and
rickets in children. A less severe form of vitamin D defi-
ciency can happen in elderly women leading to post-
menopausal osteoporosis (57). Vitamin D deficiency may
also occur in Europe in winter months due to restricted sun
exposure (58) and because few foods are rich in vitamin D.
One way to ease this problem is through fortification of
eggs with vitamin D. A recent study by Mattila et al., 2004
reported up to 34 µg/100g of Vitamin D3 in vitamin
D–enriched egg vs. 2.5 to 5.0 µg/100 g in control eggs (59).

5. Other Minor Nutrients

a. Selenium
Selenium (Se) is an essential component of several antiox-
idant enzymes such as Se-dependant GSH-Px, superoxide
dismutase, and catalase. These enzymes are involved in
providing cellular antioxidant protection against free rad-
ical damage produced during normal physiological
processes at the cellular level. Evidence from epidemio-
logic, clinical and experimental studies have reported a
chemopreventive potential of selenium (60). In particular,
the results of recent clinical intervention trials have shown
strong protective effects of selenium-enriched yeast for
cancers of the lung, colon and prostate. The average
intake of Selenium from food sources is reported to be
between 50–70 µg/day. Levels of over 100–200 µg are
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reported to have beneficial effects. With the knowledge of
the effects of these selenocompounds as anticarcinogenic
agents, it became of interest to investigate the most appro-
priate methods for delivery to the general population. One
obvious approach was to investigate additional methods
for expeditious ways to deliver these protective agents
through the food system. When laying hens were fed high
dietary levels of selenium, a significant deposition of sele-
nium in eggs was observed (61,62). Additions of graded
amounts of selenite up to 4 mg/kg diet resulted in a linear
increase in the selenium content in eggs, reaching up to 
30 µg of Se, which is about 50% of the daily requirement.

b. Folic acid
The term folate compounds encompasses a number of dif-
ferent water-soluble compounds, each based on the struc-
ture of folic acid. Folic acid does not naturally occur in
appreciable amounts in foods. The recommended dietary
allowance of folate is 400 mg/day (63). In 1998, the US
enacted legislation requiring cereal fortification with folic
acid. However, additional strategies may be needed to
ensure that all segments of the population are consuming
adequate folates. Eggs naturally contain 22 µg folate per
large egg (Table 153.2), which provides 6% of the newly
established adult daily requirements for folate (63).
Recent studies by House et al., 2002, reported 41 µg/egg,
providing 12.5% of the recommended dietary allowance
of folate for adult humans (64).

B. OMEGA-3 FATTY ACID MODIFIED EGGS AND

HUMAN HEALTH EFFECTS

1. Effects on Blood Lipids and Blood Pressure

Several authors investigated the effects of n-3 fatty acid
enriched eggs on human blood lipid parameters. In general,
a significant increase in plasma n-3 fatty acids and platelet
phospholipid n-3 fatty acids, as well as a decrease in platelet
aggregation have been reported after the consumption of n-
3 eggs (for review, see Reference 65). A reduction in systolic
blood pressure was also noticed with the daily consumption
of two n-3 PUFA modified eggs for four weeks (65).

2. Omega-3 Fatty Acid Eggs and Breast Milk
Lipid Composition

In human infants, most DHA and arachidonic acid accumu-
lates during the last intrauterine trimester and during early
stages of life, suggesting that long chain PUFA may be
indispensable for neural development of the newborn (21).
During the early stages of life, infants consume n-6 and n-3
fatty acids both as C18:2n-6 and C18:3n-3 if fed on formula.
Breast milk, however, reflects the mother’s diet and because
modern diets are low in PUFA, it is assumed that infants at
present are receiving less long chain n-3 or n-6 fatty acids
from breast milk. In view of the importance of n-3 PUFA for

newborn infants, Cherian and Sim, 1996, used n-3 PUFA
rich egg in the mothers’ diet as a vehicle for supplying n-3
PUFA to nursing infants (66). Consuming two n-3 eggs as a
part of their normal daily meal for six weeks resulted in a
significant (P � 0.05) deposition of total n-3 fatty acids at
3.6%, compared with 1.9% for the pre-test milk, and a
reduction in n-6:n-3 ratio (6.7 vs 3.0). The long chain n-3
PUFA comprised 1.2% compared with 0.4% in the pre-test
milk (P � 0.05). Consuming n-3 eggs did not (P � 0.05)
alter the C20:4n-6 or the total n-6 fatty acid content of breast
milk. Infants nursed from women consuming n-3 eggs could
have over 300 mg of long chain n-3 fatty acid, such as
20:5n-3, 22:5n-3, and DHA (66). Thus, a diet supplemented,
with n-3 eggs for nursing women should provide an alternate
way of increasing the dietary consumption of n-3 fatty acids.

3. Fatty Acid Modified Eggs: Alternate Food Uses

a. n-3 fatty acid eggs for infant formula 
enrichment

Although there has been a significant increase in breast-feed-
ing in the last decade, infant formulas remain the major
source of nutrition for many infants during the first 12
months of life. Fat sources in the formulas are derived from
one or more vegetable oils, usually coconut, soy, safflower,
or corn oil. All vegetable oils differ from human milk in such
a way that they do not contain long chain n-3 or n-6 fatty
acids. The ability for the in vivo formation of DHA from
C18:3n-3 is also limited especially in premature infants.
Therefore, optimal postnatal accretion may depend on the
dietary supply of preformed DHA and other long chain
PUFA to the newborn. One average n-3 fatty acid modified
egg contains 6 g of lipids, with DHA constituting to about 2
to 4%, along with other long chain n-3 and n-6 PUFA. Thus,
eggs enriched with LCPUFA would be a useful weaning
food for infants fed formulas that do not have DHA (67). The
fatty acid composition of the n-3 fatty acid enriched egg yolk
lipids and breast milk lipids show similarities in their satu-
rated, and monounsaturated fats, as well as PUFA (Table
153.5). Thus, egg oil, once extracted could be useful as a nat-
ural lipid source to be included in infant formula preparations
(67). Agostoni et al., 1995 and Carlson et al., 1996, reported
improved visual acuity and higher developmental quotients
in term infants fed formulas containing egg phospholipids,
when compared to term infants fed unsupplemented formu-
las (68,69). These results demonstrated the uniqueness of egg
lipids in providing essential nutrients for the newborn.

VII. EGGS AS A UNIQUE MODEL FOR
NUTRITION RESEARCH

In oviparous species, the developing embryo is absolutely
dependent on nutrients stored in the egg yolk. Thus, the
developing chick is in a nutritionally ‘controlled’ environ-
ment not influenced by maternal supply of nutrients
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through the placenta as in mammals. This biologically
self-contained model allows a close relationship between
nutritive substances and their physiological utilization.
Thus, the laying hen and the chick (avian model) can be
useful models for studying the net transfer of nutrients
from maternal sources and its effect on the progeny (70).
In this model, chicks with severe deficiency or excess of a
nutrient could be obtained through diet manipulation.
Upon hatching, the newly hatched chick can be used to
study the effect of maternal (yolk/laying hen) or neonatal
(chick) dietary nutrients (excess or deficient) on meta-
bolic effects and/or other behavioral changes in the prog-
eny. Furthermore, as incubation takes only 21 days, the
time span involved in raising multi-generation progeny
with severe deficiency of a particular nutrient (e.g., essen-
tial fatty acids) can easily be reduced. The hatched chick,
like newborn infants, must obtain the bulk of its nutrients
from dietary supply.

A. FERTILIZED EGGS AND HATCHED CHICKS FOR

INFANT FATTY ACID NUTRITION RESEARCH

Because fat composition can be manipulated by diet, the
egg is a unique research tool in studying the role of mater-
nal dietary fatty acids on the lipid metabolism in the prog-
eny. In mammals, the nervous system is the organ with the
greatest concentration of lipids after adipose tissue. These
lipids are structural and are high in long chain PUFA of the
n-6 and n-3 series. DHA is the predominant n-3 fatty acid,
and arachidonic acid is the major n-6 fatty acid in the cen-
tral nervous system of mammals and avians. Deficiency of
long chain PUFA has been reported to cause impaired
visual acuity, abnormal electroretinogram, and reduction in
intellectual performance. In the human brain, the last
intrauterine trimester is the most active period of brain tis-
sue growth and DHA accumulation. During prenatal life,
the accretion of long chain PUFA in the human brain is of
quadratic type, the increase being most rapid towards the
end of gestation and continuing into early life, plateauing

by two years of age, by which time 90% of human brain
growth is completed (71). Considerable similarities exist
between mammalian and avian species in the accretion of
LCPUFA during embryonic development (72). The effect
of maternal diets high or low in n-3 essential fatty acids on
the PUFA metabolism of the brain tissue of developing
progeny was investigated using laying hens, eggs, and
hatched chicks (73). Regardless of dietary supply, an
intense transfer of lipids, DHA, and arachidonic acid from
maternal supply (yolk sac) resulted in a preferential incor-
poration of DHA and arachidonic acid in the chick (73).
The changes in maternal dietary source of fat during devel-
opment of brain tissue can affect the fatty acid composition
of the progeny in mammals (74). Thus, despite the obvious
developmental difference between mammals and avians,
the subsequent usage and metabolism of PUFA is similar.
This is evidenced by accretion and preferential uptake of
long chain PUFA by the chick brain during the last week of
incubation, suggesting that the egg and the hatched chick
are unique research models in studying the effect of mater-
nal diet on the metabolism of PUFA in the brain.

Considering the uniqueness of egg in offering several
nutrients and other biologically active components that
contribute to human health and the health and develop-
ment of a new life during its 21-day incubation, eggs are
nature’s first and original functional food. Much work
remains to be done before the nutritional significance of
this biological and chemical entity will be fully known.
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This chapter is focused on frozen desserts, dairy or
non-dairy, that are characterized by being concomitantly
whipped and frozen in a scraped surface freezer, and sub-
sequently consumed in the frozen state. There are many
product variations on this category, ice cream and lower
fat versions being the most common, but also including
sherbets and sorbets, frozen yogurt, soy-based frozen
desserts, etc. Thus we begin with definitions and formula-
tions of the major products within this category. However,
there are many features of these products that are similar,
hence many other aspects can be treated collectively. We
will review the sources and functional roles of ingredi-
ents, mix manufacturing, including formulation calcula-
tions, the dynamic freezing process, including structure
and structure formation, the static freezing (hardening)
process, product storage and distribution, and finally, a
review of shelf-life and quality aspects. Although we use
“ice cream” in the generic sense throughout this chapter,
all of these topics are relevant to all products within this
category.

It is not possible to provide a complete coverage of all
aspects of ice cream and frozen desserts in one chapter.
However, various aspects are covered in numerous books
(1,2), book chapters (3–8), and review papers (9–11).

I. FORMULATIONS AND INGREDIENTS

A. PRODUCT DEFINITIONS AND FORMULATIONS

1. Ice Cream

The most common product within the category of frozen
desserts is ice cream. The legal definition of ice cream is
controlled by regulations and varies with jurisdiction, but
it is generally a sweetened product containing milkfat and
milk solids-not-fat (msnf), and is frozen while being
whipped. The general composition of most ice cream
products is shown in Table 154.1.

Some of the factors affecting the choice of composi-
tion include legal requirements, which must be met, the
quality desired in the finished product (increasing fat and
total solids are usually associated with increasing quality),
and the cost to be borne by the consumer. Premium prod-
ucts usually command a higher price. There are no specific
definitions of common industry-accepted terms, such as
premium or super-premium ice cream, but a relationship
between fat content, total solids content, air content, and
cost (also affected by quality and proportion of inclusions
and marketing issues) exists, as illustrated in Table 154.2.

Suggested formulations for a range of ice cream prod-
ucts are presented in Table 154.3. Several trends are evi-
dent. There is usually an inverse relationship between fat
and total solids compared to msnf. As discussed in
Section I.B.2, the lactose component of the msnf is quite
insoluble and above its saturation level in ice cream, so
with increasing lactose content in a decreasing quantity of

water, the risk of lactose crystallization increases. There is
also generally an inverse relationship between corn syrup
solids (starch hydrolysate sweetener, sometimes referred
to as “glucose solids”) levels and total solids. The corn
syrup solids will contribute to a firmer, chewier texture,
which is more desirable when there are less solids present.
Likewise, as total solids increases, there is less require-
ment for stabilizer. This is generally due to the fact that
increasing stabilizer-in-water ratios lead to enhanced
gumminess, which becomes undesirable at high levels.
Also, a reduction in the water content means there are
diminished problems associated with ice recrystallization.
Additionally, as fat levels in a mix increase, there is gen-
erally less need for emulsifier in order to optimize the
extent of partial coalescence of the fat. Further discussion
on many of these aspects of formulations can be found in
the appropriate sections of the chapter.

Soft-serve ice cream is very similar to its hard-frozen
counterpart in composition, but is sold at a different point
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TABLE 154.1
The General Composition of an Ice Cream Mix

Component Range of Concentration

Milkfat �10–16%

Milk solids-not-fat 9–12%
Proteins, lactose, minerals

Sweeteners
Sucrose 10–14%
Corn syrup solids 3–5%

Stabilizers 0–0.25%
Guar, locust bean gum (carob), carrageenan,
carboxymethyl cellulose (cellulose gum),
micro-crystalline cellulose (cellulose gel),
sodium alginate, xanthan, gelatin

Emulsifiers 0–0.25%
Mono- and di-glycerides, Polysorbate 80

Water 55–64%

TABLE 154.2
Average Values for Fat and Total Solids Content,
Overrun, and Cost among the Categories of Ice
Cream

Super-
Component Economy Standard Premium Premium

Fat content Legal minimum, 10–12% 12–15% 15–18%
usually 10%

Total solids Legal minimum, 36–38% 38–40% �40%
usually 36%

Overrun Legal maximum ~100% 60–90% 25–50%
Cost Low Average Higher than High

average



in its production stage, and usually with a much lower
overrun content. Suggested formulations are shown in
Table 154.4 for soft-serve ice cream, but it should also be
recognized that much of the soft-serve on the market
today falls into the low-fat, or ice milk category, with fat
contents typically around 4%. Generally, while the fat
content is kept lower, the msnf content is generally higher
than for hard-frozen products. Lactose crystallization is
not a problem in these products, as they are consumed
immediately after freezing. Corn syrup solids are often
used, but can lead to an enhanced sensation of gummi-
ness. Stabilizers are also generally used for viscosity
enhancement and mouthfeel, but their function in ice
recrystallization is no longer needed. Dryness and shape
retention, however, are a big concern in soft-serve prod-
ucts, hence the emulsifier content is generally kept high.

2. Reduced Fat Products

Ice milk was the traditional lower fat ice cream product
for many years; but this category has been reclassified by
many regulatory jurisdictions to include three reduced fat
categories: light ice cream, lowfat ice cream (the tradi-
tional ice milk), and non-fat ice cream. Light or “reduced
fat” ice creams are usually in the range of 5–7.5% fat.
Lower fat versions are usually in the range of 3–5% fat. It
has generally been possible to produce lower fat products,
as low as 4% fat, with traditional ingredients, but further
fat reductions have generally involved the incorporation
of fat-replacers. These are discussed further in Section
I.B.1. Suggested formulations for light and low-fat ice
creams are presented in Table 154.5.

3. Sherbet

Sherbet is usually taken to be a frozen dairy dessert made
from a milk product, but containing a low (usually legally-
defined maximum, e.g., 5%) level of milk solids, including
milk fat, a high level of sweeteners (sugar and corn syrup
solids, 30–35%), and added acidity (usually to greater than
a legally defined minimum, e.g., 0.35%, expressed as lactic
acid). Suggested formulations are given in Table 154.6.
Because of the acidified nature of sherbets, they are most

suited for typical acidic fruit flavors, e.g., citrus. The sugar
and acid levels in fruits or fruit purees have to be considered
in the final formulation, and are included in the numbers
suggested above. Acidity is usually added in the form of cit-
ric or tartaric acid, and this level of acidity modifies the per-
ception of sweetness that would otherwise be created by the
high level of sugars. Acid should not be added to ice and
sherbet mixes until just before freezing. Heating of some
stabilizers in the presence of acid will reduce their effective-
ness. Adding acid to a sherbet mix in which the milk solids
have been included, may result in aggregation/precipitation
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TABLE 154.3
Suggested Mixes for Hard-Frozen Ice Cream Products

Percent (%)

Milk Fat 10.0 11.0 12.0 13.0 14.0 15.0 16.0
Milk Solids-not-fat 11.0 11.0 10.5 10.5 10.0 10.0 9.5
Sucrose 10.0 10.0 12.0 14.0 14.0 15.0 15.0
Corn Syrup Solids 5.0 5.0 4.0 3.0 3.0 — —
Stabilizer * 0.35 0.35 0.30 0.30 0.25 0.20 0.15
Emulsifier * 0.15 0.15 0.15 0.14 0.13 0.12 0.10
Total Solids 36.5 37.5 38.95 40.94 41.38 40.32 40.75

*Highly variable depending on type; manufacturers’ recommendations are usually followed.

TABLE 154.4
Suggested Mixes for Soft-Frozen Ice Cream Products 

Percent (%)

Milk Fat 10.0 10.0
Milk Solids-not-fat 12.6 12.0
Sucrose 13.0 10.0
Corn Syrup Solids — 4.0
Stabilizer * 0.15 0.15
Emulsifier * 0.20 0.20
Total Solids 36.0 36.3

*Highly variable depending on type; manufacturers’ recommendations
are usually followed.

TABLE 154.5
Suggested Mixes for Low-Fat Ice Cream or Ice Milk
Products (3–5% Fat) and Light Ice Cream Products
(6–8% Fat)

Percent (%)

Milk Fat 3.0 4.0 5.0 6.0 8.0
Milk Solids-not-fat 13.0 12.5 12.5 12.0 11.5
Sucrose 11.0 11.0 11.0 13.0 12.0
Corn Syrup Solids 6.0 5.5 5.5 4.0 4.0
Stabilizer * 0.35 0.35 0.35 0.35 0.35
Emulsifier * 0.10 0.10 0.10 0.15 0.15
Total Solids 33.65 33.45 34.45 35.5 36.0

*Highly variable depending on type; manufacturers’ recommendations
are usually followed.



of the protein. Sherbet generally requires the addition of
milk solids, and at least some fat (~0.5%) is desirable, as it
tends to lubricate the dynamic freezer and provides a
slightly more pleasant mouthfeel than non-fat products. In
many multi-product manufacturing settings, ice cream mix
is widely used as a source of milk solids, and the amount
added will depend upon the level of milk solids desired.
Overrun should be kept much lower in sherbet than that in
ice cream, usually 30–35%.

4. Frozen Yogurt

Yogurt is a well-established dairy product, is generally
perceived to be characterized by developed acidity (lactic
acid) from fermentation of lactose by bacterial culture,
and may or may not include live culture. The acidity
destabilizes the casein micelles in the milk, and they, in
turn, establish the typical acid gel. Frozen yogurt, there-
fore, should be much like the unfrozen version, and be
also characterized by developed acidity from fermenta-
tion. The example formulation in Table 154.7 is typical of
a more traditional frozen yogurt. However, in most legal
jurisdictions, frozen yogurt is not standardized, so a wide
range of products exists, including those in which the
acidity is not developed by bacterial culture, but has been
added in the form of citric acid. 

To make a traditional frozen yogurt, as in Table 154.7,
the processing occurs in two steps: the manufacture of a
fermented yogurt-like ingredient, and the blending of this

product with the rest of the ingredients. For example, 20%
of the mix in Table 154.7, consisting of skim milk and
skim milk powder, blended to give 12.5% msnf, is pas-
teurized at 85–90°C, cooled to 40 to 43°C, inoculated
with a yogurt culture (typical of yogurt processing), and
incubated as the yogurt portion. When the fermentation is
complete (to the desired acidity), the “yogurt” is cooled.
To make the “sweet” mix, the cream, sugar, stabilizer, and
the balance of the skim milk powder and skim milk are
combined, pasteurized, homogenized, cooled (typical for
ice cream processing), and then blended with the
“yogurt.” The completed frozen yogurt mix is then aged
and prepared for flavoring and freezing.

5. Fruit Ices and Sorbets

“Ice” or “sorbet” is likewise typically not defined in legal
regulations, but is generally taken to be much the same as
sherbet, except that milk solids are not included. Sorbets
are generally frozen in a swept surface freezer, while ices
are generally frozen quiescently in molds. Both sorbets
and ices are usually fruit-based, and ingredients include
combinations of fruit and/or fruit juices, sugar, stabilizer,
and water. Overrun is very low, as aeration is difficult to
achieve without protein or emulsifier. To make water ice
or sorbet mixes from the above suggested sherbet formu-
lae, delete the fat and msnf. 

B. SOURCES AND FUNCTIONAL ROLES OF

INGREDIENTS

1. Fat

The fat component of frozen dairy dessert mixes increases
the richness of flavor, produces a characteristic smooth
texture by lubricating the palate, helps to give body, and
aids in producing desirable melting properties (1,6). The
fat content of a mix also aids in lubricating the freezer bar-
rel while the ice cream is being manufactured. Limitations
on excessive use of fat in a mix include cost, a hindered
whipping ability, decreased consumption due to excessive
richness, and high caloric value. Fat contributes 9 kCal/g
to the diet, regardless of its source. During freezing of ice
cream, the fat emulsion that exists in the mix will partially
coalesce (destabilize) or churn as a result of emulsifier
action, air incorporation, ice crystallization, and high
shear forces of the blades (6,12). This partial churning is
necessary to set up the structure and texture in ice cream,
which is very similar to the structure in whipped cream
(13). This process will be discussed in Section II.B.4. The
fat content is an indicator of the perceived quality and/or
value of the ice cream. Ice cream must have a minimum
fat content of 10% in most legal jurisdictions. Premium
ice creams generally have fat contents of 14 to 18%. It has
become desirable, however, to create light ice creams,
�10% fat, with the same perceived quality. In addition to
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TABLE 154.6
Suggested Sherbet Mixes Showing Typical
Components

Percent (%)

Milk fat 0.5 1.5
Milk Solids-not-fat 2.0 3.5
Sucrose 24.0 24.0
Corn Syrup Solids 9.0 6.0
Stabilizer/emulsifier 0.3 0.3
Citric acid (50% sol.) 0.7 0.7
Water 63.5 64.0
Total 100.0 100.0

TABLE 154.7
Suggested Frozen Yogurt Formulation

Percent (%)

Milk Fat 2.0
Milk Solids-not-fat 14.0
Sugar 15.0
Stabilizer 0.35
Water 68.65
Total 100.0



structure formation, fat contributes a considerable amount
of flavor to ice cream, which is difficult to reproduce in
lowfat ice creams. Fat content must be altered by at least
1% before any noticeable difference appears in the taste or
texture (1). Several recent papers have examined the effect
of source and quantity of milk fat on sensory and textural
characteristics of ice cream (14–20).

Milkfat as a fat source for ice cream formulations is in
widespread use in North America, Australia and New
Zealand, and parts of Europe. The triglycerides in milkfat
have a wide melting range, �40° to �40°C. The crystal-
lization patterns of milkfat are also very complex, due in
part to the large variation in fatty acids and large numbers
of different triglycerides present (21). Consequently, there
is always a combination of liquid and crystalline fat at
refrigeration and subzero temperatures. Alteration of this
solid: liquid ratio at freezer barrel temperatures, through
natural variation or fat fractionation, may affect the ice
cream structure formed. The best source of milkfat in ice
cream for high quality flavor is fresh sweet cream, from
fresh sweet milk (1). Other sources of milkfat include
sweet (unsalted) butter, frozen cream, or condensed milk
blends. Whey creams have also been used, but may lead to
flavor or texture problems. 

Vegetable fats are used extensively as fat sources in ice
cream in the United Kingdom and parts of Europe, but
only to a very limited extent in North America. Three fac-
tors of great interest in selection of fat source are the way
in which the fat crystallizes, the temperature-dependent
melting profile of the fat, especially at refrigerator and
freezer temperatures, and the flavor and purity of the oil
(6). For optimal partial coalescence during freezing, it is
important that the fat droplet contain an intermediate ratio
of liquid:solid fat at the time of freezing. Crystallization of
fats occurs in three steps: subcooling of the oil (below the
equilibrium crystallization temperature) to induce nucle-
ation, heterogeneous or homogeneous nucleation (or both),
and crystal propagation. In bulk fat, nucleation is predom-
inantly heterogeneous, with crystals themselves acting as
nucleating agents for further crystallization, and subcool-
ing is usually minimal. However, in an emulsion, each
droplet must crystallize independently of the next. For 
heterogeneous nucleation to predominate, there must be a
nucleating agent available in every droplet, which is often
not the case. Thus in emulsions, homogeneous nucleation
and extensive subcooling are expected (6). Blends of oils
are often used in ice cream manufacture, selected to take
into account physical characteristics, flavor, availability,
and cost. Hydrogenation is often necessary to achieve 
the appropriate melting characteristics. Palm kernel oil,
coconut oil, palm oil, sunflower oil, peanut oil, and frac-
tions thereof with varying degrees of hydrogenation are all
used to some extent. Tong and co-workers (22) substituted
a portion of milkfat in ice cream with safflower oil, a
highly unsaturated oil, in an attempt to lower the saturated

fatty acid content of the final product. They reported that
increasing concentration of safflower oil decreased over-
run, but had little effect on the extent of fat destabilization
at lower substitution levels.

There has been a great interest in the marketplace for
the development of lower fat alternatives to traditional ice
cream products. As a result, a large amount of product
development time has been used in searching for a combi-
nation of ingredients that will replace the textural and fla-
vor characteristics of fat in ice cream (17,18,23). These
often involve the use of fat substitutes. Such products may
be formulated with starch or other polysaccharides, pro-
teins, or lipids, but their main requirement is to provide less
calories to the product than traditional fat sources in the
diet. A great deal of technical literature exists on the vari-
ous properties of the products being marketed by a number
of commercial firms. Schmidt and co-workers (24) studied
the rheological, freezing, and melting properties of ice
milks manufactured with protein-based or maltodextrin-
based fat alternatives. They concluded that the carbohy-
drate-based alternatives resulted in greater affects on mix
rheology, while the protein-based alternatives were more
similar to ice cream, due in part to the functional contribu-
tions of proteins to food systems, especially in the area of
emulsification and air incorporation. Ice cream products are
very complex systems, both in structure and flavor. In cre-
ating products that are meant to deliver to the consumer the
same attributes but with less fat or calories, it is imperative
that the structural element of fat be considered to the same
extent as flavor in order to deliver high quality products and
develop market share for these products.

2. Milk Solids-not-Fat

The milk solids-not-fat (msnf) or serum solids improve the
texture of ice cream, aid in giving body and chew resist-
ance to the finished product, are capable of allowing a
higher overrun without the characteristic snowy or flaky
textures associated with high overruns, and may be a cheap
source of total solids (25). The msnf contain the lactose,
caseins, whey proteins, minerals (ash), vitamins, acids,
enzymes, and gases of the milk or milk products from
which they were derived. The content of msnf used in a
mix can vary from 10 to 14% or more. Whole milk protein
blends contain both caseins and whey proteins, and this
category includes most of the traditional sources of milk
msnf, fresh concentrated skimmed milk, or spray dried
low-heat skim milk powder. However, most ice cream for-
mulations now use another source or sources of msnf or
milk protein to replace all or a portion of skim milk solids,
for both functional and economical reasons (26). 

When assessing replacements for skim milk solids, an
important consideration is the levels of protein, lactose,
and ash in the ingredients being assessed (27). Lactose is
not very sweet and not very soluble, and therefore, during
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freezing of ice cream, it is freeze-concentrated beyond
maximum solubility (supersaturated) and thus potentially
prone to crystallization. Lactose crystals are very undesir-
able in ice cream, causing the defect known as sandiness.
Lactose, being a disaccharide, also contributes to freezing
point depression in the mix, so its concentration must be
closely controlled. In addition, the milk salts affect both
the flavor and texture of ice cream. Also, when replacing
skim milk solids, sufficient total solids must be added to
limit the water content of the mix and meet legal mini-
mum total solids requirements. For these reasons, it is
often desirable to replace skim milk solids with a prod-
uct(s) with similar concentrations of lactose and protein.
Lactose can be reduced through ultrafiltration, or modi-
fied by limited hydrolysis to its constituent monosaccha-
rides; either change will affect the concentration of the
ingredient that can be used and the subsequent protein
level achieved in the ice cream. Buttermilk solids have
often been cited as a useful substitute for skim milk solids.
Buttermilk contains a higher concentration of fat globule
membrane phospholipids than skim milk. Thus, it can be
used for its emulsifying properties to reduce the need for
emulsifiers, or in formulations where it is undesirable to
add emulsifiers (1). 

It is possible to produce concentrated protein products
from the casein portion of milk proteins, the most com-
mon for use as a food ingredient being sodium caseinate.
The use of sodium caseinate in ice cream has been inves-
tigated, and a small percentage may be useful in con-
tributing to functional properties, particularly aeration and
emulsification (28,29). However, the functionality of
sodium caseinate is different than that of micellar casein,
the form in which it is found in milk ingredients, and this
needs to be considered when proposing its use. It can con-
tribute positively to aeration, but may lead to an emulsion
that is too stable to undergo the required degree of partial
coalescence. It is therefore most desirable in the serum
phase, rather than at the fat interface. 

There has been a great deal of attention to the use of
whey products in ice cream. Whey contains fat, lactose,
whey proteins, and water, but very little, if any, casein.
While skim milk powder contains 54.5% lactose and 36%
protein, whey powder contains 72–73% lactose and only
about 10–12% protein. Thus, it can aggravate some of the
problems associated with high lactose. However, an
increasing number of whey products are available that
have higher protein and lower lactose contents, mostly
processed by membrane technology. Many of these can
provide much higher quality than the traditional whey
ingredients (26,29). Whey protein concentrates with sim-
ilar protein and lactose contents to skim milk solids can be
produced. Protein content can vary from low values of
20–25% to 75% or more. In addition, the level of lactose
can be modified by hydrolysis, although the freezing point
depression effect of the higher monosaccharide content

must be considered. Ash content can be reduced by dem-
ineralization. Whey protein isolates, which contain no lac-
tose, are also available for blending with other ingredients
to form the msnf content of ice cream formulations. 

Proteins contribute much to the development of struc-
ture in ice cream, including emulsification, whipping, and
water holding capacity (8,30). The interfacial behavior of
milk protein in emulsions is well documented, as is the
competitive displacement of proteins by small molecule
surfactants (31–35). In ice cream, the emulsion must be
stable to withstand mechanical action in the mix state, but
must undergo sufficient partial coalescence to establish
desirable structural attributes when frozen. These include
dryness at extrusion for fancy molding, slowness of melt-
ing, some degree of shape retention during melting, and
smoothness during consumption. This implies the use of
small molecule surfactants (emulsifiers) to reduce protein
adsorption and produce a weak fat membrane that is sen-
sitive to shear action (7,11,12,29,36–41). Bolliger and co-
workers (42) showed that protein adsorbed to the fat
droplets (mg m�2) in ice cream mix correlated with major
characteristic analyses describing the fat structure in ice
cream (fat agglomerate size, fat agglomeration index, sol-
vent extractable fat) (Figure 154.1). The loss of steric sta-
bility from the globule, which was contributed from
micellar adsorption, accounts for its greater propensity for
partial coalescence during shear. Partial coalescence is
responsible for establishing a three-dimensional aggrega-
tion of fat globules that provide structural integrity (see
Section II.B.4). This is especially important if such
integrity is needed when the structural contribution from
ice is weaker (i.e., before hardening or during melting).
Variables that affect the destabilization of fat in ice cream
have been well studied (43–46).

With respect to protein contribution to fat globule
integrity, it is obvious from the studies to date that a weak
surface layer is most desirable (8). Segall and Goff (47)
examined the susceptibility of ice cream emulsions to par-
tial coalescence during shear when the emulsion was pre-
pared with varying concentrations and type of protein,
while still retaining sufficient quiescent emulsion stabil-
ity. The membranes of fat globules stabilized by whey
protein isolate were more susceptible than those made
from sodium caseinate or casein micelles, while those
made from partially hydrolyzed whey proteins did not
show sufficient quiescent emulsion stability. However,
when casein was added to the whey protein-stabilized
emulsion, after homogenization, further casein adsorption
to the whey protein membrane was rapid. Nevertheless, an
understanding of protein structures and protein:surfactant
interactions at the fat interface may lead to better control
over the extent of partial coalescence desirable in the fin-
ished product.

Milk proteins are well known for their foaming 
properties, and during the manufacture of ice cream, air is
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incorporated to about 50% phase volume. Thus, it should
not be surprising that milk proteins contribute to stabilizing
the air interface in ice cream. This air interface is very
important for overall structure and structural stability (48).
Loss of air can lead to a defect known as shrinkage (see
Section III.B.3), the occurrence of which is fairly common
and very significant for quality loss and unacceptability of
the product (49). The process of whipping heavy cream
includes an initial protein adsorption to the air interface, and
a subsequent adsorption of fat globules and their associated
membrane to the existing protein air bubble membrane (13).
Globular fat adsorption to air interfaces is known to stabi-
lize air bubbles from rapid collapse (50). Proteins at the fat
interface have also been shown to play an important role
during the aeration of emulsions (51). However, the actual
contribution of protein to ice cream aeration and its interac-
tion with both the added emulsifying agents (which are also
surface active) and partially coalescing fat at the air inter-
face has been less well studied. Incorporation of air into ice
cream is rapid, within seconds, and at the same time, vis-
cosity of the surrounding matrix is increasing exponentially
due to freezing, such that air bubbles after formation
become physically trapped into a semi-solid matrix, making
their collapse quite difficult.

Similar to the role of milk protein in aeration, the role of
this protein in the unfrozen aqueous phase is recognized but
less well studied than the role at the fat interface. Milk pro-
teins interact with water, and the subsequent hydration is
responsible for a variety of functional properties, including
rheological behavior. Thus, freeze-concentration of proteins
in ice cream must lead to a sufficient concentration to have
a large impact on the viscosity of the unfrozen phase and its
subsequent effect on ice crystallization, ice crystal stability,
and solute mobility (52). Jonkman and co-workers (53)
studied the effect of ice cream manufacture on the structure
of casein micelles and found that the micelles per se were
not affected by the process. Although the stability of the
micelle was expected to be affected by low temperature, this
was offset by an increasing concentration of milk salts in
solution during freeze-concentration, such that the micelle
remained intact in a similar state to that found in mix.

Polysaccharides are also added to ice cream mix to
enhance solution viscosity and to impact ice crystalliza-
tion behavior. Commonly used polysaccharides can be
incompatible in solution with milk proteins, leading to a
microscopic or macroscopic phase separation (54), a phe-
nomenon that has been studied in milk and ice cream-type
systems (55–57). Goff and co-workers (58) examined the
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FIGURE 154.1 The effect of protein adsorbed to the fat globules in the mix on the fat destabilization index, solvent extractable fat,
and fat agglomerate size in ice cream (42).
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interaction between milk proteins and polysaccharides in
frozen systems using labeled polysaccharides and fluores-
cence microscopy, and demonstrated a clear phase separa-
tion between the two, leading to discernable networks
created by freezing from both locust bean gum and milk
proteins. It has also been shown in ice cream that when in
solution with polysaccharides, the casein aggregates into
distinct networks (58). Flores and Goff (59) demonstrated
that milk proteins had a large impact on ice crystal size
and stability. It thus appears that microscopic phase sepa-
ration of the milk protein induced by polysaccharides, and
“aggregation” of casein into a weak gel-like network, pro-
moted also by freeze-concentration, may be at least partly
responsible for ice crystal stability, and thus improvement
of texture during consumption.

Lactose, or milk sugar, is a disaccharide of glucose
and galactose that does not contribute much to sweetness
of ice cream, since it is only 1/5 to 1/6 as sweet as sucrose
(21). Lactose is relatively insoluble and crystallizes in two
main forms, α monohydrate and β anhydrous, depending
on conditions. The α monohydrate crystals, which take on
a characteristic tomahawk shape, lead to the defect known
as sandiness when they are allowed to grow sufficiently
large (about 15 µm). Lactose content of ice cream mix is
about 6% if no whey powder has been used in the formu-
lation. Levels of lactose in ice cream mix in excess of this
leads to reduced freezing point, causing a softening of the
ice cream and the potential for development of iciness, a
greater potential for lactose crystallization or sandiness,
and salty flavors (60). The lactose solubility in water at
room temperature is about 11% (21). During freezing, this
concentration is exceeded as a result of freeze concentra-
tion (water removal in the form of ice). When 75% of the
water is frozen in a mix consisting originally of 11% msnf
(6% lactose), the lactose content in the unfrozen water
corresponds to ~40%. Probably much of the lactose in ice
cream exists in a supersaturated, amorphous (non-crys-
talline) state, however, due to extreme viscosity (61).
Stabilizers help to hold lactose in a supersaturated state
due to viscosity enhancement. 

3. Sweeteners

Sweet ice cream is usually desired by the consumer. As a
result, sweetening agents are added to ice cream mix at a
rate of usually 12–17% by weight. Sweeteners improve
the texture and palatability of ice cream, enhance flavors,
and are usually the most economical source of total solids
(1). Their ability to lower the freezing point of a solution
imparts a measure of control over the temperature-hard-
ness relationship (see Section II.B.1). In determining the
proper blend of sweeteners for an ice cream mix, the total
solids required from the sweeteners, the sweetness factor
of each sugar, and the combined freezing point depression
of all sugars in solution must be calculated to achieve the

proper solids content, the appropriate sweetness level, and
a satisfactory degree of hardness (5,6,62). The most com-
mon sweetening agent used is sucrose, alone or in combi-
nation with other sugars. Sucrose, like lactose, is most
commonly present in ice cream in the supersaturated or
glassy state, so that no sucrose crystals are present (6,61). 

It has become common practice in the industry to sub-
stitute sweeteners derived from corn starch or other starch
sources such as rice, for all or a portion of the sucrose
(1,4). A typical sweetener blend for an ice cream mix usu-
ally includes 10–12% sucrose and 4–5% corn syrup solids
(corn starch hydrolysate syrup, commonly referred to as
“glucose solids”) (1,4). The use of corn syrup solids in ice
cream is generally perceived to provide enhanced smooth-
ness by contributing to a firmer and more chewy texture,
providing better meltdown characteristics, bringing out
and accentuating fruit flavors, reducing heat shock poten-
tial which improves the shelf-life of the finished product,
and providing an economical source of solids (62,63). 

During the hydrolysis process, starch, a high molecular
weight polymer of the monosaccharide glucose (dex-
trose), is continually and systematically cleaved by
enzymes (α amylase, glucoamylase, and β amylase) to 
produce mixtures of medium and low molecular weight
units (Figure 154.2). The medium molecular weight sac-
charides (dextrins) are effective stabilizers and provide
maximum prevention against coarse ice crystal formation,
which is reflected in improved meltdown and heat shock
resistance. They also improve cohesive and adhesive tex-
tural properties. The smaller molecular weight sugars pro-
vide smoothness, sweetness, and flavor enhancement. 
With the appropriate use of enzyme technology, corn syrup
manufacturers have the ability to control the ratios of high
to low molecular weight components, and the ratios of 
maltose, the disaccharide, to glucose, the monosaccharide.
Glucose monosaccharide offers sweetness synergism with
sucrose, but, being half the molecular weight, has greater
freezing point depression than either sucrose or maltose.
The ratio of higher to lower molecular weight fractions can
be estimated from the dextrose equivalent (DE) of the
syrup. Figure 154.2 shows that as the DE decreases, the
sweetness increases, but the freezing point decreases (more
freezing point depression) and the contribution to viscosity
and chewiness in the mouth also decreases. Thus, opti-
mization of DE and concentration of corn sweeteners are
required for the most beneficial effects. Ice cream manu-
facturers usually use a 28 to 42DE syrup, either liquid or
dry (1,62). High maltose syrups modify the effect of dex-
trose on the freezing point (62,63). With further enzyme
processing (glucose isomerase), glucose can be converted
to fructose (Figure 154.2), as in the production of high fruc-
tose corn sweeteners. The resultant syrup is much sweeter
than sucrose, although it has half the molecular weight, and
thus contributes more to freezing point depression than
sucrose. These modifications to properties would also
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require optimization of all sugars for appropriate use of
HFCS, although it has been shown that blends of high fruc-
tose syrup, high maltose syrup, and low DE syrup can be
utilized to provide appropriate sweetness, freezing point
depression and total solids in the absence of sucrose
(62,63).

4. Stabilizers 

Ice cream stabilizers are a group of ingredients (usually
polysaccharides) commonly used in ice cream formula-
tions. The primary purposes for using stabilizers in ice
cream are to produce smoothness in body and texture,
retard or reduce ice and lactose crystal growth during stor-
age, especially during periods of temperature fluctuation,
known as heat shock (64), and to provide uniformity 
to the product and resistance to melting (1,4). They 
also increase mix viscosity, stabilize the mix to prevent
wheying-off (e.g., carrageenan), aid in suspension of fla-
voring particles, produce a stable foam with easy cut-off
and stiffness at the barrel freezer for packaging, slow
down moisture migration from the product to the package
or the air, and help to prevent shrinkage of the product
volume during storage (65). Stabilizers must also have a
clean, neutral flavor, not bind to other ice cream flavors,
contribute to acceptable meltdown of the ice cream, and
provide desirable texture upon consumption (65).
Limitations on their use include production of undesirable
melting characteristics, excessive mix viscosity, and con-
tribution to a heavy, soggy body. Although stabilizers
increase mix viscosity, they have little or no impact on
freezing point depression.

Gelatin, a protein of animal origin, was used almost
exclusively in the ice cream industry as a stabilizer, but
has gradually been replaced with polysaccharides of plant
origin due to their increased effectiveness and reduced
cost (1). Stabilizers currently in use include: a) car-
boxymethyl cellulose, derived from the bulky components

or soluble fibre of plant material; b) locust bean gum
(carob bean gum) which is derived from the beans of the
tree Ceratonia siliqua, grown mostly in the
Mediterranean; c) guar gum, from the guar bush,
Cyamoposis tetragonolba, a member of the legume fam-
ily grown in India and Pakistan for centuries, and now
grown to a limited extent also in the USA; d) xanthan, a
bacterial exopolysaccharide produced by the growth of
Xanthomonas campestris in culture; e) sodium alginate,
an extract of seaweed, kelp, or brown algae; or, f) car-
rageenan, an extract of Chondus crispis (Irish Moss), a
red algae, originally harvested from the coast of Ireland,
near the village of Carragheen. Each stabilizer has its own
characteristics, and often two or more of these stabilizers
are used in combination to lend synergistic properties to
each other and improve their overall effectiveness. Guar,
for example, is more soluble than locust bean gum at cold
temperatures, thus it finds more application in HTST pas-
teurization systems. Carrageenan is a secondary colloid
used to prevent wheying-off of mix, which is usually pro-
moted by one of the other stabilizers (1,6); hence it is
included in most blended stabilizer formulations.

The mechanisms by which ice cream stabilizers affect
freezing properties or limit recrystallization (see Section
III.B.1) have been extensively studied, but are as yet not
fully understood. Ice recrystallization in ice cream has
recently been reviewed (10,66). It appears from the litera-
ture available to date that stabilizers have little (67) or no
(68,69) impact on the initial ice crystal size distribution in
ice cream at the time of draw from the scraped surface
heat exchanger. They also has little or no impact on initial
ice growth during quiescent freezing and hardening
(52,70,71), but do limit the rate of growth of ice crystals
during recrystallization (59,67–69,72–78). They have no
effect on the freezing properties of an ice cream mix, e.g.,
freezing point depression (79,80), amount of freezable
water or enthalpy of melting (71,81,82), or heterogeneous
nucleation (83), and thus may not have been expected to
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FIGURE 154.2 An illustration of the products that result from the hydrolysis of corn starch and their properties relevant to ice cream
manufacture.



affect initial ice crystallization processes. With respect to
recrystallization, there has not been a demonstrable corre-
lation between viscosity of the unfrozen mix and recrys-
tallization rate (74,79,80,84). The protective effect of
stabilizers also appears not to be related to a modification
of the glass transition (74,82,84,85). However, it has been
suggested that they modify the ice crystal serum interface,
either through surface adsorption to the crystal itself
(68,69,76,78); by modifying the rate at which water can
diffuse to the surface of a growing crystal during temper-
ature fluctuation, or the rate at which solutes and macro-
molecules can diffuse away from the surface of a growing
ice crystal (67,85); or by some other modification of the
ice serum interface (86). It must be remembered that
freeze-concentration of the unfrozen phase results in a
polysaccharide concentration several times higher than
what was present in the original mix. Most polysaccha-
rides are also incompatible in solution with milk proteins,
which leads to further localized concentrations. Recent
research by Goff and co-workers (58) has focused on the
ability of at least some stabilizers to form a cryo-gel and
entrap ice crystals within this gel. Phase separation of
polysaccharides and proteins also appears to be related.
Control of ice recrystallization may then relate to
microstructural differences in solute concentration at the
surface of the crystal.

5. Emulsifiers

Emulsifiers have been used in ice cream mix manufacture
for many years (87,88). They are usually integrated with
the stabilizers in proprietary blends, but their function
and action is very different than that of the stabilizers.
They are used for: improvement of the whipping quality
of the mix; production of a drier ice cream to facilitate
molding, fancy extrusion, and sandwich manufacture;
smoother body and texture in the finished product; supe-
rior drawing qualities at the freezer to produce a product
with good stand-up properties and melt resistance; and
more exact control of the product during freezing and
packaging operations (1,87–89). Their mechanism of
action can be summarized as follows: They lower the
fat/water interfacial tension in the mix, resulting in pro-
tein displacement from the fat globule surface, which in
turn reduces the stability of the fat globule to partial coa-
lescence that occurs during the whipping and freezing
process, leading to the formation of a fat structure in the
frozen product that contributes greatly to texture and
meltdown properties (12). The extent of protein displace-
ment from the membrane, and hence the extent of dry-
ness achieved, is a function of the emulsifier
concentration (6,90). Their role in structure formation
will be described further in Section II.B.4.

Egg yolk was formerly commonly used as an ice cream
emulsifier. Emulsifiers used in ice cream manufacture today

are of two main types: the mono- and diglycerides, and the
sorbitan esters. Mono- and diglycerides are derived 
from the partial hydrolysis of fats of animal or vegetable ori-
gin. The sorbitan esters are similar to monoglycerides, in
that the sorbitan esters have a fatty acid molecule, such as
stearate or oleate, attached to a sorbitol molecule; whereas
the monoglycerides have a fatty acid molecule attached 
to a glycerol molecule. To make the sorbitan esters water
soluble, polyoxyethylene groups are attached to the sorbitol
molecule. Polysorbate 80, polyoxyethylene sorbitan
monooleate, is the most common of these sorbitan esters.
Polysorbate 80 is a very active drying agent in ice cream
(12), and is used in many commercial stabilizer/emulsifier
blends.

II. MANUFACTURING AND STRUCTURE
OF FROZEN DESSERT PRODUCTS

A. MIX MANUFACTURE

Ice cream processing operations can be divided into two
distinct stages: mix manufacture and freezing operations
(Figure 154.3). Ice cream mix manufacture consists of the
following unit operations: combination and blending of
ingredients, batch or continuous pasteurization, homoge-
nization, and mix aging. 

1. Blending

Ingredients are usually preblended prior to pasteurization,
regardless of the type of pasteurization system used.
Blending of ingredients is relatively simple, if all ingredi-
ents are in the liquid form, as automated metering pumps
or tanks on load cells can be used for measurement, and
tanks, usually conical-bottom and agitated, are used for
mixing. When dry ingredients are used, powders are
added through either a pumping system under high veloc-
ity, or through a liquifier, a large centrifugal pump with
rotating knife blades that chop all ingredients as they are
mixed with the liquid (3).

2. Mix Calculations 

The general object in calculating ice cream mixes is to turn
the formula, which is based on the desired components,
into a recipe, which is based on the actual ingredients to be
used to supply the components and the amount of mix
desired. The formula is given as percentages of fat, msnf,
sugar, corn syrup solids, stabilizers, and emulsifiers. The
ingredients to supply these components are chosen on the
basis of availability, quality, and cost. Table 154.8 illus-
trates the relationship between the major components, the
main ingredients that supply the major components, and
the minor components that are supplied with the major
ones for each ingredient.
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The first step in a mix calculation is to identify the
composition of each ingredient. In some cases the 
percentage of solids contained in a product is taken as
constant or provided by an ingredient supplier, while in
others, the composition must be obtained by analysis

(e.g., the fat content in milk or cream). If there is only one
source of the component needed for the formula, for
example, the stabilizer or the sugar, it is determined
directly by multiplying the percentage needed by the
amount needed, e.g., 100 kg of mix @ 10% sugar would
require 10 kg sugar. If there are two or more sources, for
example 10% fat coming from both cream and milk, then
an algebraic method may be utilized. Computer programs
developed for mix calculations generally solve simultane-
ous equations based on mass and component balances.
For manual calculations, a method known as the “Serum
Point” method has been derived (1,4). This method has
solved the simultaneous equations in a general way so that
only the equations need to be known and not resolved
each time. In the Serum Point method, 9% msnf is
assumed in the aqueous (serum), non-fat portion of all
milk ingredients. Thus, the msnf content of milk or cream
is calculated as (100 � percent fat) � 0.09. This section
will illustrate mix calculation solutions using algebraic
techniques and the Serum Point method.
EXAMPLE PROBLEM 1 - Mix using cream, skim milk,
and skim powder (three sources of msnf, three sources of
water), solution shown by both the Algebraic and Serum
Point Methods.
Desired : 100 kg mix @ 13% fat, 11% msnf, 15% sucrose,
0.5% stabilizer, 0.15% emulsifier.
On hand: Cream @ 40% fat; skim milk; skim milk pow-
der @ 97% msnf; sugar; stabilizer; emulsifier.
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Blending

Batch pasteurization Homogenization

Continuous Pasteurization/Homogenization/Cooling

Aging

Continuous freezing
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Hardening Storage/Distribution
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     addition

        Air 
incorporation

Particulate  
  addition

Cooling
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Formulation 

      Liquid 
ingredients

     Dry 
ingredients 

-Sweetener 
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FIGURE 154.3 A schematic illustration of the processing steps in ice cream manufacture.

TABLE 154.8
Sources of the Major Components in Ice Cream 
Mix, as well as the Minor Components Supplied by
these Ingredients

Ingredients to Supply
Component (but also supplies)

Milkfat Cream (msnf, water)
Butter (msnf, water)

Milk solids-not-fat (msnf) Skim powder (water)
Condensed skim (water)
Condensed milk (water, fat)
Sweetened condensed

(water, sugar)
Whey powder (water)

Water Skim milk (msnf)
Milk (fat, msnf)
Water

Sweetener Sucrose
Corn syrup solids
Liquid sugars (water)

Stabilizers/ emulsifiers
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Solution via an algebraic method:
Solution (Note: only one source of fat, sugar, stabilizer,
and emulsifier, but two sources of msnf):

Cream

100 kg mix � �

� 32.5 kg cream
Sucrose

100 kg mix � � 15 kg sucrose

Stabilizer

100 kg mix � � 0.5 kg stabilizer

Emulsifier

100 kg mix � � 0.15 kg emulsifier

Skim milk and skim powder, Note: two sources of the msnf
Now, let x � skim powder, y � skim milk.

MASS BALANCE (All the components add up to 100 kg,
so skim powder � skim milk � 100 � mass of other
ingredients)

x � y � 100 � (32.5 � 15 � 0.5 � 0.15)

MSNF BALANCE (Equal to 11% of the mix and coming
from the skim milk, the skim powder, and the cream, so the
portion from the skim powder and skim milk � 11 kg �
the contribution from the cream). The msnf portion of the
skim milk and cream are taken as 9% of the non-fat por-
tion, i.e., 9% in the case of the skim milk and (100�40) �
0.09 � 5.4% in the case of the cream.

0.97 x � 0.09y � 0.11(100) � (0.054 � 32.5)

Once the appropriate equations have been written, they
need to be solved algebraically.

x � y � 51.85 so y � 51.85 � x from the mass balance

0.97 x � 0.09 y � 9.245 from the msnf balance

0.97 x � 0.09 (51.85 � x) � 9.245 substituting 

0.97 x � 0.09 x � 4.67 � 9.245
0.88 x � 4.58

x � 5.20 kg skim powder

y � 46.65 kg skim milk

The above shows the simultaneous solution of 2 equations
with 2 unknowns. Likewise, if there were 3 unknowns, e.g.,
fat, msnf, and the total weight, then three equations could
be written, one for each of fat, msnf, and weight. However,
the above problem could also be solved with the Serum

Point method, and the solution of the above example by that
method, along with the derivation of the equations, follows.
The Serum Point calculation assumes 9% msnf in skim
milk and the skim portion of all dairy ingredients. It then
solves the calculation beginning with the most concentrated
source of msnf first. It is advisable to solve a problem with
the Serum Point method on the basis of 100 kg, and then
scale it up to the desired mix quantity by multiplying by the
appropriate factor, e.g., solution for each component for
100 kg � 50 � solution for 5000 kg.

Solution of Problem 1 via the Serum Point method:
1. Amount of skim milk powder needed is found by

the following formula:

� 100

� kg skim powder (154.1)

The derivation of Equation 154.1 is shown at the end of the
problem. For now, just assume that this equation will work!

The serum of the mix is found by adding the desired
percentages of fat, sucrose, stabilizer, and emulsifier
together and subtracting from 100 [i.e., “serum” � msnf
(or “serum solids”) � water]. In the present problem then,

100 � (13 � 15 � 0.5 � 0.15) � 71.35 kg serum.

Substituting in Equation 154.1 we have:

11 � � 100 � � 100

� 5.20 kg skim powder

2. The weight of cream (since there is only one
source of fat) will be 

13 kg � � 32.5 kg cream

3. The sucrose will be 15 kg/100 kg mix.
4. The stabilizer will be 0.5 kg/100 kg mix.
5. The emulsifier will be 0.15 kg/100 kg mix.
6. The weight of mix supplied so far is,

Cream 32.50 kg
Skim powder 5.20 kg
Sucrose 15.00 kg
Stabilizer 0.50 kg
Emulsifier 0.15 kg

53.35 kg

The skim milk needed therefore is 

100 � 53.35 � 46.65 kg.

It is always important to check your solutions to ensure
they give the desired result. Such a proof is shown below,
where the quantities of each ingredient and the quantities

100 kg cream
��

40 kg fat

4.58
�
88

(71.35 � 0.09)
��

97� 9

msnf needed � (serum of mix � 0.09)
����

% msnf in powder � 9

0.15 kg emulsifier
��

100 kg mix

0.5 kg stabilizer
��

100 kg mix

15 kg sucrose
��

100 kg mix

100 kg cream
��

40 kg fat
13 kg fat

��
100 kg mix
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of each component in each ingredient are laid out in a
table and summed. The total mass of each component
divided by the total mass of mix should yield the desired
percentage.

Proof:

Ingredients Kilograms Kgs. Fat Kgs. msnf Kgs. T.S.

Cream 32.50 13.0 1.75 14.75

Skim milk 46.65 — 4.20 4.20

Skim powder 5.20 — 5.05 5.05

Sucrose 15.00 — — 15.00

Stabilizer 0.50 — — 0.50

Emulsifier 0.15 — — 0.15

Totals 100.0 13.0 11.0 39.65

Derivation of the Serum Point equations:
Problem 1 is resolved again using simultaneous equations
in a general way to show where the serum point equations
come from.

On hand: cream @ 40% fat
(supplies fat, water, and msnf,
therefore can be thought of as
a mixture of fat and skim milk)

skim milk @ 9% msnf
(supplies water and msnf)

skim milk powder @ 97% msnf
(supplies water and msnf)

sucrose
stabilizer
emulsifier

Solution
- Only one source of fat, sucrose, stabilizer, and emulsifier

kg fat � 100 kg mix � 13 kg fat/100 kg mix
� 13 kg fat 

(The explanation for this assumption becomes clearer in a
moment!)

kg sucrose � 100 kg mix � 15 kg sucrose/100 kg mix
� 15 kg sucrose

kg stabilizer � 100 kg mix � 0.5 kg stab./100 kg mix
� 0.5 kg stabilizer

kg emulsifier � 100 kg mix � 0.15 kg emul./100 kg mix
� 0.15 kg emulsifier

- Two sources of msnf

Let X � skim powder (kg)

Let Y � skim milk (kg) � skim milk in cream (kg)

MASS BALANCE

X � Y � Total mix � components already added

X � Y � 100 � (13 � 15 � 0.5 � 0.15)
(the “Serum of the Mix”)

X � Y � 71.35

(so Y � 71.35 � X)

MSNF BALANCE

0.97X � 0.09Y � (0.11 � 100)

“Serum solids “Serum solids “Serum solids fraction
fraction fraction in mix”
in powder” in skim”

0.97 X � 0.09 (71.35 � X) � 11

0.97 X � (0.09 � 71.35) � 0.09 X � 11

0.97 X � 0.09 X � 11 � (0.09 � 71.35)

X �

Which is equal to:

kg skim powder

� � 100

(which is Equation 154.1!)

X � � 5.20 kg powder

kg cream � 13 kg fat � 100 kg cream/40 kg fat 
� 32.5 kg cream

kg skim � 100 � 32.5 � 15 � 0.5 � 0.15 � 5.2
� 46.65 kg

EXAMPLE PROBLEM 2 - Mix using cream, milk, and
skim powder (three sources of msnf, three sources of
water, and two source of fat); solved by both the Algebraic
and Serum Point Methods.
Desired: 100 kg mix containing 14% fat, 9.5% msnf, 15%

sucrose, 0.4% stabilizer, 1% frozen egg yolk.
On hand: Cream 30% fat, milk 3.5% fat, skim milk pow-

der 97% solids, sucrose, stabilizer, and egg yolk
(50% solids).

The solution to this problem will be shown by the
simultaneous solution of 3 equations, since there are three
sources of msnf, three sources of water, and two source of
fat, and by the Serum Point method. Both produce the same
results. Follow whichever method you prefer. Computer
programs exist that solve simultaneous equations; writing

4.58
�
0.88

msnf needed � (0.09 � serum of mix)
����

% msnf in powder � 9

11 � (0.09 � 71.35)
���

0.97 � 0.09
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the equations, however, requires an understanding of the
objectives of the problem.

Solution via the algebraic method:

Sucrose: 100 kg mix � � 15 kg sucrose

Stabilizer: 100 kg mix �

� 0.4 kg stabilizer

Egg yolk: 100 kg mix � � 1 kg egg yolk

Now, let x � skim powder, y � milk, and z � cream.

MASS BALANCE All the components add up to 100 kg,
so the sum of the three unknowns � 100 � the sum of the
known mass of the other components.

x � y � z � 100 � (15 � 0.4 � 1)

MSNF BALANCE Equal to 9.5% of the mix and coming
from the milk, the skim powder, and the cream; assume
9% in the skim portion of the milk and cream so that the
msnf of the milk � 0.09 � (100 � 3.5) and of the cream
� 0.09 � (100�30) 

0.97x � 0.08685y � 0.063z � 0.095 (100) 

FAT BALANCE Equal to 18% of the mix and coming
from the milk and cream

0.035y � 0.3z � 0.14 (100)

These equations could now be solved to produce the final
outcome:

x � 3.7 kg skim powder

y � 37.7 kg milk

z � 42.3 kg cream

Solution via the Serum Point method:

1. Determine the amount of skim milk powder
required by using Equation 154.1:

� 100

� skim powder

Serum of mix � 100 � (14 � 15 � 0.4 � 1.0) � 69.6.

Substituting we have,

� 100 �

� 3.68 kg powder

2. Amount of sucrose required is 15.0 kg.
3. Amount of stabilizer required is 0.4 kg.
4. Amount of egg required is 1.0 kg.
5. Determine amount of milk and cream needed.

Materials supplied so far are 3.68 kg powder, 15 kg
sucrose, 0.4 kg stabilizer, and 1 kg egg yolk, a total of 20.08
kg. 100 � 20.08 � 79.92 kg milk and cream needed.
6. Determine the amount of cream by following

formula:

Note: Equation 154.2 is derived from a generalized fat
balance, in much the same way that Equation 154.1
was derived.

Substituting we have,

14 � �79.92 � �
30 � 3.5

� 100 � � 100 � 42.26 kg cream.

7. Amount of milk needed � 79.92 � 42.26 � 37.66 kg
of milk.

Proof:

Ingredients Kilograms Kgs. Fat Kgs. msnf Kgs. T.S.

Cream 42.26 12.68 2.66 15.34
Milk 37.66 1.32 3.27 4.59
Skim powder 3.68 — 3.57 3.57
Sucrose 15.00 — — 15.00
Stabilizer .40 — — .40
Egg yolk 1.00 — — .50
Totals 100.00 14.00 9.50 39.40

With Equations 154.1 and 154.2, most complex mix
problems can be solved. There are additional complica-
tions for the use of condensed skim or whole milk, and for
liquid sugars. See Ref. 1 for further details.

3. Pasteurization and Food Safety Issues

Pasteurization is the biological control point in the sys-
tem, designed for the destruction of pathogenic bacteria.
If raw milk or cream are used as ingredients, it could be

11.20
�
26.5

3.5
�
100

3.236 � 100
��

88
9.5 � ( 69.6 � 0.09)
���

97�9

msnf needed � (serum of mix � 0.09)
����

% msnf in powder � 9

1 kg egg yolk
��

100 kg mix

0.4 kg stabilizer
��

100 kg mix

15 kg sucrose
��

100 kg mix

kg fat needed � (kg cream and milk needed �

� 100
% fat in cream � % fat in milk

(154.2)

% fat in milk)
��

100
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that these are contaminated with a human pathogen from
the dairy farm. Therefore, it is essential that pasteurization
be carefully designed and closely monitored. If raw dairy
ingredients are not used, contamination from a human
source could also occur, and thus the use of pasteurization
conditions that eliminate pathogens is mandated by most
legal jurisdictions. In addition, it serves a useful role in
reducing the total bacterial load, and in solubilization of
some of the components (proteins and stabilizers). Both
batch and continuous (high temperature short time or
HTST) systems are in common use (3). In a batch pas-
teurization system, blending of the proper ingredient
amounts is done in large jacketed vats equipped with
some means of heating, usually saturated steam or hot
water. The product is then heated in the vat to at least
69°C (155°F) and held for 30 min to satisfy legal require-
ments for pasteurization, or equivalent times and temper-
atures as determined by the local legal jurisdiction. The
heat treatment must be severe enough to ensure destruc-
tion of pathogens and to reduce the bacterial count to a
maximum (e.g., 10,000 per gram), depending on the legal
jurisdiction. Following pasteurization, the mix is homog-
enized using high pressures and then is passed across
some type of heat exchanger (plate heat exchanger or dou-
ble or triple tube heat exchanger) for the purpose of cool-
ing the mix to refrigerated temperatures (4°C). 

Continuous pasteurization is usually performed in an
HTST heat exchanger following the blending of ingredi-
ents in a large, insulated feed tank. Some preheating, to 30
to 40°C, may be necessary for solubilization of the com-
ponents. The HTST system is equipped with a heating
section, a cooling section, and a regeneration section
(Figure 154.4). Mix first enters the raw regeneration sec-
tion, where cold or preheated mix is heated to as warm as
possible on one side of a plate heat exchanger, while the
pasteurized hot mix is cooled to as low as possible run-
ning countercurrent on the opposite sides of the plates.
Following the raw regeneration section, the mix enters 
the heating section where a minimum temperature of
80°C is obtained. The mix is held at this temperature for 
25 sec by flowing either through a series of holding tubes
or through an additional set of plates in the HTST unit.
Holding times much longer than the minimum can be
accomplished with longer holding tubes. Holding times 
of 2 or 3 min may produce superior mixes that retain
many of the advantages of batch pasteurization (4,6).
After leaving the holding tube, the mix enters the homog-
enizer, depending upon the particular configuration, then
flows back through the pasteurized side of the regenera-
tion section and enters the cooling plates, where a chilled
brine solution or chilled water bring the mix down to
around 4°C. 

HTST continuous plate pasteurizer

Cooling
section

Regenerator Heating
section 

Cool,    
 past. 
 mix

Warmer  
 water*

Cold,
past.
mix

Hot,
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mix
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Hot, 
raw 
mix

   Cold 
 water*
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FIGURE 154.4 A schematic illustration of the side view of a plate heat exchanger used for HTST pasteurization of frozen dairy
dessert mixes. Numbers indicate the sequence of flow of mix. Italics are used to differentiate the material on one side of a section from
the material on the other.
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4. Homogenization 

Homogenization is responsible for the formation of the fat
emulsion by forcing the hot mix through a small orifice
under pressures of 15.5 to 18.9 MPa (2000–3000 psig),
depending on the mix composition. The actual mecha-
nism of fat disruption within the homogenizer is thought
to result from turbulence, cavitation, and velocity gradi-
ents (energy density) within the valve body (91). The 4–8
fold increase in the surface area of the fat globules is
responsible in part for the formation of the fat globule
membrane, comprised of adsorbing materials attempting
to lower the interfacial free energy of the fat globules
(92,93). Koxholt and co-workers (94) have recently
shown that sufficient fat structure in the mix for optimal
ice cream meltdown was created by homogenization pres-
sures on the first stage of 10 MPa, in mixes with up to
10% fat content, and that higher pressures were not
required. With single stage homogenizers, fat globules
tend to cluster as bare fat surfaces come together or
adsorbed molecules are shared. Therefore, a second
homogenizing valve is commonly placed immediately
after the first, with applied back pressures of 3.4 MPa
(500 psig) (3), allowing more time for surface adsorption
to occur. However, Koxholt and co-workers (94) have
recently shown that two-stage homogenization is not nec-
essary for ice cream mixes up to 10% fat content in order
to achieve optimal fat structuring and ice cream melt-
down. The net effects of homogenization are in the pro-
duction of a smoother, more uniform product with a
greater apparent richness and palatability, and better
whipping ability (1). Homogenization also decreases the
danger of churning the fat in the freezer, and makes it pos-
sible to use products that could not otherwise be used,
such as butter and frozen cream.

5. Aging

An aging time of four hours or greater is recommended
following mix processing prior to freezing. This allows
for hydration of milk proteins and stabilizers (some vis-
cosity increase occurs during the aging period), crystal-
lization of the fat globules, and a membrane
rearrangement, to produce a smoother texture and better
quality product (6,11). Non-aged mix is very wet at extru-
sion and exhibits variable whipping abilities and faster
meltdown (1,6). The appropriate ratio of solid:liquid fat
must be attained at this stage. This is a function of tem-
perature and the triglyceride composition of the fat used;
as a partially crystalline emulsion is needed for partial
coalescence in the whipping and freezing step, as dis-
cussed in Section II.B.4. Emulsifiers generally displace
milk proteins from the fat surface during the aging period
(12,36,95), and this is also discussed in detail in Section
II.B.4. The whipping qualities of the mix are usually
improved with aging. Aging is performed in insulated or

refrigerated storage tanks, silos, etc. Mix temperature
should be maintained as low as possible (at or below 4°C)
without freezing.

B. DYNAMIC FREEZING

In a continuous, scraped surface freezer, numerous
processes take place that ultimately influence the overall
quality of the ice cream. One of the most important steps,
of course, is freezing water into ice. At the same time as
ice is being formed, there is also air incorporation, lead-
ing to development of air cells and the desired overrun. In
addition, destabilization of the fat emulsion (partial coa-
lescence, see Section II.B.4) takes place during freezing,
which promotes incorporation and stabilization of the air
cells. All of these processes take place simultaneously in
the minute or less that ice cream spends in the dynamic
freezing step. Following this initial phase of ice formation
in a dynamic freezer, where about half of the water is
turned into ice, there is a static freezing step, often called
hardening (see Section II.D). 

The mechanisms that lead to ice formation in an ice
cream freezer are quite complex. Ultimately, the product
exiting the freezer contains numerous, small ice crystals.
As seen in Figure 154.5 (96), the ice crystals in ice cream
at the exit of the freezer are somewhat block-shaped and
vary in size from a few microns to over 100 µm. A typical
size distribution for hardened ice cream is shown in
Figure 154.6 (6). The large number of very small ice crys-
tals, estimated to be 4 � 109 crystals per liter (97), gives
ice cream its smooth, cool character. The ice crystals must
remain below some threshold detection size, often given
as about 50 µm mean size (1), for the ice cream to remain
smooth. When crystals become larger than this, the ice
cream may be considered coarse. Control of ice crystal-
lization to produce the desired number and size of crystals
is critical to producing high quality ice cream.

80 µm 0 min
–14.0°C

FIGURE 154.5 Ice crystals in ice cream, as observed using
light microscopy (96).
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1. Principles of Ice Crystallization

When ice freezes or crystallizes from any solution, several
steps must take place. First, the solution must be cooled
below the freezing (melting) point of the solution. The
temperature difference between the actual temperature
and the freezing point temperature of the mix is the driv-
ing force for freezing. Once an appropriate driving force
has been attained, formation of the solid ice phase from
the liquid molecules must occur. This step is called nucle-
ation, where tiny bits of crystalline ice have just started to
form. Once these nuclei begin to form, they continue to
grow until some phase equilibrium has been obtained. In
freezing, ice continues to form until a thermal equilibrium
between the freezing product and its environment has
been reached. The total amount of ice that forms (at any
storage temperature) depends on the system. For pure
water, all of the water is converted to ice as long as the
temperature is below 0°C. In ice cream, however, the

other ingredients influence the freezing process and deter-
mine how much water turns to ice (the ice phase volume)
at any temperature. Both the total amount of ice as well as
the nature of the ice dispersion (size, shape, etc.) influence
the physical properties of the final ice cream product.

After the product is frozen, the ice phase continues to
undergo recrystallization. Recrystallization is a term used
for a combination of several events, including melting,
growth and ripening, that occur after the initial ice crystal
phase has been developed. Recrystallization leads to
changes in the distribution of ice crystals within the sys-
tem based on the thermodynamic difference in melting
point between large crystals and small ones. Typically,
recrystallization occurs with no change in ice phase 
volume.

In continuous ice cream manufacture, mix is pumped
into the freezer and flows along the length of the barrel.
As the ice cream moves from the inlet to the outlet, ice is
frozen, fat is destabilized and air is injected, as shown in
Figure 154.7. The mix enters the freezer barrel at a tem-
perature between 0 and 4°C and begins to freeze as it con-
tacts the metal wall cooled by expanding refrigerant
(ammonia or Freon). Ice forms at the barrel wall since this
is where the driving force for freezing is the highest.
However, the ice layer that forms is rapidly scraped off of
the wall and dispersed into the center of the freezer barrel
where the ice changes form depending on temperature
conditions and mixing parameters. As the mix moves axi-
ally along the freezer barrel, the amount of ice formed
increases as the bulk average temperature of the slurry
decreases. At the draw (exit) of the freezer, approximately
half of the initial water in the mix is frozen into ice and
the product is a pumpable slurry of partially frozen ice
cream. The change in temperature along the length of the
freezer for a typical ice cream operation is shown in
Figure 154.8 (98). The final temperature and the amount
of ice formed depends on the rate of freezing within the
barrel of the freezer. This is controlled by the flow of
refrigerant (ammonia or Freon) on the outside of the bar-
rel, the throughput rate of ice cream through the freezer
and the type of mixing device used within the barrel of the
freezer. In general, conditions in a scraped surface freezer
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FIGURE 154.6 Typical ice crystal size distribution for hard-
ened ice cream (6).
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FIGURE 154.7 A schematic diagram to represent inputs and outputs during the continuous freezing of ice cream.
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are controlled to give a compromise between the draw
temperature (amount of ice frozen) and the stiffness of the
ice cream exiting the freezer. The ice cream should be as
frozen as possible (since here is where control of ice for-
mation occurs), yet be sufficiently fluid to incorporate
inclusions and/or fill the containers without leaving air
gaps. This compromise depends to some extent on the
type of product being produced and its final form.

a. Phase/state behavior
Freezing Point Depression. In order for ice to freeze, the
temperature of the solution has to be lowered below its
freezing point. The temperature at which a solution
freezes, or the freezing point, is determined by the con-
centration and type of solutes present in the mix. The
presence of dissolved salts and sugars causes the freezing
point of water to be lowered. This freezing point depres-
sion occurs because the solute molecules interact with
water and inhibit the ability of the water molecules to
come together and form an ice crystal lattice (or freeze).
The extent of freezing point depression is based on the
number of solute molecules and their size. Small mole-
cules have the greatest effect; the higher the concentration
of these small molecules, the lower the freezing point.
Thus, ice cream mixes made with a high concentration of
milk salts and lactose, with high sugar content, or with
high content of low-molecular weight sweeteners, have
lower freezing points. For example, use of high fructose
corn syrup as a sweetener gives a lower freezing point
(compared to the use of sucrose) due to the addition of
lower molecular weight sugars. Mixes made with high

levels of msnf have a low freezing point due to the addi-
tion of milk salts and lactose.

The freezing point of the ice cream mix is an impor-
tant quality control parameter since it governs the amount
of ice that can form at a given temperature, which affects
the quality and textural attributes of the ice cream. As seen
in Figure 154.9 (99), melting rate increases and firmness
decreases with increasing freezing point (as indicated by
osmolality) (99,100). As the freezing point of the mix goes
down (osmolality increases), ice cream contains less ice
and more unfrozen water at any given temperature, which
leads to ice cream that is less firm and melts at a faster rate.
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FIGURE 154.8 Axial profile of ice cream temperature as a function of dasher speed within the barrel of a scraped-surface ice cream
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melting rate and firmness of final product (based on data from
Ref. 99).
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Freezing point depression also can be calculated
based on principles of thermodynamics (96), assuming
ideal solutions and dilute concentrations. At the point
where the two phases (solid ice and liquid water) are in
equilibrium, the chemical potentials of the two phases are
equal and the following equation can be developed.

� � � � ln(Xw) (154.3)

Here, �H is the latent heat of fusion, R is the ideal gas con-
stant, T0 is the freezing point of pure water, T is the freez-
ing point of solution with mole fraction of water of Xw. For
aqueous foods, equation (154.3) may be modified to give:

(Tf � T0) � K (154.4)

where, Tf is freezing point (°C) of a solution with concen-
tration C (in g/100 g water), MW is the molecular weight
of the dissolved solute, and K is a conversion factor (equal
to 1.86 for water).

In simple systems, Equation 154.4 gives a good esti-
mate of freezing point and can be used to show the rela-
tionship between freezing point and solute content. For
example, the freezing point depression curves for several
sugars are shown in Figure 154.10 (96). Note that fructose
has a lower freezing point than sucrose at any equal con-
centration (wt %), because it has lower molecular weight
and there are more molecules of fructose added (at equiva-
lent mass of sugar). Conventional corn syrup solids
(42DE), which contain numerous longer-chain saccharides,
have a higher freezing point than sucrose. In more complex
food formulations, the sum of each of the components that

impact freezing point depression is needed. In ice cream
mix, it is the combination of sweeteners and milk ingredi-
ents used in the formulation that leads to the specific freez-
ing point depression curve for any mix. Sugars (from
sweetener and msnf) and salts (from msnf) are the main
components that impact freezing point depression of an ice
cream mix.

Typically, freezing point depression of an ice cream mix
is calculated from Equation 154.4 by taking the sucrose
equivalents of all the important components that influence
freezing point. Sucrose equivalency values for common
sweeteners have been developed (101) for use in ice cream
formulations. The contributions of both sweeteners and salts
on freezing point are then summed (102) to obtain the initial
freezing point of the mix. Equation 154.4 can also be used to
calculate the amount of water frozen into ice for a given ice
cream at any temperature by varying the concentration since
freeze concentration of the unfrozen phase occurs during
freezing. Based on the approximate freezing point depression
curve and the assumption of slow freezing, the amount of
water converted to ice at any temperature can be calculated by
a mass balance. For a typical ice cream, a relationship
between temperature and the amount of water frozen into ice
is obtained, as shown in Figure 154.11 (103). Since Equation
154.4 technically only works for dilute, ideal solutions, it does
not apply very accurately at higher concentrations found in
the unfrozen phase of ice cream. Thus, correction factors have
been developed based on experimental data for frozen sucrose
solutions (104).

To calculate the freezing point of a given mix,
the effects of sweeteners and salts must be summed.
The effects of sweeteners are obtained by summing the
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FIGURE 154.10 Freezing point depression curves (freezing temperature as a function of concentration) for several sugars (96).
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contributions of sucrose, lactose (from msnf) and any corn
syrups added. For an ice cream mix containing only
sucrose, Equation 154.5 is used (1).

SEsw � (154.5)

Here, SEsw is the sucrose equivalence from sugars, S is
sucrose content, W is water content (100 – total solids, %)
and 0.545 is the percentage of lactose typically found in
msnf. To obtain the freezing point depression associated
with this level of sugars, FPDsw, Table 154.9 is used (1).
The contribution to freezing point depression from salts in
msnf is found from Equation 154.6.

FPDsa � (154.6)

Here, FPDsa is the sucrose equivalence for salts contained
in msnf, and the constant 2.37 is based on the average
molecular weight of the salts present in msnf. To obtain
the freezing point depression of the ice cream mix, FPDt,
the two contributions are summed.

FPDt � FPDsw � FPDsa (154.7)

EXAMPLE PROBLEM 3:
Calculate the initial freezing point of an ice cream

mix containing 16% sucrose, 12% msnf, and 60% water
(40% total solids). First, calculate the sucrose equivalents
from Equation 154.5:

SEsw � � 37.57

Now, find the freezing point depression for this level of
sucrose equivalent from Table 154.9. By interpolation,

FPDsw � 2.31°C

For salts, from Equation 154.6:

FPDsa � � 0.47°C

Find the total freezing point depression for the mix from
Equation 154.7:

FPDt � FPDsw � FPDsa � 2.31 � 0.47 � 2.78°C

12 � (2.37)
��

60

[12 � (0.545) � 16]100
���

60

msnf � 2.37
��

W

[(msnf � 0.545) � S]100
���

W

TABLE 154.9
Freezing Point Depression in Sucrose Equivalents (1) 

Freezing Points

Sucrose Equivalent (%) (°C) (°F)

0 0.00 32.00
5 �0.42 31.25
10 �0.83 30.50
15 �1.17 29.90
20 �1.50 29.30
25 �2.08 28.25
30 �2.67 27.20
35 �3.58 25.55
40 �4.39 24.10
45 �5.69 21.75
50 �7.00 19.40
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FIGURE 154.11 Examples of the approximate amount of water frozen into ice for ice cream of standard formulation at given tem-
peratures, based on an equilibrium freezing curve for that formulation (based on Ref. 103).
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Thus, the initial freezing point temperature for this ice
cream mix is �2.78°C.

Freezing Curve. In order for ice to form, the tempera-
ture of the system (T) must be below the freezing point
(Tf) of the mix. The extent of subcooling (∆T � Tf � T)
determines the rate of freezing, as discussed in the next
section. Once freezing occurs, though, several things take
place. The change in phase due to formation of ice causes
a release of heat (latent heat of fusion), which increases
the temperature in the vicinity of the phase change; this
heat is removed by the refrigerant. At the same time,
removal of water from the mix in the form of ice causes
an increase in concentration of the remaining unfrozen
phase, which has a lower freezing point due to the higher
concentration. Thus, in the vicinity of the ice crystals, the
temperature increases and the freezing point decreases.
This leads to a freezing profile (Figure 154.12) dependent
on the rate of freezing (96). For slow freezing, once nucle-
ation starts, the temperature increases to approximately
the melting point, due to fast release of latent heat, and
then begins to decrease as further heat is removed and the
concentration increases. Slow freezing results in a freez-
ing profile that essentially follows the freezing point
depression curve.

As freezing continues, the unfrozen phase becomes
more and more concentrated and temperature continues to
decrease. This leads to an increase in viscosity of the
unfrozen phase until ultimately, the viscosity is sufficiently
high that the freeze-concentrated unfrozen phase becomes
glassy. That is, at some low temperature (the glass transi-
tion temperature, Tg), the unfrozen phase solidifies into a
glassy state. Note that this is not a true solid (in the sense

of a crystalline solid), but rather it is a high viscosity fluid
that acts like a solid for as long as the temperature remains
low. The point where the glassy state is formed during
slow freezing is called the maximally freeze-concentrated
temperature (Tg�), as seen in Figure 154.12. For various ice
cream mixes, Tg� has been found to be around �30 to
�35°C (85,105). For slow freezing, the amount of ice
formed at any temperature is obtained as described in the
previous section since the system follows the freezing
point depression curve. If freezing is very rapid, the tem-
perature and concentration of the solution falls somewhere
below the freezing point depression curve, as shown in
Figure 154.12. In this case, Figure 154.11 no longer
applies and the amount of ice formed at any temperature is
less than that shown in Figure 154.11 and is dependent on
the rate of freezing.

b. Nucleation
The driving force for freezing is the temperature differ-
ence between the actual temperature of the system and
the freezing (melting) point (T�Tf). At higher subcool-
ing, freezing occurs more rapidly; that is, the rate of ice
formation is a strong function of the thermal driving
force (∆T). The onset of nuclei formation is the point
when the water molecules convert into molecules in an
ice crystal lattice. When the temperature driving force is
sufficiently high (temperature sufficiently below the
freezing point), there is sufficient energy for the water
molecules to overcome the energy barrier needed to form
an ice crystal surface (the interface between crystal and
liquid). Typically, ice formation begins on a surface that
catalyzes the formation of ice crystals. This surface may
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FIGURE 154.12 A phase diagram for solutions (e.g., ice cream mix) showing the path of freezing (temperature and solution con-
centration) for freezing at different rates. Figure shows schematic representation of freezing point depression and glass transition
curves (adapted from Ref. 96). Tg� and Cg� represent point of maximally freeze-concentrated solution.
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be that of the vessel that contains the solution or particles
distributed throughout the solution that provide sufficient
energy to order the water molecules in solution and pro-
mote nuclei formation. In commercial ice cream manu-
facture, it is likely that nucleation initially occurs by
formation on the metal surface (inner barrel wall)
exposed to the refrigerant, since that is where the driving
force (∆T) is highest. The rate of nucleation (number of
nuclei formed per unit volume per unit time) for melt sys-
tems has been described by Equation 154.8 (96,106).

J � Aexp�� � � (154.8)

Here, J is nucleation rate, A is a frequency factor (or preex-
ponential term), B is a constant depending on the solutes
present, Tf is freezing (melting) point, k is Boltzman’s con-
stant, ∆Hf is latent heat of fusion, T is system temperature
and ∆G�v is a diffusion-limited term that describes the
mobility of water molecules.

Equation 154.8 clearly shows the dependence of
nucleation rate on operating parameters, particularly the
temperature driving force. When the system temperature,
T, is close to the freezing point temperature, Tf, the tem-
perature driving force (∆T) and nucleation rate are low. In
fact, at temperatures close to Tf, nucleation is so slow that
the system may effectively remain unfrozen for long
times, even though the temperature is below the freezing
point of the solution. However, when ∆T is sufficiently
high, or when system temperature falls sufficiently below
Tf, Equation 154.8 predicts a sudden onset of nuclei for-
mation. As the driving force (∆T) increases, the rate of
nuclei formation increases precipitously, giving rise to the
spontaneous nature of freezing once it has initiated. When
∆T increases to too high a value, nucleation rate once
again decreases due to the limited mobility of water mol-
ecules. As temperature goes down, the viscosity increases
substantially, until eventually the system becomes glass-
like. At this point, the ∆G�v term overwhelms the ∆T term in
Equation 154.8, and nucleation rate again goes to zero.
Thus, there is a maximum in the nucleation rate curve as
shown schematically in Figure 154.13 (9).

In a commercial scraped-surface freezer, the primary
temperature driving force for nucleation occurs at the bar-
rel wall. On the jacket side of this metal wall, liquid
refrigerant (either ammonia or Freon) is vaporizing to
provide the cooling effect. Vaporizing refrigerant removes
heat from the ice cream mix nearest to the barrel wall and
creates a high degree of subcooling in the mix at that
region (9), as seen in Figure 154.14. Ice forms on the
metal surface of the barrel wall where the temperature
driving force is highest and catalytic nucleation sites exist
(microscopic imperfections in the wall itself). Without
agitation and scraping, this ice layer would continue to
grow and increase in thickness until a thermal equilibrium

was attained between unfrozen mix and the coolant. In
commercial freezers, the rotating scraper blades repeat-
edly clean off the metal surface of the barrel wall. Based
on an agitator speed of 200 RPM and a six-bladed agita-
tor, it can be calculated that the metal surface is scraped
every 0.05 s. Thus, ice has very little chance to build up
on the barrel wall. Recent studies (107,108) using
videomicroscopy to observe ice formation on a cooled
surface suggest that the scraper blade effectively cleans
most of the ice off the metal wall at each scraping. Small
pockets or shards of ice left on the wall serve as seeds for
subsequent growth of the ice layer between scrapings.
These studies suggest that the ice layer initially grows out
along the surface to fill an ice layer on the metal wall
rather than initially growing out into the solution. Most
likely, the scraper blade removes the regrown ice layer
before substantial growth into the solution (away from the
wall) has occurred. The ice layer that is scraped off the
metal wall is dispersed into the bulk mix circulating
around the agitators.
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FIGURE 154.13 Rates of nucleation and growth of ice over
the temperature range from glass transition temperature (Tg) to
melting point (Tf). A and B represent temperatures where nucle-
ation rate is low and high, respectively (9).
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FIGURE 154.14 Approximate driving force (∆T) for freezing
of ice cream in a continuous freezer with vaporizing ammonia as
refrigerant.
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The nature of the ice layer scraped off the metal wall
in a commercial freezer has been the subject of much dis-
cussion in the past decades. Based on work by
Schwartzberg and co-workers (109,110), it has been sug-
gested that the ice layer in a scraped-surface freezer forms
as dendritic (or needle-shaped) ice crystals extending into
the solution (9). The scraper blade then removes these den-
drites from the surface and disperses them into the center
of the barrel, where subsequent recrystallization and ripen-
ing occur. Recent experiments suggest a different form of
ice crystals at the barrel wall. Rather than dendrites extend-
ing into the solution, it appears that ice initially grows hor-
izontally along the metal surface since this is the most
favorable direction for heat transfer (107,108). The ice
crystals in this layer are most likely needle-like although
this has not been shown conclusively. Because growth is
extremely rapid at the low temperatures of the metal wall,
this ice layer is comprised of multiple ice crystals sur-
rounded by concentrated mix. Before this layer has a
chance to form more perfect crystals and exclude solvent
molecules from the mix, it is scraped off by the blades and
dispersed into the bulk of the freezer. In “slushie”
machines that produce iced fruit drinks, the first evidence
of ice formation when the refrigeration unit is turned on is
thin “flakes” of ice removed from the refrigerated metal
surface. Apparently, the scraper blade removes a layer of
slush composed of ice and concentrated mix that tem-
porarily maintains its integrity in the bulk, appearing as a
thin layer or flake of ice approximately 0.5 to 1 cm in
diameter. A submersed microscope in a batch scraped-sur-
face freezer initially catches large (about 250 µm across)
sheets of ice that take a hexagonal form (111). Similar
forms have been seen growing horizontally along a cooled
metal surface (108).

These polycrystalline ice flakes are distributed into
the bulk of the freezer by the action of the scraper blades.
What happens next depends to some extent on the nature
of the bulk phase within the barrel of the freezer. For
freezers with open dashers and internal mixers, the ice
layer is mixed well with the warmer mix farther away
from the refrigerated barrel wall. Here, the blades of the
internal dasher can break the ice “flakes” into smaller
shreds or pieces. In addition, melting, growth and ripen-
ing take place due to fluctuations in temperature that arise
from the heat being removed by the barrel wall and the
latent heat associated with melting and growth. A com-
plex heat and mass transfer environment exists in which
the ice crystals ultimately grow to product size and shape.
Ice crystals exiting the scraped-surface freezer are typi-
cally disk-shaped with sizes ranging from a few microns
to over 50 µm. In a closed dasher (one with high dis-
placement of barrel volume), where the ice cream essen-
tially flows in an annular space between the two cylinders
(barrel and dasher), there is much less internal mixing and
less opportunity for melting, growth and ripening.

Nevertheless, enough of these processes take place that
the ice crystals exit the freezer as disk-shaped crystals (as
seen in Figure 154.5).

c. Growth, ripening, and equilibration
Within the barrel of the scraped-surface freezer, several
complex processes related to freezing take place simulta-
neously. Furthermore, each process affects the nature of
the other processes, primarily through influences on heat
transfer. The thin layer of polycrystalline ice and slush
that is scraped off the barrel wall is colder than the fluid
at the center of the barrel. Thus, the first thing that hap-
pens is that the colder slush flake cools the surrounding
environment as it, in turn, is warmed up. This warming,
coupled with mechanical agitation, causes the flake to be
broken down into smaller shreds, as has been observed by
submersible microscope in a batch freezing apparatus
(111). The polycrystalline ice crystals contained within
the slush flakes are dispersed into the bulk solution where
they melt, grow or ripen according to the conditions in
their immediate environment. In regions where tempera-
ture is slightly higher than the slush from the wall, the ice
crystals begin to melt. However, melting takes heat out of
the solution as latent heat, which subsequently cools the
surrounding environment. The direction of heat transfer
determines which regions get the most cooling effect. In
the regions where temperature is a little lower than the
slush from the wall, ice crystals grow due to the tempera-
ture driving force. However, growth causes a release of
latent heat, which warms the surrounding environment.

The rate of ice crystal growth is primarily influenced
by two mechanisms. Ice crystal growth depends on the
rate of counter-diffusion of solute molecules away from
the growing interface and on the rate of heat transfer
removal from the environment through either the solution
or the ice crystal itself (112). The solute molecules pres-
ent in the ice cream mix (i.e., sugars, salts, proteins,
hydrocolloids, etc.) must diffuse away from the growing
surface to allow incorporation of water molecules into the
existing crystal lattice structure. The rate of diffusion of
these solutes depends on the molecular size (larger mole-
cules diffuse more slowly) and the concentration gradients
existing during growth. Once water molecules are incor-
porated into the crystal lattice, there is a release of the
latent heat of fusion, which must be removed by conduc-
tion and/or convection mechanisms. In an agitated envi-
ronment, heat transfer generally occurs most rapidly by
convective processes with fluid movement carrying away
the heat from the growing crystal surface.

Further complicating these dynamics of melting and
growth within the freezer barrel is the thermodynamic
mechanism of ripening (112). Ripening is based on the
slight difference in equilibrium (e.g., freezing tempera-
ture) between crystals of different size. It is well known
that very small crystals (less than about 5 µm for ice) have
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a slightly lower freezing point than large crystals (96).
Thus, very small crystals may actually melt at the same
time (in the same environment) that larger ice crystals
continue to grow. In fact, it is this principle of ripening
that leads to changes in ice crystals due to recrystalliza-
tion in storage.

d. Controlling freezing
The principles of freezing discussed in the previous sec-
tion are applied in commercial ice cream manufacture to
make products with the desired number and size distribu-
tion of ice crystals for the highest quality. In the continu-
ous commercial freezer described above, conditions are
controlled to maximize production of numerous, small ice
crystals. A low-temperature refrigerant (vaporizing
ammonia or Freon) is used to lower the temperature of the
mix quickly to about –25°C at the surface of the freezer
barrel. This low temperature (high temperature driving
force for nucleation) causes nucleation to occur rapidly,
and results in formation of many small nuclei. Even
though these nuclei ripen and grow as they make their
way to the exit of the continuous freezer, they remain
quite small (20 to 25 µm).

Compare the commercial situation above to that in 
a small batch home freezer. In both cases, ice forms on a
cold metal surface in contact with a refrigerant, with a
scraper blade periodically removing the ice layer formed

at the wall. In the batch freezer, an ice-brine solution is
made to lower the temperature of the ice cream mix.
However, this brine reaches temperatures of perhaps only
�10° to �12°C. This warmer temperature means that
nucleation occurs at a significantly lower driving force
than in the commercial freezer (liquid ammonia at about
�30°C). According to Figure 154.13, the rate of nucle-
ation is significantly lower in the batch freezer, due to the
lower ∆T, than in the continuous freezer and thus, fewer
ice crystals are formed. When the final ice cream products
are hardened to the same temperature, the product from
the batch freezer, which contains fewer crystals, ends up
with significantly larger ice crystals (and potentially
coarser ice cream) than the product from the continuous
freezer, which has many more smaller crystals. This prin-
ciple is described schematically in Figure 154.15 (113).

2. Operation of the Freezer Barrel

In larger ice cream manufacturing plants, ice cream mix is
initially frozen into a semi-frozen slurry in continuous
freezers. These units are scraped-surface freezers
designed to carefully control ice formation, air incorpora-
tion and fat destabilization. Small-scale operations may
utilize a batch freezer, where a single batch of ice cream
is frozen at a time. In small soft-serve ice cream and cus-
tard stands, batch freezers are sometimes used that involve

Few nuclei formed 

Many nuclei formed 

FIGURE 154.15 Schematic depiction of ice crystal size distributions obtained from batch (top) and continuous (bottom) ice cream
freezers, based on nucleation rate (113).
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discontinuous freezing, where ice cream is produced on
an as-needed basis.

a. Continuous, scraped-surface freezer
A schematic of a commercial, continuous freezer is shown
in Figure 154.16. Ice cream mix at a temperature of 0 to
4°C is pumped into the main barrel of the scraped-surface
freezer under a pressure of 4–5 atmospheres (3) where it is
frozen and aerated at the same time. The pressure inside
the barrel is applied to reduce air phase volume and hence
increase heat transfer. Refrigerant is introduced to the out-
side wall of the annular space between the two concentric
cylinders, where vaporization of the refrigerant occurs to
provide the refrigeration effect. Heat is removed from the
ice cream as it freezes inside the barrel through the walls.
Typically, either ammonia or Freon, kept at high pressure
to maintain the liquid state, is pumped into the freezer
where a lower pressure allows it to expand and vaporize to
provide the refrigeration effect. Vaporized refrigerant is
removed from the freezer and recompressed in a mechani-
cal refrigeration system. Refrigerant pressure is controlled
to maintain the desired temperature (about –30°C) and
driving force for heat transfer removal. The rotating
dasher, operating at 150 to 300 RPM within the freezer,
holds scraper blades that contact the metal wall and scrape
away the slush freezing on the inside of the barrel wall.

As the mix enters the freezer barrel, several things
take place at the same time: water freezes in the mix, air
is incorporated and the fat emulsion becomes partially
coalesced. Control of these multiple factors is necessary
to make ice cream with the desired physical and sensory
characteristics. As discussed in the previous section,
freezing of water occurs in the barrel and control of ice
crystal formation is critical to product quality and shelf-
life. Since the mix enters the freezer slightly above its

freezing point, sensible heat must be removed to lower
the temperature to the point where nucleation occurs.
This occurs first at the barrel wall with vaporizing refrig-
erant separated from the ice cream mix by only a thin
layer of metal. At the wall, the mix is quickly cooled
below the freezing point and nucleation occurs. It has
been estimated that the temperature just on the inside of
the barrel wall is about �26°C, based on heat transfer
resistances of the metal wall and perhaps a thin layer of
ice present on the inside of the barrel wall (9). Since the
initial freezing point of the mix is about �2°C, there is a
significant driving force {(�2) � (�26) � 24°C} for
nucleation at the wall and freezing occurs rapidly. Since
the refrigerant temperature is maintained along the length
of the freezer, the temperature at the barrel wall along 
the length of the freezer does not change significantly.
That is, temperature just at the inside of the barrel wall is
likely to be close to �26°C along the length of the entire
freezer barrel.

In the center of the barrel, however, the mix tempera-
ture is quite different from at the wall and a temperature
gradient in the radial direction exists. Temperature in the
center of the barrel may remain above the freezing point
for some time as the mix works its way from the inlet to
the outlet of the freezer. Eventually, as more and more ice
scraped from the wall is mixed in with the warmer mix at
the center of the barrel, the temperature in the center
gradually decreases. It is at the center of the barrel where
melting, growth and ripening occur, as discussed in 
the previous section. Thus, temperature at the center is
essentially adiabatically controlled, based on the complex
interactions (melting, growth, ripening, etc.) that take
place.

It is thought that the decrease in temperature along the
length of the barrel at the center of the freezer follows
approximately the freezing point depression curve as
more and more water is removed in the form of ice (9).
Russell and co-workers (98) measured the temperature
profile along the length of an experimental freezer and
found that temperature decreased rapidly initially (near
the inlet), decreased more slowly in the middle section
and then increased slightly towards the outlet of the
freezer, as seen in Figure 154.8 (98). At higher (500)
dasher RPM, the temperature decreased to a greater extent
than at lower (100) dasher RPM, which suggests that con-
vective mixing from the colder environment near the wall
is better with higher agitation rates. However, the mechan-
ical energy input at the wall of the freezer with a higher
agitation rate decreases the efficiency of nucleation and
leads to ice cream with larger mean ice crystal size (98).
There was slight increase in temperature of the ice cream
just prior to the end of the barrel where the ammonia
jacket ended and no longer provided a cooling effect. This
indicates that the ice cream within the freezer barrel was
slightly subcooled below the freezing point and the
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FIGURE 154.16 Schematic of the main components of the
heat exchanger in a typical continuous ice cream freezer. 
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release of latent heat at the end of the freezer caused the
temperature to go up slightly. Once the ice cream was
removed from the freezer, however, no temperature
changes were observed when the ice cream was held adi-
abatically. This indicates that no additional crystallization
took place once the ice cream was removed from the
freezer and suggests that ice cream as it exits the freezer
is at a point nearly on the freezing point depression curve
for that temperature. Thus, estimates of the amount of
water frozen into ice at any temperature that are based on
freezing along the freezing point depression curve are
essentially correct.

The importance of surface nucleation of ice at the barrel
wall was shown by attempts to promote nucleation of ice
through addition of ice-nucleating bacteria in a commercial
continuous ice cream freezer (114). Ice-nucleating bacteria
(Pseudomonas syringae) were added to an ice cream mix,
and the mix was frozen under typical operating conditions in
a pilot plant freezer. Ice crystal size of the ice cream exiting
the freezer was identical for the control mix and the mix
containing the ice nucleator. Since these nucleators promote
nucleation in the bulk solution, this result suggests that the
rate of ice nucleation at the wall of the freezer barrel was so
high that the presence of ice nucleators had no effect on the
total number of crystals formed in the freezer.

At the same time as freezing is taking place within the
barrel, changes are also occurring to the lipid phase and
air component. In commercial scraped-surface freezers,
filtered compressed air is injected under pressure through
a diffuser at the end of the barrel where the mix is input
(3). The fine air bubbles formed in the diffuser are incor-
porated within the mix as the dasher rotates within the
barrel. The air cells are broken down into smaller and
smaller bubbles based on the shear forces within the
freezer as the ice cream is formed (115). Dispersion of air
into fine bubbles (about 20 µm in size after draw) requires
that freezing occur at the same time to increase the shear
forces within the freezer. Whipping air into ice cream mix
without freezing results in lower amounts of overrun
incorporated and larger air bubble sizes (115).

The fat emulsion also undergoes important changes in
the barrel of the scraped-surface freezer (see Section
II.B.4). Emulsifiers are added to the ice cream mix to
decrease the stability of the emulsion droplets and allow
partial destabilization during freezing. The shear forces
within the freezer result in breakdown of the fine (� 3 µm)
emulsion droplets and lead to partial coalescence of the fat
globules. In this case, partial coalescence of the emulsion
results in clusters of fat globules that are attracted to the
air-serum interface. These partially-coalesced fat globules
provide stabilization to prevent coalescence of the air cells
so that many small air bubbles remain intact within the ice
cream. It is this network of clusters of fat globules that pro-
vides meltdown resistance to the finished ice cream.

The refrigeration effect needed for ice cream freezing
has been estimated by treating the distinct phases of the

freezing process (116). The total energy required may be
estimated as the sum of the energy required to cool the mix
from the initial temperature to the freezing point, the energy
associated with the latent heat needed to convert a certain
amount of water into ice and the energy needed to cool the
slush to the draw temperature (1). Although this approach
gives only an approximation of the true refrigerant require-
ments for freezing ice cream, based on the simplifying
assumptions, the values obtained give a starting point for
calculating refrigeration load in an ice cream facility.

b. Batch freezer
Operation of a batch freezer proceeds in much the same
manner as for a continuous freezer with several notable
differences. That is, similar events take place in batch
freezing as just described for continuous freezing, with
the ice cream remaining in one place rather than moving
along the length of the freezer barrel as in a continuous
freezer. One notable difference in batch freezing is that
there is typically a lower ratio of heat transfer surface to
volume of ice cream. Thus, heat transfer is generally not
as efficient in batch freezers compared to continuous
freezers. Another typical difference between continuous
and batch freezing is the nature of the refrigerant used. In
commercial batch freezers, as found for soft-serve or cus-
tard-type freezers, vaporizing Freon may be used to pro-
vide the refrigeration effect. In this case, the temperature
differential at the wall of the freezing cylinder may be as
low as those found in continuous freezers. Hence, very
small ice crystals are formed at the wall, scraped off by
the mixing blades and then dispersed into the mix at the
center of the cylinder. The temperature profiles at the wall
and center of the freezing cylinder are very similar to
those found in continuous freezers, except the tempera-
ture changes with time during freezing. When the temper-
ature of the bulk of the ice cream reaches the desired draw
temperature, or when the consistency of the ice cream
within the barrel reaches some preset or desired value, the
ice cream is drawn from the freezer. Typically, draw tem-
peratures from batch freezers are similar to those in con-
tinuous freezers. However, due to the quantity of mix to
freeze, the residence time required to achieve this draw
temperature is much longer than in the continuous freezer,
typically 15–30 minutes compared to approximately 1 to
2 min, and the resulting slower rates of freezing result in
more recrystallization events in the barrel, larger crystal
sizes, and slightly coarser texture when first frozen. 

Another significant difference between batch and con-
tinuous freezing involves the nature of air incorporation. In
batch freezers, the mix is allowed to whip at atmospheric
pressure. Hence, whipping properties of the mix are very
important and overrun is more variable, being controlled
simply by the headspace remaining after the mix charge is
put into the barrel. In the continuous freezer, air is injected
through controlled valves, so whipping properties of the
mix are perhaps less important and overrun control is
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exact. Air distribution occurs under pressure in the contin-
uous freezer, and it is the rapid expansion of the air bub-
bles at draw that establishes the air bubble interface. 

Soft-serve ice cream freezers contain a swept-surface
barrel freezer similar to the batch freezer, but they also
contain a mix hopper that permits entry of a charge of mix
each time a portion of the semi-frozen ice cream is
removed. Thus, the complete barrel is only emptied on
shut-down. The air handling systems of some large instal-
lation soft-serve ice cream freezers are a hybrid between
batch and continuous freezers, in that the air inlet and bar-
rel itself are pressurized to allow more exact control of
overrun. 

3. Overrun Calculations

Overrun is the industrial calculation of the air added to
frozen dessert products, and it is calculated as the per-
centage increase in volume that occurred as a result of the
air addition. The following examples will show calcula-
tions of overrun by volume and by weight, without and
with the addition of particulates, and will also show cal-
culations of target package weights. When packages are
being filled on a processing line, package weights should
be closely monitored. Deviations can be attributed to vari-
ations in the fill level of the package (packaging machine
adjustment), variations in the ratio of ice cream to partic-
ulate addition (ingredient feeder or ripple pump adjust-
ment), or variations in the overrun of the ice cream
(freezer barrel adjustment). 

Determining manufacturing overrun by volume, no
particulates:
The equation for overrun determination of a production
run, based on the definition of overrun as above, is as 
follows:

% Overrun �

� 100% (154.9)

Example. 500 L mix gives 980 L ice cream, using
Equation 154.9:

� 100% � 96% Overrun

Any flavors added, such as chocolate syrup in the next
example, that become homogeneous with the mix can incor-
porate air and are thus accounted for in the following way.

Example. 80 L mix plus 10 L chocolate syrup gives 170 L
chocolate ice cream, using Equation 154.9:

�100% � 88.8% Overrun

Determining manufacturing overrun by volume, with par-
ticulates:
Example. 40 L mix plus 28 L pecans gives 110 L butter
pecan ice cream, using Equation 154.9:
110 � 28 � 82 L actual ice cream surrounding the nuts. 

% Overrun �

� � 100% � 105%

The pecans do not incorporate air. This type of a
determination might be useful if, for example, defects in a
given mix were known to show up at �115% overrun.
Otherwise, in a calculation of total output, a calculation
similar to the one above, with no particulates, may be
more useful.
Determining package overrun by weight, no particulates :

% Overrun �

� 100% (154.10)

Must know density of mix (wt. of 1 L), usually 
1.09 � 1.1 kg /L (see example below).

Example. If 1 L of ice cream weighs 560 g net weight
(exclusive of package), assuming a density of 1.09 kg/L,
using Equation 154.10:

% Overrun � � 100%

� 94.6% Overrun

Determining package overrun by weight, if the ice cream
has particulates in it, gives very little information because
both the ratio of ice cream to particulates and the air con-
tent of the ice cream affect the final weight.

Determining mix density:
The density of mix can be calculated as follows:

(Wt. per litre of water) �� � 1.07527 

� � � � � 0.6329 � �
� Wt./L mix (154.11)

Example. Calculate the weight per litre of mix containing
12% fat, 11% msnf, 10% sugar, 5% corn syrup solids,

% Water
�

100
% Fat
�

100
% total solids
��

100

% fat
�
100

1090 � 560
��

560

Wt. of mix � Wt. of same vol. of ice cream
�����

Wt. of same vol. of ice cream

82 � 40
�

40

Vol. of ice cream � Vol. of mix used
����

Vol. of mix used

170 � (80 � 10)
��

(80 � 10)

980 � 500
��

500

Vol. of ice cream produced � Vol. of mix used
�����

Vol. of mix used
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0.30% stabilizer, and 38.3% total solids, using Equation
154.11:

� 1.0959 kg/L of mix

Determining target package weights, no particulates:

Use the following formula:

Weight of given vol. of ice cream

�
(154.12)

100

Example. Desired 90% overrun, mix density 1.09 kg/L,
using Equation 154.12

net wt. of 1 L � � 573.7 g

100

Also, the density of ice cream can be calculated in a
similar manner from Equation 154.12,

Density of ice cream �

100

Example: Density of mix 1100 g/L,

@100% Overrun, density of ice cream �

100

� 550 g/L

Figuring target package weights, with particulates:
Example. Ice cream with candy inclusion; density of mix
1.1 kg/L; overrun in ice cream 100%; density of candy
0.748 kg/L*; candy added at 9% by weight, (i.e. 9 kg to
100 kg final product).

In 100 kg final product, we have:

9 kg of candy (or � 12.0 L)

91 kg of ice cream �or � 165.4 L�
� � 1�

So, 100 kg gives a yield of 12 � 165.4 � 177.4 L

1 L weighs � 564 grams

In many cases, ice creams of different flavors are man-
ufactured to provide the same weight per package for the
consumer. As a result, overrun of the actual ice cream in
the product varies from flavor to flavor, depending on the
density and addition ratio of the particulate ingredients.

4. Fat Destabilization and Foam Stabilization

The texture of ice cream is perhaps one of its most impor-
tant quality attributes. It is the sensory manifestation of
structure; thus, establishment of optimal ice cream structure
is critical to maximal textural quality. While the dynamic
freezing process is generally associated with the formation
of the ice phase, aeration and agitation during this process
are also responsible for the formation of colloidal aspects of
structure, viz., the formation of air bubbles and the partial
coalescence of the fat into a major structural element
(Figure 154.17). The colloidal structure of ice cream begins
with the mix as a simple emulsion, with a discrete phase of
partially crystalline fat globules surrounded by an interfa-
cial layer comprised of proteins and surfactants (Figure
154.18) The continuous, serum phase consists of the unad-
sorbed casein micelles in suspension in a solution of sugars,
unadsorbed whey proteins, salts, and high molecular
weight polysaccharides. During the “freezing” stage of
manufacture, the mix emulsion is foamed, creating a dis-
persed phase of air bubbles, and is frozen, forming another
dispersed phase of ice crystals (Figure 154.19). Air bubbles
and ice crystals are usually in the range of 20 to 50 µm and
are surrounded by a temperature-dependent unfrozen phase
(60). In addition, the partially-crystalline fat phase in the
mix at refrigerated temperatures undergoes partial coales-
cence during the concomitant whipping and freezing
process, resulting in a network of agglomerated fat, which
partially surrounds the air bubbles and gives rise to a solid-
like structure (Figure 154.18) (12,40,43,44,117). 

The development of structure and texture in ice cream
is sequential, basically following the manufacturing steps.
To properly describe the role of fat in the structure, it is
necessary to begin with the formation of the emulsion and
the role of the ingredients present at the time of homoge-
nization, with particular reference to the fat, proteins,
and emulsifiers. After preheating or pasteurization, the mix
is at a temperature sufficient to have melted all the fat pre-
sent, and the fat passes through one or two homogenizing
valves. Immediately following homogenization, the newly

100 kg
�
177.4 L

100
�
100

91 kg
�
1.1 kg/L

9 kg
��
0.748 kg/L

1100 g/L
��
(100 � 1)

density of mix
��
(Overrun � 1)

1.09 kg
�
(90 � 1)

Wt. of same vol. of mix
���
(Desired overrun � 1)

1.0 kg/L
������
0.12 � 1.07527 � (0.383 � 0.12) � 0.6329 � 0.617

* Note: density of particulate pieces containing void spaces must be
determined by first crushing the material to eliminate void spaces, given
that ice cream will fill in the voids after incorporation.
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formed fat globule is practically devoid of any membra-
nous material and readily adsorbs amphiphilic molecules
from solution (93). The immediate environment supplies
the surfactant molecules, which include caseins, undena-
tured whey proteins, phospholipids, lipoprotein molecules,
components of the original milkfat globule membrane, and
any added chemical surfactants (6,93). These all compete
for space at the fat surface. By controlling the adsorbing
material present at the time of homogenization, it may be
possible to predetermine the adsorbing substances and thus
create a membrane with more favorable functional attrib-
utes, utilizing natural proteins rather than relying on the
chemical surfactants (47). The membrane formed during
homogenization continues to develop during the aging step
and rearrangement occurs until the lowest possible energy
state is reached (95). The transit time through a homoge-
nization valve is in the order of 10�5 to 10�6 seconds (91).
Protein adsorption or unfolding at the interface may take
minutes or even hours to be complete (21). It is clear,
therefore, that the immediate membrane formed upon
homogenization is a function of the microenvironment at
the time of its creation, and that the recombined membrane
of the fat globule in the aged mix is not fully developed
until well into the aging process (12).

Emulsifiers are not needed in an ice cream mix to stabi-
lize the fat emulsion, due to an excess of protein and other
amphiphilic molecules in solution (87,88). If a mix is
homogenized without any emulsifier, both the whey proteins
and the caseins will form this new fat globule membrane,
with the caseins contributing much more to the bulk of the
adsorbed protein. However, if added emulsifiers are present,
they have the ability to lower the interfacial tension between
the fat and the water phases lower than the proteins. Thus
they become preferentially adsorbed to the surface of the fat
(12,32,95). As the interfacial tension is lowered and proteins
are eliminated from the surface of the fat, the surface excess
(quantity of adsorbed material, mg/m2) is reduced (42) and
the actual membrane becomes weaker to subsequent

destabilization. This is due to the fact that the protein mole-
cules, and particularly the caseins, are considerably larger
than the emulsifier molecules, such that a membrane made
up entirely of emulsifier is very thin (Figure 154.18). This
results lower surface excess, although the emulsion is ther-
modynamically favored due to the lowering of the interfacial
tension and net free energy of the system. 

Crystallization of fat also occurs during aging, creating
a highly intricate structure of needle-like crystals within the
globule (Figure 154.18). The high melting point triglyc-
erides crystallize first, and continue to be surrounded by liq-
uid oil of the lower melting point triglycerides. It has been
reported that fat crystallization of emulsified milkfat at
refrigerated temperature reaches equilibrium within 1.5
hours (6). A partially crystalline fat droplet is necessary for
clumping to occur. van Boekel and Walstra (118) found
emulsion stability of a paraffin oil in water emulsion to be
reduced by six orders of magnitude when crystals were pres-
ent in the dispersed phase. This has been attributed to the
protrusion of crystals into the aqueous phase causing a sur-
face distortion of the globule (118). The crystal protrusions
can then pierce the film between two globules upon close
approach. As the crystals are preferentially wetted by the
lipid phase, clumping is thus inevitable. This phenomenon
may account for partial clumping of globules under a shear
force. The clusters thus formed actually hold the ice cream
serum in their interstices resulting in the observed dryness.
These fat globule chains may also envelope the air cells thus
improving overrun (36), however, fat crystals are also known
to impair overrun development in whipped cream (21). 

The next stage of structure development occurs during
the concomitant whipping and freezing step. Air is incor-
porated either through a lengthy whipping process (batch
freezers), drawn into the mix by vacuum (older continuous
freezers) or injected under pressure (modern continuous
freezers) (1). This process causes the emulsion to undergo
partial coalescence or fat destabilization, during which
clumps and clusters of the fat globules form and build an
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FIGURE 154.17 A schematic representation of the structure of ice cream mix and of ice cream.
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internal fat structure or network into the frozen product
(1,6) in a very analogous manner to the whipping of heavy
cream (13). During the initial stages of whipping of cream,
air bubbles have been shown to be stabilized primarily by

beta casein and whey proteins with little involvement of fat
(13). Adsorption of fat to air bubbles occurred when the fat
globule membrane coalesced with the air water interface.
Only rarely did fat spread at the air water interface. The
final cream is stabilized by a cross-linking of fat globules
surrounding each air cell to adjacent air cells, thus building
an infrastructure in the foam (119). In skim milk foams,
the initial air water interface is also formed by the serum
proteins and soluble β-casein, with little involvement of
micellar casein. Micelles become attached as a discontinu-
ous layer, but are not deformed or spread (21). It can be
postulated that air cell incorporation into ice cream mix
follows a similar mechanism. Cross-linking of fat globules
from one air cell to the next, thus forming an infrastruc-
ture, is less likely due to the reduction in dispersed phase
volume from the heavy cream system to the ice cream mix
system. However, it must also be borne in mind that the air
bubbles, fat globules, and aqueous phase are being freeze-
concentrated at the same time. 

The fat globule clusters formed during the process of
partial coalescence are responsible for surrounding and
stabilizing the air cells and creating a semi-continuous net-
work or matrix of fat throughout the product, resulting in
the beneficial properties of dryness upon extrusion during
the manufacturing stages (aids in packaging and novelty
molding, for example), a smooth-eating texture in the
frozen dessert, and resistance to meltdown or good stand-
up properties (necessary for soft serve operations) (6,120).
Fat destabilization is enhanced by the emulsifiers in com-
mon use (12,88). When the emulsion is subjected to the
tremendous shear forces in the barrel freezer, the thin
membrane created by the addition of surfactant is not suf-
ficient to prevent the fat globules from colliding and coa-
lescing, thus setting up the internal fat matrix (36). If an ice
cream mix is subjected to excessive shearing action or con-
tains too much emulsifier, the formation of objectionable
butter particles can occur as the emulsion is churned
beyond the optimum level. Polysorbate 80, having a small
molecular weight and producing the lowest interfacial ten-
sion compared to mono- and diglycerides displaces more
protein, resulting in a very thin membrane, and thus pro-
duces the maximum amount of fat destabilization (36).

The extent of fat destabilization can be quantified in
several ways. It is sometimes presented as a % change in
turbidity as measured by a spectrophotometer on diluted
samples of mix and ice cream (12). It can also be deter-
mined based on a solvent extraction technique using a
mild solvent, since coalesced fat becomes increasingly
susceptible to extraction, whereas emulsified fat does not
(95). As well, it can be presented as a change in size dis-
tribution of fat globules as measured by laser light scat-
tering techniques (e.g., %>3 µm, since 0% of the mix
emulsion was greater than 3µm) (42). 

Gelin and co-workers (37) demonstrated through light
scattering measurements of fat globule size distribution
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FIGURE 154.18 The effect of added emulsifier/adsorbed pro-
tein on structure of ice cream mix, ice cream, and melted ice
cream. A-B, ice cream mix with no emulsifier and with added
Polysorbate 80, respectively, as viewed by thin section transmis-
sion electron microscopy; f�fat globule, c�casein micelle,
arrow (in B)�crystalline fat, bar� 0.5 µm. See Ref. 36 for
methodology. C-D, ice cream with no emulsifier and with added
polysorbate 80, respectively, as viewed by low temperature scan-
ning electron microscopy; a�air bubble, f�fat globule, bar� 4
µm. See Ref. 61 for methodology. E-F, ice cream with no emul-
sifier and with added Polysorbate 80, respectively, as viewed by
thin section transmission electron microscopy with freeze sub-
stitution and low temperature embedding; a�air bubble, f�fat
globule, c�casein micelle, fc�fat cluster, bar� 1 µm. See Ref.
121 for methodology. G-H, melted ice cream with no emulsifier
and with added Polysorbate 80, respectively, as viewed by thin
section transmission electron microscopy; f�fat globule,
c�casein micelle, fn�coalesced fat network, bar� 1 µm in G
and 5 µm in H. See Ref. 36 for methodology.
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and aggregation that the freezing step is responsible for
considerable fat aggregation. This aggregation is initially
reversible through dissociation with SDS, but not after fat
crystal sintering has occurred. They have also shown the
changes occurring to the protein distribution between the
aqueous and adsorbed states. It was obvious from their
study that the homogenization step accounted for a large
amount of adsorbed protein, and that casein was preferen-
tially adsorbed over the whey proteins. The aging and
freezing-hardening-thawing steps each accounted for sub-
sequent protein desorption, again mostly of the caseins.
The sequential process of partial coalescence during ice
cream freezing has also been examined (12). The incor-
poration of air alone, or the shearing action alone, inde-
pendent of freezing, are not sufficient to cause the same
degree of fat destabilization as when ice crystallization
occurs concomitantly. The freezing process causes an
increase in concentration of the mix components, such as
proteins and mineral salts, in the unfrozen water phase. It
is believed that the ice crystals contribute to the shearing
action on the fat globules, due to their physical shape, and
that the concentration of components also leads to
enhanced destabilization. However, to create the desired
extent of fat destabilization, whipping and freezing must
occur simultaneously (87).

Goff and co-workers (121) examined air interfaces in
ice cream and fat:air interactions using transmission elec-
tron microscopy with freeze-substitution. The structures
created by increasing levels of fat destabilization in ice
cream (achieved through increased emulsifier concentra-
tion in the mix in both batch and continuous freezing)
were observed as an increasing concentration of discrete
fat globules at the air interface (Figure 154.18), and
increasing coalescence and clustering of fat globules, both
at the air interface and within the serum phase (Figure
154.18). Air interfaces at the highest levels of fat destabi-
lization were not completely covered by fat globules. It
has been suggested that the air interface in ice cream may

be covered by a thin layer of non-globular liquid fat (6).
However, there was no evidence of a surface layer of free
fat in the work of Goff and co-workers (121). Further, air
interfaces in a fat-free ice cream formulation showed a
very similar, continuous membrane as those from a for-
mulation containing fat. This further suggests that the air
bubble membrane itself is comprised of protein, with dis-
crete and partially-coalesced fat globules subsequently
adsorbed. 

C. FLAVORS AND FLAVOR ADDITION

Ice cream and frozen dessert manufacturers offer a wide
variety of flavors and particulate ingredients to con-
sumers, which are often the basis upon which consumers
make selection choices. Some of the major flavors and
flavor categories, based on consumption in North
America, are shown in Table 154.10. Ingredients are
added to ice cream in three ways during the manufactur-
ing process: in the mix tank prior to freezing (for liquid
flavors, colors, fruit purees, flavored syrup bases, or any-
thing else that will become homogeneous within the ice
cream); through a variegating pump (for ribbons, swirls,
ripples, revels, etc.); or through an ingredient feeder (for
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FIGURE 154.19 Low temperature scanning electron micrographs of the overall structure of ice cream. A) General overview of spa-
tial distribution of ice crystals (i) within the unfrozen phase (s). Bar (in C) � 100 µm. B) Higher magnification showing air bubbles
(a) and ice crystals (i) embedded into the unfrozen serum (s) as discrete phases. Bar (in C) � 40 µm. C) High magnification picture
of an air bubble, showing fat globules (f) adsorbed at the air interface and also dispersed in the unfrozen phase (s). Bar � 20 µm.

TABLE 154.10
Ice Cream Consumption by Flavor, 2002 Annual,
Canada and the U.S.

Flavor Percentage of Production Volume

Vanilla 28.4
Nut Flavors 10.4
Chocolate 8.0
Fruit flavors 7.6
Neapolitan 7.4
Bakery Flavors 5.8

Data from the International Dairy Foods Association.
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particulates — fruits, nuts, candy pieces, marshmallows,
cookies and bakery pieces, etc.). In the case of the latter
two, this equipment is added in series after the continuous
freezer, when the ice cream is already semi-frozen. Often,
these may be placed in sequence for complex flavors
involving multiple components, e.g., a variegating pump
and an ingredient feeder or two ingredient feeders.
Ingredients added into the semi-frozen ice cream should
be as cold as possible, either refrigerated or stored at sub-
zero temperatures, so as not to cause any melting and
recrystallization of the ice crystals at this point in the
process.

Vanilla. Vanilla is the most popular flavor for ice
cream in North America. Vanilla ice cream is used to
make milkshakes, sundaes, floats and other types of
desserts at the retail level, and is often an a accompani-
ment to other desserts, such as cakes or pies. Vanilla 
is also used in many other flavors as a flavor enhancer,
e.g., chocolate flavor is improved by the presence of a
small amount of vanilla.

Vanilla comes from a plant belonging to the orchid
family called Vanilla planifolia, grown typically in
Mexico, the islands off the east coast of Africa (particu-
larly Madagascar), Tahiti, South America (Guadeloupe,
Dominica, Martinique), and Indonesia (Java). Bourbon
beans from Madagascar are often considered the finest
and account for over 75% of world production. From each
blossom of the vine that is successfully fertilized comes a
pod that reaches 15–25 cm in length, picked at 6–9
months. It requires temperatures of 24–29°C day and
night throughout the season, as well as frequent rains with
a dry season near the end for development of flavor. Pods
are immersed in hot water to stop biological activity of the
seed (which also serves to increase enzyme activity), then
fermented for 3–6 months by repeated wrapping in straw
to “sweat” and then uncovering to sun dry. 5–6 kg green
pods produce 1 kg cured pods. Beans are then aged 1–2
years. Enzymatic reactions during aging produce many
compounds, of which vanillin is the principal flavor com-
pound. However, there is no free vanillin in the beans
when they are harvested. It develops gradually during the
curing period from glucosides, which break down during
the fermentation and “sweating” of the beans. Extraction
takes place as the beans are chopped (not ground) and
placed in a stainless steel percolator. Cold alcohol (no heat
involved) and water are pumped over and through the
beans until all flavoring matter is extracted. Vacuum dis-
tillation takes place for a large part of the solvent. The
desired concentration is specified as twofold, fourfold,
etc. Each multiple must be derived from an original 10g
beans/100 mL of alcoholic extract. 

Vanillin can be and is produced synthetically to a
large extent. Vanillin is contained in many types of woods
and thus is a by-product of the pulp industry. Compound
flavors are produced from combinations of vanilla extract

and vanillin. Vanillin may be added at one ounce to the
fold for compound flavors. The number of folds plus num-
ber oz. of vanillin equals the total strength, e.g., 2 fold �
2 oz. � 4 fold vanilla-vanillin. However, more than 1 oz
to the fold is deemed imitation. Usage level in the mix is
a function of purity and concentration. Typically a single
fold natural vanilla is recommended at 3–6 mL/L mix, a
two fold vanilla-vanillin at 2–3 mL/L mix. Some vanillin
may improve flavor over pure vanilla extract, so often nat-
ural and artificial compound flavors are more desirable
than pure natural flavors; however, too much vanillin
results in harsh flavors.

Chocolate and Cocoa. The cacao bean is the fruit of the
tree Theobroma cacao (“Cacao, food of the gods”), which
grows in tropical regions such as Mexico, Central America,
South America, West Indies, and the African West Coast.
The beans are embedded in pods on the tree, 20–30 beans
per pod. When ripe, the pods are cut from the trees, and
after drying, the beans are removed from the pods and
allowed to ferment for 10 days (microbiological and enzy-
matic fermentation). Beans then are washed, dried, sorted,
graded and shipped for processing. Figure 154.20 shows a
flow diagram for the processing of chocolate and manufac-
ture of cocoa. At the processing plant, beans are roasted, the
seed coat is removed and the interior of the bean, called the
nib, is ground. Friction melts the fat and the nibs flow from
the grinding as a liquid, known as chocolate liquor. The
composition of chocolate liquor is about 55% fat, 17% car-
bohydrate, 11% protein, 6% tannins and many other com-
pounds. After the cocoa butter is pressed from the chocolate
liquor, the remaining press cake is now the material for
cocoa manufacture. The amount of fat remaining deter-
mines the cocoa grade: medium fat cocoa, 20–24% fat; low
fat 10–12% fat. There are many types of chocolate that dif-
fer in the amounts of chocolate liquor, cocoa butter, sugar,
milk, other ingredients, and vanilla. Imitation chocolate is
made by replacing some or all of the cocoa fat with other
vegetable fats. For ice cream, this provides improved coat-
ing properties and enhanced resistance to melting. White
chocolate is made with cocoa butter, milk msnf, sugar, but
no cocoa or chocolate liquor.

There are two types of cocoa available, namely,
American (domestic) and Dutch (alkalized). The latter is
treated with an alkali (sodium hydroxide, etc.) to increase
solubility, darken the color, and modify the flavor. The
Dutch type is usually preferred in ice cream because it
gives a darker, less red color but the choice depends upon
consumer preference, desired color (Blackshire cocoa
may also be used to darken color), strength of flavor, and
fat content of the ice cream (19). For chocolate ice cream
manufacture, cocoa is more concentrated for flavoring
than chocolate liquor (55% fat) because cocoa butter has
relatively low flavor. Hence, low fat cocoa powders are
usually utilized at 2–3% (w/w) in the mix. Cocoa is usu-
ally added with other dry ingredients at the blending
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stage, and pasteurized and homogenized with the rest of
the mix. Blends of cocoa (2–3%) and chocolate liquor
(2%) or chocolate liquor alone (5%) can also be used to
produce a chocolate ice cream with enhanced smoothness
and with the typical full-fat flavor of chocolate products.
Chocolate mixes have a tendency to become excessively
viscous, so stabilizer and corn syrup solids content and
homogenizing pressure need to be slightly lowered to
account for the enhanced viscosity. Sucrose content is
generally increased by 2–4% (w/w) in the mix to offset
the slight bitterness from the cocoa.

One frequent defect with chocolate ice cream, partic-
ularly soft-serve, is chocolate specking. Cocoa becomes
entrapped in partially coalesced fat, which then darkens.
Alleviation of excessive fat destabilization usually allevi-
ates this problem.

Fruit Ice Cream. Fruit flavors are quite popular in ice
cream. Fruit for ice cream can be utilized as fresh fruit,
raw frozen fruit, “open kettle” processed fruit, or asepti-
cally processed fruit cooked in swept-surface heat
exchangers. Fruit additions should use sufficient fruit
(15–25% w/w) of choice quality for best fruit ice cream.
The more highly flavored the fruit, the less required in ice

cream. Fruit should be kept in large pieces in the ice
cream where possible, and that is usually a function of the
incorporation method. Ingredient feeders are used with
continuous freezers to add the fruit pieces or sugared fruit
preparations, while a portion or all of the fruit juice, as
appropriate when straining of fruit is employed, is added
directly to the mix. In the batch freezer, fruit juice is
added with the mix at the start of the batch, and the fruit
pieces are added when the mix has been partially frozen
or at draw. 

Some small-scale ice cream processors may find it
desirable, for a variety of reasons, to use fresh fruit. Such
use involves all of the preparation steps of washing, sort-
ing, peeling, destoning, etc. If fresh fruit is being added to
ice cream, it should be prepared with sugar in such a way
as to allow the sugar to penetrate the fruit. Otherwise, it
will freeze to form solid lumps in the ice cream. Sugar
draws out juice by osmotic dehydration. If fruits are to be
pureed, this will not be necessary, although sugar does help
to bring out flavor. With strawberries it is advisable to slice
in half and treat with sugar at the rate of at least 20–30%
sugar, allowing the berries to stand in a cool temperature
until sufficient sugar has been absorbed. Sugared fruit can
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FIGURE 154.20 The processing of cocoa into ingredients typically used in chocolate ice cream.
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either be strained to separate juice from pulp, or can be
cold-stabilized with the use of pectin or starch prior to
adding to the ice cream. In this way, the juice and pulp can
be added at the same time through the ingredient feeder.

Frozen fruit for ice cream is usually frozen with the
addition of a suitable content of sugar, usually 25–30%.
Frozen packs must be thawed before use. Forced thawing
with heat will cause rupture of the fruit with resulting
poor appearance. Where discrete fruit pieces are not
desired in the ice cream, forced thawing may be used.
Thawing usually results in juice separation, unless the
product has been cold-stabilized with starch or pectin, and
if so, this juice should be strained and added to the mix
before freezing. Polysorbate 80 (see Section I.B.5) is
sometimes added to the mix prior to the freezing of fruit
ice cream, particularly if the fruit is “wet.” This aids in
producing a dry ice cream to help incorporate the fruit
addition. Depending on the strength of flavor of the fruit
preparation and the concentration utilized, it may be nec-
essary to augment fruit flavors with the addition of natu-
ral or artificial flavors. Also, sometimes the addition of
citric acid to the mix is desirable. 

Fruit can be processed by cooking in a syrup with
added sugar to a total sugar content (°Brix) of 50–60%,
and is often stabilized with pectin or starch. This processed
fruit moves the problems of procurement, variability, and
quality from the ice cream manufacturer to the fruit manu-
facturer/supplier. The fruit manufacturer can source fruit
from around the world and blend it from a variety of
sources to achieve year-round supply and consistency.
Fruit preparation ensures removal of debris, stones, pits,
skins, etc., and cooking ensures microbial safety. By cook-
ing in sugar, the fruit will not freeze as a solid in the ice
cream, which provides a more pleasant texture. For the ice
cream manufacturer, this product is available in a ready-to-
use form, with no need for thawing, straining, etc., so it
involves no product loss. Fruit processed by open kettle
methods, however, often provides a cooked flavor that
detracts from the natural fruit flavor desired by the ice
cream manufacturer and consumer. The processing of such
fruit aseptically in scraped surface heat exchangers pro-
vides the opportunity to offer an improved flavor and
color, a more consistent product, no preservatives, and a
longer shelf-life.

Variagates. Variagates are injected through a positive
pump connected to a small-diameter nozzle or nozzles
within the stream of ice cream from the continuous
freezer. They are available as a prepared base, e.g., choco-
late, butterscotch, marshmallow, strawberry, cheese cake
concentrate, etc., and are usually incorporated at 10%
(w/w) of ice cream. Almost any flavor can be variegated
into ice cream in a variety of contrasting ice cream flavors
and colors. A good variegating syrup should not settle out
or run into pools in the ice cream. It must not become icy
during storage.

Nuts in Ice Cream. Nut-flavored ice creams are also
very popular, although concern for consumers with nut
allergies has meant strict segregation of nuts from non-nut
products and declaration of possible cross-contamination
with nuts, and has limited the use of nut flavors in recent
years. Nuts should be used in generous amounts, usually
around 10% (w/w), and kept in large pieces. Commonly
used are walnuts, pecans, filberts, almonds, and pista-
chios. Brazil nuts and cashews have been tried without
much success. Pecans are usually roasted with butter and
incorporated into a butter pecan ice cream. Pistachios may
be treated in somewhat the same manner as pecans, or may
be used in the characteristic pistachio ice cream, which is
usually colored green and is flavored with bitter almond.
Raw walnuts may be preferred to roasted for flavor, but
some form of heat (oven) treatment should be given to
walnuts to eliminate surface microbial contamination.
Walnuts are often used with a maple flavoring. Almonds
are commonly dry roasted to a point just before burning,
and are added to the mix flavored with vanilla or almond
flavoring. Filberts are roasted dry to a light brown color.
The skins are removed (blanched), and the nuts reduced in
size by chopping. They are added to a mix mildly flavored
with vanilla.

Due to potential contamination with extraneous (e.g.,
shells) and foreign matter, nuts require extensive cleaning
and screening. Nuts must be processed in a clean sanitary
premise following good manufacturing practices. Nuts
should be either oil roasted or heat treated to reduce any
bacteria. Microbiological testing for Standard plate count,
coliforms, E. coli, yeasts, molds, and Salmonella sp. is car-
ried out randomly but routinely, and testing for aflatoxin
(mold toxin from Aspergillus flavus) is performed on
peanuts. Nutmeats should be stored either at subzero tem-
peratures in a freezer, or at least at 2–4°C to maintain fresh-
ness and reduce problems with lipid oxidation in the nuts.

Color in Ice Cream. Ice cream should have a delicate,
attractive color that is closely associated with the type of
flavoring material that has been added. In some instances,
ice cream mix may be slightly colored to give it the shade
of the natural product, e.g., 15% (w/w) fruit produces only
a slight effect on color and may need to be augmented.
Some fruit solid packs may already be colored by the fruit
manufacturer, for convenience to the ice cream manufac-
turer. Most colors are of synthetic origin and can be pur-
chased in liquid or dry form. Color solutions can easily
become contaminated, and therefore must be fresh.

D. PACKAGING AND STATIC FREEZING

Once the ice cream exits the freezer as a partially-frozen
slush, particulate flavors can be added, and then it is
pumped into a package, sealed, and hardened. When the
semi-solid ice cream exits the continuous freezer, it
should have the correct stiffness, or ability to flow, for its
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intended use. For ice cream intended for direct packaging,
about half of the water is frozen to ice when the ice cream
exits the freezer, and it should still be sufficiently fluid to
flow and completely fill a package without leaving void
spaces. If the draw temperature of the freezer is too low,
or the mix is otherwise frozen too much, the ice cream
exiting the freezer will be too stiff for proper packaging.
In some cases, as for frozen novelties, this high degree of
stiffness may be desired so that the ice cream maintains its
shape prior to hardening.

Packages of ice cream are sent to a hardening room or
tunnel for further freezing. The aim of hardening is to
remove heat so that the ice cream cools quickly to tem-
peratures below –18°C. The time required for hardening
primarily depends on the size of the package entering the
hardening facility, and the nature of the refrigeration
process within the hardening facility. Very small contain-
ers, as in 0.5L or smaller cups, may take as little as 30
minutes to harden properly; whereas larger bulk-sized
containers may take 24 hours. If cartons of ice cream are
collected on a pallet prior to hardening, the time for the
center-most container to reach hardening temperatures
may be substantially longer than 24 hours. Most commer-
cial facilities allow between 12 and 24 hours in the hard-
ening facility to ensure proper freezing.

As the ice cream cools, additional ice freezes in accor-
dance with the freezing point depression curve. It is impor-
tant to note that, typically, no new ice crystals (nuclei) are
formed during hardening, since the thermal driving forces
are generally too small to promote nuclei formation. Thus,
the increase in ice content (ice phase volume) comes about

through a general increase in the size of all existing ice crys-
tals. Clearly, the number of ice crystals formed in the initial
freezing step will have a big impact on the ice crystal size of
the final hardened ice cream. Typically, ice crystals increase
in size about 10 to 15 µm during hardening. That is, the
mean ice crystal size after drawing from the continuous
freezer may be about 25 to 30 µm, but the mean size after
hardening is more likely to be between 40 and 45 µm.

The speed of cooling has a significant impact on the
ice crystal size, and this may vary through the container.
The ice cream near the outside of the package cools the
fastest. The ice cream near the center is insulated by the
rest of the ice cream and cools much more slowly. For
example, Donhowe (122) followed the temperature
decrease at different locations in a half-liter cylindrical
container of ice cream during hardening, as shown in
Figure 154.21 (10). The surface cooled most rapidly, with
the center taking nearly 10 minutes to even start cooling.
During that 10 minute delay, the ice crystals at the center
of the package were undergoing recrystallization at a
rapid rate due to the high temperature. The result is that
the ice crystals in the ice cream at the center of the con-
tainer had substantially larger mean size than the ice crys-
tals in the product near the surface, as seen in Figure
154.22 (10). This effect becomes even more dramatic
when larger-sized containers are hardened. For example,
the ice cream at the center of a pallet of containers may
remain at elevated temperatures for substantially longer
than the 10 minutes in this example, and the mean size can
get considerably larger. Proper hardening is critical to
maintaining the highest quality of the ice cream.
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during hardening of a half-liter cylindrical container of ice cream at –30°C (10).
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The speed of cooling in the hardening facility also
depends on the type of refrigeration system chosen. There
are numerous options for hardening ice cream. The choice
of hardening facility depends on many factors, including
the size of the operation, the types of ice cream products
being frozen, as well as other economic factors. In some
cases, as in small operations, the packages of ice cream
may simply be transported to an air blast freezer for hard-
ening. In this case, cold air blowing across the packages
removes heat from the ice cream as it freezes further.
Typically, air at –30°C, cooled by a mechanical refrigera-
tion system, blows past the packages. Good air flow
across each individual package is necessary to obtain the
fastest rate of cooling.

In larger operations, packages of ice cream are placed
on a conveyor (e.g., spiral configuration) and transported
through a hardening tunnel to provide rapid convective
cooling. The tunnel is maintained at �35° to �40°C and
with very high air velocity. The residence time of a package
on the conveyor may be between 40 and 160 minutes,
which is sufficient to lower the temperature to about –18°
to �25°C (1). Again, cold air (�30 to –40°C) blowing
across the individual packages provides a rapid rate of cool-
ing in the hardening tunnel. Product exiting the tunnel is
then transported to a storage freezer for further distribution.

Another type of hardening system is the plate freezer,
which works well for products in containers with flat
sides. In the plate freezer, the containers come in contact
with a metal surface (the plates) on both sides (top and
bottom). The plates are cooled internally with circulating

refrigerant so conductive heat transfer is excellent
between plates and ice cream. Hardening in a plate freezer
can be accomplished in as little as 2 hours (1).

The choice of packaging material is based on many
considerations. From a heat transfer standpoint, the pack-
age should have a sufficiently high heat transfer rate that the
ice cream cools rapidly in the hardening facility, so that ice
crystals are maintained as small as possible. However, dur-
ing storage and distribution of the ice cream, a good insu-
lating package is desired to minimize thermal fluctuations
(and minimize recrystallization during storage). Thus, a
compromise on the type of packaging material used is nec-
essary, and often the choice comes down to marketing con-
siderations and the price of the packaging material, with
heat transfer and product concerns essentially ignored.

E. NOVELTY/IMPULSE PRODUCT MANUFACTURE

Ice cream products designed for single servings are
widely available, and are often purchased to be hand-
held items, eaten immediately after purchase. Many of
these items are designed specifically for the children’s
market, so a vast array of shapes exist, and new intro-
ductions and variations occur frequently. As a result, this
category of products is often referred to either as novelty
or impulse products, and account for a larger share of the
ice cream and frozen dessert market in many countries of
Europe and Asia than do packaged items designed for
home consumption. Examples include stick or stickless
bars, cups, and cones. They can be made of many types
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of frozen desserts, including ice cream with its various
fat contents, frozen yogurt, sherbet, puddings, tofu, sor-
bet, gelatin, and fruit ices. To these are frequently added
chocolate, baked items such as wafers and cakes, and
numerous kinds of fruit. Recent advances in novelty
manufacture equipment have greatly increased the num-
ber of products available. This equipment is usually
high-speed for mass production, but at high capital cost,
so production of such items is a specialty market. Strict
portion control is a common attribute of modern equip-
ment. Marketing of these items is a large factor in their
success. 

Novelties can be formed in any of several ways. Most
novelty freezing equipment uses ice cream direct from a
continuous freezer, at various draw temperatures, in order
to get the appropriate consistency for the next step.
Different configurations of novelty items include direct
filling into a preformed single-service cup or edible cone,
layering ice cream between biscuits, as in ice cream sand-
wiches, filling into molds and then quiescently freezing
the molds, or extruding ice cream through various shapes
or dyes (1). 

In the molding method (Figure 154.23), unfrozen
mix, such as juice or fruit ice formulations, or ice cream
from the continuous freezer, usually at higher than nor-
mal draw temperature so it is not too stiff, is transferred
to molds that are immersed in or sprayed with chilled
brine or glycol. After the product has been partially

frozen, sticks are inserted and freezing is completed in
the molds. The molds then progress to a section where
they are lifted from the secondary refrigerant and briefly
exposed to heat (warm brine or water) to loosen the bar.
An extractor there picks up the novelty by the stick and
passes it to the next station. This station can be an
enrober, decorator, or packaging apparatus. Individual
packaged items are typically placed in bags or boxes,
which may be packed in cartons. Because they typically
are very hard when packaged, it is unnecessary to trans-
fer them through a hardening tunnel before sending them
to cold storage. Some flexibility with external shapes is
possible, however with the use of metal molds, the mold
shape must allow for the product to be extracted. Some
machines are equipped with flexible molds that peel off
the surface of the frozen product during extraction,
allowing for more surface features. It is also possible to
produce “splits,” products with multiple layers from exte-
rior to inner core, on molding machines by filling the
mold with the first layer (e.g., fruit ice), allowing for par-
tial freezing of this layer, then sucking the remaining
unfrozen material from the inner core and refilling with
another material (e.g., ice cream). In belt-type molding
equipment, as in Figure 154.23, the molds are then
cleaned prior to refilling. Mold freezing equipment is
also available in a rotary table-type configuration.

The extrusion method (Figure 154.24) involves
extraction of ice cream from a continuous freezer at
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lower-than-average draw temperatures, about �6° to
�8°C. The ice cream is then pumped through an extruder
nozzle and sliced into portions by an electrically heated
wire cutter. The extruder may take a horizontal or vertical
form (Figure 154.24). The external contour of the slice
may be almost any desired shape, as is dictated by the
shape of the extruder nozzle. By placing different extru-
sion nozzles inside each other, intricate designs can be
formed. Complex extrusions in which multiple flavors or
colors are extruded require the use of multiple continuous
freezers. Cold-forming or pressing of the extruded item is
also possible, allowing complex shapes, designs, patterns,
words, etc., to be embossed into the frozen item. If a stick
item is desired, the stick is inserted in the extruded ice
cream. The pieces are formed on or dropped onto carrier
plates and pass through a freezing chamber at �40°C,
with rapid air circulation for fast freezing. Each piece is
removed from the carrier plate as it emerges from the
freezing chamber. Alternatively, a liquid nitrogen dip can
be utilized for rapid setting of surface layers. Portions to
be coated with chocolate or other coating are then trans-
ferred to an enrober, then through a chill tunnel to set the
coating.

F. STORAGE AND DISTRIBUTION

Once ice cream has been frozen and hardened, it then goes
through a storage and distribution system designed to get
the product to the point of commercial use. This may be a
retailer’s freezer cabinet, and ultimately, in the case of
take-home packaging, the consumer’s freezer; or it may
be another retail outlet like a scooping shop. Whatever the
case, the steps and sequence of storage and distribution
are critical to maintaining the highest possible quality of
the ice cream.

Once the ice cream comes out of the hardening facil-
ity, it is typically stored in a low-temperature (�25 to
�30°C) freezer within the plant itself until it is shipped to
its next destination. It is difficult to generalize the series
of distribution points for ice cream, since this depends on
many factors, including the size of the ice cream manu-
facturer, the radius of distribution, and the facilities avail-
able. Some companies have their own distribution
resources, including refrigerated trucks, whereas other
companies must rely on contractors for distribution. In
some cases, the ice cream goes first to a central ware-
house; whereas in other cases the product may go directly
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to retail outlets. Everington (123) shows a typical time-
temperature history for distribution of ice cream.

Keeney (124) reported on a survey of ice cream manu-
facturers and presented some typical time scales for storage
at several points in the distribution chain. The time ice cream
spent in the factory before shipping varied from 1 to 4�
weeks, with 2 weeks being most common (36%). The next
stage in distribution was a warehouse or distribution center,
where most companies (64%) reported that the ice cream
spent over 4 weeks before being shipped to the point of pur-
chase. The majority of ice cream (68% of respondents) was
purchased within 2 weeks at the retail outlet and used within
2 weeks of the consumers getting the product to their homes.
However, in both the retail and consumer stages, some
respondents (21%) reported that the ice cream was kept for
greater than 4 weeks. Since temperatures are typically more
variable in retail outlets and the consumer’s freezer than in
the factory or warehouse freezers, ice cream that spends a
long time at warmer temperatures is more prone to becom-
ing coarse, as the ice crystals continue to get larger by
recrystallization.

Ben-Yoseph and Hartel (125) report some typical con-
ditions and storage times at various stages in ice cream dis-
tribution, as shown in Table 154.11. These numbers were
obtained from anecdotal reports from various sources, and
are only meant to indicate the range of conditions that might
be found (122). Ben-Yoseph and Hartel (125) used data on
recrystallization of ice cream, coupled with rates of heat
transfer into a half-gallon container of ice cream, to predict
the increase in size of ice crystals at various locations within
the container (center to surface) as it progressed through the
distribution system presented in Table 154.11. Not surpris-
ingly, the retailer’s outlet and the consumer’s freezer were
two of the most significant sources of quality loss. However,
any point of transport from one center to another is cause for
concern, as temperature spikes (heat shock) due to lack of
control can cause significant product damage in a short time.

III. PRODUCT QUALITY AND SHELF-LIFE

A. FLAVOR DEFECTS

There can be numerous flavor and textural defects associ-
ated with ice cream. Excellent reviews on ice cream defects
can be found in Refs. 1 and 126. Flavor defects are classi-
fied according to origin, and include those associated with
the flavoring system (lacks fine flavor, lacks flavor, too high
flavor, unnatural), the sweetening system (lacks sweetness,
too sweet, syrup flavor), the dairy ingredients (acidic, salty,
lacks freshness, old ingredient, oxidized/metallic, rancid,
whey), processing (cooked), and others (absorbed from
storage, stabilizer, neutralizer, foreign). 

The dairy ingredients give rise to many of the com-
mon flavor defects in frozen dairy dessert products. Acid
flavors may develop due to microbial growth in the dairy
ingredients used in the manufacture of mix or in mix
before freezing. However, off-flavor development due to
microbial growth is dependent on the type of organisms
present. Acidity is developed by lactic-acid organisms, but
the organisms that grow at refrigerated temperatures are
mostly psychrotrophs, and off-flavors associated with
their growth are usually fruity and/or bitter in nature, due
to peptides derived from proteolysis. Salty flavors may
arise from formulations that are too high in msnf, espe-
cially if whey powder is used. Whey powder tends to be
higher in natural milk salts than does skim milk powder.
However, it should also be recognized that salt is often an
ingredient in mix formulations, for flavor enhancement,
and too much salt may have been used. Another source of
high salt flavor may be salted butter, used in error rather
than sweet butter. 

Defects in ice cream flavor associated with the fat
phase are usually related to either lipolysis of free fatty
acids from triglycerides by the action of lipases (known in
the dairy industry as rancidity), or autoxidation of the fat
resulting in oxidized flavors (oxidative rancidity as dis-
tinct from lipolytic rancidity). These defects tend to be
present in the raw ingredients used in ice cream manufac-
ture, rather than promoted by the manufacturing process
itself. However, similar precautions to the processing of
milk must be taken to ensure that these flavor defects are
not present. 

Oxidation of milk and other fats proceeds by the well-
known autoxidation reaction in three stages: initiation,
propagation, and termination. In milk, the initiation reac-
tions involve phospholipids present in the fat globule
membrane. Free radicals formed from phospholipids are
then able to initiate oxidation of triglycerides, especially
in the presence of copper and proteins (21). During prop-
agation, antioxidant compounds, such as tocopherols and
ascorbic acid, are depleted, while peroxide derivatives of
fatty acids accumulate. Peroxides, which have little flavor,
undergo further reactions to form a variety of carbonyls,
some of which are potent flavor compounds, especially

TABLE 154.11
Approximate Distribution Sequence for Ice Cream
(125)

Storage Storage Mean Air Fluctuationa

Site Time Temperature Amplitude

Manufacturing plant 2 weeks �22.0°C 2.0°C
Distribution vehicle 6 hours �19.0°C 2.8°C

from plant
Central warehouse 4 weeks �24.0°C 6.0°C
Distribution vehicle 3 hours �19.0°C 2.8°C

from warehouse
Supermarket storage 1 week �15.6°C 2.8°C
Consumer vehicle 0.5 hour 21.0°C 0°C

from supermarket
Home freezer 1 week �12.0°C 2.8°C

a Approximate amplitude of temperature fluctuations.
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some ketones and aldehydes. Most methods available to
monitor lipid oxidation are unsuitable as an early index of
oxidized flavor development in milk: measurement of per-
oxides is not useful because peroxides are unstable inter-
mediates; tests based on colorimetric reaction of
thiobarbituric acid with malonaldehyde show some corre-
lation to sensory values, but are rather insensitive; and
direct measurement of oxygen uptake is only suitable for
controlled experimental conditions. 

Milk may oxidize as a result of either factors extrinsic
or intrinsic to the milk (21,127). Important extrinsic fac-
tors include contamination with metals, temperature of
storage, oxygen tension, heat treatment, agitation, light,
and acidity. Both copper and iron may catalyze lipid oxi-
dation, but probably only copper is significant in milk.
Added copper is much more potent than natural copper,
because a significant portion of added copper goes
directly to the fat globule (21). Significant intrinsic factors
affecting milk fat oxidation include metallo-proteins, such
as milk peroxidase and xanthine oxidase, endogenous
ascorbic acid which acts as a co-catalyst with copper to
promote oxidation, endogenous copper content, and
endogenous antioxidants, mainly tocopherols. Fresh for-
age is well known to control spontaneous oxidation, as
indicated by obvious seasonal effects on the incidence of
oxidized flavor. This effect is probably due to increased
levels of endogenous antioxidants. 

Hydrolysis of fatty acid esters by the action of lipases
results in the common flavor defect known as lipolytic or
hydrolytic rancidity, and is distinct from oxidative rancid-
ity (127,128). Lipolysis in dairy fats can be extremely
detrimental, due to the number of highly volatile, short
chain fatty acids present, especially butyric acid. Lipases
are unique among enzymes, in that they are active at the
lipid-serum interface. In milk, lipases are ineffective
unless the fat globule membrane is damaged or weakened
in some way. Lipolysis may be caused by the lipoprotein
lipase (LPL) that is endogenous to milk, or by bacterial
lipases. The properties of the fat globule membrane are
most important to lipolysis. Mastitis, which alters milk
composition, also increases sensitivity of the fat globule
to lipolysis. Other factors that destabilize the fat globule
membrane, especially agitation and/or foaming, also pro-
mote lipolysis. Lipolysis is accelerated by the replace-
ment of the native membrane with surface active material
(mainly casein micelles and whey proteins) from the
plasma (128). This effect is at least partly due to redistri-
bution of LPL from the plasma to the fat globule mem-
brane, and accounts for greatly increased lipolysis after
homogenization. In the milk from some animals, lipolysis
may proceed without subsequent thermal or mechanical
activation. This effect, frequently referred to as sponta-
neous lipolysis, is unlikely to occur in herd or pooled
milks, because it is prevented by the mixing of affected
milk with three to five times its volume of normal milk.

The major conditions that influence spontaneous lipolysis
are late lactation, insufficient fresh forage, and low yield-
ing cows.

Cooked flavors in dairy products, including ice cream
mix, are caused by using milk products that have been
heated to too high a temperature, or by using excessively
high temperatures in mix pasteurization. The flavor is typ-
ified by scalded milk, and is caused by sulfhydral groups
from denaturation of disulfide bonds in whey proteins. If
it is mild, it can dissipate with time as the sulfhydral
groups oxidize, so it is most often noticeable directly after
heat processing. A mild cooked flavor is not objection-
able, but intense heating can cause the defect to linger and
become increasingly objectionable.

Ice cream can sometimes absorb off-flavors from its
storage environment. Volatile compounds like smoke,
ammonia, paint or diesel fumes have been known to be
detectable in ice cream after inadvertent exposure to these
odors. It is thus important to recognize that storage envi-
ronments must be kept free of strongly volatile materials.

B. TEXTURE DEFECTS

Considerable effort goes into processing ice cream so that
the final product has the desired consumer appeal. From a
structural standpoint, this involves controlling ice crystal-
lization, air incorporation, and fat destabilization. During
storage, however, significant changes can occur to the struc-
tural elements that lead to loss of quality. Textural defects
common to ice cream include recrystallization of ice crys-
tals, lactose crystallization (sandiness), and shrinkage.

1. Recrystallization

In ice cream, numerous small crystals are desired for the
smooth texture that they impart. Thermodynamically,
however, this state is inherently unstable due to the very
high surface area of ice crystals. In principle, this system
would be in a lower energy state if the ice phase took the
form of a single, very large crystal to minimize the surface
area (or more correctly, the surface energy). Thus, there is
a thermodynamic driving force for the small crystals in ice
cream to disappear, leaving fewer and larger ice crystals.
Recrystallization is seen as an increase in mean size and
widening of the range of sizes (Figure 154.25), and is
accompanied by a decrease in the number of crystals (96).

The driving force for this rearrangement is based on
the Kelvin equation, which states that the equilibrium
temperature of a crystal surface is dependent on its radius
of curvature. Thus, smaller ice crystals have a slightly
lower equilibrium temperature than larger crystals. In a
mixture of ice crystals as found in ice cream, the small
crystals are less stable than the larger ice crystals. During
storage, the smaller ice crystals melt away at the same
time that the larger ice crystals grow larger, as shown
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schematically in Figure 154.26(A). This increase in size
of larger ice crystals at the expense of smaller crystals is
often called Ostwald ripening, or simply ripening.

However, calculations of the difference in equilibrium
temperature between small and large ice crystals in ice
cream show that this difference is only significant for very
small crystals (10,122). The difference in driving force,
expressed as a difference in equilibrium temperature,
between crystals of only 1 µm in radius is less than
0.05°C. For a crystal of 10 µm radius, the temperature dif-
ference is less than 0.005°C. Thus, the driving force for

Ostwald ripening of ice crystals in ice cream is very small.
In fact, Donhowe and Hartel (72) did not observe true
Ostwald ripening in extensive studies of mechanisms of
ice recrystallization during storage of ice cream under
accelerated recrystallization conditions on a microscope
slide. It was found that other mechanisms were more
important in ice cream. Nevertheless, it is this slight dif-
ference in equilibrium temperature between large and
small crystals that, over long periods of time, can lead to
significant changes in the state of ice crystals in ice cream
(and other frozen foods).

The main static (constant temperature) mechanisms for
recrystallization of ice crystals during storage of ice cream
include accretion and isomass rounding (10). When storage
temperature is constant, these two mechanisms are respon-
sible for recrystallization of ice crystals in ice cream (72).
Isomass rounding is very similar to Ostwald ripening, but is
based on regions of a single crystal with different radii of
curvature. A spherical ice crystal would not undergo iso-
mass rounding, since the radius of curvature is uniform at
all points of the sphere. In other words, a sphere has the
minimum surface area to volume ratio. Ice crystals in ice
cream are not spherical in nature (see Figure 154.5), so
have a higher surface area to volume ratio. Ice crystals in
ice cream are somewhat irregularly shaped, based on the
mechanisms of ice formation in the freezer barrel. Thus,
there is a driving force for the sharper edges (protruber-
ances) to melt away, and for the flatter sides to grow out
until the ice crystal approaches a more spherical state
(Figure 154.26(B)). This process has been observed for ice
crystals in ice cream held at relatively warm temperatures
(�5°C) (72). In this case, the ice crystal dispersion in ice
cream progressed from the initial irregular-shaped crystals
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FIGURE 154.25 Typical changes in crystal size distribution
during storage (96). The arrow represents a decrease in fre-
quency of crystals found within a size range with increasing
mean size.
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FIGURE 154.26 Mechanisms of recrystallization: (A) Ostwald ripening, (B) isomass rounding, (C) accretion, (D) melt-refreeze.
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to essentially spherical crystals over time. Because the driv-
ing force for this transition is very small (the differences in
size characteristics are very small), the process is relatively
slow compared to other recrystallization mechanisms.

Another important mechanism of recrystallization
under constant temperature conditions is accretion. It has
been estimated, based on the physical number and sizes of
ice crystals and air cells, that ice crystals in freshly hard-
ened ice cream are separated, on average, by a serum film
that is less than 10 µm thick (6). This close proximity leads
to an instability in the region between the two crystals that
leads to bridge formation, and eventually to accretion
(Figure 154.26(C)). Accretion has been found to be the
main mechanism of recrystallization during the initial
stages when ice crystals are closely packed together. Once
the crystals have become larger and more separated, the
importance of accretion diminishes (72,75). 

Although it is informative to understand these static
mechanisms for recrystallization, ice cream is rarely (if
ever) stored under conditions where temperature is con-
stant. As documented in Section II.F, temperatures are con-
tinuously changing during storage and distribution of ice
cream. Even when stored under “constant” temperatures,
most refrigeration systems evoke some temperature fluctu-
ation as compressors cycle on and off. Thus, the process of
melting and refreezing is continually occurring, and this
process can have a dramatic impact on the ice crystals. In
fact, the melt-refreeze mechanism of recrystallization is
probably the most important process leading to the change
in ice crystals in ice cream during frozen storage (59,72).
As temperature fluctuates in ice cream, the amount of ice
(phase volume) changes accordingly. If the temperature
fluctuations are relatively slow, the ice phase volume
changes according to the equilibrium freezing point depres-
sion curve. This can be seen schematically in Figure 154.27
(96). When temperature increases, the amount of ice pres-
ent decreases according to the freezing point depression
curve. All ice crystals melt away to some extent, but the
smallest crystals melt away a little faster (due to the lower
equilibrium temperature) and may eventually disappear
(melt away completely). Once a crystal has disappeared, it
no longer returns and no new crystals nucleate (driving
force is too low). The mass initially contained in that ice
crystal must now be redistributed on the remaining crystals
when the temperature is lowered and the ice phase volume
increases. This process is seen schematically in Figure
154.26(D). The melt-refreeze mechanism is the primary
mechanism for recrystallization in ice cream under condi-
tions where temperature is changing (59,72).

The rate of recrystallization in ice cream during stor-
age and distribution is dependent on numerous factors,
including the initial state of ice crystals in the ice cream,
storage temperature and fluctuations, and formulation fac-
tors (10). Extended shelf-life requires that the ice crystals
are maintained as small as possible for as long as possible.

Of the parameters that influence recrystallization, storage
conditions and formulation factors are two of the most
important.

The rate of recrystallization is a strong function of tem-
perature, with the rate decreasing significantly as storage
temperature decreases (59,72). Each of the mechanisms of
recrystallization described above progresses more slowly as
the temperature is decreased. The result is that the rate of
recrystallization decreases as storage temperature decreases.
In fact, if ice cream is stored below its glass transition tem-
perature, molecular mobility will be sufficiently low, and the
recrystallization rate effectively goes to zero. The glass tran-
sition temperature of ice cream is about –32°C (85,105).
However, the rate of recrystallization typically is quite low
if storage temperature is maintained below about –20°C
(72). The extent of temperature fluctuations also influences
the rate of recrystallization through the effect on the 
melt-refreeze mechanism. Based on Figure 154.26, the
effect of temperature fluctuations depends on the storage

FIGURE 154.27 Effects of fluctuations in temperature (from
T1 to T2) on a) change in the concentration of the unfrozen phase
(C1 to C2), and b) change in amount of ice frozen (I1 to I2) (96).
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temperature since the change in ice phase volume with a
given change in temperature decreases as temperature
decreases (72). Thus, storage at –20.0 
 2.0°C has much
less effect on recrystallization than storage at –8.0 
 1.0°C.
A heat shock index can be used to quantify this effect (129).

Since the temperature changes during the various
stages of storage and distribution, the rate of recrystalliza-
tion changes during storage according to the local temper-
ature and fluctuations. Furthermore, different points within
a single package experience different thermal conditions
and undergo recrystallization at different rates. Donhowe
and Hartel (73) showed that ice crystals at the center of a
half-gallon container of ice cream remained the smallest,
whereas ice crystals near the package surface experienced
the greatest rate of recrystallization. The thermal insulating
capacity of ice cream, in effect, protects the interior of ice
cream from external temperature fluctuations. Ben-Yoseph
and Hartel (125) used typical temperatures and times in dif-
ferent stages of distribution of ice cream, and the rates of
heat transfer into a package, to predict the ice crystal size at
any point in a container of ice cream based on the recrys-
tallization kinetics of Donhowe and Hartel (72). The effects
of storage temperatures on ice crystal size at different
points in the distribution system were clearly demonstrated.

Of the formulation factors that influence recrystalliza-
tion, stabilizer and sweetener types are the two most impor-
tant. In fact, stabilizers are added to ice cream primarily to
control recrystallization during storage. However, it is still
not clear exactly how stabilizers affect recrystallization (see
Section I.B.4). Several potential mechanisms have been
hypothesized for the effect of stabilizers on recrystallization
(10). These include (1) an increase in viscosity of the
unfrozen phase, (2) specific inhibition of ice crystal growth
rates, (3) physical obstruction due to formation of a weak gel
structure (58,71), (4) a change in thermal properties of ice
cream due to addition of stabilizer (82), and (5) a decreased
perception of iciness due to addition of stabilizers (81). It is
possible that each of these potential mechanisms plays a role
in the effect of stabilizers on recrystallization. However, fur-
ther work is needed to verify exactly how stabilizers act to
inhibit ice recrystallization during storage of ice cream.

The type of sweetener used in the mix formulation has
also been found to influence the rate of recrystallization dur-
ing storage of ice cream (74,84). The effect of sweetener
type, however, is primarily related to the amount of water
frozen into ice at any temperature. Hagiwara and Hartel (74)
correlated recrystallization rate during storage of ice cream
with the calculated amount of water frozen into ice for ice
creams made with different sweeteners. Recrystallization
rate decreased proportionally as the amount of water frozen
into ice increased. Since the amount of water frozen at any
temperature is directly related to freezing point, recrystal-
lization rate also was seen to decrease as the freezing point
temperature increased. Since recrystallization is a diffusion-
limited process (based on migration of water molecules),

more ice at a given temperature (and less water) leads to
slower recrystallization, due to the lower mobility of the
water molecules. The lower mobility correlates with an
increase in glass transition temperature of the ice cream (74).

2. Lactose Crystallization

The problem of “sandiness” in some ice creams during
storage has been related to crystallization of lactose from
the milk solids in the formulation (1,130). It is not only
that lactose crystals appear in ice cream during storage,
but that these lactose crystals must grow to sufficient size
that they can be detected by the palate and distinguished
from ice crystals (131). Based on various sources, it has
been estimated that the critical size for lactose crystals in
ice cream is about 15 µm. Above this size, their presence
can be detected as a sandy or grainy characteristic that is
different from the coarse texture associated with large ice
crystals. When present in ice cream, lactose crystals dis-
solve at a much slower rate than ice crystals melt. Thus,
the lactose crystals remain in the mouth even after the ice
cream has melted; hence, the sandy mouthfeel.

Lactose in ice cream crystallizes when the concentra-
tion in the serum phase (unfrozen concentrate) exceeds
the solubility concentration of lactose. Since the solubility
of lactose is very low (and decreases as temperature goes
down), lactose is supersaturated and prone to crystallize at
almost any level in ice cream stored at common freezer
temperatures. In fact, thermodynamically, lactose should
crystallize in just about all ice cream, since it is in the
supersaturated state at storage temperatures. The fact that
lactose does not crystallize in all ice cream during storage
may be attributed to the slow kinetics of lactose nuclei
formation at these conditions. The viscosity of the
unfrozen phase is sufficiently high that lactose nucleation
is inhibited for extended periods of time (and may not
occur within the shelf-life of an ice cream product).

Thus, two competitive forces are at work that govern
crystallization of lactose in ice cream. The first is the increase
in concentration driving force as temperature is decreased,
which tends to promote lactose crystallization at lower tem-
peratures. Working against this, however, is the decrease in
molecular mobility as the temperature is decreased. Thus,
there is a storage temperature where lactose crystallization is
at a maximum. For a wide range of commercial ice creams,
this temperature occurs at about �10 to �12°C
(130,132,133). Storage in this temperature range leads to the
most rapid lactose crystallization in ice cream. Storage at
both higher and lower temperatures requires longer times for
onset of lactose nuclei formation (132).

Of the formulation factors responsible for lactose
crystallization, the initial milk solids level in the mix is
probably the most important. An upper limit of 15.6 to
18.5% msnf has been suggested to prevent lactose crys-
tallization, with the higher limit for products that move



154-44 Handbook of Food Science, Technology, and Engineering, Volume 4

quickly through the distribution chain (1). The presence of
sucrose and stabilizers may have an inhibitory effect on
lactose crystallization, perhaps through their effect on vis-
cosity of the unfrozen phase during storage. However,
addition of powdered or particulate ingredients (e.g., nuts)
after initial freezing tends to promote lactose crystalliza-
tion through two potential mechanisms. Any particulate
material added may act as nucleation sites for lactose and
promote graining, and it is widely recognized that agita-
tion of a supersaturated sugar solution enhances the like-
lihood of nucleation (134).

3. Shrinkage

In some situations, ice cream that has been improperly han-
dled exhibits shrinkage, where the ice cream pulls away
from the walls of the container. Many parameters have been
implicated in the mechanism of shrinkage, including for-
mulation factors like improper use of proteins, emulsifiers
and stabilizers, and external factors like atmospheric pres-
sure (49). Shrinkage results from a loss of discrete air bub-
bles as they coalesce and begin to form continuous
channels, eventually leading to collapse of the product itself
into the channels (48). Shrinkage tends to occur most often
after the ice cream experiences a decrease in pressure, as
when ice cream is shipped across mountains or transported
by plane, which first causes a volume expansion followed
by collapse. The extent of air channeling, and hence a meas-
ure of ice cream susceptibility to collapse and shrinkage,
can be measured by determining the response in volume of
the ice cream to pressure changes, given that the volume of
discrete bubbles will correlate directly to pressure changes,
while the volume of air channels will not (135).

According to the ideal gas law, the size (volume) of an
air bubble is related to the external temperature and pres-
sure, assuming the volume is free to change. As tempera-
ture is decreased, at constant pressure, the volume of an
air bubble will decrease. As pressure is increased, at con-
stant temperature, the air bubble should also contract. For
example, when ice cream exits the draw of a continuous
freezer, pressure is reduced (pressure within the freezer is
higher than atmospheric pressure), and all of the air bub-
bles should expand slightly. At this point, though, the vis-
cosity of the ice cream is sufficiently low that this
expansion can easily be accommodated by the surround-
ing matrix, and the air bubbles approach an equilibrium at
atmospheric pressure. Cartons of ice cream are filled to
their final weight and volume at this point, and any
changes in volume during later storage and distribution
may lead to negative changes in the ice cream appearance.
After hardening, when the surrounding matrix has stiff-
ened considerably, subsequent changes in pressure (or
temperature) can lead to changes in the forces between the
air cells and the surrounding matrix. Expansion or shrink-
age, depending on the conditions, may be the result.

Goff et al. (136) reported on the effects of vacuum stor-
age on expansion and shrinkage of ice cream. Containers of
ice cream at –16°C were exposed to reduced pressure (8 in
Hg) for 3 hours and then stored for 6 days at –16°C. Volume
changes were measured 3 hours after release of vacuum, and
again at the end of 6 days of storage. Expansion of the ice
cream was observed after the vacuum storage, in accordance
with the ideal gas law. However, after 6 days of storage
those same ice creams exhibited shrinkage. In all cases, ice
creams made with higher overrun had the greatest expansion
and subsequent contraction. At –16°C, the unfrozen matrix
must still be sufficiently pliable that a change in atmospheric
pressure can cause a change in volume of the ice cream.
Interestingly, although the period of vacuum exposure
caused expansion, the ultimate result when pressure was
brought back to atmospheric was shrinkage of the ice cream
volume. This suggests that the unfrozen matrix expanded
with the increased air bubble size initially, and then relaxed
to a smaller volume than originally found. Goff et al. (135)
related this to the nature of the interface between the air bub-
ble and the unfrozen serum. They suggested that compo-
nents like proteins, stabilizers, and emulsifiers play an
important role in determining the viscoelasticity of this
interface and subsequent changes in ice cream volume dur-
ing pressure or vacuum storage.

IV. CONCLUSIONS

Ice cream is one of the most complex food products, since
it contains multiple phases (ice crystal dispersion, foam,
emulsion, viscous unfrozen matrix, and potentially, a
weak gel system and a glass). Formation of the different
phases is controlled during freezing, but the process of
forming one phase generally influences the formation of
the other phases. Thus, manufacturing of ice cream
requires careful control of both ingredient formulation
and processing conditions. Since ice cream and related
products are some of the few food products consumed in
the semi-frozen state, the freezing process is most impor-
tant to ultimate smooth texture. As ice cream readily
undergoes ice recrystallization, especially during periods
of temperature fluctuation, precise control of frozen stor-
age and distribution conditions is also critical for the
preservation of optimal textural quality. For all these rea-
sons, ice cream type products present processing, storage,
and distribution characteristics that are unique amongst
the frozen foods. 
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I. INTRODUCTION

Fats and oils have been recovered for thousands of years
from oil bearing seeds, nuts, beans, fruits, and animal 
tissues. These raw materials serve a vital function in 
the United States and world economics for both food and
nonfood applications. Edible fats and oils are the 
raw materials for oils, shortenings, margarines, and other
specialty or tailored products that are functional ingredi-
ents in food products prepared by food processors, restau-
rants, and in the home. The major nonfood product uses
for fats and oils are soaps, detergents, paints, varnish, ani-
mal feeds, resins, plastics, lubricants, fatty acids, and
other inedible products. Interestingly, many of the raw
materials for industrial purposes are by-products of fats
and oils processing for food products; however, some oils
are produced exclusively for technical uses due to their
special compositions. Castor, linseed, tall, and tung oils
are all of vegetable origin and are produced for industrial
uses only. The USDA Economic Research Service statis-
tics indicate that, of the 27.472 billion pounds of edible
fats and oils used in the year 2000, 76.6% was for food
products and 23.4% was for nonfood products [16].

Fats and oils occur naturally in a wide range of
sources and each source provides a separate and distinc-
tive material. There are hundreds of oil bearing seeds and
fruits, all animals produce fat, and marine sources provide
oils; however, only a few are of economic importance. All
edible fats and oils are water insoluble substances which
consist predominantly of glyceryl esters of fatty acids, or
triglycerides, with some nonglyceridic materials in small
or trace quantities. The terms “fats” and “oils” are used
interchangeably and the choice of terms is usually based
on the physical state of the material at ambient tempera-
ture and tradition. Generally, fats appear solid at ambient
temperatures and oils appear liquid. In the final analysis,
it is the chemical composition that defines the character-
istics of the individual fat or oil, which in turn determines
the suitability of this ingredient for various processes and
applications. 

II. FATS AND OILS CHARACTERIZATION

Both the chemical and physical properties of fats and oils
are largely determined by the fatty acids that they contain
and their position within the triacylglycerol molecule.
Chemically, all fats and oils are esters of glycerin and fatty
acids. Nevertheless, the physical properties of natural fats
and oils vary widely. This is because (i) the proportion of
the fatty acids vary over wide ranges, and (ii) the triacyl-
glycerol structures vary for each individual oil and fat. Fats
and oils are commonly referred to as triglycerides because
the glycerin molecule has three hydroxyl groups where a
fatty acid can be attached. All triglycerides have the same
glycerin unit, so it is the fatty acids which contribute the

different properties. The fatty acid components are distin-
guished in three ways: (i) chain length, (ii) the number and
position of the double bonds, and (iii) the position of the
fatty acids within the glyceride molecule. Variations in
these characteristics are responsible for the chemical and
physical differences experienced with edible fats and oils. 

The structure of a fatty acid is commonly denoted by
a systematic name after the nomenclature of its parent
hydrocarbon, by its common name, or by a convenient
shorthand designation showing the number of carbon
atoms and the number of double bonds. The fatty acids
carbon chain lengths vary between 4 and 24 carbon atoms
with up to three double bonds. The most prevalent satu-
rated fatty acids are lauric (C-12:0), myristic (C-14:0),
palmitic (C-16:0), stearic (C-18:0), arachidic (C-20:0),
behenic (C-22:0), and lignoceric (C-24:0). The most
important monounsaturated fatty acids are oleic (C-18:1)
and erucic (C-22:1). The essential polyunsaturated fatty
acids are linoleic (C-18:2) and linolenic (C-18:3). 

The triglyceride structure of an edible fat or oil is
affected by the fatty acids present and the point of attach-
ment of each fatty acid to the glycerin. Triglycerides with
three identical fatty acids are called monoacid triglyc-
erides. Triglycerides containing more than one type of
fatty acid are called mixed triglycerides. A mixed triglyc-
eride containing three different fatty acids has three regio-
isomeric forms and six stereo-isomeric forms, depending
on which fatty acid is in the middle, sn-2, or beta position
of the glycerol portion of the molecule and which fatty
acids are in the alpha or outer positions (sn-1 and sn-3).
The distribution of the fatty acids is considered to be non-
random when the saturated fatty acids are positioned pre-
dominately in the sn-1 and/or sn-3 positions and the
unsaturated fatty acids are positioned predominately in
the sn-2 position [17].

The fatty acid compositions of natural fats and oils
vary significantly depending not only on the plant or ani-
mal species but also within the same species. Among the
factors that affect the vegetable oil fatty acid compositions
are climate conditions, soil type, growing season, plant
maturity, plant health, microbiological, seed location
within the flower, and the genetic variation of the plant.
Animal fats and oils composition vary according to the
animal species, diet, health, fat location on the carcass and
maturity [12]. 

A. EDIBLE FATS AND OILS, 
NONGLYCERIDE COMPONENTS

The primary constituents of extracted fats and oils are
triglycerides but they also contain varying amounts of
nonglyceride materials. Some of the nonglyceride compo-
nents are undesirable, and can be considered a food safety
hazard, while others are very beneficial. Therefore, the
objective in all of fats and oils processing is to remove the
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objectionable materials with the least possible damage to
the desirable constituents. In most cases, free fatty acids,
phospholipids, moisture, color pigments, oxidation prod-
ucts, waxes, trace metals, proteins, pesticides, meal, dirt,
and other gross impurities are the materials that need to be
removed. Most vegetable oils contain tocopherols, which
are natural antioxidants that protect the oils from oxidation
and should be retained. For some products, neither the
color pigments nor waxes are detrimental and need not be
removed. The major product quality concerns are with free
fatty acids, phospholipids, oxidation products, proteins,
and trace metals; all materials that affect the odor, flavor,
and flavor stability of edible fats and oils products. In the
U.S., fats and oils color is usually a major concern from a
cosmetic sense to include pigments adsorption as a major
impurities concern especially for products marketed
directly to consumers. The major food safety concerns are
with residual pesticides, mold, bacteria, and impurities
developed during processing or with mishandling. 

III. SOURCES OF FATS AND OILS

Humans have survived as hunters and gatherers for a
majority of their known existence on earth. It was only dur-
ing the last 10,000 years that they learned to domesticate
plants and animals. During this period, the evolution of
cultivated plants has been shaped to the needs of modern
man. Today’s agricultural crops are mankind’s creation.
Humans cannot survive without them, nor can the crops
that have been developed survive without human care. The
combined largest source of vegetable oils are the seeds of
annual plants grown in relatively temperate climates. Most
of these annual plants are cultivated not only as a source of
oil, but are also utilized as protein-rich foods. 

A second source of vegetable oil are oil-bearing trees.
Olive, coconut, and palm oils are extracted from the fruit
pulp rather than the seed of the fruit. Palm also has seeds,
which provide palm kernel oil. All of the oil-bearing tree
fruits require a relatively warm climate; i.e., tropical for
coconut and palm and a warm climate for olive trees. Most
of the oil-bearing tree fruits and kernels provide the high-
est oil yields. Oilseeds are annual plants which must be
replanted each year, whereas the fruit oils are harvested
from trees with long life spans. Olive trees are the most
hardy and can live several hundred years. Coconut trees
start to bear fruit after 5 to 6 years; their life expectancy is
as long as 60 years. Palm trees start to bear fruit after 4 to
5 years and continue for another 20 years.

Edible meat fats are supplied almost entirely by three
kinds of domesticated animals, i.e., lard from pigs, tallow
from cattle and sheep, and milk fat or butter from cows.
These animals are raised in the greatest quantities, where
they thrive the best, in temperate climates. Animal hus-
bandry has evolved to the stage that these domestic ani-
mals not only require a temperate climate but also

intensive agriculture to provide a plentiful supply of food-
stuffs to produce the desired quality and quantity. 

IV. GENETICALLY MODIFIED 
VEGETABLE OILS

Plant breeding to modify the genetics of crops has been
practiced for centuries. Historically, plant breeders have
used crossing and selection techniques to enhance yields,
oil contents, climate adaptation, and to effect changes in
oil quality, composition, and resistance to pests or pesti-
cides. Introduction of high-oleic safflower in 1964 and low
erucic acid rapeseed oil, which became known as canola
oil in 1978, are examples of successful fatty acid composi-
tion modifications using this technology. Mutagenesis,
another plant breeding technique, where the seed is treated
with a chemical or gamma-radiation to alter its physiolog-
ical functions, was utilized by the Russians to develop
high-oleic sunflower oil. These traditional tools used by
plant breeders have been combined with biotechnology to
broaden their capabilities.

The traditional breeding methods cause thousands of
genes to be transferred at each cross, whereas molecular
genetic engineering can now transfer or alter a single
gene. Genetic engineering can also transfer a gene from
one species to another, which is impossible with the tradi-
tional methods. The genetic modification of oilseeds by
conventional breeding techniques, combined with molec-
ular genetic transformations, provide a much broader
array of possibilities to improve food products. One of the
first modified oil compositions produced commercially
with this process was high-laurate canola oil. High-laurate
canola was engineered by inserting a single gene from the
California bay laurel tree that provided a substantial quan-
tity of lauric fatty acid (C-12:0) in the oil [5]. This genetic
engineering feat proved that a gene from one plant could
be transferred to another to produce an oil with specific
fatty acid groups in selective positions for either perform-
ance or nutritional effects. Agronomically, high-laurate
canola was a total success but it failed in the marketplace.
Two reasons were suggested for its failure. First, potential
customers for genetically modified products were reluc-
tant to commit because of consumer opposition to geneti-
cally modified crops. Second, the specialty oil was
marketed at a premium price, which was twice that of
most other oils [1]. 

Genetic varieties have been developed to modify the
oilseed’s fatty acid profile to create new value-added oils.
Regardless of the oilseed variety, most of these efforts
have followed the same directions: (i) low-saturates for
dietary needs; (ii) low-linoleic for flavor stability; (iii)
high-oleic for health and oxidative stability; and (iv) high-
saturates to replace hydrogenation. Currently, most of
these modified varieties have captured very little market
share or have never been commercialized. The major
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reason these improved oils have not found acceptance is
the high cost. Some of the key factors which drive up the
costs for these modified oils are [9]:

● Lack of competitive field yields—most modi-
fied oilseeds provide only about 85 to 95% of
the yield potential of the regular oilseed variety.
Farmers require a high premium to grow these
lower yielding varieties.

● Identity preservation systems—separate han-
dling systems are required at every stage from
seed handling, planting, growing, harvesting,
transportation, storage, extraction, and final
processing.

● Low trait stability—environmental effects have
caused inconsistent oil compositions in modi-
fied oilseed products.

Currently, the commercially available genetically
modified oilseed crops are primarily varieties with
improved agronomic traits, such as herbicide tolerance
and pest resistance. In the U.S. these bioengineered herbi-
cide-tolerant or pest resistant soybeans, cotton, canola,
corn, and sunflowers have the same oil and protein com-
positions as their traditional counterparts, and do not
require post-harvest segregated handling. Global acreage
devoted to growing these genetically modified (GM)
crops continues to rise. The United States produces 68%
of the GM crops worldwide; Argentina, 22.5%; Canada,
6.1%; and China, 2.9%. Estimates, by the USDA National
Agricultural Statistics Service, indicate that 74% of the
soybean crop, 32% of the corn acreage, and 71% of the
cotton planted in the United States in 2002 were GM
hybrids [2]. 

V. PROCESSING FLOW SEQUENCE

The fats and oils, extracted from the oilseeds, nuts, beans,
fruits and animal tissues, vary from pleasant smelling
products that contain few impurities to very offensive
smelling, highly impure materials. Fortunately,
researchers have developed technologies for processing
the fats and oils products to make them more suitable for
foods and other applications. Developments in lipid pro-
cessing technology have produced ingredients that have
been instrumental in the development of many of the cur-
rent food products available that provide the functional
and nutritional requirements of discerning and better
informed consumers. Processes have been developed to
make them flavorless and odorless and lighter in color,
modify the melting behavior, rearrange the molecular
structure, remove potential disease causing impurities,
capture possible harmful materials, and provide other
changes to make them more desirable for the intended
application. 

Edible fats and oils processing involves a series of
processes in which both physical and chemical changes
are made to the raw material. Figure 155.1 illustrates most
of the potential processing flow sequencing to produce the
various fats and oils products. Processing of fats and oils
is initiated by an extraction or rendering process to
remove the fat or oil from the seed, bean, nut, fruit, or
fatty tissues. Vegetable oil’s processing after extraction
almost always includes neutralization or refining, bleach-
ing, and deodorization with the major differences being
the choice of equipment and techniques utilized.
Rendered animal fats are normally clarified to remove
impurities, bleached and deodorized, again with differ-
ences in equipment and techniques providing the major
differences. Clairification, neutralization, bleaching and
deodorization are all purification processes which affect
the flavor, flavor stability and appearance of the fat or oil
product while removing harmful impurities. A review of
the major fats and oils processes follows. 
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Processing plants bearing oils (fruits, nuts and seeds)

Crude oils extraction 

Cleaning, washing
Drying, dehulling, flaking, cooking
Pressing, centrifuging
Sterilizing, stripping
Expeller, expander
Solvent extraction 

Oils refining

Degumming, caustic refining
Bleaching
Dewaxing, fractionation, hydrogenation, interesterification
Blending
Deodorization or steam refining 

Processing animal fatty tissues

Rendering
Filtration, water wash, caustic refining
Bleaching
Dewaxing, fractionation, hydrogenation, interesterification
Blending
Deodorization or steam refining 

Management of end products from oils and fats refining

Liquid oil filling and packaging
Margarine mixing, chilling, packaging
Shortening plasticization and packaging
Bulk fats and oils shipments 
Flaking and spray chilling
Plasticization and packaging 

FIGURE 155.1 General steps in processing oils and fats from
plant and animal products.



A. EXTRACTION

Cleaning is the first step in the processing of vegetable
oils. Typically, oilseeds contain stems, pods, leaves, bro-
ken grain, dirt, sand, small stones, and other extraneous
seeds. These foreign materials reduce the oil content,
adversely effect oil quality and increase the wear and
damage potential to the extraction equipment. Shaker
screens are used to separate the particles on the basis of
size, whereas aspiration separates on the basis of density
and buoyancy in a stream of air. Tramp iron, extraneous
metal acquired during harvesting, storage or transporta-
tion is removed to prevent damage to the equipment by
the placement of magnets in chutes just ahead of vulnera-
ble processing equipment. 

Extraction of oil from materials of plant origin is usu-
ally done by pressing with the use of a continuous screw
press or by extraction with volatile solvents. Prior to 1940,
mechanical pressing was the primary method used.
Mechanical pressing had limits because the oil recovery is
poorer than with solvent extraction and the high tempera-
tures generated damaged both the oil and the meal. The
solvent method allows a more complete oil extraction at
lower temperatures. Solvent extraction plants can be
either batch or continuous. The continuous extraction
plants can be percolation, immersion or direct extraction
plants. Generally, the oilseeds may be divided by oil con-
tent; above and below 20% oil content. In most cases,
oilseeds with a low oil content are subjected to both con-
tinuous and batch solvent extraction. High oil content
seeds are normally extracted in two stages; first pressing
and then solvent extraction; however, many single 
step continuous direct solvent extraction systems are in
current use.

To be used legally in the United States, oilseed
extraction solvents and food processing substances must
have been subjected to an approval by the U.S. Food and 
Drug Administration (FDA) or the U.S. Department of
Agriculture (USDA), be generally recognized as safe
(GRAS) for this use, or be used in accordance with food
additives regulations promulgated by the U.S. FDA.
Commercial hexane has been in major use since the
1940s as an oilseed extraction solvent on the determina-
tion that it is GRAS, and it may also be subject to a prior
sanction. Like many other food-processing substances,
there is no U.S. FDA regulation specifically listing n-
hexane as GRAS or having prior sanction. However, it
has been cleared as a solvent in a number of other food
products, one of them a cocoa butter substitute with a 5
ppm maximum limit. Because edible fats and oils are
subjected to deodorization and other purification
processes as a part of the manufacturing process before
being used as a food product, they should not contain
any of the extraction solvent, if proper practices are fol-
lowed [19]. 

B. RENDERING

The fatty tissue from meat animals which is not a part of
the carcass or that trimmed from the carcass in preparation
for sale is the raw material from which lard and tallow are
obtained. Separation of fat from the fatty tissues of ani-
mals is called rendering. The rendering process consists of
two basic steps. First, the meat by-product is heated 
to evaporate the moisture, melt the fat present and condi-
tion the animal fibrous tissue. Two alternative cooking
temperatures are used: fat temperatures below 120°F and
fat temperatures above 180°F. A more complete separation
of the fat and protein is accomplished with the higher tem-
perature processing but a better quality protein is obtained
with the lower temperature processing. Normally, the
value of the protein dictates that the lower temperature
poorer separation technique be used which probably
leaves trace quantities of protein in the rendered lard or
tallow. After cooking, the fat is separated from the solid
proteinaceous material. In batch rendering the cooked
material is allowed to separate and the fat to drain fol-
lowed by filtration to complete the separation. Continuous
rendering, introduced to replace the batch systems, nor-
mally consists of a continuous cooker which requires less
cooking time and is more energy efficient with better qual-
ity control [11]. 

C. REFINING SYSTEMS

Processors have the option of approaching edible oil
purification in two ways; either chemical or physical
refining. The two systems utilize very similar processes
with the major difference being the method used for free
fatty acid removal. Chemical refining, the conventional
method used for removal of the nonglyceride impurities
from edible fats and oils, consists of optional degumming,
caustic neutralization, bleaching and deodorization. The
alkali refining process produces good quality oil and is
flexible with the ability to treat different oils and different
qualities of individual oils. However, caustic refining has
three major drawbacks: (1) the soap produced promotes a
tendency for emulsion formation which will occlude neu-
tral oil to increase oil losses; (2) oil losses are particularly
high when processing oils with free fatty acids over 3.0%;
and, (3) disposal of the soapstock produced has become
more difficult. 

The second process, which has become known as
physical refining, consists of removing the fatty acids
from the oil by steam distillation under vacuum after the
phosphatides have been removed by a degumming
process followed by a pretreatment process before bleach-
ing. The major advantages for physical refining are the
elimination of soapstock, lower capital costs and fewer
processes to operate and maintain. The objective of the
initial processing step in either refining method is the
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removal of phosphatides, color bodies, and trace metals.
Removal of these non-triglyceride impurities is crucial to
ensure good product quality. Herein lies the major draw-
back for the physical refining system; i.e., complete phos-
phatide removal with degumming and bleaching is very
difficult. Some of the other problems with physical refin-
ing systems can be: (1) additional bleaching earth is usu-
ally required; (2) pesticides are co-distilled with the fatty
acids during steam refining; (3) phosphoric acid treatment
may darken the gums produced and incomplete removal
can produce off-flavors in the oil after deodorization; (4)
steam distillation or deodorizer units must be designed to
handle higher concentrations of free fatty acids; (5) cot-
tonseed oil cannot be physically refined because the
gossypol pigment must be removed with alkali refining;
and, (6) it may be necessary to steam refine before hydro-
genation or other processing to adjust melting characteris-
tics followed by a second deodorization step. Physical
refining is favored for processing high free acidity oils
with low phosphatide contents; it has been demonstrated
to produce good quality product from coconut, palm ker-
nel, palm, lard, tallow, and some of the seed oils [20].

D. DEGUMMING

Degumming is the treatment of crude vegetable oils with
water, salt solutions. or dilute acids such as phosphoric,
citric, or maleic to remove phosphatides, waxes, and other
impurities. Degumming converts the phosphatides to
hydrated gums, which are insoluble in oil for separation as
a sludge by settling, filtering, or centrifugal action.
Phosphatide removal is the first process for the physical
refining system, and can also be used in chemical refining.
However, with chemical refining the processor has the
option of removing the phosphatides for their by-product
value as lecithin or treating them as impurities to be
removed along with free fatty acids during caustic 
neutralization.

E. CAUSTIC NEUTRALIZATION

The conventional caustic neutralization process is the most
widely used and most well known purification system. The
addition of an alkali solution to a crude oil brings about a
number of chemical and physical reactions: (1) the alkali
combines with the free fatty acid present to form soaps; 
(2) the phosphatides absorb alkali and are coagulated
through hydration; (3) pigments are degraded, absorbed by
the gums, or made water soluble by the alkali; and, (4) the
insoluble matter is entrained with the other coagulable
material. Efficient separation of the soapstock from the
neutralized oil is a significant factor in caustic neutraliza-
tion which is usually accomplished with centrifugal sepa-
rators. The conventional caustic soda neutralization
systems have the flexibility to efficiently refine all of the
crude oils presently utilized for food products [8].

Caustic neutralization is ordinarily accomplished by
treating the fat or oil with diluted sodium hydroxide. This
treatment forms soapstock with the free fatty acids, phos-
phatides, trace metals, pigments, and other nonglyceride
impurities that can be separated by settling or centrifugal
force from the neutralized oil. The neutral oil is usually
water washed and again separated by settling or centrifuged
to remove trace impurities and residual soaps from the neu-
tralization and separation processes. After water washing,
the oil is either dried with a vacuum dryer or immediately
bleached to remove the trace quantities of remaining water.

F. BLEACHING

Edible fats and oils bleaching is popularly and correctly
regarded as the partial or complete removal of color; how-
ever, bleaching is also an integral process in both the
chemical and physical refining systems. Bleaching is
relied upon to clean up the traces of soap and phos-
phatides remaining after caustic neutralization and water
washing for the chemical refining system. For physical
refining, the technical feasibility depends upon bleaching
as a pretreatment to remove phosphatides, trace metals,
waxes, and the color pigments. Another, very important
function of bleaching in both refining systems, is the
removal of peroxides and secondary oxidation products. 

The usual method of bleaching is by adsorption of the
pigments and other nonglyceride impurities on bleaching
earth. In a typical process, the bleaching materials are
added to the oil in an agitated vessel, either at atmospheric
pressure or under a vacuum. The oil is heated to bleaching
temperature and held to allow contact time with the
bleaching earth. After the adsorbent has captured the color
pigments, soap, phosphatides, trace metals, and polar
materials, it becomes an impurity which must be removed
from the oil with a filtration system. Control point impu-
rities analyses are used to monitor the removal of the
potential food safety hazard. 

G. ANIMAL FAT PURIFICATION SYSTEMS

Traditionally, the method used to purify meat fats has
been a form of physical refining. The two main impurities
in meat fats are proteins carried over from the rendering
process and free fatty acids. The pretreatment phase for
meat fats is the removal of the proteinaceous materials.
Typically, this is easily accomplished by adding small
amounts of diatomaceous earth and/or bleaching earth fol-
lowed by filtration. An alternative clairification or pre-
treatment method is to water wash the fat to remove the
proteins. This method also requires bleaching or at least
drying to remove the moisture remaining in the oil after
water washing. A third method for meat fat clarification is
caustic refining. Chemical refining is usually reserved for
poor quality animal fats or for specialty products used
undeodorized to preserve the characteristic meat fat
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flavor. The caustic refining system consists of caustic neu-
tralization, water washing and vacuum drying. 

H. HYDROGENATION

The hydrogenation process is an important tool for the
edible fats and oils processor. With hydrogenation, liquid
oils can be converted into plastic or hard fats more suit-
able for a particular food product. There are two reasons
to hydrogenate a fat or oil; (1) to change the physical form
for product functionality improvement, and (2) to improve
oxidative stability. Hydrogenation involves the chemical
addition of hydrogen to the double bonds in the unsatu-
rated fatty acids. The reaction is carried out by mixing
heated oil and hydrogen gas in the presence of a catalyst.
After the hydrogenation end point has been achieved, the
hardened oil is cooled and filtered to remove the nickel
catalyst. 

Most hydrogenations are performed in batch reactors
due to the variation in raw materials and the desired end
products. Normally, batch hydrogenation is performed in
an agitated tank reactor with heating and cooling capabil-
ities designed to withstand pressures of 7 to 10 bar. First,
the catalyst is suspended in the oil. Then, hydrogen gas,
dispersed as bubbles, must be dissolved in the oil to reach
the surface of the catalyst. The three reaction variables,
pressure, temperature, and rate of agitation, are controlled
to reduce batch-to-batch variation for preparation of the
desired hydrogenated product or basestock. The typical
analytical evaluations for endpoint control which measure
consistency are refractive index, iodine value, and various
melting points. A food safety control point would be the
incomplete removal of the nickel catalyst after the reac-
tion is completed; however, this is not a critical control
point because the post bleaching process immediately fol-
lowing hydrogenation is designed to remove the remain-
ing trace catalyst impurities.

I. POST BLEACHING

A separate bleaching operation, immediately following the
hydrogenation process, has three purposes: (1) insurance
that all traces of the prooxidant hydrogenation catalyst that
have escaped the filtration system after hydrogenation
have been removed; (2) to remove undesirable colors gen-
erally of a greenish hue, accentuated during hydrogenation
by heat bleaching of the red and yellow pigments; and, (3)
removal of peroxide and secondary oxidation products.
Post bleach systems are usually batch systems for the same
reasons as for hydrogenation systems; production of a
wide variety of hydrogenated basestocks. 

J. FRACTIONATION

Edible fats and oils are fractionated to provide new mate-
rials more useful than the natural product. Fractionation

may be practiced to remove an undesirable component,
which is the case with dewaxing and winterization, or to
provide two or more functional products from the same
original fat or oil, as is the case with cocoa butter equiva-
lents or substitutes and high stability oils. 

The three fractionation process types practiced com-
mercially to produce the value-added products are: (1) dry
fractionation; (2) solvent fractionation; and, (3) aqueous
detergent fractionation. Dry fractionation, which includes
winterization, dewaxing, hydraulic pressing, and crystal
fractionation processes, is probably the most widely 
practiced. Solvent or aqueous detergent fractionation
processes provide better separation of specific fractions
for the more sophisticated fats and oils products. All of
these fractionation processes practice the three successive
stages of fractionation: (1) cooling the oil to supersatura-
tion to form the nuclei for crystallization; (2) progressive
growth of the crystalline and liquid phases; and, (3) sepa-
ration of the crystalline and liquid fractions. A food safety
control point identified for the solvent fractionation sys-
tem would naturally be removal of the solvent used.
Complete solvent removal is assured with steam distilla-
tion in the deodorization process which is downstream.

K. INTERESTERIFICATION

The interesterification process can alter the original order
of distribution of the fatty acids in triglyceride-producing
products with melting and crystallization characteristics
different from the original oil or fat. Unlike hydrogena-
tion, interesterification neither affects the degree of satu-
ration nor causes isomerization of the fatty acid double
bond. It does not change the fatty acid composition of the
starting material but rearranges the fatty acids on the glyc-
erol molecule. The process of interesterification can be
considered as the removal of fatty acids from the glyc-
eride molecules, shuffling them, and then replacement on
the glyceride molecules at random. This change in the dis-
tribution of the fatty acids affects the structural properties
and melting behavior of the fats and oils. Commercially,
the interesterification process has been utilized for the
production of confectionery fats, margarine oils, cooking
oils, frying fats, shortenings, and other special application
fats and oils products. 

Two types of chemical interesterification process are
practiced: random or directed. Random rearrangement of
fats and oils can be accomplished using either a batch or
continuous process. Both random interesterification
processes perform the three important rearrangement
steps: (1) pretreatment of the oil; (2) reaction with the cata-
lyst; and, (3) deactivation of the catalyst. In the directed
rearrangement process, one or more of the triglyceride
products of the interesterification reaction is selectively
removed from the ongoing reaction. Continuous processes
are normally used for directed rearrangements for better
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control. Trisaturated glycerides are crystallized and sepa-
rated from the reaction which upsets the reaction equili-
brium so that more trisaturated glycerides are produced.

L. BLENDING

Different stocks are blended to produce the specified com-
position, consistency, and stability requirements for the
various fats and oils products, such as shortenings, frying
fats, margarine oils, specialty products, and even some
salad or cooking oils. The basestocks may be composed of
hydrogenated fats and oils, interesterified products, refined
and bleached vegetable oils, purified animal fats, and/or
fractions from winterization, dewaxing, or another form of
fractionation. The products are blended to meet both the
composition and analytical consistency controls identified
by the product developers and quality assurance. The con-
sistency controls frequently include analytical testing for
solids fat index, iodine value, various melting points, fatty
acid composition, and other evaluations designed to insure
compliance with customer requirements. The blending
process requires scale tanks and meters to proportion the
basestocks accurately for each different product. The blend
tanks should be equipped with agitators and heating to
assure a uniform blend for consistency control [8]. 

M. DEODORIZATION

With conventional edible oil processing, deodorization is
the last in a series of process steps used to improve the
taste, odor, stability, and food safety of the fats and oils by
the removal of undesirable substances. In this process, the
fats and oils products are steam-distilled under vacuum.
The object is to remove the volatile impurities from the
oil. The foremost concern from a quality aspect is the
volatile impurities which have objectionable flavors and
odors; however, deodorization is also very important from
a food safety aspect. Steam distillation removes any trace
pesticide and “heavy” metals contents obtained during the
growing process. Deodorization is primarily a high-tem-
perature, high-vacuum, steam distillation process to
remove volatile, odoriferous materials present in edible
fats and oils. It is the last major processing step through
which the flavor and odor and many stability qualities of
a fat or oil product can be changed. From this point for-
ward, efforts must be directed toward retaining the quality
that has been built into the fat and oil product with all of
the preceding processes [8].

The odoriferous substances in fats and oils are gener-
ally considered to be free fatty acids, peroxides, aldehydes,
ketones, alcohols, and other organic compounds.
Experience has shown that the removal of flavor, odor, and
other undesirables correlates well with the reduction of
free fatty acids. Therefore, all commercial deodorization
consists of steam stripping the oil for free fatty removal.
Currently, batch, semicontinuous, and continuous systems

of various designs are utilized by edible fats and oils
processors to produce deodorized oil. All of the systems
utilize steam stripping with four interrelated operating
variables: (1) vacuum, (2) temperature, (3) stripping steam
rate, and (4) holding time. 

N. LIQUID OIL FILLING AND PACKAGING

Most salad and cooking oils are packaged shortly after
deodorization in containers for home, restaurant, or large
food processor use. The processing necessary for most oils
are oxidative stability preservation measures, such as nitro-
gen protection, temperature control, light avoidance, and
the addition of any additives required by the individual
products. The oil is filtered for a final time in-line to the
bottle filler. The effectiveness of this final filtration is mon-
itored with laboratory filterable impurities testing of pack-
aged product samples obtained utilizing a statistical
sampling plan. Food safety concerns for retail liquid oils
were lessened with the packaging change from glass to
plastic containers. Glass breakage and contamination of
other containers were major concerns when glass bottles
were used. Exposure of the oil to the atmosphere is limited
to a micro-second for most filling lines with a tamper-evi-
dent seal applied to the container before the cap is applied. 

O. SHORTENING PLASTICIZATION AND PACKAGING

Plasticized shortening products can be defined as fats
with a consistency that can be readily spread, mixed, or
worked. Considerably more is involved in the plasticiza-
tion of shortening and margarine than merely lowering
the temperature to cause solidification. Slow cooling of
these products produces a grainy, pasty, non-uniform
mushy product that lacks the appearance, texture, and
functional characteristics associated with plasticized
products. Development of these characteristics are a
function of controlled crystallization or plasticization.
The final consistency of a shortening is the culmination
of all the factors influencing crystallization and plasti-
cization: chilling, working, tempering, pressure, and gas
incorporation. 

The plasticization process involves the rapid
chilling and homogenization of a shortening mixture.
Most shortenings are quick-chilled in closed thin-film
scraped-wall heat exchangers with extrusion valves to
deliver a smooth homogeneous product to the package at
17 to 27 atm pressure. Nitrogen is injected at 13 ± 1% into
most shortenings to increase the product’s workability and
provide a white, creamy appearance. After packaging,
many processors temper shortenings at temperatures
slightly above the packaging temperature to allow the
crystal structure of the hard fraction to reach equilibrium
and form a stable matrix. After tempering, shortenings are
usually stored and shipped at controlled temperatures of
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70 to 80°F (21.1 to 26.7°C) to avoid crystal change and
loss of the plastic properties [7]. 

P. MARGARINE MIXING, CHILLING, AND

PACKAGING

Margarine was developed as and continues to be a butter
substitute. It is a flavored food product containing 80% fat,
made by blending selected fats and oils with other ingredi-
ents, such as milk, salt, color and fortified with vitamin A, to
produce a table, cooking, or baking fat product that serves
the purpose of dairy butter, but is different in composition
and can be varied for different applications. Now, spreads
have been developed as margarine substitutes. The major
difference between spreads and margarine is that spreads are
not required to contain a minimum of 80% fat. 

Processing for margarines and spreads begins with the
preparation of an emulsion of the ingredients. Emulsions
are prepared by adding the oil soluble ingredients to a
heated margarine oil formulation in an agitated emulsion
tank. Concurrently, a pasteurized aqueous phase is pre-
pared by mixing all of the water soluble ingredients
together in another vat. The water phase is then added to
the oil phase to make the emulsion. The emulsion is rap-
idly chilled with scraped-wall heat exchangers similar to
those used for shortening products. The plasticized prod-
ucts are then formed into prints, or filled into the various
containers for consumer, restaurant, or food processor use.
Most margarine and spread products are stored at refriger-
ator temperatures immediately after packaging, with the
exception of some specialized baking products [8]. 

Q. FLAKING AND SPRAY CHILLING

Fat flakes describe the higher melting fat and oil products
solidified in a thin flake form for ease of handling, quick
remelting, or for a specific function in a food product.
Chill rolls and processed oil formulations have been
adapted to produce several different flaked products that
can provide distinctive performance characteristics in spe-
cialty formulated foods. The flaked products, produced
almost exclusively for restaurant and food processor con-
sumers, are hardfats or stearines, shortening chips, icing
stabilizers, confectioners fats, hard emulsifiers, and other
customer-specific products. 

The flake products are solidified on a chill roll, which
has been described as an endless moving chilling surface
held at a temperature below the crystallization point of the
applied fat or oil product to form a congealed film on the
outer surface. Specifically, chill rolls are usually 4 foot
diameter hollow metal cylinders, in various lengths, with a
machined and ground smooth surface, internally refriger-
ated, that revolve slowly on longitudinal and horizontal
axes, with several options for feeding the melted oil onto
the surface. After application, a thin film of liquid fat is

carried over the roll, and as the revolution of the roll con-
tinues, the fat is partially solidified. With all chill roll
designs, the solidified fat is scraped from the roll by a doc-
tor blade positioned ahead of the feeding mechanism.
Flakes are packaged in kraft bags, corrugated cartons with
vinyl liners, or other suitable containers for storage and
shipment [7]. 

Spray chilled or powdered fats are specialized prod-
ucts developed for ease of incorporation, handling, melt-
ing efficiency, uniform delivery with addition systems,
encapsulation, and other special purpose uses. The spray
chilling process consists of atomizing a molten fat in a
crystallization zone or tower, maintained under tempera-
ture conditions where a very fine mist of the melted fat is
contacted with cooled air or gas to cause crystallization
without marked supercooling [8].

R. BULK FATS AND OILS SHIPMENTS

Food processors that use fats and oils in large quantities
often have the facilities to handle this liquid ingredient in
bulk. All of the products packaged for shipment and use
can be provided to the customers in tank cars or tank
trucks, except margarine and spread mixes, which contain
milk and salt. The customers for these bulk products must
have fats and oils bulk handling systems to receive, store,
and handle the liquid products. 

VI. U.S. EDIBLE FATS AND OILS
CONSUMPTION

Climate and availability certainly influenced the eating
habits of our ancestors. Inhabitants of central and northern
Europe obtained their edible fats from animals, while
people in southern Europe, Asia, and Africa acquired their
edible oils from vegetable sources. The food products
developed in these different regions used the available fats
and oils products. Consequently, the cuisine of the central
and northern Europe countries developed around the use
of solid fats like butter, lard, and tallow for breads, pas-
tries, and many other baked products. Similarly, the diets
of inhabitants from the warmer climates were developed
around liquid oils for food products like sauces, dressings,
etc. These trends appear to continue to be the preference
of their descendants. 

Immigrants to the United States brought their food
preferences with them and introduced them to others from
different regions of the world. Fats and oils technology
has further increased the varied and rich American diet by
improvement of existing products and development of
new food products. The resultant North American eating
habits have made the U.S. a consumer of almost every
available fat and oil. The American consumer is offered
these fats and oils as a liquid oil, margarine, shortening, or
as an ingredient in a prepared food product. The fourteen
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major U.S. fats and oils sources are listed in Table 155.1,
which reviews the annual usage of both animal and veg-
etable oils over the past 50 years [14–16].

Fats and oils consumption has been categorized into
visible and invisible sources. Visible fats and oils are
those isolated from animal tissues, oilseeds, or oil fruits
and used for food preparation as shortening, margarine, or
salad oil. Invisible fats and oils are consumed as part of
meats, poultry, eggs, dairy products, fish, fruits, or veg-
etables, and account for approximately 60 percent of fat
consumption. The pounds per person values reported in
Table 155.1 are those from visible sources only. Visible
fats and oils usage has more than tripled in the United
States over the past 50 years, not only due to population
increases, but also from increased consumption. Average
per person consumption has increased by almost 50% dur-
ing this period. The fats and oils usage data in Table 155.1
reflect some distinct trends: (a) a move away from animal
fats to vegetable oils; (b) replacement of previously estab-
lished fats and oils with different source oils; (c) intro-
duction of new vegetable oils; (d) a rise and fall of some
individual source oils; (e) source oil changes reflecting
the results of medical studies; (f) introduction of new oil
seed varieties; and more.

VII. EDIBLE FATS AND OILS UTILIZATION

Fats and oils are the raw materials for margarine, shorten-
ing, liquid oil, and other specialty or tailored products that

become essential ingredients in food products prepared in
the home, restaurants, and by food processors. Butter, lard,
and tallow are fats that are used as raw materials for mar-
garines or shortenings, as well as for direct use with little or
no processing. The direct usage of animal fats has
decreased considerably since 1950, as shown in Figure
155.2 [14,15]. Butter usage decreased 58% from 1950 to
2000. Lard and tallow direct use also had a substantial
decrease (82.5%) through 1990, but rebounded for only a
53% overall decrease from 1960 to 2000. Margarine, devel-
oped as a butter substitute, has also experienced a decrease
(40%) in popularity since 1980. Shortening usage more
than doubled between 1950 and 1990, but slowed to only a
3.6% increase for the decade ending 2000. The usage
rate for liquid oils almost tripled since 1950 to absorb all of
the other fats and oils product losses and then some.
Overall, the per capita fats and oils visible consumption rate
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TABLE 155.1
U.S. Edible Fats and Oils Usage and Per Capita Consumption

Millions of Pounds

Year 1950 1960 1970 1980 1990 2000

Canola 577 1774
Coconut 129 172 788 1032 897 968
Corn 223 310 445 673 1149 1711
Cottonseed 1445 1225 891 523 851 674
Olive 79 51 67 58 211 455
Palm 1 182 299 256 375
Palm Kernel 26 53 94 NR 362 243
Peanut 103 62 193 112 197 244
Safflower 100 58 102
Soybean 1446 3011 6253 9114 12164 16210
Sunflower 64 200 357
Lard 2050 1889 1645 1023 825 962
Tallow 156 328 518 995 955 1498
Butter 1327 1113 1075 1017 1095 1022
Total 6984 8215 12251 14910 19797 26565
Per Capita Consumption, pounds
Vegetable Oils 24.0 26.7 39.0 45.0 52.8 63.1
Animal Fats 21.9 18.5 14.1 12.2 9.4 11.5
Total 45.9 45.3 53.0 57.2 62.2 74.6

NR � not reported.

Fats and oils products, per capita consumption data 

1,950 1,960 1,970 1,980 1,990 2,000

Butter 8 5.3 3.6 3.5 3.6

Margarine 9 11.0 9.1 8.7 6.6

Lard & tallow 8 4.7 3.4 2.2 5.9

Shortening 11.0 13 17.3 18.3 22.3 23.1

Liquid oils 8.6

0

9 15.5 21.3 24.2 33.7

Other 2 2.4 1.5 1.2 1.6

8.6

4.9

12.6

FIGURE 155.2 Fats and oils products per capita consumption
during 1950–2000.



increased 63% for the last half of the twenty-first century,
with a move toward liquid oils. The increased popularity of
liquid oils is more than likely due to:

1. Diet modifications to reduce saturated fats,
trans isomers, and cholesterol 

2. Awareness of the high polyunsaturated or
essential fatty acid content of liquid oils 

3. More convenient handling of the liquid oils
than that of solid fats

4. Improved product formulations and processes
to accommodate liquid oils

5. Reduced dependence on the crystalline proper-
ties of solid fats for functionality through the
use of emulsifiers

A. SHORTENING PRODUCTS

Originally, shortening was the term used to describe the
function performed by naturally occurring solid fats like lard
and butter in baked products. These fats contributed a
“short” or tenderizing quality to baked products by prevent-
ing the cohesion of the flour gluten during mixing and bak-
ing. Shortening later became the product identification used
by all vegetable oils processors in the United States to aban-
don the lard substitute concept; hence, shortening was an
American invention. As the shortening product category
developed, the limited application also expanded to include
all baked products. Today, in the U.S., shortening has
become virtually synonymous with fat to include many
other types of edible fats designed for applications other
than baking. In most cases, products identified as shortening
will be 100% fat; however, there are exceptions such as puff
pastry and roll-in shortenings which may contain moisture.
Generally, a fat product containing at least 80% fat and the
required vitamin A content, is margarine. Products that do
not meet this criteria have been identified as shortening
since shortening does not have a U.S. Standard of Identity.
Currently, a description for shortening would be: processed
fats and oils products that affect the stability, flavor, storage
quality, eating characteristics and the eye appeal of prepared
foods by providing emulsification, lubricity, structure, aera-
tion, a moisture barrier, a flavor medium, or heat transfer [8].

Most shortenings are identified and formulated
according to usage. The packaged shortening forms that
have emerged to satisfy the requirements of the con-
sumers and the food industry are plasticized, pumpable
liquid, flakes, powders, chips, and beads. Almost all of
these shortening products can also be shipped to large
customers in liquid bulk quantities. A brief description of
each of the shortening forms follows [7]:

● Plasticized Shortenings - General purpose
plasticized shortenings are still identified
as all-purpose, unemulsified, emulsified,

animal-vegetable blends, all vegetable, or the
like; while the trend is to formulate foodservice
and food processor shortenings to perform a
specific function for the intended food product.
These shortenings are also identified by their
intended usage, i.e., a baking application such
as cakes, icings, puff paste roll-in, and others;
frying applications, specific dairy analog prod-
ucts, household use, and so on. 

● Liquid Shortenings - The pumpable liquid short-
ening designation covers all fluid suspensions
that consist of a hard fat, usually beta tending,
and/or a high melting emulsifier dispersed in a
liquid oil. This shortening type was developed to
pour or pump at room temperature for volumet-
ric measurement or metering for either pack-
aged or bulk-handled products. 

● Flakes - Hardfat, hardbutter, hard emulsifier,
and stabilizer flakes are high melting fats- and
oils-based products solidified into thin flake
form for ease in handling and quick melting,
and are used to perform many different func-
tions in food products.

● Chips - Shortening chips are made thicker and
larger than flakes for incorporation into baked
products to provide a flaky product similar to
danish pastry without the labor intensive roll-in
process. 

● Powders - The higher melting fats and oils
products can be spray chilled to produce pow-
ders. Most of the products flaked can also be
powdered for ease in handling or encapsulation
of a food product for protection and/or delayed
release in a finished food product. 

● Beads - Shortening beads have irregular granu-
lar shapes that can be metered at more uniform
rates with vibratory or screw feeders and resist
stratification or separation in mixtures with
other granular materials. 

B. MARGARINE AND SPREAD PRODUCTS

Margarine is a prepared food product developed because
of a butter shortage in France. Its evolution to a highly
accepted table spread and ingredient for cooking, baking,
and prepared foods is a prime example of fats and oils
technology. Margarine has evolved from an imitation of
dairy butter to a nutritive food which provides a concen-
trated source of energy, a uniform supplement of vitamin
A, a source of essential fatty acids, satiety, a universally
accepted flavor, and a compliment to other foods. United
States FDA and USDA regulations define margarine as a
plastic or liquid emulsion food product containing not less
than 80% fat and 15,000 international units per pound of
vitamin A, and may contain optional ingredients with
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specific functions. The usual optional ingredients are
water, milk or milk products, emulsifiers, flavoring mate-
rials, salt and other preservatives, and colorants.

Low fat spreads, originally introduced in the 1960s as
diet margarines, are available with a multitude of fat lev-
els between 20 and 70%. Low calorie and low fat market-
ing created a consumer interest in spreads after the diet
margarines had been rejected by consumers for poor melt-
ing and eating characteristics. Functionally, the spread
products are intended to be used as a tablespread or for
cooking and most packages have a statement that the
spread is not intended for baking or frying. 

1. Consumer Margarines and Spreads

Margarine prints generally in quarter pound and one
pound solids were the basic margarine products available
until soft margarines were introduced in 1962. The soft
margarines, with higher unsaturated fatty acid levels, were
packaged in plastic tubs in both regular and whipped ver-
sions. The whipped margarines were easier to spread and
provided less calories per serving due to the 30% nitrogen
content. The nutritional appeal of the soft margarines was
carried even further with the introduction of spreads,
which began to capture market share in the 1970s; the
spreads market share increased from less than 5% in 1976
to more than 74% in 1995. 

The major uses for consumer margarines and spreads
continue to be as a tablespread, cooking ingredient, sea-
soning agent. The consumer-directed functional aspects of
the margarine and spread products are spreadibility, oili-
ness, and melting properties. Spreadibility continues to be
one of the most highly regarded attributes of consumer
margarine products, second only to flavor. Oil-off is the
most serious for print products, as the inner wrappers
become oil soaked and oil may even leak from the outer
package. The melting properties of the margarine oil
ingredient, the emulsion tightness, and the processing,
tempering, and storage conditions which help determine
crystal development and stability have a direct affect upon
the mouth feel and release of the flavoring materials, as
well as the consistency. 

Scratch baking in the home decreased considerably with
the introduction of good quality prepared mixes and frozen
ready-to-eat products. Nevertheless, for any home baking,
the U.S. consumer will usually choose shortening or a print
margarine. Measurement of soft margarine requires a differ-
ent scale than stick products because of the creaming gas
content: 5% in regular and 30 to 35% in whipped soft mar-
garines. Also, spreads have exceptionally poor baking func-
tionality due to the high moisture/low fat content. 

2. Industrial Margarines and Spreads

Foodservice and food processor margarine and spreads are
usually considered industrial products. The most popular

foodservice margarine is the consumer stick margarine for-
mulation packaged in 1-pound solids, which is used for
cooking and seasoning. Individual serving or portion con-
trol spread products are also popular foodservice dining
room products. Additionally, a bakers’ margarine formu-
lated with an all-purpose shortening base is used by many
foodservice kitchens for their baking requirements. 

Food processor margarine and spread products are
formulated for more specific uses than either the foodser-
vice or consumer products. The stick margarine formula-
tions are packaged in 50 pound cube cases for use 
in prepared foods. Margarines are also formulated and
plasticized with Danish pastry roll-in capabilities, like the
shortening products discussed in section V.A, to take
advantage of the flavor, color and moisture incorporated
into the emulsion. Spread type products were used by
food processors before the consumer had accepted them,
but for different applications. One of the applications is
for self-basting of meat and poultry products during bak-
ing. Another is a biscuit topping with special dairy flavor
notes and buttermilk curd. Others employ different fla-
vors, spices, or other special ingredients for specific
applications, products, or processes.

C. LIQUID OILS

A liquid oil is usually identified by its physical state at
ambient temperature, irregardless of whether the source
material is animal, vegetable, or marine. Some source oils
appear to disagree with this designation until the mean
temperature at the place of origin is considered. For exam-
ple, oil products from palm and coconut trees are a solid
at ambient temperatures in cool climates, but a liquid at
the prevailing temperatures in the tropical climates where
these plants grow. Therefore, the definition of a liquid oil
would be: any oil that is a clear liquid without heating. 

Liquid oils are further classified by their functionality
traits; cooking, salad, and high stability. The definition for
each of these classifications is:

● Cooking Oil - An edible oil that is liquid and
clear at room temperature, or 75°F (23.9°C),
that may be used for cooking. Cooking oils are
typically used for pan frying, deep fat frying,
sauces, gravies, marninates, and other non-
refrigerated food preparations where a clear
liquid oil has application. Cooking oils usually
congeal or solidify at refrigerator temperatures. 

● Salad Oil - An edible oil that is suitable for the
production of a mayonnaise or salad dressing
emulsion and which is stable at low temperatures.
This requirement has been refined to require that,
in order to qualify as a salad oil, an oil sample
must remain clear without clouding for at least
5½ hours while submerged in an ice bath.
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● High Stability Oil - An edible oil that possesses
an exceptional oxidative or flavor stability, and
is a clear liquid at room temperature. The meas-
ure of oxidative stability used for high stability
oils is the Active Oxygen Method (AOM) or
AOCS Method Cd 12-57. High stability oils
will withstand the AOM abuse for periods in
excess of 75 hours, and some longer than 300
hours, as opposed to the 8 to 20 AOM hours for
cooking and salad oils. 

1. Consumer Liquid Oils

Cooking and salad oils available for home use are bottled
and marketed through grocery stores and other retail out-
lets. The source oils available to the retail consumer are
canola, corn, cottonseed, olive, peanut, safflower, soy-
bean, sunflower, blends of these source oils, and some
other specialty oils. Most of the oils are only refined,
bleached, and deodorized, with the exception of those that
require dewaxing or winterization to remain clear liquids
on the grocery store shelves, like canola, corn, cottonseed,
and sunflower. 

A steady growth in the consumption of cooking and
salad oils is evident from the USDA Economic Research
Service statistics in the Oil Crops Situation and Outlook
Yearbook. In fact, salad and cooking oils were the sole
fats and oils growth area for the year 1997. The trend
away from solid fats to liquid oils indicates that the U.S.
consumer is reacting to the cautions of the medical pro-
fession regarding the relationship of fats and oils to coro-
nary disease. As a result, consumers have replaced solid
shortenings and margarines with liquid oils. 

2. Industrial Cooking Oil Applications

Cooking oils are utilized wherever liquidity is permissible
or important and the application does not require a clear
liquid oil at cool temperatures. Cooking oils may be used
for pan frying, deep fat frying, gravies, and other applica-
tions. Cottonseed oil has a unique flavor property that
makes it a desirable frying oil for snack foods. Corn oil is
regarded as exceptional in flavor and quality, with a
healthy image for incorporation into processed foods, and
also for snack foods frying. Peanut oil maintains
a respectable cooking oil market for snack frying and
foodservice frying operations, especially for fish and
chips. Some of the other applications for cooking oils are
packing canned meats and fish products, pan-release
products, bread, buns, and sweet doughs. 

3. Industrial Salad Oil Applications

Salad oils are required in most dressing products, sauces,
and other food products prepared or stored at cool 

temperatures. Salad oils were developed for use in may-
onnaise, and are a necessity for the preparation of other
salad dressings, sauces, and other food products that are
emulsions prepared at cool temperatures or must with-
stand clouding or congealing at refrigerator temperatures
after preparation. Most of these products require high
quantities of oil in the formulation, 30 to 80%, to provide
the eating characteristics and consistency desired. 

4. High Stability Oils

The primary prerequisites of a high stability oil is liquid-
ity at ambient temperatures and resistance to oxidation.
Most oils which are liquid at room temperature contain
high levels of unsaturated fatty acids. They are most sus-
ceptible to oxidation, which limits application to products
where an extended shelf-life is not a requirement.
Technology has identified two techniques to enhance the
stability of liquid oils: (1) hydrogenation and fractionation
to separate the hard fraction from the liquid oil fraction,
which retains a high stability, and (2) the use of plant
bleeding techniques to produce liquid oils with very high
monounsaturated fatty acid levels. The applications estab-
lished for the high stability oils are [8]:

● Deep Fat Frying - The high stability oils have
substantially increased frying stability by limit-
ing the opportunities for oxidation due to the
absence of polyunsaturates. Frying stability for
the high stability oils is near the performance for
heavy duty frying shortenings, with the conven-
ience and fried food appearance of a liquid oil.

● Protective Barrier - Surface application to food
products with the high stability oils provides
protection from moisture and oxygen invasion,
prevents clumping, and imparts a glossy
appearance. Specific applications include
raisins and other fruits, breakfast cereals, nut
meats, snacks, croutons, bread crumbs, spices,
and seasonings. 

● Carrier - Colors, spices, flavors, and other addi-
tives may be blended in the high stability oils to
preserve the flavor, color, and activity without
development of off-oil flavors for long periods. 

● Pan-release Agents - As a major ingredient in
the preparation of oxidative stable spray or
brushing lubricants for baking pans, confec-
tionery products, and other materials. 

● Food Grade Lubricants - The high stability oils
are food grade alternatives to the mineral oil
products for lubrication of equipment that con-
tacts food products. 

● Compatibility - Unlike solid fats, the high sta-
bility oils are compatible with all types of fats
and oils since crystal type is not a concern. 
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Increasing the degree of saturation of fatty oils via hydro-
genation is the most important process of the fatty oil
industry, particularly in the production of edible fat prod-
ucts. This reaction makes possible the synthesis of food
products such as shortening and margarine. Vegetable oils
are too soft for margarines because of their liquid nature,
while on the other hand saturated fats are too hard.
Depending on the end use, most shortening fat systems
require an intermediate hardness. Industries use this
process to turn cheap oils into simulated butter products.
Hydrogenation is an excellent process for consistency
change and prolongs shelf stability. However, there are
medical side effects due to the trans isomers produced that
can cause many health problems if too much is consumed.

Hydrogenation of edible oils and fats are chemical
processes in which hydrogen is added to double bonds of
unsaturated fatty acids in lipid. Lipid is usually in the form
of triacylglycerol, but other structures containing ethylenic
linkages can be also hydrogenated [7]. The general aim of
hydrogenation processes is to adjust their melting properties
and improve their stability [32]. Besides fat and hydrogen,
this process requires a catalyst — usually nickel deposited
on a silicate support. Though already a classical process,
widely applied since the early 20th century, it is not yet pos-
sible to a predict the molecular composition of the hydro-
genated oil as a function of feed stock composition, catalyst
type and concentration, reaction pressure, temperature and
time. This is partly due to the complexity of the process,
with a large number of hydrogenation reactions occurring in
parallel, and partly due to the simultaneous occurrence of
isomerization and double bond conjugation reactions. The
complexity of the reaction is further illustrated by noting

that the partial hydrogenation of soybean oil results in the
production of a minimum of different linoleic, linolenic and
oleic esters, the cis and trans forms of which could produce
more than 4000 different triacylglycerols.

Understanding hydrogenation is important because it
is a major reaction, which leads to many everyday prod-
ucts. Besides margarine and shortenings, hydrogenated
oils end up in such things as ice cream, candy, chocolate,
potato chips and baked goods.

I. HISTORICAL BACKGROUND

Although reactions involving catalytic hydrogenation of
organic substances were known prior to 1897, the property
of finely divided nickel to catalyze the fixation of hydro-
gen on hydrocarbon double bonds was discovered by the
French chemist, Sabatier. Thus, unsaturated hydrocarbons
in the vapor state could be easily converted into saturated
ones when passing  hydrogen gas over a catalytic metal.
Soon after this report a liquid-phase hydrogenation of fatty
oils was patented in 1903 in England by German chemist
Normann [23] and this title was passed to the British firm
Joseph Crossfield and Sons. In 1909, Procter and Gamble
Company acquired the American rights to the Crossfield
patents. Soon after that Procter and Gamble introduced its
hydrogenated shortening, “Crisco,” on the market.

The first hydrogenated products were a blend of totally
hydrogenated cottonseed oil and refined liquid cottonseed
oil. This created a product that had the consistency of lard
but which was less likely to liquefy at warmer tempera-
tures. The technique of partial hydrogenation was devel-
oped in the 1930s and it complemented the development of
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a high-yield solvent extraction method to render fats from
vegetables and seeds.

The advent of  hydrogenation led to possibilities for a
new branch of science — oleochemistry. In the mid-1930s,
a stainless steel stirred autoclave for hydrogenating tallow
fatty acids was constructed. One of the earliest, and still
exceedingly important oleochemical products, was fabric
softener, whose principal ingredients were fatty amines,
manufactured by hydrogenating fatty nitriles derived from
fatty acids. Esterification of fatty acids, followed by
hydrogenolysis, produces fatty alcohols, another of the
major products in the manufacture of oleochemicals.

II. BASIC PRINCIPLES OF EDIBLE OIL
HYDROGENATION

The basic chemical equation for hydrogenation of an
unsaturated carbon-carbon double bond is shown below.
While it appears very simple, in reality it is extremely
complicated. 

–CH � CH– � H2 → –CH2 � CH2–

It includes the following steps:

1. Transfer and/or diffusion of individual reac-
tants (unsaturated fatty acids and hydrogen);

2. Hydrogen adsorption on the surface of a catalyst;
3. Addition of hydrogen on double bonds accom-

panied with their cis/trans and positional iso-
merization;

4. Desorption of reactants from catalyst surface
and transfer to the bulk of liquid oil.

During a hydrogenation reaction three different mod-
ifications can occur:

1. A double bond can be changed to a single bond,
e.g., changing a 2-polyunsaturated fatty acid
into a monounsaturated fatty acid, or a monoun-
saturated fatty acid into a saturated fatty acid.

2. The location of the double bond can be moved
up or down the fatty acid chain, and/or the con-
figuration of the double bond can be changed to
either cis or trans.

3. Highly polyunsaturated fatty acids are the most
susceptible to the process of hydrogenation, as
they contain more double bonds than other
fatty acids. 

Depending on the conditions applied during the
process, hydrogenation can be classified as either a selec-
tive or non-selective process. Reaction selectivity is defined
as the conversion of a diene to a monoene, compared with
the conversion of a monoene to a saturate. The simple 

reaction model for triene hydrogenation was published by
Bailey in 1949, and later mathematically defined by
Albright [1]. This model considered each reaction to be first
order and irreversible.

It could be used for measuring the relative reaction
rate constants (K) for each hydrogenation step during the
batch hydrogenation of oils containing triene fatty acids. 

K1 K2 K3

Linolenic ��� Linoleic Oleic Stearic

Ll � Ll0e
�K1t

L � Ll0� ��e�K1t � e�K2t�� L0e
�K2t

Ol � Ll0� �� ��e�K1t � e�K3t�

� Ll0� �� ��e�K1t � e�K3t�

� L0� ��e�K2t � e�K3t�� Ol0e
�K3t

Where:
Ll0 � concentration of linolenic acid in time t � 0
L0 � concentration of linoleic acid in time t � 0
Ol0 � concentration of oleic acid in time t � 0
K1–3 � relative reaction rate constants (K) for each
hydrogenation step
t � time

In a theoretical sense, an oil hardened with perfect prefer-
ential selectivity would, first of all, have its linolenic acids
reduced to linoleic acids before any linoleic was reduced
to oleic acid; then all linoleic acids would be reduced to
oleic, before any oleic acids were saturated to stearic acid.
Unfortunately, this does not happen in the actual practice.
For practical application, if the relative reaction rate 
constant calculated for linoleic to oleic divided by the
reaction rate constant for oleic to stearic is 31 or above,
the hydrogenation is termed selective, if below 7.5, it is
non-selective.

Hydrogenation can be partial or complete. This reac-
tion does not proceed at room temperature, and requires a
catalyst to overcome activation energy. These catalysts can
be heterogeneous, such as nickel, platinum, or palladium,
or homogeneous, such as the Wilkinson’s catalyst. These
reactions give off heat, which can determine the degree of
saturation and predict stability as well. Transition metal
complexes make good catalysts, since they bring the reac-
tants together and break the hydrogen bond. These reac-
tions are stereoselective, in that the hydrogens are added in
such a way as to predict the outcome. 

K2
��
K3 � K2

K2
��
K3 � K2

K1
��
K2 � K1

K2
��
K3 � K1

K1
��
K2 � K1

K1
��
K2 � K1
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Hydrogenation can take place only when the liquid
unsaturated oil, the solid catalyst and the gaseous hydrogen
have been brought together in a heated stirred reactor.
Interaction between chemisorbed hydrogen on the catalyst
surface and the double bond of fatty acyl is the first step of
heterogeneous hydrogenation. Another hydrogen atom may
add to the adjacent position and the saturated molecule is
desorbed; or if there is no hydrogen atom available, hydro-
gen may be removed from a chain carbon atom by the cat-
alyst. Addition of one hydrogen atom results in the
opportunity of free rotation to reorient the geometry of the
molecule from cis to the thermodynamically more stable
trans configuration. Whether cis or trans is formed depends
on the geometric positioning of the carbon chains attached
to the double bonded carbons. The double bond in the orig-
inal position may also be converted to trans. The double
bonds in the new position may also be shifted. As hydro-
genation proceeds, the isomerized double bonds tend to be
shifted farther and farther along the chain, and the trans iso-
mer content increased until the monoenes are saturated. 

Hydrogenation of the polyunsaturated fatty acid chain
is similar to that for the saturated fatty acid chain. During
partial saturation of polyenes, besides hydrogenation of
one double bond, the positional migration or trans forma-
tion of the other bonds can occur. Methylene-interrupted
dienes on the catalyst surface can be conjugated or hydro-
genated to saturated equivalent. If the mixture to be hydro-
genated contains monoenes, dienes, and polyenes, there
will be competition among the different unsaturated sys-
tems for the catalyst surface. By simple arithmetic proba-
bility, an ethylenic linkage from one of the more
unsaturated esters will be preferentially adsorbed from the
oil to the catalyst surface, isomerized and/or hydrogenated,
and then desorbed to diffuse to the main body of the oil.

Factors that affect the hydrogenation and conse-
quently the resultant products, are the temperature of the
oil mixture, hydrogen gas pressure, catalyst activity, cata-
lyst concentration, agitation of the mixture, and time dura-
tion of the process [7]. The degree of selectivity in
hydrogenation also affects the crystal stability of the
resulting fat. Commonly, the selective reaction conditions
cause more isomerization to trans isomers and less stearic
acid development to effect high solids at the lower tem-
peratures [24]. Since the trans form of an unsaturated
fatty acid has a higher melting point in comparison to the
cis form, the occurrence of the trans form in the product
helps to create desirable solid levels. Although it has a
beneficial effect on the quality of the product, it also
increases the risk of coronary heart diseases [27].

A study carried out by Yap [36] showed that selec-
tively hydrogenated canola oil formed a mixture of beta-
prime and beta crystals, whereas non-selective
hydrogenation resulted in the beta form of crystals.
Incorporation of trans fatty acids through selective hydro-
genation favors beta-prime crystallization. Therefore, it

becomes difficult to obtain desirable acceptability in
terms of melting profile, low trans-acids, and favorable
polymorphic behavior (and indirectly rheological behav-
iour) by sticking to only one technique of hydrogenation.
Thus, hydrogenation conditions are manipulated to
choose the most desirable set of processing parameters.

III. EFFECTS OF PROCESS CONDITIONS

In the hydrogenation process, the composition and proper-
ties of the final product depend on various operating factors.
Temperature has a significant influence on the rate of hydro-
genation, selectivity and trans-isomer production. It has
been reported that selectivity is directly proportional to the
temperature applied during hydrogenation [7]. This fact is
the consequence of different activation energies for various
hydrogenation reactions. Reduction of double bonds in the
unsaturated fatty acid chain is an exothermal process. σ
bonds formed between the carbon and hydrogen atoms are,
together, stronger than the hydrogen-hydrogen σ bond and π
bonds being broken. The heat of hydrogenation can be meas-
ured and is simply the amount of heat evolved when one
mole of the unsaturated compound becomes hydrogenated.
Increasing temperature accelerates the rate of saturation and
influence on hydrogen solubility of oil. The common tem-
perature interval for partial catalytic hydrogenation of edible
oils is between 160–210°C. High temperature of the oil dur-
ing hydrogenation favors greater selectivity and thus results
in more trans fatty acid generation. 

Heat of hydrogenation is an important measure of sta-
bility. The trans isomer gives off the least amount of heat,
while the hydrogenation of the terminal double bond gives
off the most. The cis isomer is in the middle of the two. All
three consume one mole of hydrogen and yield the same
product. The trans isomer is usually more stable than the cis
isomer because the substituents are farther apart in the trans
isomer than in the cis, and it is sterically more favorable. 

Among important factors influencing the hydrogena-
tion process is the type of catalyst. Currently, the most
widely-used commercial catalyst for edible oil hydrogena-
tion is active nickel supported on an inert substance [6],
[35]. High catalyst concentration favors selectivity with
large amounts of trans isomer formation. There is, how-
ever, some concern about the toxicity of traces of nickel
remaining in the oil [31]. Other catalysts including copper
on silica [15], nickel–silver [17] or copper chromite [29]
have been investigated. Noble metal catalysts are not gen-
erally used because of their high cost. However, their high
activity in small quantity and the possibility of reuse with
fixed bed reactors may offset the cost disadvantage.
Palladium on carbon has been used for some commercial
hydrogenation because of its high linolenic and linoleic
activity at low temperature [22]. Platinum on carbon had
been found to be highly active but with low selectivity 
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producing the saturated fat [5]. A more recent report [16]
found that a modified platinum on carbon catalyst by
incorporating a small amount of ammonia in the hydrogen
has high selectivity with low trans-isomerization. 

Rubin et al. [30] reported on the first mixed system con-
taining both homogeneous and heterogeneous catalysts for
edible oil hydrogenation. Using Ni and methyl benzoate
chromium tricarbonyl [MeBeCr(CO)3], they showed it was
possible to retain the advantages of both catalysts while
using them in combination. MeBeCr(CO)3 is highly stere-
oselective toward cis-monoenes. However, because it hydro-
genates via a cisoid mechanism in which methylene
interrupted double bonds must be conjugated prior to hydro-
genation, the reaction rate is limited by the slow conjugation
reaction. When MeBeCr(CO)3 was paired with Ni, minimal
cis–trans isomerization was maintained while higher hydro-
genation rates, more characteristic of Ni, were observed.

Polymer stabilized noble metal nanoclusters for selec-
tive hydrogenation of small molecule substrates such as
unsaturated aldehydes and hydrocarbons have been studied
[34]. These catalysts were also reported to possess high
enantiomeric selectivity [38]. Polymer stabilized platinum
has been found to have ~5 times higher activity than Pt/C
with increased selectivity for partial hydrogenation of allyl
alcohol at 25°C and atmospheric pressure. In general, metal
nanoclusters have properties and activity that are quite dif-
ferent from the corresponding conventionally prepared sup-
ported and unsupported metal catalysts. Their potential as
catalysts for selective hydrogenation for the oil and fat in
the oleochemical industries is only scarcely being explored.

Hydrogen solubility in oil is directly proportional to its
pressure. Mattil [19] reported that high hydrogen gas pres-
sure during hydrogenation increased the rate of hydrogena-
tion and caused a decrease in the selectivity of the reaction.
Such conditions favor less TFA (trans fatty acids) forma-
tion. Change of hydrogen pressure from 103 to 310 kPa for
example can reduce hardening time by at least 60%. All
edible oils contain trace amounts of poisons deactivating
reaction sites of catalyst. The minimum amount of catalyst
necessary for their neutralization is called the threshold
concentration. Once this threshold level has been reached,
additional catalyst increases reactivity in a mathematically
predictable manner. Under conditions of high temperature
and pressure, a more than doubling of catalyst concentra-
tion (from 0.005% nickel to 0.0125%) increased the reac-
tion rate above 50%. This is a very important factor in
keeping solid catalyst in oil bulk and facilitating solubiliza-
tion of hydrogen in the oil.  Increases in the degree of agi-
tation favors non-selectivity hydrogenation and suppresses
the formation of high melting trans-isomers [3]. Beal and
Lancaster [4] studied the effect of agitation and batch size
on the rate of hydrogenation, and on the stability of the fat.
They observed that the rate of hydrogenation increased
with an increase in the degree of agitation of an oil or mix-
ture of oils. Furthermore, the stability of the fats increased

with an increase in the hydrogenation batch size. Achieving
the optimum degree of mixing is not difficult in the labora-
tory; but it can be difficult in the plant.

Researchers conducting optimization tests of the
hydrogenation process, have investigated reactor configu-
rations [12], alternative energy sources such as microwave,
magnetic, ultrasonic, etc., in addition to heat [11] or alter-
native sources of hydrogen, such as metal hydrides or sol-
uble hydrogen donors [22]. In 1992, Yusem and Pintauro
[37] developed an edible oil hydrogenation electrolytic
process using atomic hydrogen produced at the cathode.
Since hydrogen was generated in situ directly over the cat-
alytic surface, it eliminated the need for enhancement of
hydrogen transfer rates. As a result, high temperatures and
pressures were not required.

IV. HYDROGENATED FAT IN HUMAN
NUTRITION

The medical viewpoint of hydrogenation is strongly dis-
cussed, especially for the role of trans fatty acids (TFA). In
1993, a report published in Lancet by Willett et al. [35] an
extensive study of more than 85,000 nurses concluded that
women who ate four or more teaspoons of margarine a day
had more heart attacks than women who rarely ate mar-
garine. The main goal of this controversial study was the
correlation of dietary vegetable oil-based trans fatty acids
intake with coronary heart disease. The results started bio-
chemical, toxicological and epidemiological research aim-
ing to elucidate the real nutritional and health impact of
trans fatty acids. On the other hand, it is known that cows’
milk or dairy products contain trans isomers of fatty acids
because of intestinal bacterial activity [18]. Depending on
the diet, milk fat has 2–9% total TFA isomers vaccenic acid
[28]. There are many other side effects of trans fatty acids
including allergic reaction, arteriosclerosis, increased risk
of cancer, decrease in insulin response, lowered quality of
breast milk and slight immune dysfunction. Because of the
effects of TFAs on the metabolism of gamma-linolenic and
arachidonic acid [13], ingestion of trans isomers can affect
the metabolism of prostaglandins and other eicosanoids and
may alter platelet aggregation and vascular function as well
[2]. TFAs also show competitive interactions with essential
fatty acid metabolism (EFA) by inhibiting its incorporation
into membrane phospholipids and reducing the conversion
of EFAs to eicosanoids. In 1991 Koletzko [14] supposed
that isomeric trans fatty acids could actually reduce tumor
growth and metastasis. Up to the present time, there is little
evidence that TFAs are related to the risk of cancer at any
of the major cancer sites [10]. On the contrary, association
between some forms of cancer in humans and the intake of
hydrogenated vegetable fats has also been reported [8]. The
general conclusion is that increasing the intake of TFAs (at
expense of cis fat) does not produce an adverse outcome
with respect to cancer risk.
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It has been demonstrated that TFA ingestion increases
low-density lipoprotein (LDL) cholesterol to a degree
similar to that of saturated fats [20]. The increase in LDL
concentration has been attributed in part to the down-reg-
ulation of the LDL receptor. In contrast to other forms of
fats, trans isomers decrease high-density lipoprotein
(HDL) cholesterol [9].  This can be responsible for a
markedly increased risk for coronary heart disease, a rela-
tionship that is different and must not be confused with
serum low-density or high-density lipoprotein (LDL or
HDL) cholesterol levels [21]. Trans fatty acids can make
platelets stickier, which increases the chance of a clot in a
blood vessel. This is the cause of strokes, heart attacks and
circulatory occlusions in other organs like the lungs.

Our body, fortunately, has natural ways to protect
itself from massive TFA intake. There are certain enzymes
which recognize the conformational difference and reject
the trans fatty acids. Enzymes can refuse to use these mol-
ecules for processes for which they are not suited. Our
brain is also protected from the trans fatty acids and, as
well, an unborn child will have no exposure to the side
effects imposed by them, as the placenta is impermeable
to trans fatty acids [25]. Our body will also break them
down as quickly as possible for energy use to ensure that
the cis fatty acids are reserved for more important, vital
roles.

Strong hydrogenation of soybean oil allows for the
formation of variable small amounts of conjugated
linoleic acids (CLA). They have been claimed to affect
immunomodulation and body composition alteration, and
to prevent or cure atherosclerosis and stomach, colon,
skin, and prostate cancer.  CLA has also been linked
directly to increased insulin sensitivity, normalized glu-
cose tolerance, improved hyperinsulinemia and lowered
levels of circulating free fatty acids.  Recent findings sug-
gest that not only does CLA affect many different path-
ways, but that individual isomers of CLA act differently.
Several studies have demonstrated that the cis-9, trans-11
isomer is responsible for the anticarcinogenic effects of
CLA [26], [33]. Obviously, we have to wait for human
clinical studies to confirm all these claims.
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I. INTRODUCTION

The term “Asian (oriental) noodles” is used very broadly to
describe mostly noodle-like products produced mainly in
Eastern, Southeastern or Pacific Asian countries using com-
mon wheat flour, rice (or rice flour) or other starch materi-
als as the main structural ingredient. Even though the terms
“noodles” and “pasta” are often used interchangeably, they
are technically different. The common wheat-based “Asian
or oriental noodles” differ from the Western style pasta that
uses durum wheat flour as the main structural ingredient.
The term “noodles” also differs from the US definition of
noodles that contains egg solids as part of the Standard 
of Identity, and readers for this chapter should be aware of
these differences. At this time, there is no Standard 
of Identity for Asian (oriental) noodles in the USA. 

Asian noodles vary considerably in size, appearance
(color and shape), ingredients, chemical properties, and
methods of manufacturing. These variables are introduced
briefly in this chapter. There are a few excellent reviews on
Asian (oriental) noodles available and readers should con-
sult these references for further information (1–8). Factors
affecting the production of these Asian (oriental) noodles are

also studied to some extent, and some references are pro-
vided at the end of this chapter for further information
(9–37). It will not be surprising that considerable amounts of
literature in Japanese, Korean, and Chinese are also avail-
able, but not easily accessible at the time of this writing.

It is generally believed that noodles originated in
China several thousand years ago, and the present day form
of noodle was developed at least two thousand years ago.
In the Chinese language, the term “mien (mian)” is used to
describe noodle-type products (with a few exceptions in
shape) made from common wheat flour (main structural
ingredient). In fact, the Chinese character for noodles has
“mia (wheat)” on its side as part of its character structure.
Similar products made from rice, mung bean, and other
ingredients are all grouped under the term “fen” (rice noo-
dles), for example, “mi fen” (rice noodle), “tung fen”
(mung bean threads), and “ho fen” (oily rice stripes). The
Chinese character for “fen” is written with “mi (rice)” on
its side as part of its character structure, indicating it orig-
inated from rice or starch material.

It is also believed that “mien” and “fen” spread from
China to its neighboring countries. This is supported 
by the terms with similar sounds used in these 
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countries: “men” (Japan); “mie” (Indonesia); “mee”
(Thailand, Singapore, and Malaysia), “Pho” (Vietnam).

II. SIZE CLASSIFICATION, TYPES OF
WHEAT-BASED ORIENTAL NOODLES
AND SOME CHEMICAL PROPERTIES

Table 157.1 shows the classification of “Asian noodles” in
two ethnic groups with examples: Chinese and Japanese.
The two classifications are similar.

Table 157.2 shows the appearance of various types of
wheat-based oriental noodles with typical examples, com-
ponents, and quality of cooked products. It should be
noted that these are only examples, and they may fall into
different categories when some ingredients are substituted

or omitted. For example, Chinese cat’s ear noodles can be
made with or without buckwheat. When they are made
with buckwheat, they fall into the brownish buckwheat
category, and when they are made with just common
wheat flour, they fall into the white-salted category.

Table 157.3 compares the basic chemical properties of
some common wheat-based Asian noodles. The major
properties include protein content in the wheat flour,
amount of water used in making the dough, amount of salt
used in the formulation, and presence or absence of alka-
line agents (sodium and/or potassium carbonate). All
these factors affect the eating quality of the final product.
It is obvious, with the addition of alkaline agent(s), the pH
of the final product will be shifted to the alkaline range. 

The addition of alkaline salts to the formulation not
only alters the pH and color, but also improves the water
absorption properties of the final product. In addition,
addition of alkaline agents improves the texture of the
cooked product, making it more chewy with less of a ten-
dency to soften and paste after cooking. The flavor of the
cooked product is also typical of an alkaline odor. The
majority of consumers in Hong Kong, for example, prefer
this type of Asian (oriental) noodles to the common white-
salted noodles. However, the reverse is true for most of the
consumers in central and northern China. 

Oil is used to coat a few freshly-made oriental noodle-
type products (see below). For instant noodles, the range
of oil content in the final product depends on whether the
noodles are oil-fried after steaming.  

III. GENERAL PROCEDURES IN THE 
MANUFACTURE OF WHEAT-BASED
ASIAN (ORIENTAL) NOODLES

In general, wheat-based Asian (oriental) noodles are 
made by sheeting and rolling procedures in small factories
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TABLE 157.1
Classification of Wheat-Based Noodles from Two
Ethnic Groups

Ethnic Group Class Examples
Japanese Very thin noodles Somen

Thin noodles Hiya-mugi
Standard Udon
Flat noodles Kishi-men, Hira-men

Chinese Very thin noodles Longxu mian (China),
Yinsi (silver threads) mien
(Hong Kong)

Thin noodles Xi mien (China, Hong Kong,
Taiwan)

Flat noodles Yangchun mien (China) 
Kuan (broad) mien

(China, Taiwan)
Wide flat noodles Dai mien (China)

Cu mien (China, Hong
Kong, Taiwan)

Thick noodles Cu mien [Shanghai (China)],
similar to Udon

TABLE 157.2
Comparison of Major Types of Dry Wheat-Based Noodles

Types Typical Examples Components Quality of Cooked Product 

White-salted Japanese udon Common wheat flour, salt, water, Soft, elastic texture and smooth surface
Regular plain noodles egg (optional)

Yellow-alkaline Cantonese-type noodles Common wheat flour, water, alkaline salts Firm, chewy, springy texture, and bright 
Taiwanese-type noodles (sodium and/or potassium carbonate), yellow appearance

salt (optional), egg (optional), yellow
coloring (optional) 

Brownish buckwheat Japanese soba, Buckwheat flour, water, limewash or Firm, chewy, tender texture
Chinese cat’s ear noodle alkaline salts (optional), salt (optional),

yam flour (optional)
Instant Japanese ramen, Common wheat flour, water, salt, alkaline Elastic, chewy

Cantonese E-mien salts (optional), oil/fat (optional),
(deep-fried noodle)

Savory Cantonese shrimp egg Common wheat flour, salt, water, alkaline Firm, chewy, springy texture, color 
noodle, Imitation salts (optional), savory ingredients dependent on savory ingredient used



that is different from the extrusion procedure used com-
monly in the production of pasta (see chapter on dried
pasta in this handbook). Figures 157.1–157.7 show the
activities in the production of the dough, sheeting, rolling,

and cutting of the dough sheets into noodle stripes. It
should be noted that dough development is achieved to
some degree in these sheeting and rolling processes
(Figure 157.4).
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TABLE 157.3
Chemical Properties of Various Types of Dry Wheat-Based Noodles Ingredients

Protein in Water Salt Alkaline
Types Flour Added Added Agent(s) pH Oil Added

White-salted 8 to 10% 30 to 35% 2 to 3% No 6.5 to 7 None
Yellow-alkaline 10 to 12% 30 to 35% Variable Yes 9 to 11 None
Brownish buckwheat 12 to 14 % 45 to 48% Variable Yes/No 6–5 to 7 None

(60–70 parts common 
buckwheat to 30–40
parts wheat flour)

Instant 8 to 12% 30 to 36% Variable Yes/No 6.5 to 7 15 to 21.5% (fried-type)
Savory 10 to 12% 30 to 35% Variable Yes/No 9 to 11% (alkaline type) 1.5 to 1.8% (dried type)

6.5 to 7% (regular type)

FIGURE 157.1 Putting flour in the mixer.

FIGURE 157.2 Making of a soft dough from various ingredients.

FIGURE 157.3 Sheeting of dough into thin dough sheets.

FIGURE 157.4 Rolled dough sheets ready for further processing.



IV. MANUFACTURE OF DRY ASIAN 
(ORIENTAL) WHEAT- AND RICE- BASED
NOODLES

Dry Asian (oriental) noodles are common products with
the advantages of stability and being easy to transport.
However, they take a longer time to cook than the fresh
product. Examples of selected wheat-based and rice-
based Asian (oriental) noodles are described below with
comments.

A. WHEAT-BASED NOODLES

The majority of Asian (oriental) noodles are sold in the
dry form in plastic/cellophane wrappings or in cardboard
boxes with cellophane wrapping. Chinese people are the
major consumers of Asian (oriental) noodles, especially
the regular white-salted and rice noodles. 

Table 157.4 is a generalized scheme for production of
dry noodles in China. It should be noted that savory-type
noodles are also available in many varieties. The general-
ized scheme for production of dry noodles is a procedure
that involves mixing, resting, sheeting, rolling, cutting,
and drying. Similar products, such as Japanese somen,
udon, and buckwheat sobo are produced in a similar man-
ner, except that in some cases, extrusion procedures are
used instead of sheeting and rolling. 

Table 157.5 describes a procedure used in Taiwan to
produce dry “La Mien” (stretched noodles). Making tradi-
tional “La Mien” (hand-swung noodles) manually is a very
skillful technique (see below), accomplished by swinging
the dough into very thin noodles. The “La Mien” thus pro-
duced is usually consumed right away by cooking in boil-
ing water, followed by addition of seasonings, soup and
other ingredients. However, due to the popular demand of
such products, a dry form has been developed by varying
the manufacturing process from hand-swinging to manu-
ally stretching, and the La Mien thus produced is dried for
easy transportation and long term storage. It also can be
produced in much larger quantity than the traditional hand-
swinging process. Figures 157.8 to 157.15 show the
unique operations in the production of dry Taiwanese 
La Mien (hand-stretched noodles) in a small factory.

Table 157.6 is a generalized production scheme for
dry Taiwanese Yi-mien, an alkaline-type noodle with the
addition of alkaline agent(s). This production scheme is
also similar to that for Cantonese alkaline noodles except
for the ingredients used (egg is used fairly commonly for
Cantonese alkaline noodles) and the addition of a shaping
process (also a common procedure in Cantonese alkaline
noodles). Shaping is not common in other forms of orien-
tal noodles except instant noodles. Figure 157.16 shows
the sun drying procedure in the production of Taiwanese
Yi-mien in a small factory.

Deep-frying the freshly-made noodles not only
removes the moisture, but also cooks and alters the struc-
ture of the final product. The frying process makes the
structure very porous, allowing it to more easily absorb
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FIGURE 157.5 Double rolling of dough sheets to form the
gluten structure.

FIGURE 157.6 Connecting the upper rolls of dough sheets to
the bottom roller.

FIGURE 157.7 Cutting of dough sheets into raw noodle stripes.



boiling water. The fried product puffs up and expands
considerably during the frying process. This makes the
final product very easy to rehydrate in the cooking
process, generally in a matter of seconds after putting it
into boiling water. Cantonese E-mien (E-fu-mien) has
been a delicacy among the Cantonese community for
decades. It is now available in regular laminated packs or
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TABLE 157.4
Generalized Scheme for Production of Dry Wheat-
Based Noodles in China

Weigh out the basic ingredients:
wheat flour (100 parts)
water (25–32 parts, dependent on gluten content of wheat flour, at 
30°C) 
salt (2–3 parts)
alkaline agent (optional, 0.1 to 0.2% of flour weight)

Weigh out additional ingredients (optional):
Egg – 10% of flour weight (fresh egg); 8% of flour weight (frozen

shelled egg), or 12.5% of flour weight (egg powder)
Milk – 14 to 25% (fresh milk), or 2 to 3% (milk powder)
Dried meat floss – 5% by flour weight plus 3% salt
Tomato sauce – 5%
Soymilk – made from 15 kg soybean for each 50 kg of flour
Fish stock – made from 2.5 kg of fish plus 1 kg salt for 50 kg of flour
Mung bean milk – made from 15 kg mung bean for each 50 kg of

flour
Chili powder – 1.5% by weight of flour plus 3% salt
Monosodium glutamate (MSG) – 0.5 to 1.0%
Egg white
Egg yolk
Butter
Beef powder
Prawn meat
L-lysine hydrochloride
Chicken broth
Spinach juice
Calcium powder

Mix up the flour, water, and other ingredients fully for 10–15 minutes to
allow for hydration of the protein, starch, and other biological com-
ponents to a uniform-colored, crumbly mixture without any pockets
of dry flour. Linear velocity of dough mixer is adjusted to 2–3 m/sec.

Rest the dough for 10–15 minutes by mixing at low speed of 0.6 m/sec
(10 rpm) at room temperature.

Sheet and roll the dough 6 to 7 times to reduce the dough to desirable
sheet thickness (0.6, 0.8, 1.0, or 1.5 mm).

Cut the dough sheets to desirable width (0.8 to 1.0, 1.5, 2.0, 3.0, or 
6.0 mm).

Dry the noodle stripes at a temperature below 50°C for about 2 hours, or
at 38°C for about 7.5 hours (at controlled relative humidity between
70 to 80 %), or at 45°C for 3.5 hours (at 80% relative humidity) to
13.5 to 14% moisture content.

Machine-cut the dried noodles.
Weigh the noodles at 250 or 500 g each.
Pack the weighed noodles into appropriate plastic bags, followed by

sealing of the bags.

Adapted from Refs. 3, 4, 5.

TABLE 157.5 
Generalized Scheme for Production of Dry Taiwanese
La Mien (Stretched Noodles)

Weigh out appropriate amount of medium strong wheat flour (9–10%
protein)

Weigh out appropriate amount of salt (6%)
Mixing of the wheat flour and salt with appropriate amount of water

(32–36%) 
Sheet the dough and cut the sheets into threads
Coil dough threads onto two sticks (like spinning cotton into yarn) 

20 cm apart, followed by stretching to 40 cm and then 60 cm,
respectively

At 60 cm in distance, age the noodle stripes are aged (matured) for 
2.5 hours

Stretch the noodle stripes again to 120 cm in distance
Sun dry or mechanically dry the noodle stripes to about 30% moisture 
Fold the noodle stripes 4 times 
Further reduce moisture content to about 13%
Packaging of final product in plastic or laminated packages

FIGURE 157.8 Dough stripes in a bowl.

FIGURE 157.9 Pulling out the dough stripes from the bowl of
noodle stripes.



as a vacuum-packed product in supermarkets in the US. 
It is also available as a freshly-made product directly 
from the factory. Table 157.7 shows a generalized 
production scheme for Cantonese E-mien (E-fu-mien).

Nissin Foods Company in Japan first invented Instant
Chicken Ramen (noodles) in 1958, and packaged in lami-
nated/cellophane pouches. This product that can be rehy-
drated in a bowl with boiling water in 3 minutes. It is
produced by first steaming the noodle portions, followed by

157-6 Handbook of Food Science, Technology, and Engineering, Volume 4

FIGURE 157.11 Extending the noodle stripes to 40 cm apart.

FIGURE 157.12 Extending the noodle stripes to 60 cm apart.

FIGURE 157.13 Extending the noodle stripes to 120 cm apart
for sun drying.

FIGURE 157.14 Partially sun-dried noodle stripes folded back
to 60 cm apart.

FIGURE 157.10 Coiling the dough stripes on two sticks 20 cm 
apart.



brief frying in tropical oil. The seasoning was packed in a
small packet. The fried noodle and the seasoning then were
packed in a laminated/cellophane pouch. This form of
package was later improved by using Styrofoam cups.
However, both types of packaging are available today.
Because of the concern in consuming tropical oils, a modi-
fied production process of drying the steamed noodles
instead of frying was introduced. A separate packet of oil is
included in the package for optional use by the consumer.
Various flavors are available now. Table 157.8 is an exam-
ple of a generalized production scheme for instant noodles
in Taiwan, adapted from the Japanese procedure.
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FIGURE 157.15 Partially sun-dried noodle stripes folded back
to 30 and 15 cm (final), respectively.

TABLE 157.6
Generalized Scheme for Production of Dry Taiwanese
Yi-Mien

Weigh out appropriate amount of strong wheat flour (>11% protein)
Mix the four with 0.4 to 0.6% alkaline agent (sodium and/or potassium

carbonate) and water to form a weak dough
Cover the dough and leave the dough for maturation for about 30 minutes 
Sheet and roll the dough to desirable thickness (about 2–3 mm) 
Fold the dough into plates of dough sheets
Cut the multi-layered dough sheets to make the noodle stripes 
Noodle stripes are then shaped and sun-dried or mechanically dried to

about 13% for long term storage (see also scheme for Taiwanese La
Mien production) 

FIGURE 157.16 Sun drying of Yi-mien on bamboo trays to
reduce the moisture for long term storage.

TABLE 157.7
Generalized Scheme for Production of Cantonese 
E-Mien (Deep-Fried Noodles)

Weighing of ingredients [wheat flour (medium strength), salt, water,
egg (optional, potassium carbonate (optional)]

Mixing of dry ingredients for a short time
Adding water to adjust moisture content to about 36%
Mixing of dough for 10–15 minutes
Sheeting the dough through sheet rollers to reach 1–2 mm in thickness
Cutting of sheeted dough to strips of 1 mm in width to form long

strings of noodles
Weighing of noodles to standard portions
Frying of noodle portions in a continuous oil fryer 
Cooling of oil-fried noodles
Packaging of fried noodles into cellophane bags, cardboard boxes, or

Styrofoam trays then wrapping with cellophane 

TABLE 157.8
Example of Generalized Process for Dry Instant
Noodle Manufacturing in Taiwan

Weighing of ingredients [wheat flour (medium strength), salt, water]
Mixing of dry ingredients for a short time
Adding of water to adjust moisture content to about 36%
Mixing of dough for 10–15 minutes
Sheeting the dough through sheet rollers to reach 2 mm in thickness
Cutting of sheeted dough to strips of 1 mm in width to form long

strings of noodles
Weighing of noodles to 100 g portions
Steaming of portioned noodles for 2–3 minutes in temperature-

controlled steamer (95°C)
Frying of steamed noodle blocks at 150°C for 1.5 minutes in a 

continuous oil fryer (fried-typed instant noodles) (net weight 80 g)
or 

Drying of steamed noodle blocks in controlled temperature chamber to
80 g net weight

Cooling of oil-fried or dried instant noodle
Packaging of fried or dried noodles in plastic/cellophane bags, or

Styrofoam cups
Adding packages of seasonings (dry, wet, and/or oils) into container
Sealing of container



The Instant Ramen developed by Nissin Foods
Company was well accepted by the Japanese. It expanded
its operation into other countries in the late 1960s and
early 1970s. It is one of the most popular snack or regular
meal items in many countries. Currently, instant rice noo-
dles (“mi fen”) are also available.

In comparing the production schemes for Cantonese
E-mien and instant noodles, the instant noodle process can
be considered as an improvement of the Cantonese E-mien
process, as the noodle volume of instant noodle remains
essentially the same, as compared to the expanded volume
in Cantonese E-mien (3–4 times). This has the advantage
of much smaller product volume. Also, seasoning are
included in the product package. In addition, dried and not
fried instant noodles are available. This satisfies the
health-concerned consumers. However, Cantonese E-mien
has the advantage of much reduced cooking time and
unique texture. It probably will remain as a unique cui-
sine-type product, as compared to the instant noodles
which are part of the mainstream food chain. 

B. RICE-BASED DRY ASIAN (ORIENTAL) NOODLES

Rice noodles (“mi fen” or rice sticks) are a deviation of Asian
(oriental) wheat-based noodles in that rice is the basic struc-
tural component. In addition, traditional procedures for the
production of rice noodles involve the wet-milling of rice to
remove the soluble constituents in the rice kernel, and the
gelatinization of the rice starch. This process is tedious, and
involves the problem of liquid waste disposal, even though it
is not high in biological oxygen demand. A modified proce-
dure is to use rice flour directly instead of the wet-milled rice
flour, thus avoiding the liquid waste disposal problem. It
should be noted that dry milled rice flour is not the same as
the wet-milled rice flour, and the quality of the final product
is not expected to be the same. It is generally believed that
wet-milled rice flour has a smoother texture after gelatiniza-
tion. Table 157.9 describes the general steps involved in the
production of dry rice noodles. Consumers should be aware
that in recent years, some manufacturers have begun to use
corn starch or other starches partially or completely instead
of rice flour to make similar products, and still call them “rice
sticks.” They have similar properties, but are not as good as
the original rice noodles (rice stick).

V. MANUFACTURE OF FRESH ASIAN
(ORIENTAL) WHEAT- AND RICE-BASED
NOODLES

Considerable amounts of fresh Asian (oriental) noodles
are produced for the retail market, restaurant trade, and at
a household level. The makings of some of these products
are described below.

Won Ton Mien is one of the alkaline wheat-based
noodles produced for the fresh retail markets common in

Taiwan. Similar products are also produced elsewhere.
The production steps are similar to production of dry
white-salted noodles, with basic mixing, sheeting, rolling,
and cutting steps. It should be noted that a differently-
shaped product called “pian er mien” (sheeted mien) is
produced by similar procedures with or without alkaline
salts; instead of cutting the dough sheets into thin stripes,
the sheets are cut into about 1 inch squares. Also, the fresh
Won Ton Mien can be dried into dry Won Ton Mien, like
the other wheat-based “mien.” Table 157.10 describes the
basic steps in the production of Taiwanese Won Ton Mien.
Figures 157.17 and 157.18 show the typical operation
procedures in its production.

Fresh oily wheat-based “mien” are unique, in that oil
is added to the cooked “mien” or “fen” to provide a special
mouthfeel and al dente. They are common in southern
China and southeastern Asian countries. The oily, alkaline
wheat-based “mien” are sometimes called Hokkien-type
noodles. The procedures for preparing the raw “mien” are
essentially the same as other alkaline wheat-based “mien.”
They are then boiled once or twice, or steamed until they
are completely cooked before coating with oil and food
coloring. Table 157.11 describes the procedures of manu-
facturing Taiwanese oily wheat-based noodles in a small
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TABLE 157.9
Generalized Scheme for Production of Dry Rice
Noodles in Taiwan

Process A
Clean polished high-amylose rice to remove foreign matters
Soak rice kernels in water for 3 hours 
Grind the soaked rice into a slurry with a suitable amount of water,

avoiding the production of excessive damaged starch granules
Pour the rice slurry into a cloth bag and press the filled bag with a

mechanical press to remove water
Mix the de-watered rice solids in a heated mixer for 50 minutes and

partially cook the rice solids to a soft mass (addition of corn starch
and/or wheat is optional) 

Mix the soft rice mass a second time to further soften
Transfer the soft rice mass to a presser to form thick sheets, followed

by extruding the sheets into rice noodles, cooling and loosening the
extruded rice noodles immediately to avoid sticking together. 

Steam-cook the extruded rice noodles for about 50 minutes 
Cut the cooked rice noodles with a knife when still warm
Shape the cut rice noodles into bundles or blocks 
Load the shaped rice noodles onto trays in carts
Mechanically dry the shaped rice noodles for 8 hours
Cool thoroughly before packaging into specific containers for retail or

storage

Process B
Instead of soaking, grinding, and de-watering the rice, rice flour is used

directly in mixing and partial cooking
The rest of the steps are essentially the same as Process A



factory. Figures 157.19 to 157.22 show the unique steps in
the manufacture of such product.

Another oily product is the Cantonese oily rice-based
“ho fen” (rice stripes). It is produced first by preparing a rice
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TABLE 157.10
Generalized Scheme for Production of Fresh Taiwanese
Won Ton Mien

Weigh out appropriate amount of strong wheat flour (>11% protein)
Mix the four with 0.35% alkaline agent (sodium and/or potassium 

carbonate) and water to form a weak dough
Cover the dough and leave for maturation for about 

30 minutes 
Sheet and roll the dough to desirable thickness (about 1 mm)
Fold the dough into plates of dough sheets
Cut the multi-layered dough sheets to make the noodle stripes or 

noodle squares
Noodle stripes and noodle squares are then sold fresh 

FIGURE 157.17 Sheeting of dough to 1.0 mm thick sheet.

FIGURE 157.18 Dough sheets folded back and forth before
cutting.

TABLE 157.11
Generalized Production Scheme for Fresh Oily Noodle
Production

Weigh out appropriate amount of medium strong wheat flour 
(9–10% protein)

Weigh out appropriate amount of sodium carbonate (about 
0.35 to 0.5%)

Mix wheat flour and sodium carbonate with water (about 32–36%) to
make a weak dough 

Leave the dough for maturation for about 30 minutes
Sheet and roll the dough to desirable thickness (about 2 mm) 
Cut the dough sheets into noodle stripes (about 2–3 mm wide)
Steam the noodle strips for about 1.5 minutes until the noodle stripes

are completely cooked
Cool the cooked noodles to room temperature
Mix the cooked noodles with small amounts of yellow coloring and

liquid oil
Package the oily noodles in suitable containers for marketing 

FIGURE 157.19 Cutting of dough sheets into noodle shape.

FIGURE 157.20 Cut noodles on conveyor belt.



slurry from rice flour, followed by steaming a thin layer of
the slurry on an oil-coated stainless tray or bamboo sheet.
The gelatinized “fen” is then folded into layered slabs, fol-
lowed by cutting of the slabs into stripes. These noodles are
much thicker and broader than the Chinese “hand-cut mien”
(see later) or Japanese “udon.” Oily rice-based “ho fen” is
very soft and smooth in texture. The granular size of rice
flour used has a definite effect on the quality of the final
product, as the difference in granular size can be detected
easily. The original “ho fen” was made with wet-milled rice
flour with a very fine texture. However, it is much more
costly to make, and has the liquid waste disposal problem
similar to dry rice noodles (rice sticks). Table 157.12
describes the basic steps in the making of Cantonese 
“ho fen.”

Original Chinese hand-swung La Mien (La Mian) was
made by skillful masters or chefs. They are considered 

a delicacy, as they take skill to make. The hand-swung 
La Mien is considered a fresh “mien,” as it is cooked right
after making. The addition of alkaline agent(s) is optional.
Table 157.13 describes the procedures used in the making
of hand-swung La Mien. It should be noted that the
process can be modified to make the production less labor
intensive, as described earlier.
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FIGURE 157.21 Cooling of cooked noodles for a short time
in a water bath.

FIGURE 157.22 Mixing of cooked noodles with liquid oil in
a rotating drum.

TABLE 157.12
Generalized Production Scheme for Fresh Cantonese
Oily “ho fen” (Thick Rice Stripes)

Prepare a rice slurry with rice flour and water.
Put a small amount of oil on stainless or bamboo trays to coat the trays

evenly.
Pour rice slurry on the trays to form a thin layer (about 1–2 mm thick).
Place the trays on racks in the steamer.
Steam the trays of thin layers of rice slurry to gelatinize the starch.
Remove the trays from the steamer and cool.
Roll up the gelatinized rice sheet from each tray with a spatula 

(about 10 cm in depth).
Cut the layered rice sheets into 1 cm wide stripes (“ho fen”).
Wrap the rice “ho fen” in paper.

TABLE 157.13
Generalized Scheme for Production of Hand-Swung
La Mien in China

Weigh out medium strong wheat flour (about 10% protein, 1 kg), salt
(20 g), water (550 g), and sodium carbonate (10 g) 

Put wheat flour in a bowl
Dissolve salt in 500 ml (500 g) water with temperature at about 25°C

(summer) to about 35°C (winter) 
Add salted water gradually to the flour
Mix wheat flour and salted water to a crumbly consistency and knead

the dough until uniform
Cover the dough with a clean cloth and rest for 30 minutes at 20–30°C
Dissolve sodium carbonate in 50 ml (50 g) water
Add the sodium carbonate solution to the rested dough and knead the

dough until the sodium carbonate solution is uniformly distributed
into the dough

Roll the dough into a long rope
Hold each end of the dough rope with each hand and swing the dough

rope up and down 
The elongated dough rope is folded and twisted
Repeat the swinging, folding and twisting 6 to 7 times to create a 

uniform dough piece
Place the dough piece on a table and dust the dough rope evenly with

wheat flour
Hold the two ends of the dough rope with one hand and insert the four

fingers of the other hand into the loop
Stretch by gently shaking the rope until the rope is 10–16 cm long
Repeat the dusting and stretching until 6 stretches with 64 strands of

La Mien is achieved (for very thin La Mien, up to 12 stretches are
used)

The La Mien then can be put into boiling water for a few minutes
before consumption by mixing with other ingredients 

Adapted from Refs. 1, 4, 5. 



Noodles of various shapes other than the traditional
stripes are made commonly by the Chinese people, espe-
cially those in the rural areas in the northern provinces.
Table 157.14 describes three common Chinese hand-cut
“mien.” The addition of whole egg, egg white, or egg yolk
is optional, depending on consumer preference in differ-
ent locations. The hand-sheeted and cut noodle is the most
common. “Cat’s ear mien” and “knife-cut mien” are less
common, and are considered specialty products. It should
be noted this “knife-cut mien” has a thicker center, pro-
viding a special al dente texture.

VI. MANUFACTURE OF PRE-COOKED
ASIAN (ORIENTAL) NOODLES

In recent years, precookd, ready-to-eat udon in sterilized
pouches has been available. The cooked udon is sealed
with water in pouch-type containers with lactic acid or

sodium benzoate used as preservatives, and sterilized for
long term storage. 

Frozen precooked “saimen” (alkaline noodles) have
also been available for some time. The “saimen” is pre-
cooked in water or steamed, cooked, cooled, packaged
and sealed in plastic bags before freezing. The shelf-life
of this product is good.

VII. MANUFACTURE OF SELECTED NON-
WHEAT- OR RICE-BASED ASIAN
(ORIENTAL) NOODLES

For decades, there have been products on the market that
are made from materials other than wheat or rice, but are
included in the Asian (oriental) noodle category. Table
157.15 lists some of these examples with their ethic origin
and main ingredients. These products are sometimes
called “starch noodles” as they are made from starch of
various origins. 

One of the most fascinating Asian (oriental) noodles
made from materials other than wheat or rice are mung
bean threads, sometimes called cellophane or transparent
noodles by Westerners. This product has the unique prop-
erty of being transparent like clear cellophane after it is
cooked. The best mung bean threads can stay in their orig-
inal shape and remain intact for about 2 days after being
cooked and kept in the soup. This is because of their
unique starch gelling properties, which also provide very
good al dente properties. Table 157.16 describes the pro-
cedures used to make traditional mung bean threads.

True (pure) mung bean threads are made from mung
bean only. However, the products today on the market may
contain mung bean and other starch materials like broad
beans and other starches. The bottlenecks of making true
mung bean threads include the intensive labor required and
liquid waste disposal. The liquid waste is fairly rich in
nutrients as it contains all the vitamins, minerals and pro-
teins in the mung bean. In the past, this waste was used as
animal feed. Attempts have also been made to recover the
protein from this liquid waste. Because of these problems,
it is understandable that materials other than mung beans,
and improvements in technology are being considered. 

Korean sweet potato vermicelli (“dang myun”) is a
product similar to mung bean threads with transparency
after it is cooked. However, the vermicelli is colorless, but
kind of light brownish green. It also has very good al dente
properties. Japanese “harusame” is also a similar starch
noodle product as it is made also made from starches from
potato, sweet potato, rice or mung bean.

Another unusual Asian (oriental) noodle is the translu-
cent Japanese “Shirataki” noodle made from devil’s
tongue yam (elephant yam or konjac/konjak yam). This
product is marked as a form different from others. It stays
in liquid in a sealed container, is pasteurized and has to be
kept refrigerated. This product is considered a low-calorie
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TABLE 157.14
Generalized Scheme of Hand-Cut Wheat-Based Noodles

Hand Sheeted and Cut Noodles
Weigh out special wheat flour (1000 g), cold water 400 g, and potato

starch (50 g)
Mix the flour with cold water to make a dough
Knead the dough to a smooth and even condition
Flatten the dough with a rolling pin on a smooth surface into a

rectangular shape by rolling in different directions to extend the
dough evenly

Dust the dough sheet with potato starch
Repeat the rolling and dusting several times to stretch the dough to

about 3 mm thick
The dough sheet is then folded accordian-like before cutting to 

1.5 mm wide 
The noodles are shaken to remove the potato starch
The noodles are then cooked in boiling water until done before 

consumption by mixing with other ingredients 

Cat’s Ear Noodle (Mao-er-dao)
Procedure similar to above for making dough 
Cover the dough with a damp cloth and let stand for 20 minutes 
Sheet and roll the dough to 1 cm thick
Cut the sheets into 5 cm parallelograms or squares
Pinch the small slanted squares into the shape of a cat’s ear before 

cooking in boiling water

Knife-Cut Noodles (Dao Xian Mian, Paring Noodles with a Knife)
Weigh out appropriate amount of wheat flour (e.g., 600 g)
Mix the flour with appropriate amounts of salt (5 ml) and

water (10 ml)
Knead the wheat flour, salt and water into a stiff dough cylinder
Hold the dough cylinder in one hand and pare long noodle stripes out

of the dough with a knife. (Note: The stripes are not of even 
thickness, thicker in the center and thinner on the sides.) 

Cook the noodle stripes in boiling water

Adapted from Refs. 3, 4, 5.
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TABLE 157.15
Oriental Noodles Made from Materials other than Wheat Flour and Rice Flour

Name Ethnicity Main Ingredient(s)

Bean threads Chinese Mung bean starch
cellophane noodles
transparent noodles
Chinese vermicelli
fen si, fen sai, fun sai
soo hoon, suhoon
green bean thread noodles
tung boon 
su un Indonesian
panit sotanghon Tagalog (Philippines)
won sen Thai
bun tau Vietnamese
tanghoon Malaysian

Harusame Japanese Potato, sweet potato, rice, or mung bean
starch

Sweet potato vermicelli Korean Sweet potato
dang myun (tang myun)

Korean buckwheat noodles Korean Buckwheat, potato starch
naeng myun 

Shirataki Japanese Devil’s tongue yams
sirataki
ito konnyaku
yam noodles
devil’s tongue noodles

Soba Japanese Buckwheat, common wheat
Buckwheat noodles

Tapioca sticks Vietnamese Tapioca starch
tapioca starch noodles
hu tieu bot loc

Tientsin fen pi (sheets) Chinese Mung bean

TABLE 157.16
Generalized Scheme for Traditional Production of Dry Mung Bean Threads (“fun see,” Cellophane, or
Translucent Noodles)

Clean mung beans to remove foreign matter
Soak mung beans in water for 4 to 5 hours in summer and 10 hours in winter
Finely grind the soaked mung beans with added water using a stone grinder
Dilute the bean slurry with three times the amount of water and let sit for about 8–9 days to ferment (dissolving the nitrogenous and other

undesirable matter)
Remove the liquid when it gets foamy, leaving the sediment at the bottom
Add clean water back to the sediment and mix
Repeat the process for 7–8 days until the mung bean starch is pure

Filter out the mung bean starch in cloth bag by gravity
Divide the mung bean starch into two portions
Add small amount of cold water to the first half of mung bean starch to make a slurry
Add boiling water to make a thin paste
Mix in the second half of mung bean starch with stirring to form a sticky and elastic paste
Transfer the sticky and elastic paste to a perforated funnel 
Press the paste in the funnel so that the paste is extruded out through the small openings
Drop the extruded mung bean threads into boiling water  immediately and gelatinize the starch into transparent threads
Scoop out the transparent mung bean threads and spread them on bamboo trays, keeping the threads in an orderly arrangement
Sun dry the mung bean threads to dryness
Package the dried mung bean threads into suitable containers for retail or storage



food as it utilizes the gums (hydrocolloids) in the devil’s
tongue yam as the main structural material. Fresh elephant
yam contains glucomannan (a soluble dietary fiber) and
starch at a ratio of about 2:1, and has excellent water hold-
ing capacity. It is popular in Japan and Taiwan, and also
available in the oriental markets in the US. Elephant yam
is the original material used to make Konjac/kojac gum, a
GRAS food ingredient. 

VIII. FACTORS AFFECTING PRODUCT
QUALITY OF ASIAN (ORIENTAL)
NOODLES

In the manufacture of Asian (oriental) noodles, one or
more of the following common procedures are applied,
depending on the kinds of product to be produced:

● Selection of raw materials
● Mixing of ingredients to form a dough, slurry

or paste
● Resting of dough
● Sheeting and rolling
● Extruding 
● Shaping
● Pressing of slurry or paste through perforated

funnel
● Steaming
● Boiling of cut noodle stripes
● Frying of noodles
● Cooling
● Drying of final product

In addition to the above-mentioned variables in a man-
ufacturing process, the producer has to consider production
cost, environmental issues, consumer preference, and mar-
ket competition, as well as proprietary formulations and
practices. This makes it very complicated to compare qual-
ity of similar types of product. Scientific measurements are
helpful, and these have been applied. However, a food tech-
nologist or scientist is more interested in the composition of
ingredients, kinds of oil used and amount absorbed, appli-
cation of food additives to prolong shelf-life, rheology of
dough, consistency of slurry, work needed to knead the
dough, and other factors. Table 157.17 is a summary of the
major factors that could affect the quality of Asian (orien-
tal) noodles based on the literature published (9–37). The
list of references at the end of this chapter does not answer
all the questions a food technologist or scientist wants to
ask, but it will provide some indications of what is known
and what needs to be studied in the future. 

Asian (oriental) noodles, with beginnings in a primi-
tive, cottage-type industry, is now a big industry, especially
for instant noodles. These noodles have captured the 
attention of consumers worldwide. With the improvement
in technology, it is expected that this industry will grow

further and gain further acceptence by more consumers in
various regions.

REFERENCES

1. H Corke, M Bhattacharya.Wheat Products: I. Noodles.
In: CYW Ang, KS Liu, YW Huang. eds. Asian Foods:
Science and Technology. Lancester (PA): Technomic
Publishing Co. 1999, pp. 43–70.

2. Hoseney RC. Pasta and noodles. In: Hoseney ed.
Principles of Cereal Science and Technology. St. Paul
(MN): Amer Assoc Cereal Chemists. 1994, pp.
321–334.

3. G. Hou. Oriental noodles. Advances in Food and
Nutrition Research 43:141–193, 2001.

4. S. Huang. China – The world’s largest consumer of
pasta products. In: JE Kruger, RB Matsuo, JW Dick.
eds. Pasta and Noodle Technology. St. Paul (MN): Amer
Assoc Cereal Chemists. 1996, pp. 301–325.

5. S. Huang. A look at noodles in China. Cereal Foods
World 41(4):199–204, 1996.

Manufacture of Asian (Oriental) Noodles 157-13

TABLE 157.17
Factors Affecting Product Quality of Oriental Noodles

Group I. Ingredients
Wheat flour used (especially protein content)
Buckwheat flour used
Rice flour used (especially amylose to amylopectin ratio)
Mung bean used
Water quality
Amount of salt used
Kinds of frying oil used
Amount of coating oil used
Amount and kinds of alkaline salts used
Kinds and amount of additional ingredients used (starchy

materials, savory ingredients)

Group II. Dough Quality
Rheology of dough
Viscosity of slurry

Group III. Processing Conditions
Mixing of ingredients 
Kneading of dough
Drying temperature, duration and condition
Dough resting condition and duration
Cutting actions for dough or noodle stripes
Stretching actions on dough
Relative humidity in drying chamber and environment 
Steaming temperature and duration
Frying temperature and duration
Sheeting and rolling actions
Starch extraction conditions 
Extruding condition 
Cooking conditions



6. SK Kim. Instant noodle technology. Cereal Foods
World 41(4):213–218, 1996.

7. S. Nagao. Processing technology of noodle products in
Japan. In: JE Kruger, RB Matsuo, JW Dick. eds. Pasta
and Noodle Technology. St. Paul (MN): Amer Assoc
Cereal Chemists. 1996, pp. 169–194.

8. J. Udesky. The Book of Soba. Tokyo (Japan): Kodansha
International Ltd., 1988.

9. Anon. The use of stabilizers in instant wheat noodles.
Asian Pacific Food Industry (Nov): 80, 82, 84, 1995.

10. BK Baik, Z Czuchajowska, Y Pomeranz. Role and con-
tribution of starch and protein contents and quality to
texture profile analysis of Oriental noodles. Cereal
Chem 71:315–320, 1994.

11. BK Baik, Z Czuchajowska, Y Pomeranz. Discoloration
of dough for oriental noodles. Cereal Chem 7292:
198–205, 1995.

12. FP Bejosano, H Corke. Effect of Amaranthus and buck-
wheat proteins on wheat dough properties and noodle
quality. Cereal Chem 75:171–176, 1998.

13. Bhattcharya M, Corke H. Selection of desirable starch
pasty properties in wheat for use in white and yellow
alkaline noodles. Cereal Chem 73:721–728, 1996.

14. Crobie G. The relationship between starch swelling
properties, paste viscosity, and boiled noodle quality in
wheat flours. Jour Cereal Science 13:145–150, 1990. 

15. JE Dexter, RR Matsuo, BL Dronzek. A scanning elec-
tron microscopy study of Japanese noodles. Cereal
Chem 56:202–208, 1979.

16. NM Edwards, MG Scanlon, JE Kruger, JE Dexter.
Oriental noodle dough rheology: relationship to water
absorption, formulation, and work input during dough
sheeting. Cereal Chem 73(6):708–711, 1996.

17. FCF Galvez, AVA Resurreccion, GO Ware. Process
variables, gelatinized starch and moisture effects on
physical properties of mungbean noodles. Cereal Chem
59(2):378–381, 386, 1994.

18. DW Hatcher, JE Kruger, MJ Anderson. Influence of
water absorption on the processing and quality of orien-
tal noodles. Cereal Chem 76(4):566–572 1999.

19. PS Jin. Food Industry (In Chinese). Taipei (Taiwan):
Jing Zhong Book Store. 1956, pp. 35–38. 

20. WS Kim, PA Seib. Apparent restriction of starch
swelling in cooked noodles by lipids in some commer-
cial wheat flours. Cereal Chem 70:367–372, 1993.

21. CM Konik, LM Mikkelsen, R Moss, PJ Gore.
Relationship between physical starch properties and
yellow alkaline noodle quality. Starch/Starke
46:292–299, 1994.

22. CM Konik, DM Miskelly, PW Gras. Starch gelling
power, grain hardness and protein: Relationship in

sensory properties of Japanese noodles. Starch/Starke
4:139–144, 1993. 

23. S Lu S, FK Kuo. Effects of emulsifier and starch on the
quality of oriental noodle. (In Chinese) Journal of Food
Science 18:313–323, 1991. 

24. S Lu, FK Kuo FK, FJ Kao FJ. Effects of acid, alkali and
salt on the quality of oriental noodles. (In Chinese)
Journal of Food Science (Taipei) 18:104–115, 1991.

25. S. Lu. The physical and chemical properties of dough
sheets from two kinds of flour. (In Chinese) Chinese
Agric Chem Society Journal (Taipei) 28:219–236, 1990.

26. DM Miskelly, HJ Moss. Flour quality requirements for
Chinese noodle manufacture. Journal Cereal Science 3:
379–387, 1985.

27. R Moss, PJ Gore, IC Murray. The influence of ingredi-
ents and processing variables on the quality and
microstructure of Hokkien, Cantonese and instant noo-
dles. Food Microstructure 6(1):63–74, 1987.

28. HJ Moss, DM Miskelly, R Moss. The effect of alkaline
conditions on the properties of wheat flour dough and
Cantonese-style noodles. Journal Cereal Science 4:
261–268, 1986.

29. M Oda, Y Yasuda, S Okazaki, Y Yamauchi,
Y Yokoyama. A method of flour quality assessment for
Japanese noodles. Cereal Chem 57:253–254, 1980.

30. NH Oh, PA Sieb, AB Ward, CW Deyoe. Noodles. IV.
Influence of flour protein, extraction rate, particle size,
and starch damage on the quality characteristics of dry
noodles. Cereal Chem 62:441–446, 1985.

31. NH Oh, PA Seib, KF Finney, Y Pomeranz. Noodles. 
V. Determination of optimum water absorption of flour
to prepare oriental noodles. Cereal Chem 63(2):93–96,
1986.

32. NH Oh, PA Seib, CW Deyoe, AB Ward. Noodles. I.
Measuring the textural characteristics of cooked noo-
dles. Cereal Chem 60:433–438, 1983.

33. K Rho, PA Seib, OK Chung, DS Chung. Retardation of
rancidity in deep-fried instant noodles. Jour Amer Oil
Chemists’s Society 63(2):251–256, 1986.

34. K Shelke, JW Dick, YF Holm, KS Loo. Chinese wet
noodle formulation: A response surface methodology
study. Cereal Chem 67(4):338–342, 1990.

35. H Toyokawa, GL Rubenthaler, JR Powers, EG Schanus.
Japanese noodle qualities. I. Starch components. Cereal
Chem 66:387–391, 1989.

36. H Toyokawa, GL Rubenthaler, JR Powers, EG Schanus.
Japanese noodle qualities. I. Flour components. Cereal
Chem 66:382–386, 1989.

37. KR Vadlamani, PA Seib. Reduced browning in raw ori-
ental noodles by heat and moisture treatment of wheat.
Cereal Chem 73(1):88–95, 1996.

157-14 Handbook of Food Science, Technology, and Engineering, Volume 4



I. INTRODUCTION

Before the 1800s, pasta was made by hand. The first
mechanical devices for pasta manufacturing were
invented in the 1800s (1). Around 1850, the first hand-
operated pasta press was built. By the early 1900s, mixers,
kneaders, hydraulic piston-type extrusion presses, and
drying cabinets were available for batch manufacturing of
pasta. In 1933, the first continuous single-screw pasta
press was invented. Before 1974, pasta was dried using
low temperature drying profiles that mimicked open-air

drying conditions typical of the region around Naples,
Italy. It required 18 to 20 hours to dry pasta when using a
low temperature drying profile. High temperature drying
(60 to 80°C) of pasta was introduced in 1974 and ultra-
high temperature (80 to 100°C) drying was introduced in
the late 1980s. Drying at high or ultrahigh temperatures
has reduced drying time of long goods (e.g., spaghetti) to
about 10 and 6 hours, respectively. Today, pasta manufac-
turing is totally automated with pasta presses capable 
of producing spaghetti at 3,500 kg/h and macaroni at
8,000 kg/h. 
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II. INGREDIENTS

A. SEMOLINA

1. Durum Milling

Semolina is the primary product of durum milling. A durum
mill consists of a break-roll system, a sifter system, and a
purifier system. Each break-roll consists of a pair of corru-
gated rolls that rotate at different speeds. The speed differ-
ential between the two rolls, typically 2.5:1, provides a
shearing action that removes the bran and germ from the
endosperm (2,3). Granulation of semolina is dependent on
the number of corrugations per unit length. The sifter system
sizes the granulated material through a series of sieves and
returns large particles to a break-roll for further reduction.
The fine material is collected as flour. The intermediate
material goes to the purifier system, which uses air and
sieves to further size and clean the semolina. Aspiration
separates bran particles and other impurities from the
semolina. Bran has a greater surface area to unit weight than
semolina. Sieves associated with the purifier system size 
the semolina into specific particle size ranges (millstreams). 

The final granulation depends on the durum mill and the
millstreams collected. The coarse granulation of semolina
results in better flow properties than does the very fine par-
ticle size of flour (�212 µm). Federal Code of Regulation
(4) defines semolina as the food prepared by grinding and
bolting cleaned durum wheat to such fineness that, when
tested by a prescribed method, it passes through a No. 20
sieve (840 µm), but not more than 3% passes through a No.
100 sieve (149 µm). It is freed from bran coat, or bran coat
and germ, to such an extent that the percent of ash therein,
calculated to a moisture-free basis, is not more than 0.92%,
and its moisture content is not more than 15%.

Semolina used for pasta processing is much smaller
than the 840 µm maximum size and typically ranges in
particle size from 450 to 150 µm. The particle size distri-
bution of semolina from five commercial mills shown in
Table 158.1 indicates that 60 to 70% of the semolina gran-
ules are between 425 and 250 µm. The short mixing times

used by new pasta presses require a fine granulation
because small granules hydrate quicker than large gran-
ules. However, the hard grinding required for fine granula-
tion can result in starch damage, which can increase
cooking losses and decrease cooked firmness (5). Uniform
granulation is important for even hydration. Hydration of
semolina having a wide range of particle sizes will tend to
result in the small particles absorbing too much water and
the large particles absorbing too little. Both over-hydration
and under-hydration will adversely affect dough develop-
ment and will result in poor pasta quality.

2. Semolina Quality 

Semolina quality is determined by speck count, color, grit
content, ash content, moisture content, protein content
and quality, and microbial load. Defects in semolina are
directly transferred to the pasta product (6,7). 

a. Physical quality
Speck count is a quality control measure for semolina com-
monly determined at the mill. Specks in semolina are gen-
erally brown or black. Bran is a common source of brown
specks. Black specks originate from bran of diseased ker-
nels, weed seeds, dirt, and insect parts. Black specks are
more noticeable than brown specks in semolina and in
pasta. Speck counts of five commercial semolinas ranged
from 17 to 30 specks/10 in2 (Table 158.1). Speck counts
greater than 40 specks/10 in2 are considered undesirable
(8). High speck counts indicate a possible problem with
grain cleanliness and grain quality and/or with the mill.

Speck count is typically determined by a visual count
of specks in a given area. The visual count of specks in
semolina is generally determined under a constant light
source for a fixed area of semolina that has been packed
flat. Visual speck counts can vary greatly depending on
the individual (9). Some mills have begun using digital
image analysis to determine speck count (9,10).

Ash content reflects the purity of the semolina.
Semolina with high ash content generally will have a high
speck count. Bran, weed seeds, and soil are high in ash.
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TABLE 158.1
Quality and Particle Size Distribution (%) of Semolina from Different Mills1,2

Commercial Mesh size, µµm1 Protein Ash Specks
Sample 600 425 250 180 149 �149 (%) (%) no/10 in2

A 0.2 12.6 61.9 17.0 4.0 2.0 12.7 0.78 24
B 0.3 18.0 53.7 17.8 3.8 3.0 11.9 0.74 21
C 0.0 13.5 69.8 13.0 1.6 2.5 13.8 0.79 17
D 0.0 12.2 69.8 13.8 1.6 2.6 12.7 0.74 23
E 0.8 29.3 50.6 14.5 1.3 2.8 13.7 0.77 30

1 Corresponding mesh size and sieve number: 600 µm mesh � No. 30 sieve; 425 µm mesh � No. 40 sieve; 250 µm
mesh � No. 60 sieve; 180 µm mesh � No. 80 sieve; 149 µm mesh � No. 100 sieve.

2 Protein and Ash based on 14% moisture.



For this reason, ash is commonly used in semolina speci-
fications to ensure low contamination. In general, ash con-
tents up to 0.80% are acceptable (11).

Grit is metal, stone, or glass particles found in
semolina. Grit can clog screens, block the die orifice,
and/or damage the Teflon coating of the die. Damage to
the die will result in defects in pasta such as grooves or
tears. Grit that contaminates pasta poses a health threat as
it can damage consumers’ teeth.

b. Compositional quality
Semolina contains up to 80% starch and 2 to 3% non-
starch polysaccharides (12,13). Durum starch is com-
posed of 70 to 75% amylopectin and 25 to 30% amylose
(14,15). The impact of variations in amylopectin-amylose
ratio on pasta extrusion is probably minimal, since dough
temperature during extrusion ranges from 45 to 50°C,
which is below gelatinization temperatures for durum
starch. Starch is important in determining cooking quality
of pasta (16), as variations in starch properties impact
water uptake, gel consistency, and gluten matrix integrity
during cooking. 

Starch damage in the semolina is a result of milling
and of α-amylase catalyzed breakdown of starch during
preharvest sprouting. Starch damage after milling is gene-
rally �5% (2,17). Some starch damage can occur during
extrusion (18,19). Damaged starch is associated with
increased water absorption and increased cooking losses. 

Nonstarch polysaccharides are primarily composed of
arabinoxylan. Nonstarch polysaccharides have high water
binding capacity. For example, nonstarch polysaccharides
isolated from hard red spring wheat absorbed 6.3 to 6.7
times their weight of water (20). 

Semolina contains 1 to 2% lipid (21). Semolina lipids
affect cooking loss and are important for color. Fatty acids
can complex with amylose, which reduces water solubility
of amylose and lowers cooking loss. Carotenoid pigments,
particularly xanthophylls and lutein, are found in semolina
and give pasta its characteristic yellow color (22,23).
Semolina color can be evaluated by quantifying pigment
concentration or by using a reflectance colorimeter.
Johnston et al. (24) reported that reflectance values corre-
sponded well with spectrophotometer values for pigment
content. The apparent color of semolina varies with parti-
cle size. The yellow appearance decreases with a decrease
in particle size, even though the yellow pigment content
remains the same. The decrease in yellow color is due to
greater light scattering with small than with large particles. 

Pasta quality is greatly affected by semolina protein
content and quality. Semolina typically contains 12 to
16% protein (25,26). For good pasta quality, protein con-
tent of at least 12% on a 14% mb is preferred. The target
minimum used by the durum wheat breeding program at
North Dakota State University for advancing durum lines
is 12.5% protein on a 14% mb. 

Semolina protein is composed of about 20% meta-
bolic proteins (enzymes) and about 80% storage proteins.
Storage proteins are composed of two classes of proteins,
gliadins and glutenins, which, when hydrated and mixed,
form gluten. Gluten gives dough its unique viscoelastic
structure.

Gliadin proteins are monomeric and range in size
from 30,000 to 80,000 kDa (27). Gliadin proteins provide
cohesion to the gluten matrix and are responsible for
extensibility and viscosity of gluten (28,29,30).

Glutenins are polymeric proteins consisting of sub-
units ranging in size from 12,000 to more than 130,000
kDa and can form polymeric protein complexes with
molecular weights ranging from a few hundred thousand
to several million (31). Unlike gliadins, subunits of
glutenin proteins are capable of aggregation due to the
formation of intermolecular disulfide bonds between sub-
units (32). Glutenins are responsible for the strength and
elastic properties of gluten (33). 

c. Gluten/dough quality
Gluten quality is assessed by the wet gluten/gluten index
(approved Method 38-12) and sodium dodecylsulfate
(SDS) microsedimentation tests (34,35). The wet
gluten/gluten index test involves washing semolina with a
2% salt solution. During washing, the semolina is
kneaded to develop the gluten and to help remove the
starch. After washing, the remaining wet gluten is cen-
trifuged in a special centrifuge tube that contains a perfo-
rated plate. Gluten index is the ratio of the weight of
gluten remaining on the top of the perforated plate divided
by the weight of the wet gluten. The stronger the gluten,
the less likely the gluten will be forced through the perfo-
rations during centrifugation. Gluten index has been used
to identify weak, strong, and very strong gluten lines (36).
In general, gluten index values �5 indicate weak gluten
and gluten index values �85 indicate very strong gluten.
Durum grown in North Dakota and Montana typically has
gluten index values of 45 to 55. 

The SDS microsedimentation test involves hydrating
ground durum wheat in a SDS/lactic acid solution.
Proteins of high molecular weight and those having strong
interactions with starch are insoluble in the SDS/lactic
acid solution and form a sediment. The height of the sed-
iment is measured. A high SDS microsedimentation value
is associated with good protein quality. A SDS microsed-
imentation value �30 indicates weak gluten while a value
�35 indicates strong gluten.

Dough properties of semolina generally are assessed by
mixograph in North America and by farinograph or alveo-
graph in other parts of the world. Mixograph records the
torque transmitted through the dough, which is recorded by
a pen on chart paper (37). Mixograms from semolina of four
cultivars grown in the Northern Plains are presented in
Figure 158.1. Mixogram peak represents maximum dough
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development. Time to peak gives an indication of time
required to fully develop the dough. The drop in the curve
after the peak gives an indication of dough stability. Both
peak height and width of the curve at peak reflect dough
strength. Rugby (Figure 158.1a) is known to be a weak
gluten cultivar. Even though Rugby has excellent protein
content, it has weak dough properties (low peak height and
narrow band width) compared to Belzer (Figure 158.1d).
Most cultivars grown in North Dakota, Montana, and
Canada are considered to have strong gluten, and produce
mixograms similar to Munich and Lebsock (Figure
158.1b,c).

B. OTHER INGREDIENTS

Other ingredients sometimes are added to semolina to
improve its nutritional quality or to make specialty pastas. In
the United States, pasta is enriched with vitamins (thiamin
at 8.8 to 11 mg/kg, riboflavin at 3.75 to 4.85 mg/kg, niacin
or niacinamide at 59.4 to 74.8 mg/kg, and folic acid at 1.98
to 2.64 mg/kg) and minerals (iron at 28.5 to 36.3 mg/kg and
calcium (optional) at 1100 to 1375 mg/kg). Wheat bran, oat
flour, and barley flour are examples of materials added to
pasta to increase dietary fiber content (38,39,40). Flours of
edible legumes, buckwheat, amaranth, and lupin have been
added to improve the content and nutritional quality of pro-
tein in pasta (41,42,43). Vital wheat gluten, disodium phos-
phate, surfactants, and lipids have been added to improve
cooking or textural quality of pasta, particularly pasta that is
refrigerated, frozen, or canned (44,45). A variety of non-
wheat and non-cereal products have been added to pasta to
improve its nutritional quality (46). Code of Federal

Regulations (21 CFR Part 139) provides a list of ingredients
that can be added to pasta products (4). 

C. WATER QUALITY

Water used in pasta processing should be pure, without
chemical (including heavy metals) or bacterial contami-
nation, have no off-flavors, and be slightly acidic, pH 6.6
to 6.9 (44). Water can have a maximum mineral content of
400 to 500 mg/L. Presence of iron salts should be avoided.
Mineral impurities should not exceed 180 to 200 mg/L
calcium and magnesium carbonates, 70 to 90 mg/L sul-
fates, 25 to 30 mg/L silicates, 5 to 10 mg/L chlorides, and
10 to 40 mg/L of organic matter (44,47,48).

III. PASTA PROCESSING

Modern pasta presses are capable of producing 3,500 kg/h
of long goods (spaghetti, vermicelli, and linguine) and up
to 8,000 kg/h of short goods (macaroni, rigatoni, and ziti).
Pasta processing can be divided into four stages: mixing,
kneading, shaping, and drying.

A. MIXING

1. Hydration

The goal of the mixing stage is to uniformly blend and
properly hydrate ingredients. Semolina is typically
hydrated to 30 to 32% moisture content. The hydration
level often has to be adjusted higher or lower to obtain
proper consistency of dough containing nontraditional
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FIGURE 158.1 Mixograms for semolina from durum wheat cultivars: Rugby (a), Munich (b), Lebsock (c), and Belzer (d).  Durum
wheat cultivars were grown in North Dakota.



ingredients during extrusion (42,49). When nontraditional
ingredients are present, the amount of water added will
depend on the overall moisture content and the water bind-
ing properties of the various ingredients. For example, non-
starch polysaccharides have a high water binding capacity,
which can affect water distribution in dough systems during
pasta processing and drying. Due to high levels of non-
starch polysaccharides in bran, whole wheat and bran-
semolina mixtures can require greater hydration to achieve
proper dough development during extrusion than does
semolina. Thus, it might take more water and time to prop-
erly hydrate whole wheat, compared to semolina, during
the hydration/mixing stage of pasta processing (49,50,51). 

Rate of hydration is promoted by warm water, warm
semolina, and small semolina particle size. Semolina tem-
perature is generally only a concern in winter, as semolina
stored in unheated bins can be very cold. Cold temperature
will slow the rate of hydration. Semolina containing fine
granulation will hydrate quicker than semolina with coarse
granulation, because of the increased surface area and
increased starch damage associated with small granulation. 

Uniform granulation is important for proper hydra-
tion. When semolina contains both large and small parti-
cles, the small particles tend to over-hydrate and large
particles tend to under-hydrate. Over-hydration results in
a soft, sticky dough. Pasta extruded from over-hydrated
semolina requires more energy to dry and can stretch and
stick together on the drying rods. Under-hydration results
in a stiff dough which requires more energy for extrusion,
generates more heat during processing, and can result in
breakage problems for long goods hung on drying rods, as
well as cutting problems for short goods. 

Complete hydration of the semolina particles is very
important for proper dough development. Protein must be
hydrated before gluten can form. As the storage proteins
(gliadin and glutenin) hydrate, they change their confor-
mation and begin to unfold and interact by forming
intra-molecular and inter-molecular bonds. Without ade-
quate hydration, regions in the dough and pasta will exist
where no gluten is formed, which results in discontinuity
of the gluten matrix. These regions of discontinuity are
areas of structural weakness and will appear as white
starchy areas in extruded pasta. 

2. Mixing Equipment

The mixer is divided into two sections: premixer and main
mixer. The flow of dry ingredients into the premixer is reg-
ulated by volume or weight using a volumetric or gravimet-
ric feeder, respectively. Warm water (35 to 40°C) is sprayed
onto the semolina in the premixer. It is important that the
water not be sprayed onto the metal parts of the premixer, as
semolina will accumulate on wet metal. Ingredient buildup
in the mixer represents a potential source of microbial activ-
ity. High speed premixers are commonly used to rapidly and

evenly coat the semolina particles with water before enter-
ing the main mixer. 

The principal function of the main mixer is to provide
time for thorough hydration. Most mixers contain two
counter-rotating parallel shafts with paddles set so that
they move the hydrated material forward (Figure 158.2).
The retention time in the mixing chamber depends on the
speed of the paddles and the length of the mixing cham-
ber. The time must be sufficient to allow for proper
absorption of water by the semolina or semolina-ingredi-
ents. Conventional mixers have a retention time of 10 to
20 min. New systems are being developed that reduce the
retention time to 2 to 3 min or less (52). Pasta lines using
short retention time mixers require fine granulation of
semolina to achieve rapid hydration.

Most dry pasta manufacturers apply a vacuum (�63 to
�80 kPa) either at the mixer or just before the extrusion bar-
rel (53). Vacuum promotes hydration by eliminating surface
tension associated with air and reduces pigment oxidation
by lipoxygenase enzymes (23). Vacuum also prevents air
from being trapped inside the developing dough. Air trapped
inside extruded pasta will appear as a series of very fine bub-
bles resulting in a hazy appearance. If dried at high or ultra-
high temperatures, these bubbles will act as focal points for
stress and ultimately result in checking of the finished pasta.

Fresh or frozen pasta manufacturers generally do not
use a vacuum system in the process. Their product is
opaque. The air bubbles in the product do not seem to
have any significant impact on the end product appear-
ance or cooking quality. The added equipment to produce
a vacuum, combined with the maintenance required, do
not seem to justify the cost.

B. EXTRUDING

Hydrated semolina passes through several zones in the
extruder: conveying, compacting, kneading, relaxing, and
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FIGURE 158.2 Mixing chamber. (Photograph courtesy of
Northern Crops Institute, Fargo, ND.)



extruding. Conveying, compacting, and kneading are asso-
ciated with different regions of the extrusion screw. At the
end of the screw, an extension tube often is used to allow
the dough to relax before being extruded through the die.

1. Screw Design 

The extrusion screw is made of stainless steel or chrome-
plated steel. Traditionally, extrusion screws used in pasta
processing were deep flighted with constant root diameter
and uniform pitch the entire length of screw (Figure
158.3). Deep flights provided high screw conveying
capacity and allowed high back pressure flow in the
screw. Harper (53) reported a flight angle of 12 degrees
for pasta extrusion. A sharper flight angle would increase
mixing and decrease the conveying efficiency. Extrusion
screws are designed with length-to-diameter ratios
between 6:1 and 9:1 (53). The long length-to-diameter
ratio results in low mechanical energy/unit throughput.
Screws used to extrude pasta typically have diameters
ranging between 12 to 20 cm.

Extrusion screws have become more sophisticated.
Some newer pasta presses have screws with variable pitch
and variable root diameter. These screws often begin with
a large dough cavity and gradually get smaller in pitch and
larger in root diameter toward the end of the screw (52).
As pitch decreases, the number of flights on the screw
increases, which increases the screw surface-to-volume
ratio and increases the conversion of mechanical energy to
heat through friction. Similarly, increasing root diameter
decreases flight depth, which increases the amount of
energy and pressure applied to the dough. Thus, the new
screws increase the amount of work applied to the dough,
which has allowed a reduction in screw speeds from 20 to
40 rpm with traditional presses, to typically 18 rpm, and
still maintain output (52).

2. Screw Function

The beginning of the screw is involved with conveyance.
This part of the screw is not fully encased by the extruder
barrel, but is exposed to allow the hydrated semolina from
the mixer to be deposited onto the screw. The screw is
choke-fed. The hydrated semolina is conveyed forward
into the barrel as the screw turns. 

Compaction occurs once the hydrated semolina is
conveyed inside the barrel. Pressure rapidly increases
from 0 to 2 MPa after about two turns of the screw (54).
Hydrated semolina exposed to 2 MPa begins to transition
from a granular material into a fully compacted dough.
Temperature changes during compaction are due to heat
dissipation by friction against the barrel, which is then
transmitted to the hydrated semolina. Le Roux et al. (54)
reported that temperature rise was localized near the bar-
rel wall and that the average temperature increase was
about 5°C for a channel length of 10 cm under typical
experimental conditions. 

After compaction, the remaining length of the screw
is involved in kneading and conveyance of the dough
toward the die. Pressure continues to slowly increase as
the dough progresses toward the end of the screw. Deep
flights provide high conveying capacity and high back
pressure (up to 12.7 MPa) in the screw (48). At the end of
the screw, pressure declines slightly as the dough moves
into the extension tube, where it is allowed to relax before
being extruded through the die. For a commercial press,
the pressure at the die is generally 10 MPa.

3. Dough Flow

Dough is conveyed in the channel of the screw. Dough
moves toward the leading edge of the flight next to the
cylinder wall and flows away from the flight near the root
of the screw, which causes the dough to spiral down the
channel. Forward flow and back pressure act together to
knead the dough. During kneading, the gluten molecules
are stretched and aligned according to rotational move-
ment of the screw (55).

The flow of dough is not uniform in the channel.
Dough near the root of the screw moves much more slowly
than the material near the cylinder wall (55,56). The mate-
rial against the metal wall is worked and heated more than
the material at the center of the screw channel. Le Roux
et al. (54) did not observe any recirculating regions within
the channel, but noted that a large zone existed at the chan-
nel bottom where the product moved very slowly, less than 
10 mm/s when the barrel velocity was 50 mm/s.

The uneven flow rate results in irregular dough devel-
opment in the extrusion screw. At the end of the screw, the
protein matrix is irregular, but is interconnected with some
alignment of starch granules along the direction of flow
(55). To reduce the heterogeneity of the dough, some
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FIGURE 158.3 Extrusion screw (a) and kneading plate (b).
(Photograph courtesy of Northern Crops Institute, Fargo, ND.)



screw designs include a cut-flight or a kneading plate at
the end of the screw (Figure 158.3). Kneading plates are
stainless steel with small holes. Kneading plates split the
dough into streams that recombine on the other side of 
the plate. An extension tube is sometimes placed after the
kneading plate when extruding long goods (Figure 158.4).
The dough flowing through the kneading plate enters the
extension tube, which allows the dough a brief rest before
entering the extrusion head where the dough flow is
diverted downward 90° and forced through a die. At the
beginning of the extension tube, after going through the
kneading plates, the protein matrix is quite continuous and
starch granules are clearly aligned. By the end of the
extension tube, the dough is translucent and cohesive and
is considered fully developed (55). 

Friction between the dough and the extrusion barrel and
between the dough and the screw is necessary for compres-
sion of the dough and for conveyance of the dough through
the extrusion barrel. Without friction, the screw would turn
and the dough would remain stationary relative to the screw.
To have proper conveyance of the dough, the friction asso-
ciated with the barrel must be greater than the friction asso-
ciated with the screw. Longitudinal grooves are machined
along the inner surface of the extrusion barrel (Figure 158.5)
to enhance the friction between the dough and the barrel. To
reduce friction between the dough and the screw, the screw
surface is made of polished stainless or chrome-plated steel.
Experimental values of the coefficient of friction correspon-
ding to the screw smooth surface have been estimated to be
between 0.2 and 0.4. Le Roux et al. (54) reported that a
screw with a deep flight and a uniform pitch and root diam-
eter needed a barrel coefficient of friction greater than 0.5.

4. Frictional Heating

Heat is generated by friction between the dough and metal
surfaces of the barrel and the screw. The target dough

temperature during extrusion is 45 to 50°C (48,57).
Protein begins to denature at dough temperatures �50°C.
Denatured storage proteins (gliadins and glutenins) are
unable to form gluten. High dough temperature during
extrusion will cause a soft sticky product when cooked.
Excess heat generated by friction during extrusion is
removed by use of a water jacket which surrounds the
extrusion barrel. A high volume of warm water is used to
maintain both the barrel and dough temperature near
45°C. Circulating cold water in the water jacket would
result in overcooling the dough at the barrel surface,
which would adversely affect dough viscosity.

Frictional heating of dough can be calculated by
knowing the moisture content of hydrated semolina and
the specific mechanical energy (SME, kJ/kg) for pasta
extrusion. Heat capacity of wheat dough can be estimated
using the equation presented by Baird and Reed (58),

cp (kJ/kg°C) � 1.44 � 2.74Xw

where cp is heat capacity and Xw is moisture content.
If the moisture content of hydrated semolina is 31%,

then the heat capacity of the hydrated dough would be 2.29
kJ/kg°C. If the SME is assumed to be 70 kJ/kg (59,60),
then the heat generated during extrusion would be 70 kJ/kg
divided by the heat capacity of the hydrated dough (2.29
kJ/kg°C) to give a temperature rise of 31°C. If the hydrated
semolina entered the extrusion screw at 35°C, it would exit
the extruder at 66°C. With a target dough temperature of
45°C, two thirds of the heat would need to be removed by
a circulating water jacket. These results are similar to those
reported by Harper (53) and Hoskins (56).

5. Dough Viscosity

Dough systems have non-Newtonian flow properties.
Dough is a viscoelastic system. Viscoelastic properties of
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FIGURE 158.4 Extension tube (a), extrusion head (b), and
kneading plate (c). (Photograph courtesy of Northern Crops
Institute, Fargo, ND.)

FIGURE 158.5 Longitudinal grooves machined along the
inner surface of the extrusion barrel. (Photograph courtesy of
Northern Crops Institute, Fargo, ND.)



dough are dependent on gluten strength of the semolina
used, temperature, hydration, and amount of work applied
to the dough. Dough viscosity decreases with increased
temperature and hydration. Dough viscoelastic properties
are decreased when overworked. This can be seen in the
mixograms in Figure 158.1, where dough strength
declines with time after reaching peak height.

Apparent viscosity of a dough system can be
described by:

µa � mvn�1

where µa � apparent viscosity, m � consistency, v � shear
rate, and n � flow index.

Using a dough made from semolina, Le Roux et al.
(54) demonstrated that the power law remained valid
over a wide range of shear rates, typically 0.1 to 1000 s�1,
which encompasses the range expected in pasta
extrusion. A typical shear rate for a commercial pasta
press has been estimated to be 5 s�1 (59). Power law (or
flow) index, n, increased with hydration, but remained
within 0.4 to 0.5 (54). Food extrudates exhibit flow
indices between 0.25 and 0.5 (61). Within normal extru-
sion temperatures, 45 to 55°C, consistency, m, varies
with hydration and temperature according to exponential
laws. 

6. Die Assembly

The die is attached to the end of the extrusion head
(Figure 158.6). A die is composed of a support and multi-
ple inserts (Figure 158.7). Die support is made from
bronze or stainless steel. The support must be capable of
withstanding a tremendous amount of pressure over time
without yielding. Stainless steel can tolerate higher pres-
sures, but tends to retain more heat than bronze (62). Most
industrial die supports are made from stainless steel.

Inserts are miniature dies that are housed inside holes that
have been bored into the supports (Figure 158.7). Inserts
are generally made from bronze, due to their low heat
retention. The advantage of using inserts is that worn
inserts can be replaced easily without having to return the
entire die to the manufacturer.

The number of inserts in the die will determine pro-
duction output and must be balanced with the pasta press.
Too many inserts can weaken the die, which could cause
the die to bend under pressure, could reduce the density of
the product, and could cause strands to overlap during
extrusion. Too few inserts can cause excessive back pres-
sure that can damage the die and/or the extruder and can
reduce production output.

Die supports are typically 100 mm thick, and their
inserts are typically 20 mm thick (63). Thus, dough flows
into the hole in the die support, then into and through the
orifice in the insert. Pasta comes in hundreds of shapes,
which are determined by the flow of dough through the
die orifice during extrusion. For example, inserts for
spaghetti contain a round orifice, whereas inserts 
for shells have a horizontal orifice that is slightly larger at
the center. The dough will flow faster at the center than 
at the ends of the orifice in the shell die, which causes cur-
vature (62,63). 

The orifice in the insert is often coated with a fluoro-
carbon polymer such as Teflon. A Teflon-coated orifice
will have a low coefficient of friction, which will reduce
back pressure needed for extrusion and increase the rate
of extrusion (53,56). Dies with Teflon inserts are used
when a smooth translucent surface is desired. Surface tex-
ture affects cooking and culinary properties of the prod-
uct. Pasta with a rough surface has a greater exposed
surface area, which tends to absorb water quicker and
retain more sauce when compared to pasta with a smooth
surface.
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FIGURE 158.6 Extrusion head (a) and die (b). (Photograph
courtesy of Northern Crops Institute, Fargo, ND.)

FIGURE 158.7 Die support (a) and inserts (b). (Photograph
courtesy of Northern Crops Institute, Fargo, ND.)



The shape of the die support depends on the product
produced. Short goods generally have a round die support,
while long goods generally have a rectangular support.
Extruded long goods are collected by a spreader, which
spreads long goods on sticks and cuts the long goods from
the die. Since product discharge is not uniform across the
die, the strands are cut to a uniform length and the trim is
reintroduced into the mixer via the trim return system.
Pasta hanging on the sticks is conveyed to the dryer. Dried
pasta is cut to length and the trim is reground and reintro-
duced into the semolina at amounts up to 15% (64,65).
Extruded short goods are cut by a special rotary cutter
with one or more blades. The cut pasta falls onto trays or
a conveyer where it moves into the dryer. Short good
length is determined by extrusion rate and speed of the
rotary cutter. An uneven rate of discharge across the die
will result in variable lengths of the short goods.

7. Extruder Output

In-depth mathematical descriptions and discussion of
extrusion can be found in several references (53,66,67). 

Extruder output is described by the following
equation:

Extruder output � drag flow � pressure flow � leakage
flow.

Drag flow is the forward movement of the dough due to
the relative motion between the screw and the barrel (68).
Drag flow increases with increased screw speed and flight
depth to screw diameter ratio. Pressure flow is the back-
ward flow of dough in the screw channel due to a pressure
gradient. Leakage flow is the backward flow between the
flights and the extruder barrel due to a pressure gradient.
Pressure flow is proportional to the pressure gradient
across the screw length (69). An increase in flight depth to
screw diameter ratio increases drag flow more than pres-
sure flow. Flight depth to screw diameter ratio for a com-
mercial pasta press is typically 0.25 to 0.33 (59). Both
drag flow and pressure flow increase with increased pitch
angle (70). Leakage flow is related to pressure flow.
Leakage flow occurs within the clearance between screw
flights and the barrel and within the longitudinal grooves
in the barrel wall. A typical clearance between the screw
and barrel is 0.5 mm (66). The clearance will increase
over time due to wear. An increase in clearance will be
manifested by a decrease in output and an increase in
energy transferred to the product, with associated increase
in dough temperature. 

Hoskins (56) estimated that the ratio between pressure
and drag flow in a pasta press screw is about 0.6. If pres-
sure flow and leakage flow are combined, then drag flow
and pressure flow can be estimated if press output is
known.

For example, assume that a pasta press extrudes 3,500
kg/hr of long goods.
Then: Drag Flow � Pressure Flow � 3,500 kg/hr and
Pressure Flow/Drag Flow � 0.6.
Drag Flow � 0.6 � Pressure Flow
Drag Flow � Drag Flow � 0.6 � 3,500 kg/hr
Drag Flow (1 � 0.6) � 3,500 kg/hr
Drag Flow � 8,750 kg/hr
Pressure Flow � 5,250 kg/hr

The amount of energy transferred to the product during
extrusion is designated as SME (kJ/kg). SME transferred
to the pasta is calculated as the mechanical energy (kJ/s)
to extrude pasta divided by the amount of pasta processed
(kg/s). Mechanical energy required to operate the empty
press is subtracted from the mechanical energy required to
operate the press under load. Dough temperature and
hydration level greatly affect SME required for extrusion.
Abecassis et al. (60) reported that an increase in dough
temperature or hydration decreased dough viscosity and
subsequently decreased SME. A SME of 70 kJ/kg is typi-
cal for pasta extrusion, under normal operating conditions
(54,59,60).

C. PASTA DRYING

Like many other foods, pasta is dried to give a longer stor-
age time. Shelf-life of pasta products is commonly listed
as two years. Vitamins degrade over time. When the vita-
min claim on the nutritional label is no longer valid, then
the processors must declare the pasta expired. Therefore,
fortification level and the levels claimed on the label
determine the shelf-life. 

Typically, industry will dry pasta to 12% moisture,
although the Federal Code of Regulations (4) allows the
moisture content to be as high as 13%. Pasta is a difficult
product to dry. Pasta’s low moisture, coupled with dimen-
sional changes during drying, can result in checking
(stress cracks in the product). Checking occurs when the
stresses in the product exceed the strength of the pasta. As
drying temperatures increase, the properties of the pasta
change, due primarily to inactivation of enzymes and pro-
tein denaturation. A list of changes can be found in Pasta
Technology Today (47) and in Pasta and Noodle
Technology (71).

The pasta drying process is generally divided into
three main stages: predrying, final drying, and
cooling/stabilizing stages. 

1. Drying Stages

a. Predrying
The predrying stage begins when the product exits the die.
Typically, ambient air (possibly heated) flows at the face
of the die, which provides some surface drying of the
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product. This is referred to as the initial predrying. Initial
predrying serves several purposes. The primary purpose is
to dry the surface of the product sufficiently to prevent
pieces from sticking together. Initial predrying increases
the rigidity of the pasta surface, which minimizes collaps-
ing or deforming of hollow products (such as elbows,
shells, and ziti) when they drop onto a solid surface or
have the weight of other pieces resting on them. The
amount of moisture removed during the initial predrying
step is small (�1%), but is a necessary step for maximum
pasta quality. 

After initial predrying at the die, the product is con-
veyed to the predrying section of the dryer. In the case of
long goods, the product is collected onto rods, which are
mechanically conveyed directly into the dryer. In the case
of short goods, the product can either be dropped directly
into the dryer (if the extruder is positioned above the
dryer) or conveyed to the dryer, usually by a mesh belt
conveyor or other conveying system able to keep airflow
on the pasta.

The moisture content of the pasta entering the
predryer section of the dryer is ~29 to 31%. The predry-
ing stage is ~10% of the total drying time and removes
about one-third of the total water in the pasta. The high
drying rate is possible because the pasta is still in a plas-
tic state, which prevents a buildup of stress in the pasta.
Depending on the temperature of the dryer, the pasta will
remain plastic as moisture content is decreased to 18%
(for ultrahigh temperature, �80°C, drying) or 21% (for
low temperature, �60°C, drying). Water is one plasticiz-
ing agent, which allows the product to deform without
creating residual stresses. Temperature is another factor
that helps plasticize the product. The moisture content at
which the pasta transitions from plastic to elastic state
decreases as temperature increases. 

The predrying stage (and the final drying stage) will
generally have a “resting” stage (sweating stage) scheduled
in the drying profile or built into the dryer design. During
the “resting” stage, the driving force for the drying (tem-
perature and humidity of the air) is low enough that the
product is not losing water to the surrounding air. The mois-
ture inside the product redistributes during this time. The
core, which has higher moisture content than the surface of
the product, will lose water to the surface of the pasta prod-
uct. Redistribution of the moisture helps even out the
dimensional change and minimizes stress due to moisture
loss in the product. If enough moisture reaches the surface,
the surface becomes plastic and stresses are relieved. 

b. Final dryer
The product will have ~18 to 21% moisture content upon
entering the final dryer and will exit the dryer at ~12%.
The rate of moisture removal in the final dryer is critical,
because the product is in an elastic state. If drying is too
fast, the stresses near the surface of the product will

exceed the strength of the pasta and checking will occur.
While stress accumulated during the final drying can
result in checking, the root cause of stress in the product
may be due to events that occur earlier in pasta
processing. For example, product thickness will increase
as the insert wears during extrusion. A thick product is
more difficult to dry; and if no changes are made in the
drying profile, checking will occur.

c. Cooling/stabilization stage
The product is brought to near ambient temperature
and exposed to ~50% relative humidity during the cool-
ing/stabilization stage. The product is equilibrated with
the ambient environment to minimize the possibility of
checking due to environmental stresses. Moisture is more
evenly distributed as the product moves through the cool-
ing stage. Some of the water near the core of the product
will migrate toward the surface, which will relieve some
of the stresses that accumulated during the drying
process.  

One difficulty in humid environments is that the sur-
face of dried pasta will begin to absorb moisture from the
atmosphere. Stress occurs as the absorbed moisture
causes the surface of the product to expand. This stress,
coupled with the residual stresses in the product from dry-
ing, may result in checking of the product. Even with lit-
tle or no residual stress, checking will occur in pasta if the
relative humidity is �75% (72). To prevent checking in
humid environments, dried pasta may need to be pack-
aged within 3 hours of exiting the dryer. 

Advances in drying technology have resulted in three
drying intensity categories that describe processing tem-
perature and relative humidity ranges: conventional dry-
ing, high temperature drying, and ultrahigh temperature
drying. Conventional drying (low temperature drying)
imitates the conditions that occur in the Mediterranean
region of Italy, the origin of pasta. The drying of pasta
originally took place in the open air or in a ventilated
room. High temperature drying is a drying cycle where
the maximum temperature applied is between 60 and
80°C. Whereas, ultrahigh temperature (very high temper-
ature or tres haute temperature) is a drying cycle where
the temperature applied reaches �80°C. 

As drying temperature increases, the relative humidity
of the drying cycle increases and drying time decreases.
Spaghetti (a thick product) may take about 24 hours to dry
with low temperature drying, 12 hours with high temper-
ature drying, and 5 hours or less with ultrahigh tempera-
ture drying. The exact drying cycle used is dependant on
the product being dried and the equipment manufacturer,
so exact drying profiles are not provided here. The drying
profiles used by the Durum Wheat Quality and Pasta
Processing Laboratory in the Department of Cereal and
Food Sciences at North Dakota State University can be
found in Yue et al. (14).
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2. Moisture Migration during Pasta Drying

Factors that have a strong influence on drying rate include
pasta thickness (doubling the thickness of the pasta will
reduce the drying rate 75%) and air temperature, while
factors that have a small influence on drying rate include
relative humidity and airspeed (73).

Pasta is a dense, continuous product with very few
capillaries. Like similar products (soap, gels, pastes),
pasta drying is unsteady-state and can be modeled using
Fick’s second law:

� D (for a slab) or

� D� � � (for a cylinder)  

where X � moisture content, t � time, x � ½ the thickness
of the product, and r � radius of the product.

Fick’s second law describes drying in materials where
liquid water is diffusing toward the surface of the mate-
rial. Research indicates that Fick’s second law is not a per-
fect model for the pasta drying process, because the
moisture gradient in the pasta is steeper than the Fickian
model predicts (74,75). However, Fick’s second law may
be a reasonable starting point.

A wide range exists for diffusivity values (at least two
orders of magnitude between the highest and lowest reported
values), but the majority of results include diffusivity values
in the range of 25 � 10�12 m2/s to 50 � 10�12 m2/s
(73,74,76). Diffusivity is unaffected by total pressure in the
drying environment, indicating that moisture migrates in
pasta as liquid or adsorbed water and not as water vapor (76).

3. Maillard Reactions during Pasta Drying

Maillard reactions result in the development of a red or
orange color, which is significantly different from the
golden color expected in pasta. Maillard reactions can
also result in the development of off-flavors in pasta. The
Maillard reaction requires a reducing sugar and a free
amino group. The reducing sugars for the Maillard reac-
tion are provided by damaged starch. The damaged starch
can be the result of growing conditions, milling, mixing
with water, or extrusion (77,78,79). The free amino group
is generally from a lysine residue in protein.

Maillard reactions can occur during high temperature
and ultrahigh temperature drying. Water activity of 0.75 to
0.80 (80) and/or a moisture content of ~15% (77) are opti-
mum moisture conditions for the Maillard reaction to
occur in pasta. Pasta in equilibrium with a high relative
humidity environment (97% rh, water activity � 0.97) is
unlikely to develop an off-color during drying (79). The
development of off-colors also may be limited by not

applying high temperature in the dryer until the pasta
reaches a water activity of 0.7 (81).

The Maillard reaction is and will continue to be a con-
cern in pasta production. The industry has accepted high
temperature and ultrahigh temperature drying as optimal
drying cycles, producing the highest quality pasta. This
higher quality comes with the risk of its own defect:
“browning” during drying. Most pasta produced under
high temperature and ultrahigh temperature drying cycles
will not have the browning defect, but there are factors
that can increase the likelihood of Maillard reactions
occurring. Factors directly caused by the semolina or the
drying cycle have been researched to some degree
(77,79,80). However, there are factors not easily antici-
pated in a research environment, such as “holding” of
product in the dryer due to other equipment problems,
effect of equipment wear on the amount of starch damage
in the product, and poorly calibrated sensors. While the
Maillard reaction may not be a concern for most pasta
processors today, it would be unusual not to see some red-
dish-colored pasta on the shelf in a local supermarket.

4. Checking in Pasta

There are two types of checking in pasta: predryer check-
ing and final dryer checking. Predryer checking, as the
name implies, occurs in the predryer section. This defect
will appear as spots in the finished product. The spots will
generally be round and be near the surface of the product.
These spots may appear similar to spots due to insufficient
vacuum during extrusion. Final dryer checking is easily
identifiable. In the spaghetti, final dryer checking will
appear as an oval on the surface of the spaghetti, and can
be described as a “crescent,” “canoe,” or “half-moon”
(Figure 158.8). In other products, final dryer checking
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FIGURE 158.8 Final dryer checking in rotelle (a), elbow mac-
aroni (b) and spaghetti (c). Note partial and full oval shaped
checking in spaghetti and checking on the outside and on the
face of vanes of rotelle.



will be visible as cracks in the pasta. The stresses causing
final dryer checking are created during final drying, but
the actual checking of the product may not occur for up to
10 days after drying.

Both predryer and final dryer checking are caused
by removing moisture too quickly from the pasta.
Predryer checking can be corrected by increasing the
relative humidity and or the residence time in the drying
chamber. These changes may ensure that the moisture
content going into the final dryer is appropriate for
that dryer. Because each dryer is different, knowing
the operating conditions and properties of the product
when the production line is running correctly cannot be
over-emphasized. While general values of moisture
content at various stages in the drying can be found for
“typical” dryers, knowing the exact conditions in the
dryer that you are trying to troubleshoot is extremely
valuable. Final dryer checking can be corrected by
increasing the relative humidity in the final dryer section.
Increased relative humidity in the final dryer section
may slow drying enough to require increased drying
time. Final dryer checking can be due to improper
predryer conditions. Final drier checking may also be due
to pasta leaving the predryer at too high of a moisture
content.

Frequently, only minor changes in the dryer will correct
a checking problem. For example, a pasta manufacturer
was producing a penne product that was checking badly.
The plant producing this product eliminated the checking
by increasing the relative humidity in the final dryer section
by 3%. The root cause of this plant’s problem appeared to
have been worn die inserts. The thickness of the product
had increased enough to cause these drying problems.

5. Pasta Defects/Troubleshooting

Defects in pasta production do occur, and being able to
locate the source of the problem is important in solving the
defect problem. Having accurate data on the optimal drying
parameters as measured and controlled in the process being
investigated cannot be over-emphasized.  Having a “base-
line” for comparison will help to solve many problems
quickly. Table 158.2 lists some of the more common
defects found in dried pasta along with the likely cause(s).

IV. GOOD QUALITY PASTA

The goal of pasta production is to make a dried pasta that
is translucent (although some portions of the market pre-
fer pasta extruded through a bronze die, which will result
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TABLE 158.2
Troubleshooting Pasta Defects

Defect Possible Cause Possible Solution

Specks in the pasta Raw ingredients Check for grit and black or brown specks. Ensure
it meets the plant’s specifications.

White spots and streaks on the Wide semolina particle size distribution Narrow the size distribution of semolina
pasta (see Figure 158.9) Very dry semolina Use semolina with a higher moisture content

Insufficient hydration time Increase residence time in the mixing chamber
Circular bubbles in the pasta Loss of vacuum on the extruder Make sure vacuum system is clean and operating

properly
Predryer stress Ensure relative humidity the product is exposed 

to from the die and through the predryer is correct
Deformed pasta Varying dough moisture at die Ensure semolina and water flow rates are consistent

Poor die pressure distribution Check for possible obstructions to flow at the die
Cracks (checking) in pasta Drying too fast in the final dryer section Check conditions in the final dryer, possibly increase

“canoe” or “crescent” shape in spaghetti relative humidity to slow the drying process 
(see Figure 158.8c). Cracks in other products Ensure product does not drop far or onto too solid a 
(see Figures 158.8a,b) surface when conveyed

Mechanical damage (sections of pasta Post-dryer checking can occur if ambient relative 
chipped out of the ends of tube products humidity is too low (�10%) or too high (�75%) and 
(see Figure 158.10) the product is exposed to the conditions for 

Post-dryer checking 3 hours or more
Rough mechanical handling Pasta may be dropped from too great a height, fracturing

the product.  In tubular products, this will result in
squares or triangles being knocked out of the ends,
instead of cracks on the entire length of product

“Red” or “orange” color Maillard reaction occurring in the pasta Check RH and temperature in the final dryer section
in the pasta Check semolina for excessive sugars or ash (indicating 

a high semolina extraction)



in a rough surface) and free of visual defects such as
checking, hydration spots, and specks. This pasta should
cook to a non-sticky, firm product with little cooking loss,
and resist overcooking.
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end. Note hydration streaks about 1/3 the distance from the cen-
ter of the product. 
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I. GENERAL INFORMATION

Dr. George Pigott coined the phrase “aquatic food prod-
ucts” because it was difficult to find one word to ade-
quately define edible animals and plants from the aquatic
environment. “Seafood” denotes only food from the sea or
marine environment, omitting freshwater plants and ani-
mals. Similarly “fish” is not an all encompassing term for
all of the different animals (both vertebrate and inverte-
brate) and plant products humans take from the water and
eat. The FDA recently defined fish to mean:

“fresh or saltwater finfish, crustaceans, other forms of
aquatic life (including, but not limited to, alligator, frog,
aquatic turtle, jellyfish, sea cucumber, and sea urchin and
the roe of such animals) other than birds or mammals, and

all mollusks, where such animal life is intended for
human consumption.” (Title 21 of the Code of Federal
Regulations. Part 123.3(f)).

Over 350 species of mollusca (e.g. clams, oysters,
snail, octopus), arthropoda (e.g. lobsters, crabs, shrimp and
crayfish), reptilia (e.g. turtles, alligators), amphibia (frogs),
gastrapoda (whelks), holothurians (sea cucumbers), and
chordata (finfish) are used as food (1,2). Furthermore,
aquatic plants and marine mammals are important compo-
nents in the diets of people from many cultures. 

Interesting, unconventional, unique and somewhat
bizarre traditional foods are made from aquatic products.
Numerous tissues are consumed besides the muscle from
aquatic animals. Some examples of the wide variety of
aquatic food products are presented in Table 159.1 using
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species common to Westerners. This is nothing close to an
exhaustive list of the different types of products made
from aquatic plants and animals, but it provides some
insight into how diverse aquatic food products can be.

For many species the muscle tissue plus certain
organs are eaten together. For example, lobster, crab or
scallop meat is eaten with the hepatopancreas and roe (if
present) by individuals who like it. 

The entire organism is commonly consumed (e.g. oys-
ters, limpets, some clams, small fish). For some species
only certain organs are consumed, such as sea urchin roe.
Roe is eaten in a salted or seasoned form as caviar from a
variety of different fish and invertebrates. The most com-
mon vertebrate species for the production of roe products

are flying fish roe (for tobiko used on sushi), sturgeon and
paddlefish for black caviar, salmon for salmon caviar or
ikura, herring roe for kosunoko, cod roe for tarako, and
pollock roe for mentaiko (also spelled mentiko). Salted
fish roe from cod or capelin are used as a component of
pastes or spreads. Lower grade sturgeon can also be
pressed and sliced or mixed with butter or soft cheese and
used as a spread. Roes can be partially dehydrated; for
example, sujiko, which made by salting and then pressing
skeins of sockeye salmon roe. A dried roe product is made
from mullet roe and is called karasumi. High levels of wax
esters give mullet roe a unique chewy texture. Flavored or
seasoned roes are becoming increasingly popular. For
example, chili flavored mentaiko is a widely used 
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TABLE 159.1
Examples of Aquatic Foods

Item Source Examples

Whole animal Mollusc Clams, oysters, octopus, limpet
Crustacea Small crab
Fish Sardines, smelt
Insects

Plants Marine plants, various Sea vegetables, nori
Marine plants Food additives (agar, carrageenan)

Liver/hepatopancreas Finfish, various Cod, pollock, salmon
Marine mammals Seal, walrus, whale
Crustacea Lobster, crab

Tongue Finfish, various Cod, halibut
Marine mammal Seal, whale

Heart/kidney Finfish, various Salmon, tuna
Marine mammal Seal, whale

Stomach/throat Finfish, various Cod
Brain/head Finfish, various Salmon, cod halibut (cheeks)

Marine mammal Whale
Spinal column Finfish, various Sturgeon
Eyes Finfish, various Salmon
Gills Finfish, various Salmon
Gonadal tissue, roe Mollusk Sea urchin

Fin fish Sturgeon, herring, salmon
Crustacea Lobster, crab, shrimp
Reptile Turtle eggs

Gonadal tissue, milt Mollusk Oyster
Finfish Salmon

Testicles Marine mammal Seal
Penis Marine mammal Seal (East Asian medicinal)
Skin Finfish, various Salmon, rockfish
Connective tissue Finfish, various Shark (cartilage)
Adipose tissue Marine mammal Seal, whale
Oil (head or adipose) Finfish, various Herring, salmon, shark, cod

Marine mammal Whale (blubber),
seal (blubber and extracted oil)

Bodily fluids Mollusks Squid (ink)
Finfish Blood

Fin Finfish, various Shark
Shell Mollusk, various Oyster (as nutritional supplement)
Exoskeleton Crustacea, various Shrimp
Bone Finfish, various Smelt, sardine



condiment in Korea, and salmon roe treated with soy and
other seasonings is popular in Japan and throughout Asia.
Sauces and salad dressings often contain fish roe. Fish roe
and milt are served in soup or lightly sautéed. Milt can be
smoked and made into spreads. Uni, is a colored, flavored
alum treated gonadal tissue from the sea urchin used pri-
marily for sushi.

Steamed fish, soups and stews are made from the
whole fish, with tissue from the head (such as the cheeks
and tongue) and the eyes reserved for special guests. 

Cheek tissue, particularly from larger fish such as hal-
ibut are commonly served separately. Halibut cheeks are
the muscle from underneath the eye of the fish. Since hal-
ibut can reach up to 250 pounds, the cheeks can be several
ounces each. In the recent past, halibut cheeks were some-
times mislabeled as scallops or sea scallops, but with the
current high demand, halibut cheeks are a popular food in
their own right.

Certain tissues of a fish may be fried (skin, intestines)
and served as such. Skin and intestine are often incorpo-
rated into stews, soups, or ground meat preparations.
These tissues are dried for use in a seasoning or base. In
addition, fish skin can be cured into leather for belts, wal-
lets and shoes. The most common types of leather in
Western markets are from shark and skate, sturgeon, eel
and salmon.

Specialty dishes use fish connective tissue as a fea-
tured ingredient. Fish maw soup (from finfish stomach
and throat tissue) and shark fin soup both take advantage
of the thickening properties of these connective tissues for
the preparation of various dishes. Gelatin can be recov-
ered from fish skin and connective tissue for use in tradi-
tional foods and, if appropriately manufactured, as kosher
gelatin. Shark cartilage is both a food component, and
when dried, a nutritional supplement.

A wide variety of condiments, sauces and seasoning
are made from aquatic animal tissues. Most common are
fish oils forming the base for margarine, dressings, sauces
and condiments. The omega-3 fatty acids in high quality
stabilized fish oil are a nutritional supplement commonly
sold in capsule form and more recently as a stabilized
ingredient in functional foods. The importance of fish oil
in the diet is a continuation of a longstanding trend. Prior
to the widespread availability of vitamin supplements and
fortified milk, cod liver oil was a primary source of vita-
min D. Oil from marine mammal tissue (e.g. seal oil or
ooksook, and whale blubber) remains popular in the tra-
ditional diets of people above the 47th parallel in reflect-
ing the dietary patterns of the samoyed peoples who
migrated throughout Alaska, the Pacific Northwest,
Scandinavia, British Isles, Russia and Japan. Marine
mammal oils can be rendered at room temperature or ren-
dered with heat. These oils may be consumed fresh or
aged. These oils serve as a condiment or dipping sauce
and are used in a similar fashion as olive oil in
Mediterranean cuisines. 

Aquatic animal foods are valuable, and in some cases,
incredibly expensive. Because of the value, widespread
poaching of shark and sturgeon have led to severe restric-
tions and closures in these fisheries. Fortunately, sturgeon
can be cultivated, hopefully saving important Caspian Sea
species from extinction. Reasonably good Beluga stur-
geon caviar at retail routinely runs $200 per ounce or
more. The most expensive aquatic food product however
is gold “Almas” caviar from Beluga sturgeon (Huso huso)
purported to be over 100 years old, is packaged in 24 karat
gold tins and sells for US$ 23,000� per kilogram (3).

There have been few efforts to cultivate shark. Sharks
are slow growing and breed after several years of age.
Some sharks bear live young, meaning that the number of
offspring from each female is small. Fishing pressure on
large sharks is threatening the viability of sub-popula-
tions, particularly in the waters surrounding Southern
Asia. The value of dried shark fin varies greatly by size
and appearance, but for good specimens, the value exceed
hundreds of dollars per pound. 

A variety of nutritional supplements and traditional
medicines are made from aquatic organisms. Besides fish
oil, calcium supplements are made from oyster shell.
Oyster milt and other reproductive tissues are purported to
have medicinal properties. This includes the use of the
seal penis in Asian medicine, a suitable, albeit a mis-
branded substitute for tiger penis in traditional Chinese
medicine. Numerous marine plants and their extracts are
common sources of vitamins, minerals, and phytoactive
components with alleged beneficial properties.

Aquatic products have been consumed from ancient
times and were probably the first animal sources of protein
in the human diet. Humans settled near water and have
captured fish and harvested mollusks since prehistoric
times. Commercial fishing was part of the ancient culture
of Egypt where ancient fishing vessels have been
unearthed that vary little from designs of vessels used in
artesian fisheries today. Asian and European civilizations
have consumed fish for thousands of years before recorded
history. Native Americans can trace their use of fishery
products back 3,500–10,000 years. Numerous archeologi-
cal sites containing bone, shell, fishing hooks from bone
and stone net weights have been recovered in the United
States (4) with important sites at Lake Ozette in
Washington state verifying the use of cedar bark nets
among coastal tribes going back several hundreds of years.
In addition to wild harvest, culturing fish and ranching or
impounding fish in ponds dates back a thousand years or
more. Among the Makah, live fish were harvested off the
northern most tip of the continental United States and then
placed into ponds and held until consumed. This technique
provided the people with a source of food when the
weather was too rough to fish. It also provided a means to
have fish species that would otherwise be out of season.
Similarly aquaculture and impounding of fish have been
practiced for centuries on the islands of Hawaii and in
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Polynesia. Commercial aquaculture and fishing were key
industries in ancient Asian socities and in the West during
the Roman Empire with archeological sites indicating the
widespread use of aquaculture in Italy and North Africa.

Today aquatic food products are the major source of
high quality animal protein to a quarter of the world’s
population. The consumption of aquatic food products is
increasing internationally, with aquaculture being the
source of any new product to meet market demand. By
2020, a deficit of 10% or more in the world-wide supply
of aquatic foods is predicted, even with the growth of cul-
tured product increasing rapidly.

International trade in aquatic food products is critical
to the balance of trade of many countries. For example,
the US imports 3.9 billion pounds of aquatic food prod-
ucts from over 160 different countries with half of this
from China, Ecuador, Chile, Canada and Thailand.
Imported seafood constitutes more than half of the
seafood consumed in the United States (5). Rights to fish
and the control of critical fisheries (e.g. cod in the North
Atlantic) have provided the basis for numerous protracted
trade disputes, and sometimes, all out war.

II. PROCESSING TECHNOLOGIES

The primary advantages of preservation of seafood prod-
ucts are to extend product shelf life, ensure product safety
and nutritional value, and maintain product quality.
Specific market advantages obtained by preserving
aquatic food products include: the ability to distribute
food over long distances far from the point of harvest; to
hold product when it is no longer in season, or to hold it
in a form suitable for later processing or consumption.

III. COLD STORAGE

To make these products widely available, aquatic food
products are often refrigerated or frozen. The widespread
use of refrigeration, freezing, and cold storage has meant
that aquatic food products, normally available only sea-
sonally and within a small region, can now be sent around
the world any time of the year. Because of reliable inte-
grated transport, live and high value products can be air
shipped from relatively remote locations to major metro-
politan areas within 48 hours of harvest. Shipping costs
often exceed the value of the product. 

Until quite recently, aquatic foods were primarily har-
vested and consumed locally. These foods were generally
available only during a limited season. These limited sea-
sons or “fish runs” were critical to the human survival in
many parts of the world. Entire cultures developed around
the annual salmon runs in Asia, Alaska and the Pacific
Northwest. Also important to the survival of many cul-
tures have been the seasonal migrations of huge schools of
fish such as herring, smelt, sardines or anchovetta and the

larger pelagic fish and the mammals that feed upon them.
Harvests were primarily restricted to coastal areas as there
were few methods available for preserving fish on-board
high seas fishing vessels. An exception to this was the
North Atlantic salt cod fishery that started in the 14th cen-
tury and continues today. 

Animal food products deteriorate rapidly at ambient
temperatures, and aquatic food products are generally even
more susceptible to deterioration. Refrigeration works by
slowing metabolic processes. Reducing temperature slows
the growth of pathogenic and spoilage microorganisms
and reduces the rate of deteriorative biochemical and
chemical reactions in the muscle and other edible tissues
(6). However, many animals and plant foods from the
aquatic environment, particularly marine fish, are poikilo-
thermic and are adapted to living at low temperatures
(�1–10°C). Tropical fish are also poikilothermic since
water temperatures for these species rarely exceeds 20°C.
The endogeneous enzymes in these cold adapted “natu-
rally” work at refrigeration temperatures, so spoilage reac-
tions occur at a relatively rapid rate since refrigeration
does little to impede them. In addition, spoilage bacteria
associated with poikilothermic organisms continue to
grow. This is why products from aquatic animals and
plants deteriorate more quickly than foods from terrestrial
sources and must be processed quickly and held under
proper conditions to maintain highest quality. 

IV. LIVE HANDLING

With the exception of aquaculture where the fish can be
harvested with limited stress, finfish are most commonly
“stressed” when captured. In the capture fisheries, finfish
are literally still “hunted” and capture techniques still
include the use of nets (for example, seine, trawl, and gill
nets to catch salmon, herring, or pollock); hooks and lines
(for example, to catch halibut or swordfish); traps (for
crab and shrimp), even harpoons (for bluefish tuna and
marlin). This harvest induced stress leads to a reduced
level of glycogen in the flesh when the fish are brought on
board. New methods of reduced temperature and moder-
ate amounts of carbon dioxide as an anesthesia prior to
slaughter can reduce the stress to fish and improve muscle
quality.

As the fish pass through rigor, the ultimate pH of the
fish tissue is higher than for meat, generally pH 6.4–6.6.
Little glycogen is left in the muscle tissue for conversion
to lactic acid during the glycolytic process that accompa-
nies rigor.  In contrast, land animals are generally rested
prior to slaughter and have higher levels of glycogen, and
a lower ultimate pH, around 5.5 for mammalian muscle
and 5.9 for chicken. The higher ultimate pH in fish is one
reason why fishery products are relatively more suscepti-
ble to microbial spoilage than other muscle foods stored
under the same conditions. The endogeneous enzymes in
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the fish muscle and viscera of most commercially impor-
tant species are highly active at refrigeration temperatures.
Also, the microbes that grow on the external surfaces, gills,
and in the viscera are adapted to growing at relatively low
temperatures and can cause rapid spoilage.

Other factors specific to the biology of aquatic ani-
mals causes the muscle tissue to be in less than prime con-
dition when harvested. These biological factors make
proper refrigeration and freezing critical for maintaining
product quality. Salmon, for example, are commonly cap-
tured as they return from the ocean to spawn in a fresh
water stream, often many hundreds of miles inland. With
salmon, the fish have stopped eating, and have also had to
physiologically “readapt” to swimming in fresh water.
The fish must mobilize their energy reserves (adipose fat,
muscle fat, and muscle protein) for migration as well for
producing roe (eggs) or milt (sperm). At a certain point
during the spawning process, the salmon flesh becomes
pale, soft, and flavorless. This severity of this problem is
species, gender, and run dependent.

Any aquatic food product should be refrigerated or
cooled on ice as soon as possible after harvest. Live mol-
lusks should be placed in refrigerated seawater, held in
cold storage at 10°C or lower, or be placed in salt water
ice. Live marine mollusks can be placed ON THE SUR-
FACE of fresh water ice; however, placing live marine
mollusks in fresh water ice will kill them. Mollusks can
remain alive under these conditions for five days or more. 

V. HANDLING AND SHIPPING LIVE FISH

Handling and shipping live invertebrate fish is a common
practice. Molluscan shellfish (clams, scallops, oysters,
mussels, snails), crustaceans (crabs and lobsters) and
other invertebrates (limpets, sea cucumber) are shipped by
keeping the animals moist by wrapping them in seaweed,
moist paper or liners, and reducing temperature slightly.
Often these creatures are placed into circulating water
tanks at the point of sale. The large marine Alaskan and
Tasmanian king crab are available for retail sale as live
animals and sell for over $100 per animal.

Live transport of finfish is becoming more common.
Here, fish are shipped in temperature controlled tanks
with air or oxygen circulation and then transferred and
held in “live tanks” at retail facilities or in restaurants.
More exotic foods animals including live frogs and turtles
are transported in a similar fashion. Most of the recent
advances in oxygen permeable packaging for life fish
transport have come from the pet trade with these tech-
niques becoming more important for food fish. 

VI. HARVESTING

“White fish” such as cod, pollock, or whiting, are com-
monly harvested on the high seas by trawl and held on

board in refrigerated seawater until they have gone
through rigor. Certain species of larger and high value fish
are harvested by hook and line including swordfish and
halibut. Pacific cod are harvested using a long line tech-
nique, headed and gutted and frozen shipboard within 2.5
hr at �20°F in a prerigor state. Product frozen prerigor is
preferred in the Japanese market. If handled properly, fish
caught by hook and line can be of higher quality than
those harvested by net.

Warm water aquacultured fish such as catfish or tilapia
are collected from ponds and stunned by dropping the
water temperature. Another way of stunning the fish is to
place the fish into carbon dioxide saturated water (600 ppm
or greater). After this, the fish are bled by cutting the gill
rakers or by cutting the artery anterior of heart. This allows
the heart to remain functioning and pump the blood out of
the body. The fish are then placed circulating ice water for
5–20 min. so the blood can be completely removed, further
processed for the fresh market or frozen. Bleeding a fish
greatly improves muscle color, storage stability and flavor. 

Clearly the post harvest stress in cultured fish is less,
since struggle can be reduced when the fish are harvested.
To improve quality, cultured fish can be fasted for up to a
couple of days before harvest, reducing the metabolic
activity of the digestive enzymes. Fish generally pass
through rigor “whole” and still retain visceral enzymes,
and if these are present at high levels they can cause dete-
rioration of the meat during storage.

Besides stress, and the affect of harvest method used,
seasonal variations play an important role. Wild caught fish
can vary greatly in product quality depending upon when in
the breeding cycle harvesting occurs. For Alaska pollock
(Theragra chalcogramma), the fish harvested during the
breeding season for mentaiko (or mentiko) have poorer
quality flesh than fish harvested at other times during the
year. Similarly, large variations in muscle quality are seen
in salmonids. For example, the flesh texture of pink salmon
(Oncorhynchus gorbuscha) tends to remain firmer for male
compared to female fish in the same run, as a result of the
mobilization of fat and energy reserves by the female fish
for egg production. Also, salmon within the same run har-
vested at a mouth of a river contain more fat and have a
much higher quality than fish harvested closer to the
spawning grounds. Fish harvested at the mouth of a river
from short runs also tend to be of lower quality than fish
from longer runs. This is because fish with longer migration
patterns require larger energy stores for migration and tend
to have a higher fat content and a richer flavor.

Normally, fish are allowed to pass through rigor before
they are processed and are commonly held at 4–10°C until
rigor has resolved. For the best quality product, fish should
be processed as soon after resolution of rigor as possible.
Because these animals and their accompanying microflora
are adapted to cooler temperatures, deleterious biochemi-
cal reactions can occur quickly in fish. Care must be 
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taken to ensure that butchering operations are as clean and
sanitary as possible to avoid cross contamination between
viscera and meat. Eviscerating must be conducted under
cool conditions. Often fish processing facilities are kept at
45–50°F to maintain product quality.

VII. REFRIGERATION

For this chapter, refrigerated is used to describe product
temperatures above 0°C and frozen, product temperatures
below 0°C. Holding and shipping live fish is technically a
refrigeration process since products are held at tempera-
tures between 3–10°C, depending upon the species.

Rigor begins (onset of rigor) in fish within one to two
hours depending upon species and ambient temperature.
Onset of rigor is temperature dependent and occurs sooner
at higher temperatures. Extremely large fish such as
bluefin tuna weighing several hundred pounds go through
rigor slowly like other large animals. As a comparison, the
onset of rigor in beef muscle is within 10–24 hr post-
mortem at room temperature, in chicken in 2–4 hr, and in
whale muscle, 50 hr (7). 

Fish pass through rigor within hours and are generally
processed post-rigor. Fish should pass through rigor (res-
olution of rigor) before fillets are frozen to avoid tough-
ening, shrinkage and to reduce drip loss when the product
is thawed out and used (thaw rigor). One exception to pro-
cessing pre-rigor for certain at-sea longline processors
that process high value fish prerigor, is freezing fish
within two or three hours of harvest. Another exception is
in aquaculture, where fish are often processed prerigor.

Fish must be carefully handled post rigor, since rough
handling can tear the muscle tissue causing the myotomes
to separate. This phenomenon is called gaping. Gaping is
an important quality consideration in finfish harvested from
cold waters. Gaping is most prevalent in fish allowed to
pass through rigor at elevated temperatures (�17°C). Other
manifestations of rough handling include discoloration and
softening as a result of bruising, caused by rupturing blood
vessels within the muscle tissue. Also, fractures of the ver-
tebrae introduce blood spots into the muscle tissue. 

Controlling the temperature of muscle foods is impor-
tant for maintaining quality during storage. Muscle fibers
contract postmortem at physiological temperatures.
However, the amount of contraction decreases and is low-
est around 10–20°C. At temperatures lower than 10°C,
muscle contraction increases again. Contraction of muscle
fibers at low temperatures causes the quality defect of
cold shortening making muscle tissue tough. Cold short-
ening occurs in prerigor muscle (below 10°C) because the
sarcoplasmic reticulum cannot efficiently store calcium
ions at these lower temperatures. Fish muscle, with the
exception of that from large pelagic species, is not highly
susceptible to cold shortening.  However, a related prob-
lem is thaw shortening, which occurs when muscle is

frozen prerigor and then thawed rapidly. Because ATP is
not depleted in the muscle cells when tissue is frozen pre-
rigor, the muscle fibers contract rapidly during thawing
releasing large amounts of tissue fluids (drip loss) with
accompanying muscle toughening.

There are a number of methods for storing fish at
reduced temperatures (15°C or less) including: crushed
ice, slush ice (water ice dispersed in water alone or in
water containing additives (e.g. salt, organic acids, antimi-
crobials, sugar)), champagne ice (slush ice with gaseous
carbon dioxide) and mechanical refrigeration.  

Even with refrigeration, aquatic food products have a
limited shelf life (Table 159.2). Eviscerated (“dressed” or
gutted) whitefish such as cod or halibut, and salmon have
a shelf life of a week or less at 4°C, but fatty fish in the
“round” containing visceral contents such as mackerel or
herring should be stored no longer than a couple of days.
The shelf life can be extended significantly using tightly
controlled storage conditions at lower temperatures by a
process called superchilling. This technique involves
holding the product at 0 to �1°C with variations of hold-
ing temperature less than � 0.5°C. Most fish muscle does
not freeze above �2°C.

A. VACUUM PACKAGING

Vacuum packaging also increases shelf life of certain
products. Storage of chilled vacuum packaged meats
including smoked fish up to 10 weeks is possible at 4°C.
The primary, but somewhat unwarranted concern with
vacuum packaged seafood products, is the growth of
Clostridium botulinum type E. This organism can grow at
refrigeration temperatures 38°F (3°C) and relatively high
concentrations of water phase salt (4.5–6%)(6). However,
most products will have signs of decomposition before the
risk of botulism becomes significant.

Recent concern among regulatory agencies about the
safety of vacuum packaged fresh fish and smoked fish
products from Listeria monocytogenes is also misplaced.
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TABLE 159.2
Refrigerated Shelf Life of Fresh and Cured Aquatic
Food Products

Approximate Days Remaining in Good Condition

Products 32°F 60°F

Cod, fresh 14 1
Salmon, fresh 12 1
Halibut, fresh 14 1
Finnan haddie 28 2
Kippers 28 2
Herring, salted 1 yr 3–4 mo
Cod, dried salted 1 yr 4–6 mo

Adapted from Pigott and Tucker, 1990 (4).



Packing these foods under vacuum or with nitrogen flush-
ing maintains product quality longer and also provides a
packaging that is tamper evident. Concerns with thermal
abuse can be addressed by labeling: “keep refrigerated at
38°F or less” and “use or freeze by” dating. Modern time
temperature indicators or recorders can be used to ascer-
tain whether a product has been thermally abused possibly
jeopardizing its safety, and these monitoring techniques
are becoming more common.

VIII. FREEZING

One of the earliest food patents was issued in 1842 for
refrigerated fish. However, mechanical refrigeration/freez-
ing did not become a significant method for preserving
aquatic food products until the early 1950’s. The develop-
ment of shipboard refrigeration and freezing systems made
high seas fisheries possible by permitting vessels to har-
vest finfish and crustaceans from distant areas and bring
these aquatic food products to shore-based processing
facilities and distribution centers. In a similar manner, the
development of practical freezing technologies and refrig-
erated/frozen transportation systems allowed shore plants
to be constructed near fishing grounds while providing
service to worldwide markets (8). 

The recent rapid international expansion of aquacul-
ture now provides fresher and less expensive aquatic
foods to consumers throughout the year. Important cul-
tured species including salmonids (Atlantic and Pacific
salmons, rainbow trout), catfish, tilapia, sea bream, hal-
ibut, eels, sole/flounder, striped bass, molluscan shellfish,
shrimp, and sea vegetables (e.g. nori, the common cover-
ing for sushi rolls) are commonly available around the
world at any time. This would not be possible if it had not
been for the development of practical refrigerated/frozen
processing, sophisticated supply chain management and
reliable air transportation. Unfortunately high quality
frozen or refrigerated (fresh) aquatic foods are too often
unavailable because of poor handling, poor processing, or
inadequate temperature control (9). This is a problem that
still plagues the industry and has since its inception.

Refrigeration and freezing also made it possible to
introduce new and extremely valuable products into com-
merce, for example caviar and fish roe products. Caviar
products are cured with salt, but with few exceptions,
refrigeration or freezing is required to maintain product
safety and quality. Other extremely valuable aquatic food
products which would not otherwise be available without
freezing include king crab with the shell on, giant
prawns, magaro (sashimi tuna or tuna to be consumed
raw) and lox (lightly salt cured, cold smoked, effectively
raw, salmon). 

In general, deterioration can be reduced if the tempera-
ture is 4°C or less and by ensuring holding temperatures are
well controlled. To halt deterioration, the mobility of water

within the food must be reduced. This is particularly sig-
nificant for aquatic food products because the water content
is high. Finfish contains 60–80% water on a weight basis
and some aquatic products contain over 90% water.
Individuals within the industry often remark that they sell
some of the most expensive water in the world. Water
retains the ability within any food product to serve as a sol-
vent or reactant until a temperature of �40°C is achieved
and maintained. Even below �40°C, product quality will
still be affected by surface dehydration unless protected by
packaging or physical barriers such as an ice glaze.

Freezing muscle foods permits storage for one year or
longer at �20°C, assuming that temperature fluctuations
in the storage freezer can be controlled [Table 159.3].
Rapid freezing is required for aquatic food products, even
more so than for muscle tissue from terrestrial animals.
Muscle proteins in fish are less tolerant to changes in the
ionic strength of intracellular fluids that occur during
freezing than other types of muscle food. Small intracel-
lular ice crystals will form in rapidly frozen samples with
less visible tissue damage. For slowly frozen samples,
large intracellular ice crystals form which rupture cell
membranes, increase drip loss and damage texture.

Fish muscle myotomes are more susceptible to
mechanical damage during freezing than the muscle tissue
of terrestrial animals. This is due in part to the orientation
of the myotomes and to the relative weak connective
structures that hold them together. Rapid freezing is also
critical for maintaining the quality of animals frozen
whole such as shrimp, lobster and molluscan shellfish.
These animals are often frozen without eviscerating, so it
is critical to freeze tissue rapidly with as little tissue dam-
age as possible to limit digestive enzymes from being
released into the flesh. Usually, after the fish has been
frozen, it is protected with a water glaze to limit surface
dehydration. Packaging materials that permit moisture
retention and exclude light are preferred.

Freezing and on-board refrigeration has made it
possible to expand commercial fisheries to new species
that were not widely utilized until the late 1970’s. The
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TABLE 159.3
Practical Storage Life for Aquatic Foods (Months) (4,9)

Temperature

��12°C/ ��18°C/ ��24°C/
10°F 0°F ��12°F

Fatty fish, glazed 3 5 � 9
Lean fish 4 9 � 12
Lean fish fillets — 6 9
Lobster, crab, shrimp in shell 4 6 � 12
Shrimp, cooked peeled 2 5 � 9
Clams, oysters 4 6 � 9

Adapted from Institut International du Froid, 1986 (9).



development of a factory trawler fleet and growth of
whitefish fisheries around the world for surimi, fillets, and
fish blocks production would not have been possible
without the ability to harvest tons of fish at a time and
keep them in refrigerated seawater storage until the fish
could be processed on board. Similarly, without recent
developments in freezing technology it would not be pos-
sible to hold the millions of pounds of frozen processed
product on board ship until it can be delivered hundreds of
miles to shore, and from there to consumers.

A. TYPES OF FREEZING

Different freezing methods are employed in seafood pro-
duction. Some of these are outlined in Table 159.4, with
common temperature and air velocity parameters pro-
vided for freezing different food products. Most aquatic
food products are blast frozen, or frozen under conditions
in which product is packaged and placed upon shelves
inside a chamber. Very cold air at high velocity is blown
around the chamber by powerful fans near the ceiling.
After the product is frozen, it is removed from the blast
freezer and placed in a storage freezer. 

Sometimes large fish, such as salmon, are frozen in a
blast freezer without being packaged first. Glazing is also
used to extend the shelf life of frozen whole, dressed fish,
fillets, whole shrimp or molluscs. Glazing involves dip-
ping or spraying water or an aqueous solution on the prod-
uct after the surface has been frozen. Sometimes a
cryoprotectant such as fructose, sucrose or sorbitol, an
antioxidant such as ascorbic acid, or a thickening agent
(e.g. alginate) are added to the glaze.  Levels of glaze on
whole fish can be as high as 9% by weight. The glaze sub-
limes during frozen storage, protecting the product from
surface dehydration or freezer burn. The glaze also keeps
oxygen from migrating into the food limiting lipid oxida-
tion. The presence of a good glaze on seafood is positive
factor, however to prevent economic fraud, seafood prod-
ucts are sold by weight after the glaze has been removed
(or weight net of glaze).

Contact plate freezers are commonly use for freezing
products which can be marketed as uniform slabs such as
blocks of fish fillets, fish mince, fish roe, and surimi. Plate
freezing is used upon factory processors because it is
compact, efficient, and has relatively low operating costs.
In a contact plate freezer, the product is placed in a rigid
pan between two large metal plates that contain circulat-
ing refrigerant. These plates are pressed down upon the
product as it freezes. Plate freezing is required for prod-
ucts that must have uniform dimensions including fillet
block, mince/block, or mince used for sandwich portions,
fish sticks, or nuggets. Very uniform dimensions are
required by the secondary manufacturer who cuts the
blocks into portions of uniform size and weight. Plate
frozen products are frozen in aluminum pans of very spe-
cific dimensions. These pans are lined with coated paper-
board block liners folded to fit inside the freezer pan. The
fish product is arranged inside the liner, and the lid of the
liner folded over and closed. The product is packed by
weight. These pans are placed into a contact plate freezer.
Commercial freezers on ships can be 10–12 plates and
contain dozen of blocks per layer. It takes approximately
2–2.5 hours to freeze a 7.7 kg block of fish in a commer-
cial plate freezer (�28°F).

Cryogenic freezing or immersion freezing in liquid
nitrogen or a carbon dioxide “snow” are popular methods
for freezing high value items such as shrimp and molluscan
shellfish. The freezing rate is extremely rapid, and for some
products, this can cause the food to crack or split. The car-
bon dioxide forms a snow on the food, and then sublimes.
Carbon dioxide is often preferred, since there is less ther-
mal shock than with liquid nitrogen and less physical dam-
age to the product. For seafood, the product is placed on a
conveyor and passed through a carbon dioxide snow. For
nitrogen freezing systems, the product is cooled with
gaseous nitrogen before the liquid nitrogen is sprayed on it.
After the product is frozen, it is packaged in plastic and
allowed to equilibrate to the frozen storage temperature
before it is transferred to a storage freezer. These products
are generally glazed. Often vacuum packaging is used. 

Individually quick frozen shrimp are commonly
frozen in carbon dioxide snow in South American plants,
and in spiral blast freezers in Asian facilities. Each type of
freezing can produce an excellent product and freezing
rate is rapid. Shrimp are glazed with a spray of water after
freezing. After the glaze sets, the shrimp are packaged in
plastic barrier film of various types, packaged in a card-
board master case and held in a storage freezer, preferably
at –20°C although this not always possible. 

Rapid freezing is critical for fish fillets or steaks to
limit the formation of large intracellular ice crystals.
Contact plate freezers would be used for frozen block, but
tunnel freezer (blast freezer) operated as a batch or con-
tinuous system could also be used successfully. Chemical
changes, specifically lipid oxidation, occur in fish tissue
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TABLE 159.4
Freezing Methods for Different Muscle Food Products
(9)

Freezer Air Velocity
Product Type T (m/s)

fish, bulk air blast/batch �30–�40 17
air blast/continuous �40

fish tunnel �30
plate �40–50

fish cryogenic �196
nitrogen

carbon dioxide �78.5

Adapted from Institut International du Froid, 1986 (9).



during frozen storage. Even though the lipid content of
“white fish” is less than 1%, the membrane lipids are
highly susceptible to oxidation. This oxidation can lead to
stale and rancid off-flavors. Gadoid fish including Atlantic
and Pacific cod, hakes and haddock, contain high levels of
trimethylamine oxide (TMAO). This compound is broken
down by enzymes active during frozen storage that cause
proteins in the muscle to cross-link and cause toughening.
These enzymes are more active when the tissue has been
damaged, which is another reason careful freezing is
important. “Fishy” off flavors are a result of microbial
decomposition occurring BEFORE the fish were frozen. 

Frozen storage temperature must be carefully con-
trolled to limit ice crystal growth and water migration in
the fish. Wide fluctuations in storage temperature enhance
the rate of deleterious chemical and biochemical reactions
in the fish that lead to off flavors.  For other products, poor
frozen storage conditions would result in the liberation of
proteolytic and lipolytic enzymes from the viscera which
would cause loss of quality during storage and after the
product is thawed.

B. PACKAGING

A wide variety of packaging materials are used for frozen
aquatic food products. For frozen fish fillets, headed and
gutted Pacific salmon, and frozen glazed crab, the product
is loosely wrapped in plastic and placed inside a card-
board carton for shipment to distribution centers. Shrimp,
individually quick frozen fillets, and breaded products, are
commonly marketed in heat sealed plastic bags. Some
large products, such as whole tuna, are not packaged at
all. Certain traditional foods, including uni [sea urchin roe
brined and treated with alum] and sujiko [brined, colored,
whole skeins of salmon roe] are still marketed in small
wooden boxes. Frozen Dungeness crab meat (muscle
removed from cooked crab) and razor clams are packaged
in cans with double seamed metal ends although there is a
trend to package these products in plastic because of food
safety concerns. People mistakenly believe that products
in metal cans are shelf stable, which raises food safety
concerns. 

IX. CURED AND SALTED PRODUCTS

The addition of salt is the initial step in the production of
cured, smoked, fermented and many dehydrated products.
The purpose of curing is to reduce water activity through
the addition of the salt itself and by the dehydrating effect
the salt has by removing water from tissue being treated.
After salt is added, products are placed on inclined or per-
forated surfaces to drain. This step removes water, and
although is not enough to make a product shelf stable, will
increase shelf life or, if drying is to follow, allow this step
to be more efficiently conducted.

Salted aquatic foods are ancient products and still
widely consumed today as specialty foods. In Japan, the
most common salted fish are sardine, mackerel, salmon
and roe, herring and roe, pollock and roe and squid. In
China small pelagic fish, cuttlefish, shrimp, squid, jelly-
fish and molluscs are salted and dried. Marine fish of all
types, most commonly cod, haddock, salmon, sardine,
anchovies and herring are important products in Europe
and North America and are cured and salted

Cured products are ready-to-eat raw foods. The most
common are from salmon. Gravlax is made by adding
spices, sugar, salt and herbs to salmon fillets and allowing
these to cure for several days under refrigeration. In
Japan, teijin is made by dry salting or brining salmon for
no more than a few hours. Lox is made by dry salting or
brining salmon for several minutes to a couple of hours,
and then smoking the product for a short period of time at
temperatures less than 90°F. These foods are not normally
cooked prior to consumption. Because of the potential for
parasite contamination in wild-harvested salmon, it is rec-
ommended that only frozen fish be used.

Fish roe products are another type of cured ready to
eat foods (3). For a detailed description of roe products
see Chapter 161 in this series. Production of roe products
is still an art to some degree. Sturgeon roe is made by sim-
ply blending singled eggs with 4–5% finely ground salt by
weight for a number of minutes at or somewhat below
room temperature. The salted eggs are drained on a fine
screen, during which time the eggs are carefully inspected
and any defective eggs or connective tissue removed.
After this, the product is packaged into cans that have
slots in the side to allow fluid to drain from the container.
The product is generally aged for at least 30 days prior to
sale to develop oxidized flavor notes and a darker color,
although there is a growing market for the highly desir-
able freshly salted eggs. Salted salmon roe or ikura were
traditionally made using a dry cure method. But more
common now is a process which carefully suspends sin-
gled out eggs in a saturated salt solution for two to less
than ten minutes depending upon the species of eggs,
degree of maturity, and desired final salt concentration.
For sujiko, whole skeins are used. The skeins are soaked
in saturated brine containing flavors, sodium nitrite (100
ppm) and hydrolyzed vegetable protein for about 20 min-
utes. After brining, the skeins are layered with fine salt in
a plastic (formerly wood) container. Weights are placed
upon these containers to compress the sujiko and to
remove moisture. Barako is a similar product made by
recovering broken salmon skeins from sujiko processing.
Barako is sold as singled eggs and is not compressed.

Herring roe or kazunoko [Clupea pallasii (Pacific her-
ring), Clupea harengus (Atlantic or Baltic herring)] are
also a product in high demand in Asia, particularly in
Japan. Kazunoko or “yellow diamond” roe is made 
by curing whole herring egg skeins and is commonly 

Seafood Products – Science and Technology 159-9



prepared as sushi or as a garnish for rice dishes. The her-
ring roe is not immediately removed from the fish.
Instead, the fish are frozen, preferably by brine freezing,
or a combination of brine freezing and blast or plate freez-
ing, the objective being to preserve the natural shape and
form of the roe sacs within the fish. The frozen herring is
then shipped to processing plants where the kazunoko is
produced. The freezing and frozen storage of the herring
is part of the process of “conditioning” the herring mak-
ing roe removal easier.

At the processing plant, the herring are thawed, tem-
pered, or “slacked out” by placing the fish in fresh water
that is exchanged several times during the 24-h thawing
process. This helps to remove blood and other undesirable
constituents from the fish. The skeins are then removed
(or “popped”) from the herring. While skein removal is
commonly done by hand, automated systems are now
used at many facilities both to sort the fish by gender and
then to remove the egg skeins from the female fish. The
skeins are sorted, brined, cured, and then packed in an
approximately 5-gal plastic pails in 100% brine solution,
which is topped off with a scoop (500 to 750 g) of loose
salt. The product is then shipped and held under refriger-
ated temperatures of �4°C or lower. The brining process
traditionally involves many steps in which the skeins are
held in totes of brine of increasing strengths, finishing
with a saturated brine solution. All in all, the brining
process normally takes 5 to 7 days with daily changes of
brine. A primary purpose of this process, in addition to
curing, is to remove any discoloration in the skeins due to
blood, enzymatic activity, or contaminants. In some
instances, hydrogen peroxide is used by secondary
processors to bleach discolorations. Following brining,
skeins are sorted by quality and size. Most kazunoko is
shipped to Japan where it is drained, inspected once again,
and packaged for retail sale. Gift packs consisting of indi-
vidual matched pairs of skeins sell for $10� per pair
(approx. 5 oz). 

Individual brined herring eggs (capelin, cod, or tobiko
also have the same application) are added to sea vegetable
salads and to seafood salads containing, among other
things, marine plants (sea vegetables), clams, limpets, or
marinated octopus. Another product from herring roe is
tarama, a mayonnaise-like condiment manufactured from
emulsified fish eggs. Acceptable tarama can be produced
from damaged skeins and from overly mature roe.

A most interesting herring roe product is kazunoko
kombu or herring roe on kelp and is a garnish for a vari-
ety of dishes, most commonly soups, salads or side
dishes. It can be very expensive, often over $100 per
pound. For the highest quality kazunoko kombu, a uni-
form, dense layer of herring eggs of similar size and color
covers both sides of a piece of kelp. Traditionally,
kazunoko kombu is harvested when herring spawn.
Schools of herring release their eggs simultaneously, and

the eggs adhere to kelp until the fish larvae hatch.
Kazunoko kombu is still harvested in the wild; however,
most is now produced by harvesting live herring just prior
to spawning and placing them into pens (called “pounds”)
in which cut kelp has been suspended. When the fish
spawn, the eggs adhere to this kelp to a thickness of up to
one-half inch per side (or an inch in total thickness). The
fish are then released back to the wild and the egg-coated
kelp is washed, trimmed, cut to market size, and packed in
brine. Due to a shortage of natural kazunoko kombu, there
have been several attempts at developing acceptable sub-
stitutes. One of the somewhat successful attempts at such
uses a surimi-based paste as an adhesive in the highly
labor-intensive operation of attaching a layer of herring
eggs to pre-cut pieces of kelp. The coated kelp is then
placed in a form under slight pressure and heat to set it
and then packed in light brine.

Other aquatic plants are salted and used as food.
Brown kelp (Laminaria japonica) is commonly washed,
boiled, salted, dried, salted and repackaged. The largest
market is China. Seasoned kelp is a popular snack in
Taiwan and Japan prepared by cooking dried kelp in soy
sauce, sugar, salt and spices. Wakame (Undaria pinnati-
fida and U. peterseniana) is a salted dehydrated brown
seaweed reconstituted and added to miso soup (10). 

Salted jelly fish is made with a multistep salting
process by treating brine and alum in increasing concen-
trations with a final step in dry salt. Uni, from sea urchin
gonadal tissues, is also made with salt and alum.

X. SMOKING

Smoking is a form of dehydration and is an ancient form
of food preservation. Smoke imparts a flavor and color to
the food but limited preservative effect. Fish with a higher
fat content such as salmon, black cod or sablefish are the
most popular smoked products in addition to specialty
products such as cold smoked oysters. Fortunately,
Listeria monocytogenes is somewhat sensitive to phenolic
components in smoke. The shelf life of smoked product is
similar to that of fresh product. Therefore, unless the
smoked product has also been thermally processed (com-
mercially sterile, canned or retort pouch), or dehydrated to
a water activity low enough to inhibit pathogen growth
(Aw�0.85) it must be refrigerated (6).

Cold smoked products are ready-to-eat products that
have not received a ‘cook step’ or pasteurization treat-
ment. To cold smoke fish, cured fish is exposed to smoke
at � 90°F (6). Fish can also be cold smoked without brin-
ing. Product prepared in this fashion is held refrigerated
and then broiled or grilled. It is a preparation that works
especially well for halibut, black cod and salmon and is
popular for restaurants. 

A common smoking process is to treat fish fillets,
steak or pieces of larger fish, or butterflied smaller fish
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with dry salt or in a salt brine until a salt content of 1–3%
is reached. Then the fish are drained and permitted to cure
for several minutes or several hours depending upon the
product. Curing allows intracellular fluids to drain from
the fish, and permits further equilibration of salt within
the muscle tissue. During curing, a pellicle or slightly
hardened surface layer on the fish is formed from the
migration of soluble proteins to the surface coupled with
surface dehydration. After curing, the fish is exposed to
smoke. The type of product will dictate the type of wood
used, the heat, time and humidity of the smoking opera-
tion. With few exceptions, hard woods are used for smok-
ing (e.g. oak, hickory, alder, maple, cherry, apple,
mesquite). The key with cold smoking, is for the temper-
ature remain low enough so that microbial growth is kept
to a minimum. Smoking can take a couple of hours for lox
to several days for traditional Indian smoked products,
some of which are still made over fires in traditional dry-
ing sheds.

Cold smoked products are sometimes thermally
processed in jars. Thin strips of cold smoked salmon, eel
or lamprey are packed in jars with oil and then subjected
to a commercial sterilization process. 

Hot smoked products are cured and smoked as
described above, then, in addition, receive a pasteurizing
treatment. A heating cycle follows at the end of the smok-
ing cycle. Depending upon the product, smoke may or may
not be applied during this heating step. Hot smoked prod-
ucts are commonly vacuum packaged. Either hot or cold
smoked product may also be canned or processed in retort
pouches producing a shelf stable product.

XI. DEHYDRATION

Dried fish has historically been a critical item of commerce.
Even today, as much as 25% of the world’s fish harvest is
dried. Access to cod fishing grounds was the cause of major
international disputes throughout the 19th century. This is
because dried salt cod (bacalao) was the major protein
source for workers at sea, during the period of slave trading
in the New World, and for the military in 16th–19th century
Europe. Dried fish is light and easy to transport and did not
decompose without refrigeration. Markets are still strong
for dried cod in southern Europe, West Africa, Brazil and
the Caribbean. Per capita consumption of dried fish is high
in island states, Subsaharan Africa, and in nations with a
high per capita fish consumption such as Portugal, where
there has also been a historically large cod fishery.

Dehydrated product includes dried and flaked fish and
are popular products in Asia. Flaked fish is usually recon-
stituted prior to use, primarily in soups. Dried bonito
flakes form the base for popular condiments in Thailand
and Japan. Dried fish (including shrimp, squid and cuttle-
fish) are often consumed as a snack in Asian communities,
among Native Americans, and to a more limited degree in

Africa and South America in areas where fish consump-
tion is high. 

Salted and dried fish are traditionally made by layer-
ing fish with dry salt at levels of 1:4 by weight of salt to
fish, allowing the fish to cure and drain from anywhere
from a couple of days to a few weeks. Then the fish are
removed from the brine, the surface liquid removed, and
placed on drying racks, often outside in the sun, until
enough water is removed to make the product shelf stable. 

Often, fish are strung through the tail or impaled on
small wooden sticks to dry, commonly without being
salted in advance. In earlier times, fish were split and
placed upon rocks to dry in the sun and wind. Sun drying
is still used today with major commercial operations for
drying cod in the cold North Atlantic winds off the
Lofoten Islands in Norway. Drying racks are up to sixty
feet high. Similar operations for air drying fish are found
in Newfoundland and Labrador. In Hong Kong and in
other parts of Asia, small fish to large squid are commonly
sun or air dried. In fact, the vast majority of dried fish
products are still ‘naturally’ sun or air dried.

Even though this drying technology is simple it is not
without sophistication. Multistage drying processes are
conducted in facilities of simple construction. Among the
Native American tribes along the Columbia River, salmon
fillets are sun or air dried until a certain desired consis-
tency is reached, then the fish are cut into strips, some-
times salted, and placed on dowels in drying racks. Drying,
usually in combination with smoking, occurs over a num-
ber of days inside a drying chamber or shed. Ambient tem-
perature and wind velocity control drying time. 

Often times, dehydration is combined with other food
preservation processes such as curing or salting. Jerkies
are thin hard or somewhat pliable strips of fish made by a
cold smoking fish treated with salt or salt-sugar mixtures. 

Aquatic plants are often dehydrated. Nori or laver
(Enteromorpha spp; Ulva spp., Monostroma nitidum) are
green seaweeds sold in dried sheets that form the outer
surface of sushi rolls. Small slices coat the surface of rice
crackers and are included in dried seasonings for rice,
soups and sauces. Nori is either mechanically or sun dried
and is sometimes toasted. Dried or toasted nori is a com-
ponent in seasoning pastes containing soy sauce and
sugar.

Drying is a less important preservation method for
fish in developed nations than in the past. Reconstitution
and use of salt-preserved foods, such as salt cod or dried
cuttlefish, in food preparation is involved and labor inten-
sive. Many dried, salted foods have fallen out of favor in
part because current meal preparation times are short – in
the West averaging less than 15 minutes per meal!
However, the increasing popularity of authentic Asian,
Spanish and Caribbean cuisine are exposing more indi-
viduals to traditional salted and dried fish products, rein-
troducing these foods to many people.
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All known mechanical drying methods have been
used for fish products. The highest value are for freeze
dried products such as small shrimp used in instant soups.
Microwave drying technologies may replace freeze drying
as a cost effective alternative to these methods are further
developed. Fluidized bed drying makes a highly accept-
able product as well. Flaked fish is prepared on drum dry-
ers and by convective drying methods. 

XII. FERMENTATION

Aquatic animal tissues are commonly fermented (9) at
both low and higher salt contents. Lactic acid fermenta-
tion are utilized to some degree in the production of Asian
fish sauces, fish balls and sausages. Fish sauce (from
whole fish) or fish pastes (shrimp paste) are salty and
highly flavored, and clearly an acquired taste for the
Western palate – like single malt scotch and cigars. Fish
sauce with specific flavor profiles, clarity and color are
national and regional specialties in Thailand (nam-pla),
Vietnam and Kampuchea (nuoc-mam), Indonesia (petis),
Malaysia (budu), Philippines (patis), China (yu-lu) and
Japan (shotturn). Traditionally, fish sauce is made by lay-
ering whole small fish with salt (20–40% by weight) in a
ceramic crock with a perforated bottom. A weight is
placed on top of the fish to remove air and to force the liq-
uid produced during fermentation to drain off. The crock
is held for several days at high ambient temperatures. To
control fermentation temperature in certain regions, fer-
mentation vessels may be buried in the ground, in this
case, preparation of fish sauce may take a number of
months. Fish sauce may be filtered or a certain amount of
insoluble residue may remain in it. It may or may not be
pasteurized. Common types of fish are sardines,
anchovies, ambassids and shrimp. In Japan, fish sauce
preparations may also contain soy sauce or wheat koji,
small clams, or oysters to modify the flavor and aroma.
Japanese fish sauces may also contain added sources of
proteolytic enzymes to assist with the fermentation
process.

Fish pastes can be made from the residue remaining
after fish sauce production or by fermentation of fish and
wheat bran by Aspergillus oryzae. Fish sauce residue is
mixed with red rice and fermented producing the pink
condiment, bagoong, popular in the Philippines. Similar
products are made in southeast Asia by blending fish
sauce residue with glutinous rice, or roasted rice and
molasses (mam-cho).

Proteolytic fermentations using endogeneous
microflora conducted at cold temperatures include fer-
mented whole fish and fish viscera in Asia, and the stink
fish and stink eggs of the Northwest US coast up through
Alaska and into Siberia. Fermented organs (e.g. sea urchin
gonad) or muscle (fermented squid) are popular foods in
Japan (9). Fermented salmon belly flaps and viscera (the

traditional lomi lomi in Hawaii) or fermented pyloric
caeca are specialty items in Japanese and Filipino com-
munities. These fermentations are generally conducted
with little or no added salt. Among the Native people of
the Pacific Northwest, Alaska and into Siberia, seal flip-
pers, marine mammal muscle, and fish heads were tradi-
tionally packed into seal skins and buried in the ground
for several months. Fermented seal flippers prepared by
salting the flippers and packing them into barrels remains
a popular food in the Pribilof Islands. Problems arose in
these Native communities with the advent of plastic bags
and central heating, when people began making these tra-
ditional foods indoors within a shorter period and at a
higher temperature creating a risk for Clostridium botu-
linum intoxication. After this problem was discovered,
practices were modified again to make the traditional
foods safely. Stink eggs are another traditional food of the
indigenous peoples of the Northwest. In one type of
preparation, salmon eggs are fermented by placing them
into a small cloth sack coated with flour to exclude air.
After several days, the eggs become liquified producing a
condiment. 

Marine plants are incorporated as ingredients alco-
holic beverage production in Japan.

XIII. THERMAL PROCESSING

By the mid 19th century, fish was being thermally
processed in metal, lead soldered, and sealed cans.
Thermal processing for aquatic foods includes retort
pouches and more recently microwave sterilization.
Canned tuna and salmon are still common, and new con-
venient forms of these products are making inroads into
lunch markets. Canned tuna remains the most popular fish
product by volume, consumed in the United States.

Improvements in the quality, availability and price of
fresh and frozen fish products, along with cheaper poultry
products, have negatively impacted the canned seafood mar-
ket, particularly salmon, which is still widely consumed
around the world and remains an important product for the
Alaskan fishing industry. Producers of canned salmon are
seeking new markets in the food service sector with retort
pouch products, and with new market forms of canned
salmon including seasoned products, canned smoked prod-
ucts, and skinless/boneless products and microwave
processed shelf stable portions. The market for canned
salmon is not expected to grow, with the possible exception
of high-end pet foods. Likewise, the markets for other types
of canned seafood products (clams, shrimp, tuna, anchovies,
sardines, etc.) are expected to remain stable or to decline. 

Recent innovations in commercial sterilization should
create new markets for shelf stable aquatic foods. Salmon
processed in a microwave retort with overpressure has
properties similar to fresh steamed salmon. The dramatic
improvement in quality is a result of the dramatically
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reduced come-up time for the thermal process that reduces
overheating at the surface of the container and resulting
loss of texture and flavor. Similarly, dielectric processing
using microwave (915 MHz) or radio frequency (27 MHz)
energy shows similar promise for pasteurizing heat labile
aquatic foods such as caviars and smoked fish that begin to
thermally denature around 70°C.

XIV. SUMMARY

Aquatic food products are among the most varied and inter-
esting food products we consume. Improvements in live
haul and refrigerated transport have made year round avail-
ability of fresh aquatic food products a reality in world mar-
kets. Traditional dried, fermented and cured products are
becoming popular in more markets as people become
exposed to foods from other areas and regions. The aquatic
environment, particularly aquaculture, will be the major
source for increased sustainable production of protein foods
as world population grows, making technical advances
applicable in this area critical to food self sufficiency. 
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I. BACKGROUND

Surimi is composed of the myofibrillar proteins recovered
by washing minced fish and was developed in the early
1960’s as a source of fish muscle protein for neriseihin or
kneaded seafood a popular food in Japan (1,2,3). Japan
remains the primary market for surimi where various
types of boiled, grilled or fried fish patties, cakes or balls
constitute up to one-third of all seafood consumed. Pigott
(3) describes the most common product forms as follows:

Kamaboko–washed fish flesh mixed with flavorants,
possibly color (usually pink) and gelling agents; shaped, and
steamed. It is commonly sliced and added to udon soup.

Chikuwa (broiled kamaboko) – is an open cylinder of
kamaboko placed onto a skewer and broiled. 

Satum-age (fried kamaboko) – kamaboko is shaped
into different forms and sizes and fried. May or may not
have other ingredients added.

In Western markets, surimi is most commonly recog-
nized as the base material for production of imitation crab or
kanibo. But because surimi is a protein gel, it can be used in
all sorts of food products. The most common are breaded,
broiled or fried surimi-containing hors d’oeuvres or entrée
items. Surimi forms the base for flavored meat, seafood, or
vegetable mousses, spread and dips. It can also be extruded
into different shapes mimicking shrimp, scallops or lobster
and vegetables such as mushrooms. Surimi has been used in
low fat imitation cheeses and dairy desserts, fish sausages
and fish-based hams. Ham and sausage kamaboko, the first
analog products replacing pork with fish and adapting prod-
ucts which are part of Asian cuisines to Western tastes.
Other objectives have been to reduce the fat or caloric con-
tent of the beef or pork products they imitate. Emulsions

using surimi or washed or formed salmon mince or chunks,
can also resemble ham or hard sausages. Reduced fat pep-
peroni and hard sausages have been made from fish, but are
formulated most successfully when tallow or pork fat is
added, defeating one of the major purpose for using fish as
a base, since the level of saturated fat remains high. 

Surimi can replace dairy emulsifiers and binding
agents in foods where allergens are a concern. A novel
application for surimi is the production of a kosher artifi-
cial black (sturgeon, lumpfish or paddlefish) caviar. A few
of these foods have had limited commercial success, and
hopefully more will follow. 

Prior to the development of surimi, kamaboko was
made from fresh fish in coastal communities in Japan
including the conger eel, lizardfish and croaker with records
for its production to the 12th century AD (2). Guild artisans
produced surimi using a traditional labor intensive process
involving a careful filleting of fish, removal of bone, skin,
viscera, and the dark stomach lining. The fish was minced,
washed several times with water to remove soluble proteins,
salts, and lipids. Washing improves gel strength and elastic-
ity, essential properties for high quality analog products (1).
In the traditional process, the washed fish mince is drained
and forced through a fine sieve. This last step removed any
remaining bone and skin fragments. The resulting fish cake
was ground with salt in a stone mortar to solubilize the
myofibrillar proteins. Flavorings and starch are also blended
into the fish muscle matrix forming a pliable dough, which
is shaped into half cylinders upon a flat base consisting of a
small piece of a native Sawara cypress making kamaboko.
The wood contributes an aromatic flavor, and provides a cut-
ting surface for the kamaboko after it is cooked. The kam-
aboko sets into a firm gel by cooking it in steam.



Recovery of the Japanese economy after World War II
significantly increased kamaboko consumption, with 
production climbing to 268,000 tons in 1954, and to
408,000 tons by 1960 (2) and by 1965, there were over 40
shore-based kamaboko manufacturing plants in northern
Japan (3). Accompanying this growth in demand was less
availability of fish from in-shore grounds. Kamaboko
requires relatively fresh fish and fish frozen at sea pro-
duces a less satisfactory product. Further, it was not eco-
nomically feasible to produce any of the myriad of
formulated consumer products, such as kamaboko or
chikuwa, on board fishing vessels. A combination of these
factors led to the development of the intermediate prod-
uct, surimi. 

In modern commercial operations, surimi is made by
recovering the myofibrillar proteins by washing minced
fish muscle, stabilizing the washed mince with a combi-
nation of cryoprotectants and then freezing it.
Cryoprotectants are added to retain the functional proper-
ties of the muscle proteins during frozen storage. A typi-
cal cryoprotectant combination includes: 4–5% sucrose
(granular cane sugar), 4–5% sorbitol (in powdered form),
and a 0.3% blend of phosphate salts. These cryoprotectant
blends are usually proprietary. Other additives may
include calcium lactate, sodium bicarbonate, ascorbic
acid, or antioxidants. With cryoprotectants, surimi can be
stored frozen for a year or more at �20°F.

Other factors led to an increase in the demand for
surimi analogs in the 1980’s, most importantly a shortage
of king crab which led to the development and commer-
cial production of kanibo or imitation crab, which remains
one of the most popular analog products on the world
market in the form of “crab legs” and “crab meat” salad
pieces or chunks is a popular product in the United States.
“Crab legs” are made from small ropes or logs of textur-
ized, colored, crab flavored surimi. Other “imitation”
seafood products are much less common in US mar-
kets including imitation scallops, shrimp, lagnostino, and
lobster. 

Unfortunately, surimi production is one of the most
inefficient uses of fish and one that comes with a high cap-
ital and operating cost. Yields have improved and can
exceed 20% recovery on well run lines. The market is cur-
rently moving away from pollock surimi production, due
to low market prices for surimi, although other species are
becoming more common as a source of raw material. The
demand for fillets and fish portions compete with surimi
for raw material. 

Fish that are not used for surimi production are used
for individually quick frozen or shatter pack fish fillets
(specifically deep-skinned fillets), fillet blocks, or minced
fish blocks. Most at sea processing vessels have the capac-
ity to make both surimi and fillet products. Many vessels
also produce fishmeal from the meat that cannot be effi-
ciently recovered as well as the skin, bone, viscera. The

ratio of surimi to fillets manufactured will depend upon
the market for the respective products. Currently, the mar-
ket for fillets is stable and the price for surimi is low caus-
ing a bias toward fillet production.

II. SURIMI MANUFACTURE

Concurrent with development of offshore surimi produc-
tion was the emergence of the Alaska pollock (Theragra
chalcogramma) fishery. Alaska pollock is still the most
common source of fish for surimi although other fish are
commonly used. Alaska pollock could be harvested in
large quantities with limited amounts of by-catch and
could be purchased for a low price compared to other
“white fish” such as Pacific cod (Gadus macrocephalus),
and during part of the year provided a lucrative roe (men-
taiko or mentiko) market. Alaska pollock is currently the
most plentiful commercially harvested species in the
world with an exploitable biomass estimated at over
6,800,000 metric tons and a target catch weight in most
years exceeding one million metric tons. Surimi produc-
tion is stable at roughly 200,000 metric tons per year.
Surimi manufactured at sea on board a factory trawler is
generally superior to that produced in shore-based facili-
ties because the fish is fresher. The yield of surimi from
at-sea processors also tends to be higher than for shore
based plants because of the higher quality of fish. Shore
based processors were established in the 1990’s for polit-
ical reasons tied to fishery allocations and not necessarily
with the best interest of the fishers or the resource in
mind.

To hopefully obtain better control over management
of the fishery, the United States foreclosed foreign fishers
from the North Pacific fishing grounds off the coast of
Alaska in the late 1970’s. The Fishery Conservation and
Management Act (1976) and the International Fishery
Conservation Act, extended the sovereignty of coastal
nations over fish from 3 miles to 200 miles leading to the
creation of a factory trawler fleet, that in the mid 1990’s
had over 60 vessels. In response, Japanese companies
formed joint ventures with American companies to pro-
duce surimi and exert market control over the pollock
resource. As part of this effort, U.S. subsidiaries were
established to operate shore-based surimi processing
plants in Alaska. The shore-based plants could be com-
pletely foreign controlled, whereas factory trawlers were
required by law to have at least 75% US ownership. 

To make matters worse, The Fishery Conservation
and Management Act (1976) was amended in 1998,
shifted a larger portion of the harvest to these foreign
owned shore based processors. This significantly reduced
the number of fish available to US owned at-sea process-
ing vessels. This amendment was passed under the guise
that a reallocation of fish would create more jobs in the
local Alaskan economy; however, it has instead resulted in
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the loss of much of the US fleet along with the high wage
jobs they created. Currently less than half of the pollock
surimi production occurs on at-sea processors, the reverse
of the situation in 1997. 

Pollock is currently harvested in the US in three to four
seasons. In the first or “A” season, roe bearing pollock are
harvested. The pollock roe (mentaiko or mentiko) is a very
valuable product and is in high demand in Japan and
Korea. During the “A” season in January–April, the mus-
cle tissue is in relatively poor condition because the fish
are spawning; therefore the surimi is also of a poorer qual-
ity. The pollock harvested in the “B” season during late
summer, are not spawning and produce a higher quality
surimi. The “C” season runs during the fall, and late in this
harvest, some fish are beginning to spawn. A “D” season
for early summer is also proposed during some seasons.

In a typical operation, Alaska pollock is trawl-caught
and held on-board in refrigerated seawater (RSW) until
they have progressed through rigor (Figure 160.1). The
fish are then processed as soon as possible post-rigor but
never longer than twenty-four hours after harvest. When
surimi is to be manufactured at a shore based facility, the
fish are held on-board in refrigerated seawater (RSW) at
approx. 2°C, and delivered to the plant within 48 hours.
Product held more than this will not make high quality
surimi. The fish are off-loaded by pumps, and held at the
plant in RSW until the fish pass through rigor, which takes
around 5 hr.

Other fish species besides Alaska pollock are playing a
more significant role in surimi production (see Table 160.1).
The international demand for Alaska pollock has increased,
both as a source for surimi and also as a relatively inexpen-
sive source of fish fillets that can substitute for cod. 

One species that has received particular attention in
the United States is the Pacific whiting (Merluccius pro-
ductus). This fish is commonly harvested in Washington,
Oregon and British Columbia coastal waters. A relatively

large biomass and low price, lack of competing uses and
developed markets, and the proximity of the principal har-
vest, processing areas and markets, led to the utilization of
Pacific whiting for surimi production. Recent Pacific
whiting landings range between 310,000–350,000 metric
tons. Management of the whiting fishery provides for
separate in-shore and off-shore harvest allocations that, in
turn, encouraged joint ventures by both U.S. fishing com-
panies and Japanese firms with local shore processors in
Oregon and Washington. In the Canadian whiting fishery,
Canadian fishers harvest fish which are then processed on
board foreign processing vessels or at on-shore facilities
within 24 hr of harvest. For political reasons, US vessels
are currently excluded from this fishery.

The quality of Pacific whiting is affected by seasonal
variations in muscle quality and in variations in pH as a
result of spawning. A unique quality problem with Pacific
whiting is an endogeneous protease produced in reaction
to a muscle parasite (Myxosporidian proteinas). This par-
asite causes problems with proteolytic muscle disintegra-
tion reducing the gel-forming ability of myofibrillar
proteins in whiting surimi. This protease is a cysteine
cathepsin and weakens Pacific whiting surimi gel struc-
ture by hydrolyzing myosin, it is most active around 55°C
(3). Fortunately, protease inhibitors (ca. 1% by weight)
can be added to the minced whiting muscle in conjunction
with the usual cryoprotectants (sucrose, sorbitol and phos-
phate salts) to maintain gel forming ability. Calcium lac-
tate may also enhance the effectiveness of the inhibitors.
Calcium salts, such as calcium lactate, enhance gel for-
mation by accelerating myosin heavy chain crosslinking
via cross-links between negatively charged groups on pro-
tein molecules. The most effective protease inhibitors
include bovine blood plasma proteins, egg white, potato-
based inhibitors (4,5) or whey added to a cryoprotectants
blended at up to 1.5%. Recent concerns with “mad cow”
disease (BSE) have resulted in the collapse of the blood
plasma additive market. Allergen labeling requirements
affect the attractiveness of egg white as an inhibitor.
Together, these factors may create a demand for a new
generation of surimi additives.

The production of surimi is highly mechanized and
closely resembles the first few traditional steps in kam-
aboko manufacture. The yield of surimi can vary signifi-
cantly from 14 to 30% of the original weight of the fish.
A common process for surimi manufacture is outlined in
Figure 160.1.

In the initial steps for surimi production, bones from
fish fillets are removed mechanically in a “deboner.” This
is a perforated drum that minces the fish and removes any
bones by forcing the tissue through 3–5 mm perforations.
The muscle tissue passes through to the inside of the
drum, and the bone and any remaining skin remains on the
outside. This material may be recovered for pet food or
fish meal production. Other types of meat-bone separators
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FIGURE 160.1 Outline of a Surimi Manufacturing Process.



have also been used to a lesser degree including sieve type
separators. Minced fish is composed of approximately 2/3
myofibrillar proteins and these proteins can form strong
gels under the right conditions. In protein gels, the
myofibrillar proteins are solubilized by blending, chop-
ping or stirring salt into the minced muscle tissue.

Soluble muscle proteins (sarcoplasmic proteins)
including enzymes and heme proteins, blood, and lipid are
removed during the washing steps (4) and these must be
removed during surimi production if a high quality gel is to
be formed. Sarcoplasmic proteins and residual lipids
impede gel formation and can accelerate protein denatura-
tion during frozen storage. The washing step is conducted
two to four times under agitation at 5–10°C. Typically, in
shipboard operations, the fish mince is washed with 1.8 to
3.6 volumes of (5–10°C) water in a countercurrent two-step
washing system. Water is removed from the washed minced
fish by passing the mixture through rotating screens or
through a decanting centrifuge. Having excess washing
hydrates the meat and makes water removal difficult during
dewatering steps and impedes gel formation as well. Salt
(0.01–0.3%) may be added to the final wash to make water
removal easier (3). The recovered minced tissue contains
approximately 25% solids. The salt content must be lower
than that required to solubilize actomyosin prematurely
forming a protein gel. Sodium bicarbonate (NaHCO3) may
also be added to the rinse water to increase net recovery and
to assist in the removal of unwanted constituents (6).

Refining is the final impurity removing stage of pro-
cessing. A screw drive is used to force the washed mince
through a cylindrical screen that has fine perforations. In
a refiner, the washed fish mince is passed through a screw
press achieving a final moisture content of 72–75%. 

Yield is low in surimi processing with as much as one-
third of the fish flesh lost during the washing steps.
Typically, less than 25% of the “round” (whole, unevis-
cerated) fish is recovered as surimi. Although much has
been made of the potential to manufacture surimi from
pollock frames and trim, this has yet to be successfully
accomplished commercially. Almost all surimi is pro-
duced from the fillets, and the remainder of the fish mus-
cle tissue is converted to fishmeal or discharged as waste
(see Table 160.2). Recovery of additional solids by
decanting wastewater streams and though secondary
refining can increase overall recovery, but these steps
must be conducted carefully if product quality is to be
maintained.

Cryoprotectants are blended into the surimi to main-
tain the gel forming properties of the myofibrillar proteins
during frozen storage. The cryoprotectants commonly
added are: approximately 5% sorbitol, 4–5% sucrose, and
0–0.3% phosphate (generally in the form of a blend of
tetrasodium pyrophosphate and sodium tripolyphos-
phate). High quality pollock surimi contains approxi-
mately 72–75% water, 18% protein, 4% sucrose, 4%
sorbitol and 0.3% polyphosphates.
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TABLE 160.1
Some Fish Species Evaluated for Surimi Production

Atlantic croaker (Micropogonias undulatus) White croaker (Argyrosomus argentatus)
New Zealand Hoki (Macruronus novaezelandiae) Lizard fish (Synodus sp.)
Southern blue whiting (Micromesistius australis) Antarctic whiting (Merluccius australis)
Pacific whiting (Merluccius productus) Hake (Merluccius merlussius)
Atlantic cod (Gadus morhua L.) Pacific cod (Gadus macrocephalus)
White hake (Urophycis tenuis) Red hake (Urophycis chuss)
Arrowtooth flounder (Atherestes stomias) Yellowfin sole (Limada aspera)
Pacific herring (Clupea harengus pallasi) Capelin (Mallotus villosus)
Atlantic menhaden (Brevoortia tyrannus)
Atlantic mackerel (Scomber scombrus) Jack mackerel (Trachurus murphyi) 
Sardine (Sardina pilchardus) Sardine (Sardinops melanosticus)
Horse mackerel (Trachurus japonicus) Bluefish (Pomatomus saltatrix)
Yellow striped trevally (Selaroides leptolepis) Unicorn leatherjacket (Alutera monoceros)

Pink salmon (Onchorhynchus gorbuscha) Chum salmon (Onchorhynchus keta)
Northern squawfish (Ptychocheilus oregonensis) 
Marlin (Kakaira sp.)

Thresher shark (Alopias pelagicus) Spotted shark (Galeocerdo curier)
Silvertip shark (Carcharhinus albimarginatus) Silvertip shark (Carcharhinus brachyurus)
Hammerhead shark (Sphyma lewini) Dogfish shark (Squalus ancanthias)
Milkfish (Chanos chanos) Threadfin bream (Nemipterus tolu)
Sea bass (Diplectrum fresum) Bacoco (Pomadasys branicki) 

Weakfish or sea trout (Cyanoscion nothus) Lisa (Mugil cephalus)
Ronco (Micropropagon undulatus)



Sorbitol and sucrose act as cryoprotectants and stabilize
the protein gel network in surimi during freezing. Sucrose
inhibits ice crystal formation and water migration from pro-
teins during frozen storage. Sorbitol and sucrose promote
preferential hydration of protein molecules and effectively
increase the surface of area of the protein. Other monosac-
charides used include glucose, lactose and fructose. Initially
10% sucrose was used as a cryoprotectant, however this pro-
duced surimi that was too sweet for Western palates and
resulted in the formation of brown off colors during frozen
storage from Maillard reactions. Sorbitol, which has a bland
flavor, was substituted for half of the sucrose, and found to
be effective.The level of sucrose and sorbitol vary depend-
ing upon the type and condition of fish and the desired fla-
vor characteristics of the finished product.

Gelling properties of surimi are improved by adding
phosphate salts. Phosphates partially decouple actin
myosin complexes formed during rigor. By adding phos-
phate, the gel forming ability and functional properties of a
gel approach that of pre-rigor tissue. Phosphate addition
can counteract loss of gel strength resulting from starch
addition during the surimi analog process. Phosphates also
increase moisture retention and increases the ability of a
protein to reabsorb liquid when the surimi is thawed or tem-
pered. Phosphate will increase the pH slightly, which will
also lead to improved gel forming ability, gel strength and
cohesiveness due to an increase in water holding capacity at
a higher pH. Phosphate will also sequester magnesium, iron
and zinc ions that interfere with gel formation. It can also
sequester calcium, and this may or may not impact gel-
forming ability. Polyphosphates added at 0.5% provide the
greatest gel strength, but 0.3% is optimal for gel strength
and flavor (3,6) with sodium tripolyphosophate (STP) and
trisodium pyrophosphate (TSPP) used in combination (4).

Sodium bicarbonate (NaHCO3) is also used in the
leaching steps of darker fleshed fish to aid in the removal
of solubles and lipids in herring surimi and as cryoprotec-
tant in pollock and whiting surimi. Antioxidants have
been added to maintain protein functionality during
frozen storage, the most common being ascorbic acid
which may promote disulfide bond formation. 

Normally, surimi is extruded into plastic bags (often
17 b) and frozen in contact plate freezers for 2.5 to 3.0
hours, with a target temperature of �20°C. After freezing,
the surimi may be packed two bags to a case and trans-
ferred to a storage freezer.

III. ANALOG MANUFACTURE

A common formulation for a gelled fish product will have
approximately 60% surimi. However, by adding certain
starches imitation crab analogs containing as little as 33%
surimi can be commercially produced. A protein content
of 11% will provide a strong gel suitable for most analog
products. To make an imitation seafood product from
surimi, the surimi is tempered to slightly less than 0°C,
blended with salt and other additives, including flavors
and colorants; formed, extruded, or texturized by multiple
folding or the use of spinnerets; and heat set, and pack-
aged, generally under vacuum. These products are ready
to eat. As a safety precaution, almost all analog products
produced for sale in the United States, are pasteurized and
are held either refrigerated or frozen. A common process
is outlined in Figure 160.2. 

Surimi is tempered, or taken from a frozen state to a
condition where it is pliable, under controlled conditions
until it can be easily mixed in a silent cutter. This is a large
bowl shaped device with moving blades which chop the
protein gel into pieces and incorporate salt and other addi-
tives before the surimi mix is extruded to form myofibril-
lar protein gels, similar to what occurs in sausage
manufacture.

The texture and flavor of the surimi-based product is
affected by the quantity and type of salts added, and the
pH of the surimi. Therefore, tempered surimi is combined
with salt to solubilize actomyosin. Starch is an extender
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Frozen storage of surimi
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Tempering
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Mixing

↓
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↓
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↓
Pasteurization

↓
Refrigerate or freeze

FIGURE 160.2 Surimi analog production.

TABLE 160.2
Material Recovery in Surimi Production from Pollock
(Data from (3))

Step Yield

Whole fish 100%
Deheading and eviscerating 60%
Mechanical deboning 47%
Washing 45%
Refining 22%
Dewatering/screw press 20%
Mixing 24%
Extruding 24%



for surimi and reduces formulation cost. More impor-
tantly however, starch can strengthens the gel, and partic-
ipates in gel formation as a dispersed phase. Egg white
also increases gel strength and gel elasticity. Egg white
can improve color and appearance of the surimi-based
product after extrusion. Flavors, flavor potentiators, col-
orants and additional phosphate, sweeteners, mirin
(Japanese rice vinegar) and antioxidants such as ascorbic
acid (Vitamin C) may be added depending upon the
desired product traits. After addition of various compo-
nents, the surimi gel is transformed into a thick paste or
protein gel that is subsequently heat set. When heat set,
this results in the formation of a three-dimensional, con-
tinuous structural matrix.

Salt (NaCl) solubilizes actomyosin. Complete solubi-
lization is required to make a resilient surimi gel. Salt
binding to myofibrillar proteins creates electrostatic
repulsive forces between protein molecules, loosens the
structure of a protein network and permits greater water
binding. The optimal salt content varies with the fish
species used. Generally, 2.5–3% salt provides optimal gel
strength, however 2–2.5% produces products with a more
acceptable flavor. The preference for salt content is prod-
uct and market dependent. Higher concentrations of salt
reduce the thermal stability of fish proteins allowing
them to gel at lower temperatures. Very high levels of salt
decrease gel strength due to protein precipitation, a phe-
nomenon known as “salting out.” Freeze denaturation of
the proteins in surimi during frozen storage will reduce
protein solubility and increase the amount of salt required
to solubilize actomyosin during analog manufacture. 

The minimum concentration of salt for extracting
actomyosin from fish muscle is pH dependent. At pH 7.0,
approximately 2% salt is needed. Salt solubilizes myofib-
rillar protein forming a thick sol or paste. The presence of
the chloride ion may shift the isoelectric pH to a lower
value increasing protein solubility at the existing pH. 

In surimi starch modify texture and improve gel
strength of low quality surimi. Adding starch can reduce
formulation cost by increasing water retention in the
surimi product. It can also bind water, improve adhesion
and stabilize the surimi gel. Adding excess starch makes
surimi based gels brittle. Up to 20% starch can be added
without adverse affects on gel strength.

The mechanism for interaction between starch and
protein in surimi gels is not well understood. Swollen
starch granules are dispersed within the protein gel
matrix. Starch granules swell but complete gelatinization
does not normally occur. The surimi gels set at tempera-
tures below the starch gelatinization temperature. Potato
and wheat starches are commonly used. Potato starch has
a low gelatinization temperature and produces high
strength surimi gels. Pre-gelatinized tapioca starch and
thin boiling starch produce surimi with reduced gel
strength (3).

Some surimi analog products contain egg white. Egg
white modifies the rubbery texture of surimi caused by the
addition of starch. It also provides the surimi with a whiter
and glossier appearance. Egg white makes the partially
heat-set analog more elastic and stretchable, this is an
advantage for “ropelike” products like imitation crab legs.
The amount of egg white added depends upon the fish
species used and the quality of the fish used. 

Egg white added at 10% produces a gel with a high
yield stress, gels containing up to 20% are softer, and
greater than 20% there is a decrease in gel strength and
gels become brittle. Egg white contributes to the structure
of surimi analog gels by filling interstitial spaces in the
fish protein network. 

Because egg white is an allergen, it must appear on
the label of surimi analog products. Class II food recalls
of analog products have been initiated in the United States
because of failure of companies to list egg white on the
ingredient statement. 

Carotenoproteins in crab turn orange-red when crab is
cooked. This is the reason a colorant is used on the surface
of kanibo [imitation crab]. A natural or artificial color is
added to surimi paste and applied to the outside surface of
ropes of crab leg analog following extrusion.

Flavors are added as liquid concentrates, pastes, or free
flowing powders to the surimi mix during blending. Natural
and artificial flavors are used. Crab meat extract and
extracts from shell and processing by-products have been
used. Crab-like flavors derived from non-shellfish sources
have also been used to produce a kosher imitation crab.

The level of salt, level and type of phosphate, and level
of sugar and sorbitol have an impact on the flavor of surimi
analogs. Hydrolyzed protein, dipeptides, or amino acids
added to provide meaty, sweet or slightly bitter flavor to
analog products. Monosodium glutamate (MSG) may be
added as a flavor enhancer. Nucleotides are also added as
flavor modifiers, commonly guanosine (0.0035%) and ino-
sine monophoshate (0.01%). Nucleotides enhance flavor
potentiating properties of MSG.

Heat setting occurs in 3 stages represented by distinct
textural changes. At 40°C, the setting is attributed to
hydrophilic interaction of protein molecules. At 60°C, the
gel weakens somewhat due to action of endogeneous pro-
teases. Intermolecular and intramolecular protein bonding
occurs around 80°C increasing gel strength. 

For the production of crab meat analogs, the surimi
paste containing the desired additives (with the exception
of red colorants) is sheeted in a thin layer and then heat
set. After this first heat set, the sheet is scored with a
device that looks like a large comb. The sheet is not cut
completely through. This scoring forms long thin strips
that resemble crab muscle fibers. Several of these strips
are rolled together to form “muscle fiber bundles.” These
are set and then a portion of the outside surface is colored
red with a blend of surimi and food coloring. The ropes
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are then cut into logs (approx. 4 inches in length), or into
small cylinders or diagonal cut product for salad chunks.

A second extrusion process involves extruding
spaghetti thin strips of a surimi containing mixture into an
acid bath. This sets the surimi and when this material is
cut into small pieces and reformed, has the texture and
mouthfeel of muscle fibers. This product is commonly
mixed with salad chunks for use in seafood salads. 

Kamaboko is formed into half-rolls, surface dyed, and
heat set. Other products, such as chikuwa (which look like
a huge fish ziti or rigatoni) are extruded and cooked.

Surimi texture is affected by how the product is
heated and by the heating rate. Cooked surimi based
analogs are more stable in the frozen state than surimi.
Surimi based products pass through three stages of gel
formation during conventional heat processing. The con-
ventional isothermal method of producing analogs is
divided into three stages of gel formation. These three
stages are treated as separate unit operations called: form-
ing, heat-setting and cooking. The first stages of gel for-
mation occur as the surimi is initially heated. The gel
increases in strength up to 13°C. In the range from 13°C
to approximately 30°C, few changes in gel properties are
observed. A second heat set occurs between 30–40°C and
a final cook between 50–90°C during which time the
maximum gel strength is realized. 

Imitation crab products are commonly vacuum
packaged in plastic or nylon packaging. The products
are pasteurized inside the package in a hot water bath.
This is a food safety precaution because surimi analogs
are ready to eat foods. In addition to killing vegetative
cells of bacterial pathogens, pasteurization reduces the
number of spoilage flora leading to an extended refrig-
erated shelf life. 

Surimi-based products are distributed as refrigerated
or frozen foods. For frozen product, individual packages
are frozen in a blast freezer, packaged into cases and held

in frozen storage, preferably at �20°C. Surimi-based
products have a shelf life of approximately 1 year under
these conditions. Quality changes, which occur to the
product during frozen storage, include flavor changes
resulting from oxidation of lipids and lipid soluble con-
stituents, toughening, and loss of product integrity and
product texture.

The gel-forming ability of fish is affected by the frozen
storage treatment as well as the fish species, freshness, and
biological conditions of the fish prior to harvest. Poor
frozen storage can encourage enzymatic lipid oxidation,
cause protein denaturation and negatively impact gel for-
mation. 
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I. INTRODUCTION

Fish roe products are popular traditional foods, often of
very high value, with growing domestic and international
markets. Caviars are the salt-cured and preserved eggs of
finfish or aquatic invertebrates. Fish eggs are commonly
called “roe,” particularly when they are present in skeins.
Roe products are usually refrigerated or frozen although
some are shelf stable, as a result of thermal processing,
pickling, salting or dehydration. Roe are sometimes con-
sumed along with other tissue in a single dish for example
whole scallops in the shell, shrimp or lobster with coral
(or roe), rock sole with roe, and she crab soup.

Caviars are generally made after the eggs have been
singled out by screening or otherwise separated from any
supporting connective tissue. The eggs are then brined and
cured, and sometimes flavored and/or colored. The most
widely recognized and valued caviar is made from stur-
geon harvested from the Caspian Sea region. Only stur-
geon caviar can be labeled in the U.S. simply as “caviar.”
Caviar from other fish or aquatic animal species must be
identified with a qualifying term including the common
name of the fish used. For example, caviar from salmon
(or ikura) must be labeled “salmon caviar.”

II. PROCESSING ROE INTO CAVIAR

Roe products are to be made from wholesome, undam-
aged eggs, have a proper color and glossiness, texture, a
desirable mouth feel, and their characteristic flavor with
limited fishy, bitter, or oxidized flavor notes. The pre-
ferred mouth feel varies with species. In the case of ikura
or salmon roe, a distinct fracture or “pop” when the egg is
broken with the teeth or palate, a smooth, honey-like
mouth feel is desired, while with sturgeon caviar a buttery
texture that tends to melt in the mouth is desirable.

Often hundreds or thousands of individual eggs are
enveloped within ovarian membranes and these skeins or
whole ovaries can be processed into products such as sujiko.
More commonly, the individual eggs are separately recov-
ered, brined and cured. Pastes or spread are common prod-
ucts made by blending eggs with butter, mayonnaise or salad
dressing bases, lemon juice or soy or miso based sauces. Roe
can be dehydrated. Dried mullet roe is one such food pos-
sessing an odd rubbery texture. Technically, caviar should
only be used to describe fish eggs that are separated from the
connective tissue of the ovaries and then salted and cured.

Roe, regardless of the type, must be an optimal level of
maturity to produce caviar. Immature roe tend to be bitter
(e.g., herring, salmon) and may not take up salt uniformly.
If salt uptake is not uniform, the product can readily spoil
during storage since psychotropic spoilage micro flora,
specifically certain types of lactic acid bacteria can grow
within the lower salt pockets of the stored product. Overly
mature roe may be soft, lose its elasticity, and may not
form a plump, full egg after brining. Overly mature

salmonid roes develop tough, rubbery outer shells, while
the sturgeons become soft when overly mature. Also, the
flavor and consistency of the lipid moieties and proteins
change with maturity making the mouth feel of caviar pre-
pared from overly mature roe less desirable.

III. RECOVERY AND YIELD OF ROE

Recovery of roe from whole fish can vary a great deal and is
dependent upon the species, method of reproduction, stage
of maturity, availability of appropriate feed, the level of
stress and various environmental elements. For a female
pink salmon, the yield of eggs is approximately 15%, and
for a gravid sturgeon as high as 25%. Normally salmon roe
is measured as the percent recovered from the entire harvest
including both males and females or bucks and hens as they
are referred to in trade. For midseason (mid- spawning) pink
salmon runs recoveries are as low as 3% (range 3 to 10%,
average 6%) (6). Mature roe herring are purchased by the
ton on a basis of 10% roe recovery. A herring harvest testing
out higher than 10% would receive a premium and one of
less than 10%, a reduction in the final price. A more detailed
comparison of egg yields for a number of species may be
derived from the values presented in Table 161.1.

IV. STURGEON CAVIAR 

More than 20 species of sturgeon are harvested for caviar.
All are important sources of high quality and expensive stur-
geon caviar. The most famous are the caviars produced from
the Caspian white or beluga (Huso huso), Osetra (or Osietr
or Ossietre) (Acipenser sturi or A. guldenstadti (1), Sevruga
(A. stellatus or sevru), and Chinese or Kaluga sturgeons
(Huso dauricus, A. dauricus or A. mantschuricus. Other
important sources of caviar are the Russian sturgeon 
(A. gueldenstaedti), Amur River sturgeon (A. schrenki), ship
sturgeon (A. nudiventris), and Siberian sturgeon (A. baerii
dauricus, or A. mantschuricus) (2). Depending upon the
species and environmental conditions, it can take 15 to 20
years for a female fish in the wild to become sexually mature
and suitable for caviar production. A single one-ton Beluga
sturgeon can produce 350 pounds of caviar worth hundreds
of thousands of dollars on the wholesale market (10). 

Prices for premium Caspian Sea beluga caviar have
always been high, and through 2003 prices of
US$700/100 g with prices of US$150–400/100 g for ose-
tra and sevruga caviars depending upon quality common
in high end retail markets around the world. Prices for the
world’s most expensive and extremely rare white or gold
colored “Almas” or diamond Beluga caviar from fish,
possibly 100 years old or more, was US$2,330/100 g in
2002. Almas caviar is traditionally sold in 24 karat gold
tins. It is unclear whether Almas caviar is still available in
the marketplace. Current prices of all forms of sturgeon
caviar have skyrocketed following new CITES restrictions
placed upon trade in beluga caviar in 2005. Current prices
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(March 2005) for sturgeon caviar at Caviar House,
Heathrow Airport, London, UK were as follows:

Osetra: US$220–635/100 g
Sevruga: US$250–400/100 g
Beluga: US$612–665/100 g

Despite a strong demand for sturgeon caviar, supplies
of wild harvested product have been decreasing. Over the
last few decades, sturgeon (Huso spp.) harvest from the
Caspian Sea has dwindled, and currently production can-
not keep up with consumer demand. Naturally occurring
populations of Acipenser sp. in Europe and Central and
Eastern Asia have also decreased in recent years, resulting
in part from political instability in Iran and new states
formed from the republics of the former Soviet Union.
Because of this, cultured fish species particularly
Acispenser have received increased attention as sources of
black caviar. Sturgeon culture is currently employed to
restore natural runs, enhance natural run through hatch-
eries, or by production of adult animals in culture facili-
ties for meat and roe. These efforts will hopefully ensure
that sturgeon fisheries remain viable or become viable

again. Currently there are culture operations for Huso and
Acispenser sp. in the nations surrounding the Caspian Sea,
Eastern Europe, China, North and South America.
However, in addition to CITES, the US Department of
Fish and Wildlife has taken the short-sighted position of
barring sale of beluga caviar in the US, effectively stop-
ping culture efforts of Huso sp. in the United States,
because the agency is concerned that it will not be able to
differentiate whether or not caviar is from these culture
operations or from wild harvested product. 

Regulation of caviar production is nothing new, with
the fishery highly regulated for centuries. Russia and Iran
are the largest producers of black caviar in what have been
historically tightly controlled politicized fisheries. The
Russian government has regulated production of black
caviar since 1675 when Tsar Alexi prohibited Cossacks
from direct marketing their caviar to foreigners (4). Many
individuals associated with caviar production were exe-
cuted who objected to Soviet control of the industry in the
early 1920s. Fortunately, the Soviet Union was able to
maintained reasonable control of caviar harvest and pro-
duction, maintaining product quality and supporting close
monitoring of fishing effort to protect fish stocks during
this era. But after the break up of the Soviet Union, man-
agement of the fishery fell apart. 

Iran is the other major producer of sturgeon caviar.
Their territorial waters do not appear to have suffered to the
same extent from poaching and boot leg production as areas
under the control of the former USSR republics including
Russia. Sturgeon caviar is a subject of Persian lore back to
biblical times, but the fishery was not highly regulated until
1893. In 1893, the Lianozov brothers managed to secure a
fishing concession from the Persian government to harvest
sturgeon and process the roe into caviar under a quality
control system similar to that in place in Russia. The
Soviets seized the Lianozov caviar operations in 1925,
ignoring the fact that the operations were in Iran, not the
USSR, creating a series of conflicts with Reza Shah Pahlavi
who took umbrage at this incursion. By 1927, the Persians
signed an agreement with the USSR government and caviar
operations recommenced (4). The ouster of Mohamed Reza
Shah Pahlavi in 1979 precipitated over 20 years of political
chaos in Iran including an eight year war with Iraq that fol-
lowing directly upon the heels of the Islamic Revolution.
Governmental control of caviar production in Iran deterio-
rated after the Revolution along with programs to protect
the fishery. Fortunately, the situation has improved in recent
years. Iran continues to be a major producer of caviar with
well established markets in Europe and recently in the U.S.
markets following a two decade trade embargo.

Unlike Iran, the current situation in the former Soviet
Union is grim. The construction of dams on the Volga
River and the devastation to the fishery caused by virtu-
ally uncontrolled poaching after the breakup of the USSR
has brought the Caspian sturgeon fishery to the point of
collapse with extinction of the beluga, osetra and sevruga
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TABLE 161.1
Egg Yield and Size for Fish Roe 

Yield Diameter
Species (Ave % wt) (mm)

White Fish
Whitefish (Coregonus sp.) 14 0.9–1.4
Cod (Gadus morhua) 1.3–1.4
Alaska or walleye pollock

(Theragra chalcogramma) 14 1.3–1.5
Herring (Clupea harengus) 18 0.9–1.5
Haddock (Melanogrammus aeglefinus) 1.2–1.4
Whiting (Merlangus merlangus) 1.0–1.1
Saithe (Pollachius virens) 0.9–1.1
Capelin (Mallotus vilosus) 1.0–1.2
Carp (Cyprinus sp.) 20 0.8–1.6
Sand eel (Ammodytes lancea) ~0.3 
Pike (Esox sp.) 2.5–2.8
Flounder (Psuedopluronectes sp.) 0.8–1.2
Lumpfish (Cyclopterus lumpus) 23 2–5 
Tobiko (Cheilopogon furcatus) �2

Salmon
Chum (Onchorynchus keta) 8–13 4–5
Pink (Onchorynchus gorbuscha) 7–11 3.5–5
Coho (Onchorynchus kisutch) 7–12 3.5–4
Sockeye (Onchorynchus nerka) 6–8 4–4.5
Chinook (Onchorynchus tshawytscha) 10 6–7

Sturgeon
Cultured beluga (Huso huso) 25 (max)
White sturgeon (Acipenser 20 <2.2–>2.5 mm

transmontanus) 

Data from: (6)(15).



sturgeon becoming a very real threat. Projections are that
90% of the beluga sturgeon population has been lost in the
past 20 years. In late 2001 only 28 beluga sturgeon were
found over an entire Caspian Sea collection area with over
85% of the fish harvested being immature suggesting a
highly depleted population (5). 

Although there are several well intended efforts to
restore the depleted runs, the generally poor economic
conditions in the effected countries has resulted in a reduc-
tion of funding to maintain sturgeon hatcheries in Russia
and the former Soviet republics, and this has made matters
worse. Demands for the surrounding range states to coop-
erate in setting realistic quotas and for conducting com-
prehensive surveys of sturgeon stocks have fallen on deaf
ears. Recent harvest quotas were largely arbitrary and do
not reflect fishing pressure on the Caspian Sea stocks (5).

The situation with poached sturgeon has become so
desperate that Russia has considered establishing a gov-
ernmental monopoly on sturgeon harvest as a means to
control poaching to some extent and maintain a viable
fishery. Predictions are that illegal fishing generates $2 to
$4 billion dollars a year in Russia and the former Soviet
republics (Anon, 2001). Interpol has been involved in
assessments of illegal trade in sturgeon although currently
available data on illegal harvesting, trade and enforcement
is very limited, citing the “Paris Agreement” CITES SC45
Doc 12.2 (5).

Control of the fishery is difficult. For example, the
Dagestani Coast Guard confiscated 64 tons of fish and 
184 kg of caviar from poachers in 2000 and 10 tons of
sturgeon through April 2001. In response, a crowd of at
least 300 poachers stormed a coast guard station in
Izberbash, Dagestan, to forcibly retrieve their confiscated
boats and fishing nets in a well-organized attack that local
officials described as part of the ongoing war with the local
“caviar mafia” (6). Poachers used their wives and children
as human shields in this attack. The seizure was a result of
a newly instituted Russian restriction on sturgeon fishing
and the caviar trade. More problems are sure to follow in
light of new fishing restrictions. Mature and immature
sturgeon are commonly available in bazaars and for sale on
the street, with most of this harvest unregulated.

As a result of the threat to the fishery, international
organizations have called for measures from severe restric-
tions to the complete prohibition of import/export sales of
caviar from Caspian Sea species. The UN’s Convention on
International Trade in Endangered Species (CITES) and
Russia, Kazakhstan, Turkmenistan and Azerbaijan reached
agreement in January 2002 to severely restrict production
of caviar from their waters (7). Regardless, much boot-
legged product remains on the market.

The US imports roughly 80% of all beluga caviar (5)
and there have been numerous incidents of caviar being
smuggled into the U.S. in recent years. In 2000, the U.S.
Fish and Wildlife Service seized one ton of illegal

imported product through its enforcement powers under
the Endangered Species Act, destroyed it, and fined the
importers over 10 million dollars. Misbranded and adul-
terated products are also common in the US market.
Decomposed, adulterated, and misbranded osetra, kaluga,
sevruga, and beluga caviars have made their way to U.S.
markets, and, when detected, have been seized.

In 2002, the US Fish and Wildlife Service proposed a
ban on beluga caviar imports into the United States stat-
ing that: “Despite the CITES listing, beluga sturgeon pop-
ulations have continued to decline, and the population
structure is increasingly skewed towards sub-adult fish,
with a critical lack of spawning-age adult female fish.”
The US Fish and Wildlife Service proposed to list the
species as endangered1 due to “...loss of habitat through-
out historic spawning areas due to dam construction and
river-modification projects, over-harvest, widespread
poaching and illegal trade, and pollution, [which] imperil
the continued existence of this species.”

The net effect of the turmoil in the Caspian Sea fish-
ery has been an increase in aquaculture or farmed pro-
duced sturgeon caviar. The product is accepted as a
responsible way to continue the production of this deli-
cacy and to protect the remaining wild stocks. Although
captive breeding programs for sturgeon in Russia began in
the 1930s, development was much later in other countries.
There are currently commercial aquaculture operations
for sturgeon in Germany, Hungary, Romania, Italy,
France, Spain, Portugal, Israel, Chile, Argentina, Russia,
China, Iran, the Czech Republic, Uruguay and the United
States. France and the Czech Republic each produce
roughly 10 tons of caviar annually, with French produc-
tion expected to double in the next 2 years (6). Most of
these operations rely upon primary species such as beluga
while commercial hybrids of the beluga include the
bester, a cross between a female beluga sturgeon and a
male sterlet (Acipenser ruthenus, also listed as
Acerpensiformes ruthenus) are also cultured. There are
also emerging commercial aquaculture operations of the
single strain sterlet (Acipenser ruthenus) in Hungary,
Poland, other European countries, and Florida directed
toward meeting the international demand for gold caviar. 
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1An endangered species is any species which is in danger of extinction
throughout all or a significant portion of its range (16 U.S.C. 1532(6)).
Factors which support listing the beluga sturgeon as endangered include:
(1) loss of 85–90% of its historic spawning habitat through dams, river
channelization etc., (2) over fishing, (3) disease causing tumors, repro-
ductive abnormalities and large fish kills throughout their range, (4)
inadequacy of existing regulations. For example, arbitrary catch limits,
no maximum size limits which would protect spawning fish, poor con-
trol of by-catch mortality, insufficient penalties for poaching and illegal
trading, and (5) an additional problem is lack of genetic diversity in
hatchery stock in which fewer than 10 adult females may provide the
base for regional hatchery operations for any given year class. 67 Fed
Reg. 49657-49660.ecting sturgeon li.



Commercial harvesting of sturgeon in North America
appears to have started about 1750 in New Jersey, how-
ever, the production of caviar did not enjoy much atten-
tion until the mid-1800’s. Initially starting on the Atlantic
coast using Atlantic sturgeon (Acipenser oxyrhynchus),
the production expanded to the Pacific coast from
California to British Columbia where the white sturgeon
(Acipenser transmontanus) was most common. The
industry was virtually eliminated in just 50 years by over-
harvesting. US caviar production is currently seeing a sig-
nificant revival primarily due to the farming of white
sturgeon primarily in California and Idaho.

The most common source of black caviar in North
America is the white sturgeon (Acipenser transmontanus).
This is also the most common sturgeon found on the
North American continent. However, the production of
caviar from the native wild stock is not normally permit-
ted due to the near extinction of certain sturgeon species
and subspecies in some North American watersheds.
Therefore, almost all commercial production of sturgeon
for either caviar or meat is from cultured sturgeon.
Captive breeding programs for white sturgeon along with
federal, state, and tribal management projects for wild
stocks in the Snake, Columbia, and Missouri River sys-
tems should reverse a decline in wild fisheries stocks. In
the Pacific Northwest, Native American tribes, along with
US Fish and Wildlife, are the primary leaders in sturgeon
restoration efforts. The Nez Perce, Kalisbell, and Yakama
Nations have wild white sturgeon broodstock in captivity
and are developing fishery enhancement programs for the
sturgeon. Some of the tribal organizations are expanding
their restoration efforts to include production and growout
facilities for fish suitable for caviar production. By cou-
pling restoration efforts with production, there is a greater
likelihood that programs will remain viable because they
would become financially self-sustaining.

U.S. culture of sturgeon began in earnest in the late
1970s. In 1979, the U.S. began an intensive aquaculture
program for white sturgeon as part of the Aquaculture and
Fisheries Program at the University of California, Davis
(8). For this program, wild female brood stocks were har-
vested and their eggs surgically removed. The eggs were
fertilized and the first hatchlings produced in 1980. After
this first success, commercial aquaculture firms began
raising sturgeon for caviar from A. transmontanus possible
between 6 to 10 years of age (8); other sources indicate 8
to 9 years (9). Dozens of sturgeon farms have been started
in California (10) and Idaho. Southern states, including
South Carolina, Florida and Louisiana, began evaluating
programs for culturing Atlantic and Gulf sturgeons during
the 1980s with current production and pilot operations in
place. Cultured sturgeon are harvested at 1.5 to 6 years for
meat production and 7 to 10 years for caviar. The Gulf of
Mexico sturgeon (Acipenseroxyrinchus desotoi) a sub-
species of the Atlantic sturgeon distributed from the

Mississippi River to Tampa Bay, was commercially har-
vested for caviar in small quantities in inland Florida (12).
As with other North American sturgeons, culture pro-
grams have been established for the Gulf sturgeon.

Unfortunately, determining the sex of even mature
sturgeon can be relatively difficult. Currently, the most
practical method of sex determination requires a small
incision in the upper part of the fish’s abdomen and a
visual examination of the gonadal tissue. Male fish are
generally diverted to harvest for meat and the female fish
are returned to growout facilities where they remain until
they have reached sexual maturity. At maturity, female
fish may weigh from 40 to 80 kg. Premium caviar from
farm-raised sturgeon is valued at a price equal to that of
imported osetra or sevruga with the lowest prices around
$36.00 per ounce (3) and production in California farms
projected at 30,000 pounds annually. 

A. PROCESSING STURGEON ROE

Preferably, black caviar processing begins with the
removal of the roe immediately after the fish has been
killed. Wild sturgeon are generally harvested by seining
and are transported alive to the processing facility. In
some instances, the roe is removed from the sturgeon on
board the harvest vessel. It is not necessary to kill the fish
however to take the roe. Russian technologists long ago
discovered that as much as two thirds of the roe can be
removed by Cesarean section and after a short recovery
period the fish can be returned to the wild or to the aqua-
culture tanks (6), thus roe can be harvested again from
these fish during later spawning cycles. There are many
instances in which roe has been successfully harvested
over ten times from the same Beluga female and Sternin
reported that eggs were taken from a single bester seven
times over a period of 15 years (11).

Processing caviar from cultured sturgeon begins when
the fish are removed from the growout tank and transported
immediately to the processing room where they are stunned
and the roe is immediately removed. Bleeding the fish prior
to roe recovery improves quality. The roe is then normally
controlled in lots which identify the individual fish from
which the roe was harvested. The roe is kept on ice and then
processed as rapidly as possible under sanitary conditions in
a cool environment. The total processing time from extrac-
tion to primary packing is normally less than 2½ hours. 

Following extraction, the first step in caviar produc-
tion is the separation of the individual eggs from the con-
nective tissue. This is normally accomplished by rubbing
the skein on single stainless steel screen over a stainless
steel bowl. The opening dimensions of the screen are
approximately equal to the size of the eggs being sepa-
rated. Traditionalists in Russia still prefer linen thread
screens. Nylon has also been used with success. In con-
trast to singling out of salmon eggs where two or even
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three layers of screens are used, only a single screen is
commonly used for sturgeon eggs.

The singled eggs are then inspected, picked over, and
briefly washed in a chilled, mild saline solution (ca. 3%)
to remove extraneous debris. This rinsing step should not
be more than 15–20 seconds or the quality and the shelf
life of the end product may be reduced. The eggs should
be briefly drained following the rinsing. 

The eggs are then placed in a stainless steel bowl,
weighed and 3–5% by weight of fine, non-iodized salt, is
added and blended by hand. They are then immediately
spread out in a 2–5 cm thick layer on a stainless steel, fine
mesh, and screened rack for curing. The curing step is
very brief and need not be more that 5–15 minutes. From
curing the caviar is placed in two-part, specially coated,
tins for aging and sale. The tins are slightly overfilled and
the top placed on and pressed down to gently compress
the caviar so as to drive out any trapped air. A broad rub-
ber ban is placed about the connecting segment of the can
and cans are placed in refrigerated storage, initially on
their sides, for continued draining and curing. This step
takes approximately 28 days for the caviar to develop a
mild and distinctly oxidized flavor favored by caviar afi-
cionados. It should be noted, however, that many
Americans prefer the flavor of the caviar present immedi-
ately after the initial 15 minute curing which leads us to
another subject. Just what is good caviar?

Salinity (total salt) of 3 to 3.5% is achieved in the final
product after the excess fluids are drained off (11). The
final salt concentration will vary depending upon egg
maturity, freshness, brining temperature, and brining time.
Salting affects the physical characteristics of the egg and
increases the hardness of the egg sheath. Egg sheath assays
show that the hardness doubles after brining and curing.

Sturgeon caviar can also be pressed (pausnaya). Small
or damaged eggs may also be lightly salted and compacted
into a product that resembles a thick marmalade and is
used as a spread. Damaged eggs are also added to butter or
soft cheese and can be incorporated into sauces or pâtés.

Fine caviar has much akin with fine wine and individ-
ual preference can be very different. Superb caviar to one
person may not be so to another. In general, however, the
best caviar should not taste salty, fishy or musty. It should
have a mild flavor described by some as being slightly
“nutty.” The texture should be similar to that of butter and
should almost melt in one’s mouth. High quality caviar
should have no detectable membrane or residual shell
material present and a pleasant aftertaste. There should be
no metallic or other off-flavors. 

Caviar also tends to readily absorb off-flavors, partic-
ularly from contact with certain metals. Traditionally,
therefore, it is consumed with an ivory, mother of pearl or
horn spoon and served in glass or porcelain bowls. Caviar
should be stored in the refrigerator, tightly closed in the
jar or specially coated metal tin in which it was purchased.

Some individuals like to place the container inside of a
sealed plastic bag as well.

A few additional notes on processing; for maximum
quality and storage stability, sturgeon roe should be handled
using exemplary sanitation practices and processed at as
low a temperature as possible. The processing, curing and
storage areas should be as clean as an operating theater and
the temperature of the area kept well below 50°F while pro-
cessing. The eggs should not be allowed to come in contact
with metals other than stainless steel. The water used in the
processing should be as aseptic as possible and not contain
chemicals that will impart any off-flavors. Only non-iodized
salt should be used and salt that has not been coated so as to
reduce caking. Kosher-style salt seems to work quite well. 

The flesh of harvested sturgeon is first reduced to
what is referred in the seafood industry as a “bullet.” A
bullet is formed by removing the fins, scutes (the armored
plates on the sides of the fish), gills, blood, intestines and
the spinal cord from the fish. The bullet is commonly
processed further into fillets, steaks, roasts, and hot or
cold smoked meat products. The skin can be tanned into
rather durable leather. 

B. PADDLEFISH CAVIAR

Caviar from the sturgeon’s poor cousin, the paddlefish, is
showing significant growth in the Southeastern and
Western US as a source of black caviar. In North America,
paddlefish (Polyodon spathula), the shovel-nose catfish
(Hemisorubim platyrhynchos) in addition to fresh water
sturgeons (Acipenser sp.) are harvested from wild stocks
for black caviar production. Paddlefish are found mainly
in the Mississippi–Missouri River systems, reaching as far
north as Minneapolis and St. Paul, Minnesota; as far east
as Pittsburgh, Pennsylvania; and as far south as New
Orleans, Louisiana.

Their roe is processed in a similar manner as sturgeon
roe and the quality of these products can be very high,
although the products are generally less expensive than
sturgeon caviar, ranging between $7 to $15 per ounce (3).
However, wholesale prices of U.S. domestic paddlefish
caviar (2002) reached these levels with retail sales prices
being in the range of $20–35/oz. Restriction on sturgeon
caviar should cause prices for these products to increase.
Domestic production of North America paddlefish roe is
roughly 60,000 pounds. The commercial culture of pad-
dlefish is viable. The fish are raised both for their meat
and roe. The meat is commonly hot smoked. Paddlefish
feed on plankton, and this has led to a unique method of
polyculture for these fish in the U.S. Paddlefish can be
placed at a relatively low density in catfish ponds where
they feed on the natural algal blooms and on blooms
resulting from the breakdown of uneaten feed and fecal
material. This type of polyculture has the potential to
reduce the problem with benthic off-flavors in catfish

161-6 Handbook of Food Science, Technology, and Engineering, Volume 4



resulting from consumption of geosmin containing algae.
The paddlefish must large enough before introduction into
ponds to discourage predation by the catfish.

The roe from paddlefish harvested from recreational
fisheries in Montana are sold by non-profit civic organi-
zations and the government to commercial processors and
the derived funds are used to support local fisheries and
wildlife programs.

V. OTHER FISH ROE PRODUCTS

The increased popularity of sushi, coupled with a height-
ened interest in haute, international, and fusion cuisines,
has spurred the development of expanded markets and
new products from fish and fish roe. Important quality
parameters for roe are a small sized egg (generally); a
mild flavor and an appropriate mouth feel including a
good “pop.” The most marketable roe products can with-
stand distribution and handling procedures, frozen stor-
age, and have a reasonable shelf life under refrigeration.
Fish from many species can be colored or flavored to
match popular products such as black caviar or tobiko,
which are in short supply. Data for size and yield of vari-
ous fish roe are presented in Table 161.1. 

A. CATFISH ROE

Channel catfish (Ictalurus punctatus) has been evaluated
as a black caviar substitute (13). Catfish roe from
Ictalurus sp. and Clarius sp. resembles that of paddlefish
or sterle and ranges in color from dark charcoal to gray
and rarely to a light gold. The eggs have a greater varia-
tion in average diameter than do most other species and
many are of a smaller size. The eggs also tend to be much
more difficult to separate at earlier stages of maturity,
however, can be made in to an excellent spread that has a
number of gourmet applications.

B. SALMON ROE

“Red” or salmon caviars, called “ikura” in Russia and
Japan are popular around the world. Ikura is the style of
salmon caviar where individual eggs are separated from
connective tissue and cured. Other forms of salmon roe
preparations include marinated roe, smoked and flavored
roe products, barako, and sujiko. Sujiko are salted and fla-
vored whole skeins. The majority of salmon caviar is pro-
duced from Pacific salmon, with chum salmon
(Oncorhynchus keta) and pink salmon (O. gorbuscha)
being the most popular. Salmon caviar is also produced
from the other Pacific salmon: coho (O. kisutch), sockeye
or red (O. nerka), and king or Chinook (O. tshawytscha).
Both the largest volume and value is from chum salmon
with ikura production at 2000 to 3000 MT per year. Salmon
eggs are a major source of income for Alaskan harvesters
and processors; the price paid for chum and pink salmon is

often so low as not to warrant harvest or processing, how-
ever, the roe always has value. It is against the law in North
America to simply harvest the roe and not to utilize the
remainder of the carcass, a process known as “roe strip-
ping;” however, some jurisdictions have permitted the prac-
tice in times of severe economic depression. The practice is
not as harmful to the salmon runs as one might think at first
glance, as these salmon are at the termination of their life
cycle and spawn but once and then die. The harvest size is
calculated to not adversely impact future runs. Still the
practice of discarding the carcasses should be avoided and
some use should be found for the fish.

Atlantic salmon (Salmon salar) and Arctic char
(Salvelinus alpinus) are used to a lesser degree for caviar
production (6). The Pacific masu or cherry salmon 
(O. masou masou) is a minor source of ikura, restricted to
small regions of Japan and Korea (11).

Returns of salmon are cyclic with a peak in the late
1990’s followed by a collapse in 2000, putting the valu-
able roe in incredibly short supply. Chum salmon returns
for the 2001 harvest season were similarly grim. Harvests
increased in 2002 and 2003, but prices were somewhat
depressed due to a poor economy and near deflationary
conditions in important East Asian markets. The market
potential for 2004 was brighter, due to a stronger econ-
omy, and to the resurgence in interest in wild harvested
salmon resulting from a number of unjustified food scares
tied to cultured salmon in 2003 and 2004. High protein
low carbohydrate fat diets spurred a trend for greater
salmon consumption and bolstered prices for wild
salmon. This trend is expected to continue through 2005.

Most of the salmon roe harvested in Alaska is
exported, primarily to Japan, Korea, China and Western
Europe although the US domestic market is growing.
Some is processed into ikura in Alaskan facilities, but a
large quantity of the “green” or unprocessed roe is simply
packed in bulk, frozen, and then exported.

Farmed Atlantic salmon (Salmo salar), coho salmon
(O. kisutch), rainbow trout (O. mykiss formerly Salmo
gairdneri), and its ocean run variant steelhead trout (also
O. mykiss and referred to as salmon trout) are available in
large quantities, exceeding 1 billion pounds per year. Due
to the current glut of salmon on the world market, Atlantic
salmon culturists in Norway and Finland are holding fish
to sexual maturity, harvesting the roe, and producing a
very high quality salmon caviar. The market for the prod-
uct is growing, particularly in Europe and in South
America. Salmon trout is already a popular source of red
caviar in Europe where much of the product is from cul-
tured fish. There have been some complaints in Japanese
ikura markets that roe from cultured fish have an “aqua-
culture” smell, but that the appearance, color and sheen
are excellent (6). Any legitimate issues surrounding the
flavor of the aquacultured product can be addressed by
altering fish diet. If there continues to be an oversupply of
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salmon on the world market this will lead to even a greater
proportions of the harvest being directed toward the pro-
duction of roe products.

1. Processing Salmon Roe-Sujiko 

Eggs from salmonid fish are much larger than sturgeon
roe, for chum, the eggs range from 4 to 5 mm diameter to
as large as 7 mm for Chinook salmon (Table 161.1) and are
generally processed with less added salt. Salmon roe have
a less “fishy” flavor and oxidized flavor than many stur-
geon caviars (6) because salmon roe products are not aged.

Salmon roe are most commonly processed into cured,
individual eggs (ikura) or as whole egg skeins (sujiko).
Sujiko is prepared by brining whole roe skeins for approx-
imately 20 min in a solution of salt, nitrites, polyphos-
phates, and other additives and seasonings. After brining,
the skeins are sorted by quality and size, and then alter-
nately layered with fine salt in plastic or wooden contain-
ers (most commonly containing 5 kg of the finished
product). The curing process involves compressing the
skeins under a weight for 3 to 5 days at temperatures
below 50°F (11°C). The freshly brined product contains
approximately 20 ppm nitrite and after curing, the fin-
ished product should have no more than 5 ppm, which is
the maximum concentration allowed for import into
Japan. At this time, this is not an approved use of sodium
nitrite in the United States, therefore, all product thus
processed in the U.S. must be exported.

Sockeye or red salmon is the primary species used for
sujiko production, although chum and pink salmon are
also used in large quantities. The early summer run of
sockeye salmon in Bristol Bay constitutes the largest sin-
gle supply of sujiko, and every effort is made to speedily
process and ship it to Japan each summer for the Japanese
summer festival of Obon at which sujiko is traditionally
consumed. A byproduct of sujiko production is “barako,”
or singled-out eggs from broken or rejected skeins of
sujiko. To make barako, the broken skeins are removed
following the sujiko brining process, and the eggs are sim-
ply singled by mechanically separating them from the
skein membrane using a screen.

2. Processing Salmon Roe-Ikura

a. Separation of eggs from skein material
The process for separating the eggs from each other and
from skein material is called screening. Screening is nor-
mally a manual, laborious, and time-consuming process.
Using the conventional method, the roe is rinsed with 3%
salt brine. Then the individual eggs are removed from the
skein by mechanically forcing the eggs gently through
specially designed three tiers of nylon or stainless steel
screens. Enzyme-based processes for removing the con-
nective tissue surrounding the eggs for ikura production
decreases hand labor and may increase recovery.

b. Enzyme processes for egg recovery
Enzyme preparations for roe recovery include high con-
centrations of collagenase. The enzymatic process mimics
the release of collagenases and other activities by the
female fish to dissolve the connective tissue surrounding
mature roe when the eggs are released into the water col-
umn for fertilization. Recovery of a high yield of good
quality eggs varies greatly with enzyme treatments.
Proteolytic enzyme mixtures for removing the membra-
nous egg skein material from the individual eggs have
been developed for salmon roe. 

c. Brining and curing processes for ikura
Brining and curing fish eggs is still an art and requires a
great deal of skill. Salmon caviar usually contains 3 to 4%
total salt for “malasol” or lower salt caviar. Higher salt
products in the range of 4 to 6% are also common and are
becoming a regulatory requirement in some markets due
to concerns about Clostridium botulinum growth.
Products with a salt content (2.8 to 3.5% salt) are becom-
ing more popular as consumer preferences change, but
these products tend to have a shorter storage life and must
be prepared with this consideration in mind.

For ikura, the separated eggs are agitated in brine (for
saturated brine the egg/brine ratio is usually 1:3 (v/v) or
less). The eggs are brined, generally 2 to 6 minutes
between <8 to 12°C, until the desired salt content is
reached. The shell of the egg becomes fairly firm after
brining. The best process control for ikura manufacture is
achieved using saturated brine. Salt uptake of the egg
varies between species of salmon. Salt uptake also
depends upon the condition and degree of maturity of the
eggs and often is affected by whether the fish are “early”
or “late” run. Salt uptake varies with eggs in a given lot by
0.5% or more (26). Salt uptake is also faster in frozen or
enzyme treated roe, compared to fresh roe, assuming that
roe are of the same quality initially and consistent salt
uptake is difficult to control (6).

After brining the roe is cured. During the curing
process for ikura, the roe is placed on inclined stainless
steel screens or in perforated plastic baskets, allowing the
excess salt brine to drain off. Salmon roe is cured at refrig-
eration temperatures for at least 30 min and up to 12 h.
This allows excess surface and cellular fluid to be released
from the eggs and drained off. Also, the curing permits the
salt concentration within the egg to equilibrate and the
eggs sheath to harden slightly. Efforts to speed up the cur-
ing process by the using fans, etc. results in a product of
lower quality.

3. Processing Salmon Roe, Marinated Roes and
Other Products

Once the predominant salmon roe product in Japan, the
popularity of sujiko is decreasing and being replaced by
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lightly salted ikura and flavored/marinated salmon roes.
Marinated roe constitutes up to 80% of some Japanese
ikura markets (6). These are prepared by taking singled
out green roe and marinating them in a solution of garlic,
mirin or Japanese sweet rice wine vinegar, soyu (soy
sauce), sugar, or other seasonings. The product may be
prepared in a commercial food processing plant or in the
home or restaurant just a short time before serving. Roe
treated in this fashion is used in a number of dishes,
including sushi, in sushi-rice combinations such as dom-
boro, or in a number of other Asian or Pan-Asian prepara-
tions. The popularity of marinated roes and ikura is also
increasing in Europe, North America, China, and other
Asian countries.

In Europe and North America, ikura or “red caviar” is
commonly consumed as a hors d’ oeuvre. It is also added
to cream or white sauces in pasta dishes, as a garnish on
seafood salads, fish or poultry entrees, and served as a
condiment with egg dishes. The traditional wild salmon
caviar markets in Europe have been in Germany, Spain,
France, and Scandinavian countries. New growth markets
are in Eastern Europe and in the Commonwealth of
Independent States (former Soviet republics). Western
chefs have began to discover many uses for ikura and
other roes and the caviars are increasingly found on the
menus of white tablecloth restaurants

Traditional Pacific Northwest Native American and
Native Alaskan salmon roe products include compacted
and dried whole skeins (salmon egg cheese) or “stink
eggs.” Stink eggs are produced by covering the skeins in
animal skins and burying them in the ground, allowing
them to ferment under anaerobic conditions and reason-
ably cool temperatures. Other preparations involve hold-
ing salmon eggs in flour coated cloth sacks at
temperatures somewhat below ambient for a period of
time sufficient to obtain the desired flavor development.
Eggs are also dried or smoked and used in soups. 

C. LUMPFISH ROE

Lumpfish (Cyclopterus lumpus) roe is an extremely pop-
ular, moderately priced ‘red’ or ‘black’ caviar and in much
the same fashion as more expensive caviar products.
Flavor should be mild and somewhat salty, but with no
strong fishy flavor notes.

In its natural state, lumpfish roe is a small 2- to 5-mm
egg and ranges in color from gray-white for the immature
roe, to purple to red (mature roe), to reddish-orange for
overly mature roe (14). The eggs are dyed black or red.
Female lumpfish release approximately 100,000 eggs as a
sticky mass that attaches to rocks or benthic organisms in
the ocean environment during spawning. The male guards
the nest of eggs until hatching (10). Lumpfish roe can sur-
vive pasteurization better than other caviar products and
can also be produced at a high enough salt content and a

low enough water activity to make a shelf stable food
commonly found in supermarkets. Gum tragacanth may
be added to reduce the water activity. Sodium benzoate is
commonly added to inhibit mold growth during refriger-
ated storage. 

1. Processing of Lumpfish Caviar

Lumpfish roe is mechanically separated out and the
resultant caviar salted to 3 to 5% salinity and packed
immediately, or salted to 10 to 14% and then delivered for
reprocessing, desalting, and repacking for later retail sale
(11,14). Salt levels of 5.8 to �11% may be found (14).
After addition of the dry salt, the eggs stick together and
must be mixed until uniform dispersion is formed from
the eggs and the brine created from expressed intracellu-
lar fluid. The eggs are drained and cured. Curing is impor-
tant for achieving the desired viscosity of the inner fluids
of the egg.

An alternative process involves rinsing roe recovered
by a mechanical screening process in 5% salt to remove
blood spots, ovarian membrane, and other foreign mate-
rial. At this stage, the product can be stored at 0 to 3°C in
vacuum sealed packages for curing at a later date. 

Lumpfish caviar is dyed as part of or after the curing
process. Most lumpfish is dyed black using coal tar based
dyes but 10 to 15% of the world’s production is dyed red.
Commonly for each 100 g of roe, 0.4–0.5 g of a black dye,
5g salt and 22 ml water are added and held at 4 to 7°C for
l h. The caviar is then rinsed with an acidified brine (20 g
salt, 5.2 g 8% acetic acid, 0.12 g citric acid (per 100 ml)),
drained for 30 min, and then vacuum packaged and refrig-
erated (6,14). 

D. TOBIKO OR FLYING FISH ROE

A popular caviar used in sushi preparations is flying fish
roe or tobiko [Cheilopogon furcatus (spot fin flying fish)].
This is a small, crisp, golden orange roe with an egg size
of 2 mm or less. It is sometimes flavored with chili.
Wasabi (Japanese horseradish) tobiko is a popular condi-
ment where tobiko is mixed with wasabi and dyed a light
spring green. Sometimes tobiko is dyed red. As with
salmon caviar or ikura, tobiko may also be flavored with
Japanese rice wine vinegar (mirin), a fermented soybean
paste (miso), soyu, or other seasonings. In these forms, it
is generally served with rice or sushi. Caribbean Islanders
commonly fry flying fish, and make a pie from this fish
which also includes the roe.

Because tobiko is in short supply, faux tobiko is often
prepared from the mature or immature herring roe
(Clupea sp.), from the eggs of small capelin (Mallotus vil-
losus), smelt (Spirinchus lancerolatus), and other fish that
have small, bland, light colored roe. For making faux
tobiko from immature herring roe, whole herring roe
skeins are brined, then graded. The salt content is reduced
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by rinsing or soaking the skeins in weak saline solutions
or water. Various colorants or flavors can be added at this
point. The individual eggs are recovered by rubbing the
skeins on a plastic or metal screen.

E. WHITEFISH ROE AND SIMILAR PRODUCTS

Other fish with roe of small size sold commercially are mul-
let (Mugil cephalus) smelt, and the roe from various white
fish including: Atlantic whitefish (Coregonus huntsmani),
Lake whitefish (Coregonus clupeaformis), Mountain or
Rocky Mountain (golden)whitefish (Prosopium williamsoni).
Other fish with small light colored roe used in similar appli-
cations as tobiko or lumpfish are the: lavaret (Coregonus
lavaretus); roach (Rutilus rutilus); perch (Perca fluviatilis);
Pacific herring (Clupea pallasii), Atlantic or Baltic herring
(Clupea harengus), smelt (Spirinchus lancerolatus), and
burbot (Lota lota). There is also a limited roe fishery for the
Pacific sardine (Sardinops caerulea) (16)(17). Most of these
roes are brined, cured, flavored and/or seasoned, and some-
times smoked. 

A special note should be made regarding smelt roe or
“masago” which is experiencing an increased market
again as a substitute for tobiko and similar small size,
mid-priced caviars. This roe is commonly subjected to a
number of flavored or seasoned variants including green
tea, wasabi, chili oil, teriyaki, and combinations thereof.

Another small roe is vendace (Coregonus albula) the
eggs of which are tiny and pink, and green or unprocessed
vendace roe is sometimes consumed as a paste or spread
with no salt added. Roe products are consumed in Central
and South America from the hake (Merluccius hubssi and
M. antarcticus), mullet (Mugil cephalus), orange roughy
(Hoplostethus atlanticus), and white fish (Coregonus
albula) (17,18).

F. COD ROE

Atlantic cod (Gadus morhua) roe has long been used for
a variety of products by fishers throughout its population
range. The skeins may be simply breaded and fried or
used in soups. A very popular product in Scandinavian
homes consists of a blend of cod eggs and cream cheese
or another soft cheese, with or without additional season-
ings or herbs, which is served as a pâté or spread. The
cheese based products are commonly sold in tubes and
may not require refrigeration. Cod roes are also consumed
alone or blended with butter. Sometimes roe is a compo-
nent of meat spreads. Additional uses include the use of
cod roe as a condiment in poultry or egg-based dishes,
pasta dishes or salads. Other small white fish roe may also
be treated in a similar manner and have become more
common in areas where cod are scarce.

Salted cod roe [Gadus macrocephalus (Pacific cod),
G. morhua (Atlantic cod)] are sometimes flavored with

sugar, treated with nitrite, and smoked. Oil, potato flour,
and other ingredients may also be added to salted cod roe.
Salted roe may be aged for several months before sale. 

Pacific cod roe (Gadus macrocephalus) or “tarako” is
prepared in a similar fashion as pollock roe (Theragra
chalcogramma) (see below), including spicy roe prepara-
tions. Alaska pollock roe has replaced cod roe in many
product lines due to erratic availability and the market
preference for a consistently small sized egg. Commonly
now, most tarako will be made from pollock roe.

G. SHAD ROE

An unusual product, shad roe (Alosa sapidissima) is har-
vested from this anadromous member of the herring fam-
ily. Colonists transplanted the fish from the rivers
originating in the Great Lake region and Northeastern US
rivers to the Sacramento River in 1871 and the Columbia
River in 1876. Shad now range from Cook Inlet, Alaska,
to the US/Mexican border. Because the runs happen
within a very short period, it has been difficult to develop
a successful commercial fishery in the Columbia basin,
although there is a great deal of interest in removing this
introduced species from the Western watersheds. Shad roe
can be eaten fresh; it is also frozen, and thermally
processed in oval metal cans resembling large sardine
cans. Commercial harvest is primarily in the West with
recreational fisheries in the eastern United States. Shad is
a popular spring dish in East Coast markets. Shad are har-
vested with roe during spring runs, with the fillets pre-
pared separately, and then dressed with the sautéed roe.
Shad roe is also breaded and fried, used as a spread or
pâté, or incorporated into egg or meat-based entrees.

H. MULLET ROE

Mullet (Mugil cephalus) roe (karasumi) is consumed either
as a salted product similar to ikura or salted and dried (sim-
ilar to sujiko). Dried mullet roe has a yellowish red color
and a rubbery chewy mouth feel due to the large quantity
of wax esters, which runs as high as 60 to 70% of the
extracted oil (19). Making mullet roe involves coating the
roe with dry salt for 4 to 5 h, removing the salt, compress-
ing the roe during the curing process, and air drying the
compressed roe until 30% of the original product weight is
lost. Mullet roe is also served as a pickled food (“Botargo”)
in Italy and other Mediterranean countries (19,20).

I. ORANGE ROUGHY ROE

Another roe with a high concentration of wax esters is the
orange roughy (Hoplostethus atlanticus) (21). Orange
roughy lipids have become a suitable replacement for
sperm whale (Physter macrocephalus and P. catadon) oil or
jojoba oil for industrial applications. Sale of the roe is not
common. Applications are similar to tobiko.
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J. HERRING ROE OR KAZUNOKO

Herring [Clupea pallasii (Pacific herring), Clupea haren-
gus (Atlantic or Baltic herring)] are also a product in high
demand in Asia, particularly in Japan. Kazunoko or “yel-
low diamond” roe is cured whole herring egg skeins, and
kazunoko kombu is herring roe on kelp. Herring produce
small, creamy white to yellow eggs (1.3 to 1.5 mm diam-
eter) (15) in skeins about 8 cm long and 3 cm in width.
The highest value kazunoko is a perfectly matched pair of
skeins. A perfect pair of skeins has no surface blemishes
or discolorations, large veins, nicks, or other visual
defects, with both skeins of nearly identical size contain-
ing eggs of a consistent degree of maturity and a uniform,
natural color. Herring harvesting methods are critical 
for good product quality. The skeins are vascularized, and
the more the fish struggles during harvest, the greater 
the likelihood that the skeins will become bruised and dis-
colored (6).

The herring roe seine fishery in Sitka Sound, Alaska,
has the distinction of being one of the shortest fisheries in
the world. Generally, the fishery is open for a few days at
best. Among the shortest openings was the 1986 season,
with the first opening of only 3 h and 10 min, and the sec-
ond opening, held about a week later, of 2.5 h long (10).
Several seiners may join forces to hire aircraft to spot
schools of herring. Meanwhile, fisheries biologists sample
the herring and permit an opening only when the fish
reach the exact, desired degree of maturity and an average
roe content of 10% by weight. Biologists signal the start
of the opening by radio. State-commissioned aircraft then
fly over the harvest area determining the number of suc-
cessful catches. When the target allowable catch has been
reached, the fishery is closed, again signaled by radio.

The herring roe is not immediately removed from the
fish. Instead, the fish are frozen, preferably by brine freez-
ing, or a combination of brine freezing and blast or plate
freezing, the objective being to preserve the natural shape
and form of the roe sacs within the fish. The frozen her-
ring is then shipped to processing plants where the
kazunoko is produced. The freezing and frozen storage of
the herring is part of the process of “conditioning” the
herring to make removal of roe from the fish easier.

At the processing plant, the herring are thawed, tem-
pered, or “slacked out” by placing the fish in fresh water
that is exchanged several times during the 24-h thawing
process. This helps to remove blood and other undesirable
constituents from the fish. The skeins are then removed
(or “popped”) from the herring. While skein removal is
commonly done by hand, automated systems are now
used at many facilities both to sort the fish by gender and
then to remove the egg skeins from the female fish.

The skeins are sorted, brined, cured, and then packed
in approximately 5-gal plastic pails in 100% brine solu-
tion, which is topped off with a scoop (500 to 750 g) of

loose salt. The product is then shipped and held under
refrigerated temperatures of –4°C or lower. The brining
process traditionally involves many steps in which the
skeins are held in totes of brine of increasing strengths,
finishing with a saturated brine solution. 

All in all, the brining process normally takes 5 to 7
days with daily changes of brine. A primary purpose of
this process, in addition to curing, is to remove any dis-
coloration in the skeins due to blood, enzymatic activity,
or other contaminants. In some instances, hydrogen per-
oxide is used as a bleach to remove discolorations.
Following brining, the skeins are sorted by quality and
size. Specialized automated weighing machines are used
in some instances.

Most kazunoko is shipped to Japan where it is
drained, inspected once again, and then packaged for sale.
Often individual matched pairs of skeins are packaged in
gift packs that sell at retail for $10 or more per pair
(approx. 5 oz). Kazunoko is commonly prepared as sushi
or for dombori.

Individual herring eggs (capelin, cod, or tobiko can
also be used) are added to sea vegetable salads and to
seafood salads containing, among other things, marine
plants (sea vegetables), clams, limpets, or marinated octo-
pus. Another product from herring roe is tarama, a may-
onnaise-like product manufactured from emulsified fish
eggs that is used as a condiment or salad dressing.
Acceptable tarama can be produced from damaged skeins
and from overly mature roe.

A most interesting herring roe product is kazunoko
kombu or herring roe on kelp. Kazunoko kombu is used in
a variety of dishes, most commonly soups, and can be
very expensive, oftentimes over $100 per pound. For the
highest quality kazunoko kombu, a uniform, dense layer
of herring eggs of similar size and color covers both sides
of a piece of kelp.

Traditionally, kazunoko kombu has been harvested
when herring spawn. Schools of herring release their eggs
simultaneously, and the eggs adhere to kelp until the fish
larvae hatch. Kazunoko kombu is still harvested in the
wild; however, most is now produced by harvesting live
herring just prior to spawning and placing them into pens
(called “pounds”) into which cut kelp has been suspended.
When the fish spawn, the eggs adhere to this kelp to a
thickness of up to one-half inch per side (or an inch in
total thickness). The fish are then released back to the
wild and the egg-coated kelp is washed, trimmed, cut to
market size, and packed in brine. The finished product is
commonly used in soups, salads, or as a side dish.

Due to a shortage of natural kazunoko kombu, there
have been several attempts at developing acceptable sub-
stitutes. One of the more innovative attempts uses a
surimi-based paste as an adhesive in the highly labor-
intensive operation of attaching a layer of herring eggs to
pre-cut pieces of kelp. The coated kelp is then placed in a
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form under slight pressure and heat to set the product,
which is then packed in light brine.

K. POLLOCK ROE OR MENTAIKO

Another roe product popular in the Japanese/Korean mar-
kets is mentaiko (also spelled mentiko). Mentaiko is the
Japanese name for Alaska or walleye pollock roe
(Theragra chalcogramma). The most valuable form of
mentiko is whole, matched pairs of skeins, defect free and
preferably with the oviduct intact. Mentaiko is brined and
cured. It may be dyed (mostly red) and/or flavored.

There are literally dozens of grades of mentiko, depend-
ing on the type and degree of the defect (Table 161.2).

Other defectives include: hemorrhages or bruising,
crushed roe skeins, large veins or unattractive veining,
fracture of the oviduct connection between the two skeins,
paired skeins of non-uniform size, and skeins that are not
uniform in color or no longer connected together. Contact
with sea water can reduce the quality of the roe, resulting
in a two-tone discoloration on a roe sack. Sea water can
also toughen or impart a rubbery texture to the skin sur-
rounding the roe sac.

Tarako is the term used for smaller salted roe sacs.
Although the literal translation of the Japanese word
“tarako” is salted cod roe, most tarako is actually pro-
duced from pollock roe. This is a popular food item and
served as a topping for rice or rice balls (musubi). Pollock
roe is a component in ready-to-serve sauces for noodles or
spaghetti marketed to children and young adults using
Digimon cartoon characters. 

Lower-grade pollock roe is commonly seasoned with
salt, sugar, monosodium glutamate, garlic and other spices,
sesame, chili or other flavored oils, soyu (soy sauce), or
sake. Sodium nitrate may be added for products destined for
export from the U.S. The product is called “spicy roe” or
“mentai” and is marketed as a condiment in Korean markets.

Karashi mentaiko incorporates ground cayenne or
flaked chili pepper. Mentaiko may also be treated with
sodium nitrite and ascorbic acid and/or nicotinic acid to
produce a product with a pink coloration. In some cases,

fresh roe may be treated with a solution containing salt
and 25% ethanol at pH 4.0 to 4.2, and brined in solution
containing salt, nitrite, and antioxidants (22).

Pollock roe may also be used as an ingredient in salad
dressings, in pastes or spreads, and in preparations where
single eggs (barako) are desirable. Dehydrated tarako or
mentaiko are used in seasonings in soups and sauces.
Popular ‘Hello Kitty’ characters have been used in mar-
keting campaigns for dry mix preparations and condi-
ments containing pollock roe. 

L. HAKE ROE

Roe skeins from the Southern Atlantic hakes (Merluccius
hubbsi and other species) are boiled in water and seasoned
and are a traditional food in Uruguay served during the
autumn (18).

M. ROCK SOLE ROE

Rock sole (Lepidopsetta bilineata) with roe is a unique,
high risk winter fishery in the North Pacific often under
severe weather conditions. In 2001, the catcher-processor
vessel F/V Arctic Rose was lost at sea with all hands while
participating in this fishery. Fish may be frozen whole and
shipped in this form, headed, and sliced diagonally in
strips (kirimi) containing both flesh and roe, or the roe
may be removed and processed separately on-board. The
roe is quite valuable. 

N. SEA URCHIN ROE (UNI)

The gonadal tissue of invertebrates, specifically the sea
urchin is a popular food in Asian and Mediterranean cui-
sine. Both roe and milt from sea urchins are consumed.
Several species of sea urchin are commercially harvested
primarily by divers, including the highly valuable green
urchin (Strongylocentrotus pulcheriius), the red sea urchin
(S. franciscanus), and purple urchin (S. intermedius).
Pseudocentratus depressus and Heliocidaris crassispina
are used for fermented uni (23) as are lower grades of the
Strongylocentrotus spp. Sea urchins are cultured in the
Mediterranean, Ireland, China, and Japan and more
recently in the US. Wild harvested animals may also be
held in raceways and fed a high-nutrient diet. Proper hus-
bandry and nutrition can increase yield 40% or more in
gonadal tissue production.

Sea urchin may be consumed raw, but is more com-
monly steamed, baked, or sautéed. Uni, a preparation for
sushi, is brined sea urchin gonadal tissues treated with
alum. It may also be colored ranging from mustard yellow
to bright orange. Color and condition are important for
determining grades of uni, and a bright orange product is
the most desirable.

The salted gonadal tissue from the sea urchin may
also be fermented, producing a paste (neri uni). Also, a
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TABLE 161.2
Typical Alaska Pollock Roe Grades

Name Description

Mako No defects
Kireko Defective, generally; broken skeins, skeins with

cuts or tears
Aoko Blue green discoloration from contact with bile
Kuroko Dark colored roe
Iroko Orange stains from contact with digestive fluids
Gamako Immature
Mizuko Overly mature
Yawoko Soft



more watery preparation, mizu uni, is prepared using a
dry cure process. Doro uni is made by washing the
gonadal tissue with dilute alcohol, draining it, then mix-
ing it with salt.

O. SEA CUCUMBER ROE

Fresh and dried gonadal tissue from the sea cucumber
(Stichopu spp.) is also consumed (10). The gonads can sell
for 50 times the price paid for sea cucumber muscle tissue
in China. Culture of this organism in China and elsewhere
in Asia, and experimental efforts in North America are
currently underway.

P. ROE FROM CRUSTACEANS

Roe or “coral” from gravid female shrimp, lobster, and
crab are popular delicacies in European and Asian
cuisines. The roe from these crustacea are incorporated
into traditional preparations of boiled or steamed lobster
or crab. Stir-fried or deep fried dishes and soups are also
common. She-crab soup, available as a canned product in
many countries, is an example of a product where gravid
female animals are targeted.

VI. CHEMICAL COMPOSITION OF
CAVIAR PRODUCTS

The chemical composition of caviar varies from species to
species, with the condition and maturity of the eggs,
within and between runs or harvest areas, and from year
to year. Caviar composition also differs slightly due to the
variation between eggs within a single skein. This is
because the degree of the maturity of the eggs suitable for
caviar is greatest in the anterior end of the skein, with the
eggs becoming more immature as you progress from the
head to the tail of the fish. 

The caloric content of caviar is between 370 and 320
calories/100 g and can vary with the quality and fat con-
tent (6). Salmon caviar products are highly digestible and
have been used traditionally in Russia to aid the recovery
of surgical patients and to treat rickets in children. Black
caviar (osetra) has 251 to 282 kcal/100 g, with other vari-
eties having a somewhat lower caloric content (220 to 255
kcal/100 g) (6). Caviar has formed the basis for fat diets
over the years. Caviar is a recent addition to salon hair
care products and cosmetics because of alleged benefits
from the protein, lipid conditioners and vitamin content.

Fish roe are also a rich source of vitamins. Salmon
eggs contain 50 to 3000 IU/g vitamin A, 5 to 25 IU/g vita-
min D, 10 to 80 IU/100 g vitamins B1, B2, and B12 and
10 to 30 IU/100 g vitamin C. The vitamin content of 
catfish roe includes: vitamin A �2 mg/100 g, vitamin C
�0.26 mg/100 g, vitamin D �0.2 mg/100 g, vitamin E
�0.1 mg/100 g (13). Mineral nutrients include calcium,

iron, magnesium, manganese, phosphorus, potassium,
copper, and zinc (13)(24).

A. PROXIMATE COMPOSITION OF FISH ROE

Like poultry eggs, fish roe have high concentrations of
lipid and protein. In general fish roe products are high in
protein (16 to 30%). Crude lipid content can vary from
less than 5 to 20% with an average value for salmon of
around 10%. The lipid content of fish roe can double on a
dry weight basis as the roe matures. After the roe is
brined, the percentage of moisture decreases, the protein
content increases because water is removed during the
brining process. The ash content increases because of the
added salt, and the lipid content increases proportionately
as moisture is removed during brining and curing.

Like poultry eggs, the distribution of macronutrients
within individual eggs is not uniform. For example, the
interior fluid of coho salmon (O. kisutch) eggs constitutes
98% of the volume of the egg and is primarily a clear to
translucent protein solution. A waxy low-density lipid
fraction and oil droplets constitute the remaining volume.
For chum salmon (O. keta) the volume of the oil droplet
comprises up to 10% of the volume of the individual egg
with lipids in the mature roe constituting about 13.5% of
the wet weight of the egg. 

The protein quality of fish roe is high with methion-
ine/cystine or typtophan/tyrosine being the limiting amino
acid. Table 161.3 shows the proximate composition of the
unprocessed roe several roe producing aquatic animals
along with data for muscle tissue and processed products.

B. LIPID COMPOSITION OF FISH ROE AND FISH

ROE PRODUCTS

Lipid composition and fatty acid profiles have been used
to evaluate caviar quality and to determine the species of
origin. With few exceptions, the predominant lipid com-
ponents in fish roe are triglycerides and phospholipids.
Also, lipid classes and the ratio of different lipid classes
have been evaluated as a basis for objective quality assess-
ment traits. In fish with a total lipid content of 10 to 15%,
the majority of the lipid (ca. 70%) is polar lipid (15). For
example, Baltic herring (Clupea harengus) and roach
(Rutilus rutilus) have polar lipid contents of 75 to 90%
(17). Table 161.4 provides compositional information for
lipids for selected roe products and muscle tissue.

For fish with a high level of polar lipids, phospho-
lipids may serve as an energy source rather than triglyc-
erides, being more easily mobilized in the eggs. The
requirement for alternative sources of energy for the egg
is influenced by different species dependent incubation
periods for individual fish. Fish from the same order or
family can have widely differing ratios of triglycerides 
to phospholipids in the roe, for example chum salmon 
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TABLE 161.3
Proximate Composition of Roe, Roe Products, and Muscle Tissue (Average Values)

Moisture Protein1 Crude Total Cholesterol
Species (%) (%N �� 5.7) Lipid1 (%) Ash1 (%) (mg/100 g)

Salmonids
Salmon, chum (O. keta)
Roe 53 31 16 1.6 450

57 27 14 40
Muscle 75 18
Salmon, pink (O. gorbuscha)
Roe
Salted and cured ikura 55 31 13 2.0

50 32 11 7.0
Salmon, sockeye (O. nerka) 57 25 11 1.2
Salmon, Chinook (O. tshawytscha) 60 28 13 1.5
Trout, rainbow (O. mykiss) — — 8 — 200

Sturgeons
Caspian, Huso sp. 67 25 15 1.5

Pollock and Related Species
Alaska pollock (Theragra 

chalcogramma)
Roe 67 26 5 — 310

72 56 5 5.9 —
Muscle
Salted “tarako” 80 18 1 — 37

65 45 4 13 —
Cod, Pacific (Gadus morhua 

macrocephalus)
Roe 68 26 4 — 310
Muscle 80 17 1 — 30
Cod, Atlantic (Gadus morhua) 79 18 0.5 2.0 —

Hake (Merluccius hubbsi) 67 — 7 380
Mullet (Mugil cephalus)
Roe 52 — — —

62 23 14 1.8 440
50 30 20 — 490

Muscle 70 20 10 — 50
Salted and dried 30 35 25 5.4 —
Herring, Pacific (Clupea pallasii)
Roe
Muscle 77 20 3 — 300

78 20 3 — 32
Herring (Clupea sp)

75 — — — —

Invertebrates
Crab (Protunus truberculatus)
Roe
Muscle 55 30 13 — 500

77 18 4 — 90
Sea urchin (Hemicntrotus pulcherrimus) 75 16 8 — 310

1 Percent by weight on an as-is basis. 
Data from (6).



(O. keta) vs. steelhead (or sea) trout (O. mykiss) and cod
(Gadus sp.) vs. hake (Merluccius sp.). 

Diet can affect the lipid profile of caviar products. For
example, cultured Gulf sturgeon roe (Acipenser
oxyrinchus desotoi) has a different fatty acid composition
than that of the wild Gulf sturgeon (12). The cultured stur-
geon had a higher ω-3 fatty acid content (13.8 to 30.2)
than wild caught sturgeon (8.86 to 15.5) and a different
lipid profile generally, but these conclusions are based
upon very limited data. 

A high relative proportion of neutral lipids are often
used to define roe ripeness (6),(17),(20),(21),(25). The
higher lipid content, in general, of the Salmonidae roe
compared with Clupeidae roe may be a result of differ-
ences in energy needs for the fertilized eggs (17), even
though the muscle tissue of the Clupeidae is among the

food fish with the highest muscle fat content. The lipid
content of the roe from either Salmonidae or Clupeidae
does not vary greatly with the degree of maturation or
from year to year (17). For whitefish (Corengonus albula)
(total lipid: 6.6 to 9.8%, 14% salt), there are proportion-
ately greater triacylglycerols (66%) content compared
with phospholipids (31%). Lecithin is the major phospho-
lipid (90%). These products contain high cholesterol, 1.3
to 1.6% of total lipid (6).

Certain roes have an unusual lipid profile. Sand eel
(Ammodytes lancea) and capelin (Mallotus vilosus) roe
have high total lipid contents and a higher percentage of
neutral lipid, over 75%. Capelin and sand eel also have
high concentrations of steryl esters at a level that exceeds
the free sterol content (15). These two fish have longer
incubation times, roughly twice as long as many other
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TABLE 161.4
Lipid Composition of Roe for Selected Species

ωω-3 FA ωω-6 FA Wax + Stero-
% Lipid Phospholipid Triglycerides % Total %Total lesters

Species (wet wt) % Total Lipid % Total Lipid Lipid Lipid % Total Lipid

Salmonids
Rainbow trout (O. mykiss) 6.5–8.8 49–54 42–49 37 6.3 0–0.3
Chum salmon (O. keta) 13.5 30 63 — — —
Steelhead (O. mykiss) 9.2 21–39 30–55 0.8 13 1.4–2.7

Sturgeon
Gulf sturgeon (Acipenser

oxyrinchus desotoi)
Cultured — — — 14–30 6–10 —
Wild — — — 9–15 4–6 —

White Fish
Whitefish (Coregonus sp.) 6.6–9.8 31–35 59–66 44 16 80–83
Vendace (Coregonus albula) 6 — — 44 13 —
Cod (Gadus morhua) 9.8 71–76 12–13 31 3 4
Burbot (Lota lota) 6–7 11–14 3–5 37 13 1.3–2.7
Capelin (Mallotus vilosus) 18–19 49–52 4–5 33 2–3 —
Roach (Rutilus rutilus) 3.3–4.2 73–85 10–15 — — 0.1–0.2
Saithe (Pollachius virens) 11 65–68 14–15 31 3–4
Hake (Merluccius hubbsi) 5–8 14 26–42 2.6 — 27.6
Haddock (Melanogramus aeglefinus) 9–10 69–79 8–9 44 5 5.3
Whiting (Merlangus merlangus) 9 60–62 6–8 40 3–4 —

Other Fish
Mullet (Mugil cephalus) 13.7 — — — 13 —
Baltic herring (Clupea harengus) 2–11 68–89 6–16 31 2–3 1.3–2.7
Perch (Perca fluviatilis) 4.1 11–17 1–2 — — 80–87
Catfish (Ictalurus punctatus) 8 — — 12 11 —
Orange roughy (Hoplostethus atlanticus) 5–6 20.7 51 11–32 1–3 2.9 
Blue mackerel (Scomber autralasicus) 7–8 27 36 32 3.4 26
Kahawai (Arripis trutta) 12 29 33 22 4.9 32
Hoki (Macruronis novaezelandiae) 12 22 39 21 2.9 26
Red cod (Pseudophycis bacchus) 9–10 31 36 17 3.0 15
Sand eel (Ammodytes lancea) 12–13 19–28 45 38 3–4 —

Data from (6).



Northern marine fish, and the high neutral lipid content
serves as an energy reserve for embryonic and early larval
development. Levels of wax esters and steryl esters are
high in mackerel (Scomber japonicus) and in mullet
(Mugil cephalus) (20). The role of wax esters and steryl
esters is unclear, but these may be used to determine the
degree of maturity for some types of roe. Wax and steryl
esters may play a role in buoyancy, permeability control,
serve as insulation, or as an energy reserve for the eggs
during incubation (17). These esters may also serve as a
fatty acid reserve for modifying structural lipids after the
fertilization of the eggs has occurred.

C. CHOLESTEROL CONTENT OF FISH ROES

The cholesterol content of roe is about one-fourth of that
of chicken eggs. The cholesterol content of vertebrate fish
roe ranges from 200 to 500 mg/100 g. Some fish such as
smelt, kahawai, and channel catfish are higher with cho-
lesterol values 550 to 640 mg/100 g (Table 161.3). The
cholesterol content of the roe is substantially higher than
muscle tissue, generally by a factor of 10 for finfish but
less for invertebrates (Table 161.3). Salmonid roes contain
variable amounts of cholesterol (Table 161.3).

VII. GRADING AND QUALITY
ATTRIBUTES OF ROE PRODUCTS

Upon completion of the curing process, caviars are graded
and packaged. Grading can be a very labor-intensive
process. During grading, any crushed or broken eggs are
removed, along with “bullets,” which are bitter, dark,
undeveloped eggs. The amount of effort spent grading a
product is proportionate to the final product quality and to
the overall value of the product.

Roe may be graded according to flavor. Salmon eggs
from sockeye, coho, or Chinook have a slightly bitter
taste, a main reason the popularity of these roes is lower
than for pink and chum salmon eggs, which tend to be
sweeter. Salmon from stocks with longer migration pat-
terns may tend to produce roe with higher lipid content a
smoother mouth feel and a richer flavor profile. High
quality product from early salmon runs have high value as
these are the first new products of the season. Sensory
properties of roe from different regional fisheries, e.g.,
Hokkaido, Eastern Russia, and Alaska are different,
although there have been no systematic studies to sub-
stantiate these variations. Little effort has been made to
take advantage of these differences between strains 
for wild harvested products, or to investigate how to
improve flavor and texture profiles for roe from culture
operations. This will provide opportunities for market dif-
ferentiation.

Taste is a primary consideration for grading products.
With sturgeon, eggs may have a grassy or muddy aftertaste

(11). The taste of the roe is dependent upon proper pro-
cessing, the fish’s feed, water conditions, maturity, harvest
area, or culture practices and characteristics of the individ-
ual species. There is research currently underway investi-
gating how the incorporation of vitamin E into sturgeon
diets may to improve the flavor stability of black caviar.
The flavor/taste of the eggs may change, be masked, or dis-
appear after salting. 

Color of roe is also critical to grade. There are color
standards for many species of fish. This is particularly
important for salmon, as the color ranges from light
orange to a bright reddish orange. Because the color of roe
can vary widely within a single lot from the same species,
product is sorted to match. Consistent color for ikura in
the Japanese market is very important to a high price, so
both sujiko and ikura are matched in retail units whenever
possible. 

The color of sturgeon eggs is also highly variable,
ranging in shades of gray (light to dark), black, yellowish
gray, brownish gray, greenish gray, and even a dark
golden color (11). Eggs from other fish species are pale
shades of gray, yellow, pink, green, or brown. Depending
upon the product, some roe are colored and sold as an imi-
tation of the roe of another species (e.g., dyed herring roe
for flying fish roe (tobiko); lumpfish roe for “black” stur-
geon or paddlefish caviar). Regardless, the highest quality
product involves uniform coloration.

Some caviar products are also graded by size.
Sturgeon eggs, due to their high value, are typically size
graded. Sturgeon eggs have three sizes: small (diameter 
�2.2 mm), medium (diameter � 2.2 to 2.5 mm), and
large (diameter �2.5 mm). High-quality ikura (salmon
caviar) may also be graded by egg size. Generally, larger
fish produce larger eggs. The size of salmonid eggs varies:
3 to 5 mm diameter and larger for chum salmon, 3 mm or
larger for pink, sockeye, and coho roe, and 6 to 8 mm for
Chinook roe. Maturity, feed quality and nutritional status
affect egg size.

Shell or sheath toughness is another factor considered
when grading roe products. Manual or mechanical tests,
which squeeze the egg until it breaks, test for product
toughness. This process works best with larger eggs that
come from salmon and sturgeon because their outer mem-
branes are not as strong as smaller eggs from herring or
carp. Toughness provides an indication of maturity
although many factors can be involved. In salmon and
most other species, soft eggs are an indication of immatu-
rity. The situation for sturgeon is not so simple, with
changes in egg texture varying less dramatically as the
egg matures. Eggs from all fish will become soft as a
result of enzymic degradation or microbial decomposi-
tion. Frozen eggs also tend to be softer than fresh ones.

Controlled proteolysis is an important feature for flavor
development in roe products such as tarako and karasumi
from pollock or cod roe and for traditional products made
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from salmon roe. Sturgeon caviar is commonly aged under
refrigeration for a month or more prior to retail sale for fla-
vor and color development. Sturgeon caviar darkens and
develops an oxidized paint-like and somewhat fishy flavor
during aging which is desirable is some markets. Changes
during aging result from endogenous and most likely micro-
bial enzymes in the caviar under microaerophilic conditions.
Psychrotropic lactic acid bacteria may be involved in flavor
development as well as a souring form of decomposition. A
new market for unaged sturgeon caviar is being developed.
This product should be popular with the US market and oth-
ers that prefer a mild flavored product. Production of unaged
product is now possible as a result of a wider availability roe
from the controlled harvest of cultured sturgeon.

VIII. PACKAGING ROE PRODUCTS

Vegetable oil (olive or cottonseed for sturgeon caviar) or
glycerol is sometimes added to the packaged eggs to give
a bright, shiny appearance and to prevent the eggs from
sticking together. Salmon caviar is commonly packaged
in plastic containers often with double bottoms, with the
layer closest to the product perforated, to allow for drain-
ing, curing and drying. Traditional cotton lined wooden
boxes (500 g to 3 kilo) are still popular in the Japanese
market although plastic is replacing it due to food safety
considerations. After curing, the packaged roe is com-
pressed to remove additional water and reduce the water
activity somewhat. This also removes entrained air and
reduces spoilage from lipid oxidation and microbial
growth. Traditional dehydration methods for caviar
exposed the product to airborne bacteria; other methods
sometimes used are centrifugation or drying with con-
trolled currents of clean air (6). Modified atmosphere
packaging and/or vacuum packaging are becoming more
popular. Some products are pasteurized. Ikura has a shelf
life of approximately 5 days at refrigeration temperatures,
but can be stored for a year at �20°F.

Sturgeon caviar is often packaged into 2-part metal tins
of 1.8 kilos (4 lb) that have a slot for drainage along one side
wall. Lids are placed onto containers that have been over-
filled by 10–15% and pressed down. The tins are laid on
their sides to allow fluid to drain from the product during
curing. After 2 h, the tins are placed under weight to further
compress the caviar and remove excess liquid and air.
Finally, a thick rubber band is placed around the circumfer-
ence of the tin to secure the lid. Product is aged for a num-
ber of months at super chilled conditions of –2–8°C. For
retail sale, the caviar is repackaged into smaller containers
generally glass jars (1, 2, and 4 oz) with screw cap, crimp
seal, or press-on vacuum closures. Retail tins up to 100 g
and wholesale tins of up to 1 kg are also sold. Caviar is also
packaged in crystal and in gold plated containers.
Interestingly, an American, Harry Dolbro developed the
familiar two part metal can plus rubber band packaging

system for aging black caviar around 1900. He also devel-
oped the concept of marketing caviar in small 2 and 4 oz
glass jars. Prior to this, the standard packaging for black
caviar was a 135 pound wooden keg (4).

After the caviar is packaged, it is stored at �2 to �3°C.
Depending upon the microbial load of the product, the shelf
life can be several months. Frozen storage of a year or more
is also possible. Addition of a variety of preservatives,
including borate (unfortunately not permitted in US),
antioxidants, chlorous acid, and nisin can extend shelf life.
Unapproved compounds including formaldehyde have been
added to improve storage stability. New processes are cur-
rently being evaluated to extend product shelf life and
enhance product safety including various combined tech-
nologies (e.g. antimicrobials and mild heating), dielectric
thermal processing methods, and cryogenic freezing. High
hydrostatic pressure processes are most likely not feasible
for pasteurizing caviar product, as the roe become elastic
and loose translucency at pressures above 45 KPSI.

Lumpfish roe is generally packed in 10.5-kg plastic
barrels. Iceland and Canada are the major producers of
lumpfish caviar (6). Icelandic companies process a large
percentage of the green roe into ready-to-eat lumpfish
caviar products. The most common product forms are dyed
cured roe packaged in 50- and 100-g glass jars with screw-
or lug-type closures.

Alaska pollock roe (mentaiko) is sold in several dif-
ferent forms. The highest quality is defect-free matched
skeins in which both ovaries are of uniform size with the
oviduct intact, with no bruises, no prominent dark veins,
no discolorations, and no cuts. Intact skeins of pollock
roe, which include defects, are of lower value. Retail
packages can be as small as a single vacuum-packaged
pack containing a set of matched skeins.

Other product forms include 4, 8, and 16 oz plastic
trays (traditionally black in color with a clear lid), 500 g
or larger boxes of skeins, nicely arranged, or marinated
products sold in glass jars. Sometimes mentiko is pack-
aged in flat 100-g (3.5 oz) cans for retail sale.

Broken skeins of mentaiko are of the lowest value.
This product is shipped frozen in bulk primarily to Japan
or Korea. It may be marinated in salt or highly spiced with
hot chili (“spicy roe”). In addition to pollock, spicy roe can
be made from either pollock, cod, capelin, herring, mullet,
whiting, Southern blue whiting (Micromesistius australis),
hoki (Macruronus novaezelandiae), flying fish, or some-
times lumpfish roe. Spicy roe is usually packaged in small
30–250 g glass or plastic containers for retail sale.

IX. FOOD SAFETY ISSUES ASSOCIATED
WITH ROE PRODUCTS

Salted fish roe products are often ready to eat. However,
roe are heat labile and can only be heated to a temperature
of 70°C without the eggs becoming dull or loosing color
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(6)(11)(27). Irreversible protein denaturation occurs
between 70 to 80°C. Some caviar can be pasteurized, but
this is not yet a widely used practice and the pasteurized
product is not of as high a perceived quality as unpasteur-
ized. Refrigerated caviar products are often packaged in
the same way as pasteurized products (e.g., in glass jars),
and the possibility of inadvertent or unintentional thermal
abuse is a risk and can occur if products are either not ade-
quately labeled or label instructions are ignored by the
retailer or consumer. Market requirements for time tem-
perature indicators may improve this situation.

The United States Food and Drug Administration
requirement for roe products call for a combination of
refrigerated temperature and either a pH at or below 4.6,
a water phase salt content at or above 3.5% or a water
activity at or below 0.97. The water phase salt content at
or above 3.5% is actually a value identified for cured and
smoked foods, and FDA guidance (28) actually recom-
mends 5% for caviar products despite a lack of scientific
justification for this higher value. Only the combination of
refrigerated temperature and the 0.97 water activity value
appears to be practical for caviars if one wishes to retain
the flavor and textural and other qualitative attributes

associated with these highly valued products. All products
we have tested with a water phase salt content of at least
3.5% have also met the water activity requirement of 0.97.
The purpose of these measures is to protect the product
against Clostridium botulinum growth.

The salt concentration and storage temperature are the
factors relied on to preserve and make caviar safe, yet salt
concentration varies widely among caviar products of the
same type (Table 161.4). Adjusting pH is not an appropri-
ate preventive measure for Clostridium botulinum or
Listeria monocytogenes growth as suitable products can-
not be made at pH�4.6. The pH of roe falls between 5.7
to 6.5 (6) and can decrease up to 0.5 unit during refriger-
ated storage. The pH of lumpfish caviar ranges from 4.8
to 5.9 (6)(14). At least for lumpfish caviar, products with
a higher pH had greater acceptability, appearance, and
flavor. A compilation of salt, pH, and water activity values
for different caviar products are provided in Table 161.5.

Because caviar is a ready-to-eat product, the lack of
suitable preservatives for caviars for most markets is a
safety concern. Borax (0.l3%) and boracic acid (0.1%),
urotropin(e) (0.1%), sorbic acid (�0.1%), sodium ben-
zoate (�0.1%) and formic acid (�0.05%) may be added
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TABLE 161.5
Salt Content, Water Activity and pH for Various Roe Products

Storage Salt Water 
Product Conditions N1 (% wt) Activity pH

Lumpfish Refrigerated 4 6.332 0.96 5.6
2 7.742 0.95 5.7
4 6.812 0.96 5.6
4 4.242 0.97 5.4
3 8.62 0.94 5.3
6 12.92 0.91 5.4
31 9.5 — 5.5
— 6.0–20.7 — 4.6–6.8

Salmonid Roe

Salmon Refrigerated 3 5.362 0.96 5.6
13 20 — 5.8
— 6.5–25.0 — 5.5–6.3

Pink Salmon Refrigerated 2 4.7–6.7 0.98 6.1
Chum Salmon Refrigerated — 13.8 — —

— 3.5–25.5 — —
Steelhead Trout Refrigerated — 2.3–7.0 — 6.6–6.7
Sturgeon Shelf stable 2 7.742 0.94 5.5

5 14 — 5.5
— 11.2–17.3 — 4.8–5.8

Whitefish — 4 — 5.5
— — — 4.8–5.9

Herring Refrigerated — — — 5.7–6.5
Smoked cod roe — 17.2 — 5.5

— 13.2–38.8 — 4.8–5.9
Cod roe paste Refrigerated 4 18.6V 0.77 5.5

1 Number of samples tested. Reported values are averages. Data from (6).
2 Salt concentration in brine. Other values are % weight in the edible portion.



to sturgeon caviars. Formaldehyde is also found in some
non-North American products. Nisin (�0.1%) is also a
permitted additive in Russia. Recent research indicates
that nisin in combination with a mild heat treatment is
effective in both inactivating listeria and in preventing its
outgrowth in sturgeon caviar (27). 

Adulterated and misbranded products containing
unapproved preservatives and color additive are routinely
imported into the U.S. Borax is particularly problematic
as it can mask decomposition. Adulterated and mis-
branded salmon caviar is somewhat less common, how-
ever, salmon roe product containing nitrate/nitrite can be
found at retail. 

The salt content and storage temperature of caviar are
key preventive measures for producing a safe caviar prod-
uct. In general, salt content alone may not be high enough
to inhibit the germination of C. botulinum spores.
Clostridium botulinum type E can grow at 4.5 to 6% salt
and at temperatures of 3.3°C (28). Water phase salt con-
centrations of 10% will inhibit C. botulinum germination
for low acid foods held at room temperature. It is unlikely
that type E would germinate and grow in caviar products
with a aw�0.97. Somewhat disconcerting are results
from inoculated pack studies chum salmon ikura with
Clostridium sporogenes (PA 3679) spores showing that at
a water phase salt concentration of �13% with 200 ppm
potassium nitrate, spores may still germinate and grow. 

Pasteurization processes could improve caviar prod-
uct safety. Pasteurization is the destruction of pathogenic
vegetative cells. Thermal pasteurization processes have
been used to extend the shelf life. Batch pasteurization in
steam or water bath of air tight containers or vacuum
packaged containers of caviar have been attempted with
limited success. Because protein denaturation occurs in
caviars between 70 to 80°C, long pasteurization times at
50 to 70°C are feasible, but cause loss of product quality.
Within this range of temperature, the fish egg proteins do
not undergo substantial coagulation and the appearance of
the product remains visually the same. However, as a
result of pasteurization, salmon caviar becomes slightly
paler and soft, and immature salmon eggs lose their shape.
At 56 to 60°C, only slight changes in pink salmon caviar
color are noticeable (11). At 71°C, all the eggs appear
dull; at 72°C, the egg yolk is completely coagulated and
the caviar converts into a chewy, boiled egg mass.
Conventional thermal pasteurization of sturgeon and
whitefish caviar should be conducted at temperatures less
than 65°C. For salmon and sturgeon, process temperatures
up to 70°C can be used (27).

Development of a high temperature-short time pas-
teurization using radiofrequency pasteurization (27 MHz)
shows great promise. Pasteurization extends the shelf life
of the caviar, and allows short term storage at refrigeration
temperatures (2 to 3 weeks). The D values of Listeria spp.
for roe are within the range for meat and egg products.

The D60°C value for L. innocua is 10 min for chum
salmon (Oncorhychus keta) caviar (0.5% salt), 4.8 min for
2.5% salt. The D60°C for white sturgeon caviar
(Acipenser transmontanus) (approx. 3% salt) range from
10 to 19 min.

X. CONCLUSION

The roe of literally hundreds of aquatic animals are used
for food. Most of these roe products are brined or cured.
Some are flavored or colored. The appearance, flavor and
texture are all important sensory characteristics for these
foods. Roe products are most commonly used in relatively
small quantities as a hors d’ oeuvres, as a condiment, a
garnish, or as an ingredient. They are often associated
with ethnic or gourmet foods and may be served with rice
or in preparations with other aquatic foods, meat products
or eggs. 

Despite the importance of these products in interna-
tional commerce, there is relatively little technical infor-
mation available about the chemical composition, product
quality, and food safety attributes of roe products in the
scientific literature. As a result, all too often regulatory
agencies have promulgated regulations or guidelines that
are contrary to the consumer desired attributes of these
products and which may not contribute to increased food
safety. It would appear that increased education about and
research on these products is warranted.
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I. INTRODUCTION

Heat transfer is one of the most important unit operations
in the food industry; it is the cheapest and most efficient
method of preservation. Almost all processes include sup-
plying or removing heat by physical, chemical or biolog-
ical methods. The objective of food heat treatment is the
destruction of microbial populations and enzyme inactiva-
tion in order to prevent spoilage and proliferation of
pathogens and spoilage microorganisms. Sanitation is
ensured after heating; practically all microorganisms are
destroyed or irreversibly damaged by heat (1). Process
conditions – time and temperature – are the decisive
applied factors according to the expected shelf life 
of the product, although heating also causes changes 
in physicochemical and biological food characteristics
(2). Therefore, in order to ensure thermal processing 

efficiency several variables must be considered such as
microbial survival rate and physicochemical composition
and structure.

Heat processing also aims enzyme destruction.
Intrinsic and extrinsic parameters leading to microbial
destruction are practically the same to those involved in
enzyme inactivation as microbial death is due to destruc-
tion of at least one enzymatic system resulting from denat-
uration of the protein moiety (3). Most foods, particularly
meats, are consumed after heating as chemical con-
stituents react improving sensory and nutritional charac-
teristics. Conversely to microorganisms and enzymes, heat
processing aims the least nutrient destruction (4). Even
though, the same factors destroying or inhibiting micro-
bial growth also accelerate nutrient loss. Therefore ther-
mal processing of foods must reach a compromise
between sanitation and quality.
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II. THERMAL PROPERTIES OF FOODS

In order to calculate thermal processing efficiency, the fol-
lowing information is necessary:

● Thermal resistance of a given microorganism,
as calculation basis (z- and F- values) (5).

● Temperature profile of the product. Thermal
processing includes two transport phenomena:
heat transfer where heat flows proportionally to
the driving force and inverse of the resistance to
flow; mass transfer within the food material
and resulting from reactions among food com-
ponent (lipids, proteins, minerals, etc.) (6).

In any food, thermal properties are determined by heat
distribution within the product. These are mainly related
to transference (thermal conductivity and specific heat)
and physical properties (density and geometry) (7).
Thermal conductivity in a food material depends on the
thermal flow rate through the product. Heat is defined as
energy transferred as a result of temperature gradients, the
larger the temperature difference the higher the flow rate.
In solid foods temperature difference between the product
surface and the center determines the heating rate.

Heat penetration depends on the transfer mechanisms
within the foods. Food heating depends on the surface
heat transfer coefficient; physical properties of the food
and container, if any; temperature difference between the
heating medium; and food initial temperature and con-
tainer size (8). However, food thermal processing assumes
that heat transfer in the surface is very high; therefore
resistance is only due to the food composition and struc-
ture. Knowing the type and extent of the driving forces
involved transport parameters can be calculated (9).

The main mechanisms involved in heat transfer in
food processing are conduction and convection.
Conduction is transmitted within a solid due to vibrations
of adjacent molecules. In meat canning, conduction
occurs in meat chunks or in gelled canned pastes, such as
luncheon meat. Heat transference rate through a uniform
material depends on the area (A) and temperature gradient
(∆T) but inverse to the thickness of the material (L); it also
depends on the thermal conductivity of the canned food
and tin (k) (7). Fourier’s law indicates this relationship

q � k (A∆T/L)

In meats, k is very low (1.89 kJ/h m°K) as compared to
stainless steel (59.47 kJ/h m°K) (10). This makes conduc-
tion in food materials very inefficient.

Convection heating is mostly related to fluids, such as
soups, brine, milk, etc., as a result of movement of differ-
ential densities when the fluid is heated or cooled.
Convection can be accelerated if stirring is applied reduc-
ing the temperature difference. In this mechanism, heating

depends on the area of transference (A), temperature 
difference (∆T) and a constant, h, which depends on 
flow properties, type of surface and flow rate. For boiling
water h � 1898 to 25308 kJ/ h m°K, whereas for air
h � 3.16 to 31.63 kJ/ h m°K (11). Convection is based on
Newton’s law:

q � h A∆T

Canned foods with low viscosity or with small particles,
such as soups or sausages in brine, have higher transfer
coefficients as heat penetration follows a convection
mechanism increased by can rotation. The mechanism can
change from convection to conduction during heating of
heat-induced gels, such as luncheon meats. As convection
rate is higher than conduction, heating rate varies during
processing (6).

Conductivity in meats depends on the direction in
which heat is transferred. Pérez and Calvelo (12) reported
that thermal conductivity in lean beef at 78.5% humidity
and 0°C, applying thermal flow perpendicular to the meat
fiber, is 0.411 kcal/m h°K, whereas under the same con-
ditions, in lean beef at 75% humidity, if the flow is para-
llel, conductivity is 0.422 kcal/m h°K.

Heat transfer also depends on characteristics of the
heating medium (Table 162.1). High coefficients mean
high heat transference rates to the product surface.
According to these figures, free convection in a smoke-
house has the lowest transference rate; forced convection
with a fan significantly increased heat transference rates.

III. THERMAL PROCESSES

Heat transfer principles can be applied to any material,
including foods. However every thermal process has a spe-
cific aim, its severity varies accordingly. Hurdle effects are
the result of particular event interactions (13). In order to
alter food quality to a minimum extent, only necessary hur-
dles to obtain a microbiologically safe food with consider-
ably extended shelf life must be applied. Therefore severity
of heat treatments also depends on intrinsic microbial con-
trols such as low pH, presence of bacteriostatic compounds,
application further preservation methods such as refrigera-
tion, etc. Because heat processing may alter food quality
attributes, it is advisable it is as mild as possible, without
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TABLE 162.1
Heat Transfer Coefficients of Heating Media (11)

Heating Medium Coefficient (kcal/h m2 °K)

Free convection in gases 2.5–25
Forced convection in gases 10–100
Forced convection in water 500–5000
Boiling water 1500–20000
Condensing steam 5000–15000



compromising quality or sanitation. If other antimicrobial
hurdles are present, they must be taken into consideration.

There are four heating processes applied to food
materials, based on temperature increase:

A. SCALDING

It is generally applied to tissues before freezing, drying or
canning. Conditions depend on the subsequent process. If
scalding is applied before canning, the objective is to
remove gases from tissues, to increase tissue temperature
and to provide initial cleaning (14). When applied to
meats, scalding usually results in volume reduction.
Scalding temperatures are around 65°C (15).

B. COOKING

It is applied to improve sensory characteristics of the food
material, although it also destroys a number of microorga-
nisms and inactivates some enzymes. In meat processing
“cooking” implies several heating methods: oven cook-
ing, roasting, frying, boiling, steaming and grilling. How
heat is applied to meats depends on the method. Oven
cooking, roasting and grilling are carried out with dry heat
and high temperature (around 100°C), whereas boiling
and steaming are applied in water. Frying temperatures
are above 200°C (8). Cooking is also a preservation
method, if recontamination is prevented. In addition to
enzyme destruction and reduction of microbial popula-
tions, cooking also destroys toxins present in the meat or
from microbial origin and improves digestibility.
However, it also promotes adverse changes such as nutri-
ent depletion (5).

C. PASTEURIZATION

In most cases, the aim of pasteurization is to destroy
pathogens. Vegetative cells may survive, therefore a further
preservation method, such as refrigeration, addition of
antimicrobials, packaging or fermentation must be applied.
Pasteurization time-temperature relationship depends on
specific thermal resistance of a given strain and on food
heat sensibility (14). Pasteurization temperatures are 140
to 150°C for 1 to 45 seconds, or 70 to 73°C for 15 to 20
seconds (8). Optimization of a pasteurization process
depends on relative destruction rate of a given microor-
ganisms without considerable altering quality factors.

Vegetative cells are destroyed at temperatures slightly
higher than their maximum growth temperature, whereas
spores can survive at much higher temperatures.
Processing conditions vary depending on the microbial
growth interval; pasteurization applies temperatures
higher than those where microbial growing can occur
(16). Meat products are generally pasteurized in water
baths. The packed product is placed in stainless steel tanks
and heated with water; cooling is carried out with cold

water. Continuous pasteurization equipment consists in a
long tank; the product is transported through the water in
a conveyor (5).

D. STERILIZATION

A sterile product does not contain any viable microorga-
nisms therefore the shelf life of sterilized foods is consid-
erably extended even without the application of additional
preservation methods. Because sterilization temperatures
are above maximum to allow bacterial growth, this
process destroys vegetative cells but not spores; steriliza-
tion process calculations are based on spore survival.
However food sterilization in not practically achieved as,
strictly speaking, sterility is the destruction of all spores or
vegetative cells that can grow in normal storage condi-
tions (5). Therefore, although pathogens are destroyed
some non-pathogens may be inactivated preventing them
to growth and reproduce. This is called commercial sterili-
zation and depends on the type of food; storage conditions
after heat treatment; cell or spore resistance; heat transfer
characteristics of the food, container and heating medium;
and initial microbial load. Time-temperature relationship
of the sterilization process depends on the thermal resist-
ance of a given microorganism, taken as indicator.
Clostridium botulinum and Clostridium sporgenes are
indicators for meat products (16).

Sterilized foods are packed in hermetically sealed con-
tainers in order to prevent recontamination. Under these
circumstances aerobes do not grow and spores of strict
anaerobes are less heat resistant than those of anaerobe
(17). Even though, in some foods such as cured canned
meats oxygen is not completely removed from the prod-
uct. Spoilage due to anaerobe growth, such as Bacillus
subtilis and Bacillus mycoides may occur. In this situation,
in addition of moderate heat processing other preservation
methods are necessary, such as curing or smoking (18).

IV. THERMAL PROCESSING OF MEATS

Basically, meat is subjected to two types of thermal treat-
ment: cooking and canning.

A. COOKING

Meat cooking is carried out in forced convection ovens in
batch and continuous operations. Convection and conduc-
tion are the dominant heat transfer mechanisms (8).
Conduction is the main heat transfer mechanism within the
product, starting from the product surface inwards in a tran-
sient state as temperature changes with time in any point
within the product. Convection occurs from the heating
medium to the product surface due to mixing of the heating
medium. In free convection, fluid movement is due to den-
sity gradient resulting from temperature variation. Force
convection is promoted when the fluid is moved using any
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device, such as a fan (14). Convection from the heating
medium to the product surface, and conduction from the
product surface to the inner part of the food occur at the
same time, for example, meat batters, stuffed in water per-
meable casing, or cuts such as ham, ribs or loins in stock-
ings cooked in a forced convection oven (19).

Process variables in forced convection are cooking
time, air velocity and relative humidity (dry bulb-wet bulb
temperature) (5). If the heat transference coefficient to the
product surface is small, convection from the heating
medium to the product surface is the limitant force
whereas if the coefficient is high the limitant is the con-
duction within the product (10).

Cooking can be also considered as a pasteurization
process, as it is carried out at temperatures below 100°C.
Meat in batch operations are manually placed and
removed to and from the oven. Small ovens can process
180 kg of boneless ham; large ovens up to 25,000 kg. In a
continuous operation the product is automatically trans-
ported in a conveyor through one or several cooking zones
and through a cooling area (20).

A variation in meat oven cooking is smoking. It
implies two processes taking place at the same time; with
the exception of cold smoking where the aim is to impart
flavor and to add preservative compounds such as phe-
nols, the main process is cooking, smoking being  a sec-
ondary procedure.

B. CANNING

The basic purposes in canning are:

(a) All microorganisms (cells and spores) feasible
to grow and produce toxins must be eliminated.
Canned meat, to be safe from the public health
point of view, must be free of Cl. botulinum the
most dangerous agent producing a fairly heat-
stable toxin (16).

(b) Spoilage microorganisms must be reduced to a
safe limit.

Thermal processing is carried out in two ways: aseptic
processing where the food is heated at conditions of com-
mercial sterilization and placed in sterile containers which
are subsequently sealed; and canning where the food is
placed in the container, then sealed and finally sterilized.
Process conditions are the same for both cases (21).

From the commercial point of view, any canned food
is sterile if it is free of spoilage microorganism such as
Bacillus stearothermophilus or Clostridium perfringens
(commercially sterile). Spore-forming thermophiles such
as Cl. sporogenes must be considered only when storage
temperatures are high, as 40°C is their maximum growing
temperature. However, Clostridium thermosacaroliticum
spores, a spoilage bacterium, can survive at temperatures

as high as 450°C. Heat treatment eliminating Cl. botu-
linum and Cl. sporogenes renders heat-stable foods with
considerably long shelf life (22). Processing conditions to
destroy vegetative cells are shown in Table 162.2.

Commercial sterilization consists in four stages: food
preparation, can filling, can closing and sealing, and ther-
mal processing (24). At industrial level it is carried out in
batch and continuous operations, both are based on the
heat transfer principles described before. The batch or
retort method consists in loading the retort, closing and
heating with vapor. The temperature is controlled through-
out the process depending on calculated processing condi-
tions. Pressure difference is also controlled to avoid
deformation of large cans or lid blowing. The heat transfer
mechanism is convection. Heating medium in continuous
retorts is also vapor; as the cans are continuously moving
in this process the heat transference rate is higher. In some
systems cans are fed into the continuous retort through a
pressure lock, moving along the system in a U-shaped con-
veyor where heating and cooling are applied (5).

V. TIME-TEMPERATURE PROFILE 
CALCULATION

As mentioned before, thermal process conditions are cal-
culated on the basis of several considerations such as
composition of the food material, expected shelf life,
transportation and storage conditions, initial microbial
load and specific present microflora, among others.

As thermal processing is aimed to destruction of
microbial population responsible of spoilage or a health
hazard, process calculation must take into consideration
how the food material will be handled. Microbial associa-
tions in refrigerated meats consists of Gram negative, rod
shaped, non-fermentative psychrotrophs of genus
Pseudomonas, Alcaligens, Flavobacterium, Shewella and
Moraxella (23). This association changes during curing,
becoming dominant Gram positive microorganisms of
genus Micrococcus, Lactobacillus, Carnobacterium and
Brochothrix (25). Table 162.3 shows the growth interval
of several microorganisms associated with meat spoilage.
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TABLE 162.2
Processing Conditions to Destroy Vegetative Cells (8,
10, 15, 16)

Microorganism Z-Value (°F) D250 Value (min)

B. stearothermophilus 12.6 4.0
B subtilis 13.3 to 23.4 0.48 to 0.76
B. cereus 17.5 0.0065
B. megaterium 15.8 0.04
Clostridium sporogens 23.4 0.15
Cl. botulinum 17.8 0.21
Cl. thermosaccharolyticum 16–22 3.0 to 4.0



Several inactivation parameters have been developed
as mathematical tools to obtain a time-temperature rela-
tionship necessary to achieve a successful treatment.

(a) D- and z-values. If a microbial population is sub-
jected to temperatures slightly above those for its
maximum growth temperature, vegetative cells
or spores are destroyed due to the inactivation of
enzymes present in the microorganisms. The
destruction follows the exponential equation:

�(dc/dt) � kc

That is, cell concentration decreases (dc) with
time (dt) in a direct proportion of cell concen-
tration (c). In other words, 90% of the microor-
ganisms are destroyed in a given time interval
if constant temperature is applied. The time
interval is different for each microorganism,
and is called decimal reduction time (D). It rep-
resents the minutes necessary to destroy 90%
of a given microbial population at constant
temperature. Table 162.4 shows D values for
some pathogens possibly associated to meats.

Therefore it is possible to compare thermal
destruction of different microbial populations.
D values are expressed at a given temperature
(D120°C). For example when heating at 110°C,
90% of the population of Cl. sporogenes (i.e.
from 105 to 104) is reduced if heating is main-
tained for 10 min (D110°C � 10 min). If the same
population is heated at 115°C, the time neces-
sary to reduce the population one logarithmic
cycle at 115°C is 3 minutes (D115°C � 3 min),
and at 120°C it requires only 1 min (D120°C �
1 min) (20).

Heat resistance for a given microorganism is
given by z-values, indicating the temperature
required decreasing D-values in 1/10.

(b) F-values. Calculation, evaluation and compari-
son of different heat treatments are achieved by
the so-called F-value. This value represents the
extent of thermal death of microorganisms and
severity of the treatment in order to predict the
product’s shelf life. The practical importance of
F-values is that the individual effect of each
part of the process is additive. As it is impossi-
ble to rise the temperature in the container to
120°C in every point at the same time F � 1
concept is applied. It is the lethality effect of
heating at 120°C for 1 min. F-values increase,
depending on the severity of heat treatment
required for given meat. Fs is the sum of all 
F-values in every parts of the container.

According to the F-value concept, each temperature
above 100°C has a given lethal effect; it increases with
temperature’s increment. For instance, heating must be
applied during certain time and temperature in order to
have similar heat damage: 100 min at 101°C, 10 min at
110°C, 1 min at 120°C or 0.1 min at 130°C (8). Thermal
treatments therefore depend on a time-temperature rela-
tionship. Increasing the temperature for 10°C, the time
necessary to achieve the same thermal effect is 1/10. Heat
treatments are also calculated taking into consideration the
survival of spores from two of the most damaging bacteria
in meat products: Cl. botulinum and Cl. sporogenes.

However, as heating is not homogenous in the entire can
geometry, calculations are always done considering the tem-
perature rise at the cold point (where heating is the slowest).
In this point, the sum of all lethal effects is Fc. The position
of the cold point is determined by the type of food material,
therefore by its main heat transfer mechanisms, and to a cer-
tain extent by the agitation of the cans in the retort.

In conduction heating, the cold point is located in the
geometrical center of the container. For viscous meat,
with cans rotating during the heating cycle, the cold point
is close to the geometric center. Rotation in this case does
not substantially increase the heating rate.

In static heating of liquid or semisolid products, such
as meat pieces in brine, where the leading heat transfer-
ence mechanism is convection, the cold point is on the
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TABLE 162.3
Microorganisms Associated to Meat Spoilage (26)

Microorganism Growth Interval

Psychorphiles �5 to 35°C
Pseudomonas sp.
Achromobacter

Mesophiles 15 to 45°C
E. coli
Bacillus subtilis

Facultative thermophiles 24 to 54°C
Streptococcus thermophilus
Clostridium perfringens

Thermophiles 45 to 75°C
Clostridum thermosaccharolyticum
Bacillus stearothermophilus

TABLE 162.4
Pathogens Associated to Meats (8, 10, 14, 21)

Microorganism Lethality (min)

Clostridium botulinum D65°C � 0.1
Vibrio sp. D70°C � 0.3
Aeromonas hydrophila D55°C � 0.17
Listeria monocytogens D60°C � 1.9
Salmonella sp. D60°C � 0.2
E.coli 0157:H7 D60°C � 4
Staphylococcus aureus D60°C � 0.4



vertical axis, one-third from the can bottom end (10). Fc is
always lower than Fs due to the fact that heat effect in the
center is always lower than in the rest of the container.
When a thermal process is calculated for the first time, the
cold point is located experimentally, using thermocouples
(Figure 162.1).

A simple method to calculate the lethal effects during
the heating and cooling phases consists of measuring with
thermocouples the temperature at the cold point, and to
calculate the corresponding F-values.

The relationship between D and F, taking into account
the amount of cells before and after heat processing is:

F � D (log a � log b)

where a = initial cell load; b = final cell load.
It is assumed that low acid foods, as are most meat

products, are heated at a temperature that assures total
absence Cl. botulinum spores, and are microbial safe. In
this case, spore counts must be reduced from 1012 to 100

(24), that is, reducing the count 12 log cycles or 12D. This
means that heating must be enough to find only 1 Cl. botu-
linum spore in 1012 cans, i.e. one spore per gram of meat or
1/1012. Cl. botulinum types A and B are reference microor-
ganisms for D values at 120°C and 0.21 min., as follows:

F � 0.21 (log 1 � log 10�12)

F � 2.52

For Cl. botulinum, D121°C � 0.21 min and z � 10°C. In
order to reduce an assumed number of Cl. botulinum cells
12 log cycles, heat must be 12 times higher during 0.21
min, that is 2.52 min at 120°C. Heat processing of food
around F = 2.5 is called “botulinum cook.”
Lethality is calculated by the equation:

(log t � log F) / (log 10) � (250 � T) / Z

where log 10 � 1; therefore log (t /F) � (250 � T) / Z.
The destruction rate per minute of a given microorganism
at a temperature T in the process corresponds to the time,
t, needed for the destruction of microorganism at that tem-

perature. For every minute, lethality can be calculated at a
given temperature, obtaining a curve. The area under the
curve represents the total lethality of the process.

Another way to calculate the lethality necessary in a
given process is by adding all F-values during the heating
and cooling phases; this gives Ftotal, the sum of all F 
values.

VI. EFFECT ON MEAT QUALITY

Quality improvement or deterioration of heat-treated
foods depends on three factors:

● Type and amount of microorganisms in the
food. Insufficient heat treatment may results in
microbial survival and presence of metabolites
such as gas, acid or off-odors and flavors.
Inadequate cooling after heat treatment in
processes such as canning encourages ther-
mophile growth (26). Recontamination can also
occur from microorganisms in cooling water
lacking of suitable sanitary conditions.

● Chemical reactions of food components with
one another or with the packaging material (27)
can result in can or thermoformed package
blowing.

● Physical alterations due to inadequate equip-
ment or process operation, such as rapid
increase in retort pressure, insufficient vacuum
in packages or excessive package or can filling
of the processing equipment.

Heat treatment severe enough to destroy Cl. botu-
linum or Cl. prefringens ensures the production of a stable
food without the need of applying further special storage
conditions. However, as severe heating can alter sensory
characteristics, it is necessary to achieve a compromise
between preservation and alteration of sensory attributes.
Heat treatment can also improve sensory characteristics of
meat, such as texture due to alteration of the muscle
fibers, and flavor due to generation of aroma-related
compounds (23).

VII. EFFECT OF MEAT PHYSICOCHEMICAL
CHARACTERISTICS ON 
MICROBIAL GROWTH

Thermal properties in foods are altered due to changes in
chemical components, such as protein denaturation, fat
melting and water evaporation. Thermal conductivity in a
meat batter is related to water content and increases with
temperature and humidity. Carbohydrate, protein and fat
protect microorganisms against thermal destruction due to
their low heat transfer coefficients (28).
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FIGURE 162.1 Location of cold point in conduction (left) and
convection (right) mechanisms.
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On the other hand, microbial resistance to destruction
can be increased by physiochemical characteristics of the
food material such as water, fat, carbohydrate, and protein
and salt content; pH; and presence of inhibitory com-
pounds. Quality and sanitary risks depend on microbial
access to the food, a function of microbial characteristics
of the contaminant strain; food intrinsic antimicrobial
attributes; storage extrinsic conditions in particular 
temperature, oxygen availability and time; and micro-
bial interactions (29). Physicochemical attributes that
must be also considered when thermal processing is
applied are:

A. WATER ACTIVITY AND REDOX POTENTIAL

It is directly related to microbial growth. Dry meat prod-
ucts do not require further heat processing. Limiting aw

for Cl. botulinum is 0.97 for psychrothrophic species and
0.95 for mesophiles (30). There is also a correlation
between aw and redox potential. Raw meat has a redox
potential around –50 mV; it changes after heating, for
example, sausages have potential from +20 to –100 mV,
depending on the degree of grinding and ingredients
added. Vacuum and addition of reducing agents can fur-
ther decrease the redox potential (21).

B. OXYGEN TENSION

It is particularly important for strict anaerobes such as
Clostridium sp. or microaerobes as lactic acid bacteria.
Canning cured meat, where some oxygen remain in the
product, implies applying mild heat treatment conditions
although other preservation methods such as curing or
refrigeration are used. In this situation spoilage may
occur due to the presence of aerobes such as Bacillus
subtilis or Bacillus mycoides. Carbon dioxide addition
displaces oxygen; together with low temperature storage
carbon dioxide reduces Gram negative bacterial growth
(32).

C. PH

Meat and meat products, with the exception of fermented
meats, are a low acid food (�4.5). In this case, heat treat-
ment must be more severe as potential pathogens or
spoilage microorganism can grow in this environment. In
most cases Cl. botulinum grows and produces toxins at pH
close to neutrality (8,16).

It is a determinant factor for several inactivation
processes; generally highly acidic (pH , 3.7) or acid (pH
3.7 to 4.5) foods do not represent a sanitary risk. Growth
of Cl. botulinum does not occur at pH # 4.5. Only foods
with moderate acidity (pH . 4.5) may present a risk due
to Cl. botulinum growth; at this pH level it produces tox-
ins and heat-resistant spores. This anaerobe can be 
present in canned foods, where low acidity and absence

of oxygen are suitable to growth and produce toxins. Its
spores are heat resistant; that destruction is the calcula-
tion criteria for thermal processing of low-acidity foods,
such as meats. A and B are the most heat-resistant toxins
but are destroyed heating at 100°C for 10 min.
Preventing conditions leading to toxin and/or spore pres-
ence in the food is the process calculation criteria (33).
In low acidic foods such as most meat products, pro-
cessing is based on inactivation of B. stearother-
mophilus, spores, 20 times more resistant than Cl.
botulinum spores and responsible, when germinating, of
producing sour taste and gas.

D. TEMPERATURE

Meat storage of meats at 0–4°C promotes the growth of
Pseudomonas and Acinetobacter spp.; at 20–25°C
Micrococcus grows in addition to the previous two
microorganisms; at 25–40°C there is a dominance of
Enterobacter, Clostridium and Bacillus spp.; above 40°C
Clostridium y Bacillus spp. proliferate (17).

E. ANTIMICROBIAL AGENTS

Such as added benzoate and sorbate, or chemical compo-
nents of the food (organic acids, lysoszyme, medium
length chain fatty acids) (34,35,36).

F. PHYSICAL STRUCTURE

Physical structures are at the same time a barrier and a
way to migrate to the internal part of a food. Microbial
growth starts initially in the food surface; this is particu-
larly true with meats, where microbial contamination
starts in the carcass or cut surface, finding its way to the
inner part of the muscle through the perimysium.
However, when meat is cut or minced, microbial popula-
tion is rapidly distributed throughout the food (32).

G. FOOD COMPOSITION

As foods in general, and particularly meats, have more
than one constituent (oil/water emulsions, protein gels,
collagen casings, connective tissue, muscle fibers) het-
erogeneity must be considered (37,38). It promotes dif-
ferent habitats due to a variety of physical structures and
chemical compositions that influence growth and colo-
nization of specific microbial populations. Meat smoking
establishes a concentration of phenol and other com-
pounds, at the same time a humidity gradient is estab-
lished from the sausage center outwards promoting
different microbial ecologies throughout the product.
Heat processing must be calculated to reduce a given
microbial type and counts in the food section where
microbes are most protected (16).
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VIII. MICROWAVE HEATING

It is based in alignment of water dipoles when exposed to
an electric field. As the microwaves change the direction
of the electric field at rate around 5 � 109 per second,
water dipole alignment also changes causing friction and
producing thermal energy. The same direct heating,
microbial inactivation is the result of enzyme destruction.
However, the microwave may cause overheating of some
areas due to excessive energy absorption as a result of
food heterogeneity (8). Microwaves frequency is between
300 Mhz and 300 Ghz, wavelengths between 1 mm and
1 m, although domestic and industrial microwaves are
between 915 Mhz and 2450 Mhz (11). At present,
microwave heating is applied to meat and meat products
only for cooking purposes.
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I. INTRODUCTION

Meat freezing is a necessity that has emerged and grown
with the opening of world level markets. Meat industry, in
its quest to become more competitive, has found itself
constrained to establish marketing channels at a long dis-
tance and for extended periods. Even though refrigeration
is one of the most commonly used preservation methods,
it is insufficient to cover such needs. Therefore, freezing
becomes a solution in spite of its high cost compared to
refrigeration and a decrease of the price of thus preserved
meat, which results in a paradox. 

The primary need required for a meat processor is to
have and to be acquainted with an equipment adapted in
cost function and quality production. However, such need
cannot always be covered due to the fact that the election
criteria employed in its selection is based on company’s
capacity or facility to acquire such equipment. Nearly 80%
of the water contained in fresh meat submitted to a �5°C
(23°F) freezing temperature is actually frozen; but it will
rise to nearly 90% if it is frozen at �30°C (�22°F) (1).

The different types of equipment that have been utilized
for the freezing of meat and processed products are presented
in this chapter. Freezing equipment is classified according to
its heat transference system (air, contact, immersion); its
operation procedures (batch, continuous or in line) and by
product handling presentation (before or after packaging).

II. FREEZING EQUIPMENT

There are three basic red meat freezing methods applied at
commercial level: freezing by air, freezing by immersion

in a coolant medium and freezing by contact. The type of
equipment will depend on the method utilized. References
for different types of equipment and their utilization on
meat are shown in Table 163.1.

A. FREEZING BY AIR

Such a freezing method is quite common; air is the refrig-
erating medium in it. Its particular compatibility with food
even before packaging is one of its multiple advantages,
and regardless of form or product dimension, it can be per-
fectly adapted to the processor requirements (3). This last
issue turns into a very important matter in meat freezing
because of large bulks handled in certain cases (meat car-
casses or large product boxes intended for ulterior transfor-
mation) (4). While freezing, cold air presents a low specific
heat (1 kJ/kg°C) requiring just a small amount of energy to
increase its temperature, which should be reflected in a low
heat transference coefficient (25 to 35 W/m2°C) that is
translated in a lack of heat transference in an air-product
interphase. Air freezing devices are determined to be regu-
larly voluminous due to these air properties (5). 

Ventilation is an important factor in air freezing,
because as the air speed increases, the amount of heat relin-
quished by the food by time unit increases as well, due to
an increase of heat transfer coefficient. Therefore, to absorb
the heat being relinquished by a product while freezing,
great amounts of air must be handled. The energy cost
required by a ventilator determines the practical limitations
which indicate air maximum speed. It is interesting to ana-
lyze if this energy cost has an impact in the process, con-
sidering that this cost rises due to an increase on air speed
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upon third potency approximately. In practice, frozen air
will normally be expelled at �30°C if the fluid being
frozen by the air (cryogenic fluid) reaches a �40°C tem-
perature. In order for the air to reach a �40°C temperature
it would be necessary to duplicate the freezer energy con-
sumption so the freezer can lower its temperature (5).

Regarding red meat freezing by air, it can be carried
on by utilizing some of the following procedures:

a) Cold storage room. There is no standard design
equipment. They are chambers built specifi-
cally according to volume of the meat to be
frozen (cuts or carcasses) and presentation
(with or without package). Basically, they are
rooms designed to operate at low temperature
levels. Airflow within chambers can be con-
trolled in them, but not the air flowing over the
product (6). It is worth mentioning that due to
air effect a product tends to dehydrate on its
surface, which results in a mass loss and turns
into an economical loss, especially if the meat
has not been properly packaged. 
Beef carcasses can be frozen in forced air
freezers, which are usually refrigerated from 16
to 48 hours before freezing at temperatures
from �10 to �30°C and air velocities from 1 to
3.5 m/s. At temperatures lower than bovine car-
casses (�30°C to �40°C) pork can also be
frozen with no previous refrigeration and so
can lamb carcasses (without refrigeration) at
�20°C at a speed from 0.5 to 1 m/s for 12 to 18
hours. Regarding meat cuts freezing, either for
processing or separate selling, the most com-
mon form is by using individual packaging or
grouped by muscle type placed in 15 cm width
boxes. Temperatures of �30°C and air veloci-
ties of 12 m/s are the conditions utilized (5).

b) Tunnel type: These are chambers equipped with
vaporizers and ventilators, where cold air circu-
lates through the products located on trays or in
boxes from 20 to 30 kg. Such boxes and trays
are prepared on stationary shelves or on cars
that travel through the tunnel, either isolated or
in series, separated enough so the air can freely

circulate. As red meat freezes, it is suspended
over transporters or rails (6)(7). Cold air flows
perpendicularly to a product movement, provid-
ing air in the tunnel in continuous sections. This
represents an advantage of having only one-way
in and out for its unloading. Having a perpendi-
cular cold air direction allows a heat exchange
reduction between the air within and outside the
tunnel. Another advantage is that thermal condi-
tions to keep humidity level high in each section
can be controlled avoiding evaporation and 
preventing dehydration on a product surface,
which leads to burn by freezing. Thermal trans-
portation in this type of freezing depends on
dimensions and product form. A tunnel freezing
equipment turns very flexible and adaptable to
products of all dimensions and forms, packaged
or not (4)(8).

B. FREEZING BY IMMERSION

A direct contact between the food or the container that
holds the product and the coolant is established in this
type of freezer. The methods to freeze can be either by
submerging the food in a cold liquid or spraying the liq-
uid on it, using brines and syrups as well as calcium chlo-
ride, ethylenglycol, propylenglycol and alcohol among
others (6). This method has been in practice since the
beginning of the freezing process. In freezing by direct
immersion, coolants selection becomes limited, especially
when the food is not covered by package. Thus the coolant
must fulfill some characteristics, such as non-toxic, cer-
tain purity, free of coloring, flavors and strange odors, etc.
Also, when it comes to packaged foods, it is also impor-
tant that the coolant does not contain toxic products or
substances that could corrode the container (9).
Nowadays, this freezing method is employed in irregular
form products such as meat, fish and chicken (4). 

C. CRYOGENIC FREEZERS

In cryogenic freezing a direct contact between the coolant
and the food takes place. It has been proven to be a good
conservation method. In this equipment the coolant is not
provided by a static cooling system, but it is a consequence
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TABLE 163.1
Equipment Utilized in Freezing of Meat

Freezing Method Equipment Application Reference

By air Chamber with plates Meat carcass, cuts (with or without packaging) (3) (4) (7) (11)
By air Tunnel continuous Meat carcass, cuts (with or without packaging) (3) (9) (11)
Immersion Liquid nitrogen Meat in pieces, fish and chicken (3) (6) (9) (11)
Cryogenic Nitrogen atomizer Meat, fish and fruits (8) (9) (11)
Contact Horizontal plates Meat cuts (packaged) (3) (11)
Contact Vertical plates Meat cuts (packaged) (3) (11)



of the change phase from a heat-transmitting agent. Such
agent can be a sublimatory solid (solid carbon dioxide) or
a cryogenic liquid (a liquefied gas with an extremely low
boiling point) such as liquid nitrogen at �195°C and car-
bon dioxide at �78°C (5)(10).

The liquid carbon dioxide under pressure is employed
to reinforce conventional freezing lines by cold air or to
provide a total refrigerating medium in a freezing room. 
A mixture of cold carbon dioxide and carbonic snow
(solid) is produced when this liquid atomizes, which can
establish contact with the food to freeze. Since liquid
nitrogen boiling point is �196°C (at atmospheric pres-
sure), freezing velocities are extremely fast. This provides
a quality hardly reached by any other freezing method
known. High heat transference coefficients between a
solid and a coolant fluid can be obtained by using liquid
nitrogen. Irregular formed products can be frozen as easy
as rectangular blocks, as they can equally be frozen indi-
vidually (Individually Quick Frozen, IQF). A frozen food
production by this method offers an advantage, since it
allows the consumer to acquire individual portions from a
package, storing the rest until needed (3)(11). 

Nitrogen is the most important cryogenic liquid used
in freezing by immersion. It is employed for meat cuts,
fish fillets, seafood, fruits, etc. The employment of this
cryogenic liquid is common in freezing equipment
through tunnels. A reference to several types of equipment
used appears on Table 163.1. 

The most commonly used equipment for this type of
freezing is the one where a product enters from one side
of the tunnel and nitrogen is sprayed from the other; when
it vaporizes, cold nitrogen gas runs through the tunnel
until reaching the product. The gas lowers product tem-
perature before the sprayed nitrogen gets to it. Once in
contact with the spray, its superficial temperature goes
down to a value close to nitrogen temperature (�195°C).
The product passes to an equilibrium zone where cold sur-
face temperature as well as the hottest core temperature
are equaled in order to reach uniform temperatures.
Finally, water spraying is applied to induce the cold stored
within the product to form a thin frost layer, which will
protect it from storage dehydration. Immersion freezing
equipment is more commonly used to freeze packaged
white meat (chicken and turkey) than for red meats. 

Generally, compared to any other method, liquid
nitrogen freezing causes less losses by freezing dehydra-
tion and thawing drainage. This can represent up to 5% of
the weight from some foods. If analyzed, this freezing
process though expensive in some cases can prove prof-
itable considering the quality and volume obtained; for
instance, a large scale beef patties production. An advan-
tage of this type of equipment is that its installation
expenses are lower than others; approximately 30% less
compared to any freezing system of the same capacity.
Weight loss by the product dehydration is reduced (8).

D. FREEZING BY CONTACT

Freezing by contact includes methods in which food or
food containers are in contact with a surface cooled by a
refrigerant. When this method is utilized, the food or con-
tainer is not in direct contact with the coolant (5)(12).
Generally, it requires a flat surface or an almost flat surface
to be in contact with the refrigerated plates for solids or
packaged products. Thus, a contact between these plates
and 1 or 2 surfaces from the food or food container can be
established (9). A good operation from this type of equip-
ment is achieved if the heat transmission coefficient
between food and coolant is high and uniform. This is pos-
sible if there is a deep contact from the food to the package
material, that is if the vessel material is completely full of
food. Aluminum compounds employed for plates manufac-
ture has improved freezers plates capacity significantly (3). 

Contact equipment freezing time periods are shorter
than for air freezing systems; for instance, cardboard
boxes with 27 kg of meat are frozen from 14 to 16 hours
instead of 20 to 24 hours in a freezing tunnel (13).

Freezing by contact can be made with equipment that
operates with plates provided in a horizontal or vertical
way. In both cases such devices assure a good thermal
transmission in a short freezing period, assuming that the
product itself is a good heat conductor. The advantage of
this transfer is reduced when product thickness increases;
this procedure is more frequently applied to a thickness
that does not surpass 5 or 6 cm, limiting its use to meat
cuts packaged over trays (4)(6). Although it is possible to
place solid foods over an ice block or dry ice, it is rarely
done at a commercial level. What is actually done is plac-
ing the food over plates, trays, transporting bands or even
more cold walls frozen by a circulating coolant so that the
food is kept in contact with a cold wall but indirectly in
contact with the coolant. A more detailed description of
equipment provided with horizontal and vertical plates is
presented next (4)(10)(14).

a) Horizontal plates: In this case, a product is
placed on trays or metallic tables, which can 
be accomplished manually or automatically.
Automatic operation is carried out by doing the
following: The battery from the plates can be
moved upward or downward in an elevating
system; at a load carrier level plates are sepa-
rated and the packages accumulated on the con-
veyor are pushed among the plates, unloading
simultaneously frozen packages on the oppo-
site side. The operation is repeated until all the
frozen packages have been replaced; the two
plates are adjusted again afterwards, the set
goes back up and a new cycle begins.

b) Vertical plates: They are mainly used for prod-
ucts in blocks from 10 to 15 kg, such as entire
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fish or meat cuts. This equipment contains a set
of cooled plates, which at intervals form the
compartments where the product is placed. The
frozen blocks are unloaded sideways, upwards
or downwards.
Certain freezing processes by indirect contact
must not be mistaken with direct immersion. In
order to distinguish one from the other, a direct
contact from the food or its vessel with its coolant
must be apparent. It will be a direct immersion
freezing if a slice of meat or a slice of meat cov-
ered by a film is submerged in a brine bath or if
it is sprayed with it. If the same meat is placed in
a metallic bucket and immersed, the food and its
package are being frozen by indirect contact. 

III. EQUIPMENT SELECTION

A wide range of equipment to freeze foods is available in
the market. Thus, there is a long list of characteristics that
must be fulfilled in order to select a method and freezing
equipment. Until now a final selection has depended basi-
cally on the cost-benefit analysis that it represents.
However, there are many factors affecting the adoption of
a correct cooling installation and it is difficult to make the
right decision. Among the main factors are (6)(7)(15):

a) An appropriate size or capacity for the produc-
tion.

b) Space requirements.
c) Cost and benefits for equipment installation

and maintenance.
d) Quantity of products and presentations that can

be frozen.
e) Cooling power (Q) required.
f) Operation temperature from the cooling fluid

(T∞).
g) Heat transmission coefficient (h) achieved for

freezing operation (Table 163.2).

h) Energy recovered as well as freezing as part of
the process in line.

i) Feasibility and method comparison regarding
evaporation losses.

Furthermore, some inherent characteristics must be
considered:

1) Process: Damage to the product, hygiene, and
safety (6). 

2) Product: Composition (humidity, w), thermal
conductivity (λ), specific heat (C), specific
weight (ρ) and geometry (5)(12).

The equipment selection definitely depends also on the
size of the company in a sense that a smaller company will
give more credit to a direct cost–benefit analysis along
with characteristics of the freezing product to freeze. On
the other hand, in a medium size company, besides these
factors, the listed points before must be analyzed and pri-
oritized according to the expected benefits. In big size
companies, these factors are completely taken into account
and include some more of their own as to effort, personnel,
machinery and storage time saving policies. However, all
these factors become obsolete if an inventory of the freez-
ers is not done. Good Handling Practice, which is using the
right procedures or systems for in and out product control
(Just On Time, In and Out frozen products, etc.). It is com-
mon to hear that “freezing is useless because it decreases
products quality with its usage” when problems arise,
which is not completely accurate. Therefore, it is important
to train the commercail user on the equipment, operating
conditions and products to freeze.

IV. CONCLUSIONS

The different types of equipment utilized in meat freezing
were described in this chapter. Regarding carcass freezing
and boxed meat, the use of air remains the most
commonly used method at commercial level, especially
because it represents a lower cost concerning the volumes
handled. It is also worth emphasizing that the utilization
of contact freezing and the use of cryogenic agents offer
greater advantages based on the ultimate quality of the
product being frozen. Therefore, its usage is still limited
to cut meats, where the operation cost is covered by the
sale of the product. In conclusion, a meat freezing
equipment selection must be very carefully carried on and
consider not only cost-benefit, but also priority factors
according to company size and policies.
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I. INTRODUCTION

The origin of dry-cured ham is lost in ancient times, when
humans used salting as a useful preservation tool for times
of scarcity. The evolution of this product has followed a
traditional route over the centuries, with oral transmission
of the techniques involved from generation to generation
but it was produced very empirically, with a rather limited
knowledge of the process technology (1,2). In the last
decades of the 20th century, rapid advances in the scien-
tific knowledge of the chemistry, biochemistry, and
microbiology involved in the process were made (3); this
knowledge prompted successful developments in technol-
ogy and significant progress in quality standardization (4).

The wide variety of processing technologies (with
important variations in the conditions for drying, ripening,
smoking, etc.) as well as the important influence of the
hams used as raw material (genetic type, feed, rearing sys-
tem, etc.) make for important variations in quality, espe-
cially in sensory characteristics. Main types of hams and
the most important processing technologies are described
in this chapter.

II. TYPES OF PRODUCTS

Some of the most important and well-known hams 
are listed in Table 164.1. Iberian hams are produced in the
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southwest region of Spain by a long process that usually
takes 2–3 years and gives an unique typical flavor. Hams
originate from autochthonous heavy pigs (around 150 kg
live weight), grown in extensive system and fattened with
acorns (2). Similarly, Corsican hams take a long time (18
months) to produce in Corsica (France) and are made
from autochthonous heavy pigs grown in extensive sys-
tem and fattened with chestnuts, although the output is
restricted due to the low number of pigs.

Hams from certain crossbreeds of white pigs consti-
tute the raw material for Spanish Serrano, Italian San
Danielle, and French Bayonne dry-cured hams. These
pigs are slaughtered at 110 kg live weight whereas those
used for Italian Parma hams are heavier (150 kg live
weight). Dry-cured hams may receive different labels in
the European Union (EU) area, such as Protected
Designation of Origin, Protected Geographical Indication,
or Traditional Speciality Guaranteed, depending on the
specific region and particular regulations (e.g., type of
crossbreeds, type of feed, slaughter age, processing tech-
nology). These hams are controlled by consortiums, such
as the Parma Consortium or the Serrano Foundation, that
verify the fulfillment of the specific requirements. All
these hams can be eaten and require no further smoking or
cooking (5).

Country-style ham is produced in the United States,
particularly in Kentucky and Virginia. Hams are salted,
dried for at least 70 days or even longer for better flavor
development, and then smoked. The traditional German
Westphalian ham, the German cold smoked ham
(Katenschinken), and the Finnish ‘‘sauna’’ hams are dry-
salted, left for a few weeks in vats or wooden barrels, and
then smoked (6). Hams are also produced in other areas
such as China, where typical hams like Ching Hua or
Yunnan enjoy great acceptance (7).

III. PROCESSING TECHNOLOGY

Traditionally, pigs were reared at home and slaughtered
by the end of November or early December so that hams
could be salted and then left for salt diffusion during the
coldest months. During the spring and summer, hams
were ripened and dried, becoming ready for consumption
by autumn (almost one year of total process). The pro-
duction sites were usually located in the mountains, with
cool and dry weather conditions favoring this process. The
windows of the rooms were opened or closed depending
on visual and tactile assessment by an experienced opera-
tor. Of course, this method was transmitted from fathers to
sons, but the subjective assessment resulted in a great
variability in the final quality. Today, most modern facto-
ries use computer-controlled drying chambers that allow a
full control of air speed, temperature, and relative humid-
ity. The final quality depends on the length of the process
because time is needed for the enzymatic and chemical
development of flavor, as will be discussed later. In gen-
eral, the process is as schematized in Figure 164.1 and
consists of the following stages.

A. RECEPTION

Pork legs are classified when they arrive at the factory in
order to facilitate their correct processing. This classifica-
tion depends on the particular area but is usually based on
ham weight, pH, and fat thickness (3). The composition of
fatty acids in the fat mainly depends on the animals’s feed
(8) and, to a minor degree on the crossbreed used (9) but
is of extreme importance for correct flavor development.
Depending on the composition of certain polyunsaturated
fatty acids, hams may develop an adequate flavor or may
experience undesirable oxidation and develop rancid off-
flavors. Fat may be controlled through the iodine index (as
an indicator of unsaturation) and the acid index (as an
indicator of freshness).
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TABLE 164.1
Main Characteristics of Dry-Cured Hams World-Wide

Dry-Cured Country of Approx. Length of Smoking
Ham Origin Process (Months)

Iberian Spain 24–36 No
Serrano Spain 9–18 No
Bayonne France 9–12 No
Corsican France 24 No
Parma Italy 12–18 No
San Danielle Italy 9–18 No
Katenschinken Germany 3–5 Yes
Westphalia Germany 3–5 Yes
Country-Style U.S. 3–9 Yes
Sauna Finland 2–4 Yes
Ching Hua China 3–6 Yes
Yunnan China 3–6 Yes

Source: Ref. 3.

Reception ← Selected hams 
↓

Pre-salting ← + Curing salt (nitrate)
↓

Salting ← + Salt 
↓

Post-salting  
↓

Drying/Ripening Smoking (optional) 
↓

Extended ripening (optional) 

←

↔

Boning, slicing, cutting 
↓ ↓

Final product ← Packaging 

FIGURE 164.1 Process flow diagram for the processing of
dry-cured hams.



The exudative hams, with a condition known as 
pale, soft, and exudative (PSE), have a low water-binding
capacity and may sustain important weight losses, sub-
stantially higher than normal hams (10). In addition, PSE
hams have a pale color and a wetted surface that facilitates
the dissolution and penetration of the added salt but, on the
other hand, results in an excessive salt uptake and unpleas-
ant salty taste. Other groups of hams, those having high
ultimate pH and known as dark firm, and dry (DFD), must
be rejected in order to avoid microbial contamination.

Although the modern meat industry uses standard pigs,
hams produced from older pigs usually are of better quality
due to the higher amount of myoglobin (improved color)
and different enzyme profile (better flavor profile) (11,12). 

The skin is partially removed, leaving an area where
salt will penetrate and water will evaporate. Hams are then
registered to facilitate traceability, subjected to pressing
rollers for bleeding, and left for 1 or 2 days under refrig-
erated storage (2–4°C) to reach a uniform temperature.
Frozen hams are allowed to thaw until a temperature of
about 4°C is reached inside the ham.

B. PRESALTING

This is a short stage during which nitrate is added to the
hams in the form of a curing salt (sodium chloride with a
small amount of potassium nitrate in order to get a final
nitrate concentration of 150 mg kg�1 inside the ham) for
a few minutes within a rotary drum (i.e., Spanish Serrano
hams). The curing salt may be directly applied in the salt-
ing stage (i.e., for French and country-style hams). Nitrate
and/or nitrite are used as protective agents against botu-
lism (13) and slowly diffuse throughout the entire ham.
Nitrate is reduced to nitrite by the action of nitrate reduc-
tase, a bacterial enzyme present in the natural flora (i.e.,
Micrococcaceae) of ham. This reduction is slow due to
the low bacterial counts. Further formation of nitric oxide
is achieved at slightly acid pH, as found into the ham and
favored by curing adjuncts, such as ascorbic or erythorbic
acids, that act as reducing substances. The maximum
amount allowed in the European Union is 150 ppm potas-
sium nitrate or 300 ppm for combination of potassium
nitrate � sodium nitrite, and in the United States 156 ppm
sodium nitrite (1/4 ounce per 100 pounds of meat). In
some cases, the use of nitrate and/or nitrite is banned (i.e.,
Italian Parma ham).

C. SALTING

Salt inhibits the growth of spoilage microorganisms by
reducing the aw; it also imparts a characteristic salty taste
and increases the solubility of myofibrillar proteins. The
main objective of the salting stage is to supply the neces-
sary amount of salt to the outer surface of the hams.
Absorbed salt is then slowly diffused through the whole

piece during the postsalting stage. The amount of salt may
be tightly controlled, on a weight basis, allowing time
enough for its penetration into the piece (exact salt sup-
ply). So, hams are weighed one by one and the exact
amount of salt per kilogram of ham is added on the lean
surface. For instance, Parma hams receive 20–30 g
medium-grain salt per kilogram on the lean surface and
10–20 g of wet salt per kilogram on the skin (14). Then,
salt is hand-rubbed and left to be absorbed into the ham
(14–21 days, depending on size).

In other cases, the amount of salt is undetermined but
time of salting is strictly controlled. Hams are entirely sur-
rounded by rough sea salt or refined mineral salt and then
placed by layers into stainless steel bins with holes for the
elimination of drippings. Salt may be rubbed onto the lean
surface, and the hams are placed on shelves. This stage
may last up to 13 days under refrigeration with 3–4%
weight losses. In some cases, hams are salted again. Once
the salting stage is finished, the excess salt is removed by
brushing and water rinsing.

D. POST-SALTING OR RESTING

The main objective of this stage is to achieve salt equal-
ization through the entire piece. Salt and nitrate must 
diffuse through the whole ham piece as shown in 
Figure 164.2. The required time may vary between 40 and
60 days, depending on many variables such as the size of
the ham, pH, amount of fat, and conditions in the cham-
ber. The relative humidity in the chamber is progressively
reduced with time, and the typical weight losses are
around 4–6%.

E. SMOKING

The use of smoke is one of the oldest preservation tech-
nologies, and it is used for short term processed hams like
American country-style or German Westphalia ham. The
use of smoking is typical in areas where drying was orig-
inally more dificult (i.e., Northern countries) and gives a
particular flavor and color to the hams. The smoke com-
pounds also protect hams against molds or yeasts growth
due to their bactericidal effects (15).
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FIGURE 164.2 Scheme showing the uptake of salt and nitrate
during the salting and then its diffusion during the post-salting stage.



F. RIPENING-DRYING

Hams are placed into modern computer-controlled drying
chambers; some may contain up to 30,000 hams per cham-
ber. Temperature, relative humidity, and air speed must be
as homogeneous as possible and are carefully controlled
and registered. Each type of ham has a specific set of vari-
ables along time of processing. For instance, Spanish hams
are subjected to a progressive slow increase in temperature
whereas French hams are heated to 22–26°C just after the
post-salting stage. In all cases, these conditions allow the
action of the endogenous enzymes, as will be described
later. The length of the process depends on the type of ham
(pH, size, amount of intramuscular fat, etc.) and drying
conditions. Water is slowly diffused towards the outer part
of the ham, specially the lean, for further evaporation once
it reaches the ham surface as shown in Figure 164.3. The
final expected weight loss (around 32–36%) is usually
achieved within 6 to 9 months. Then, hams are covered
with a layer of lard to avoid further dehydration and pre-
vent any growth of molds and/or yeasts on the outer sur-
face. Hams quality is monitored through a sniff test
consisting of the insertion of a small probe in a specific
area of the ham prone to spoilage and immediately smelled
by an expert for detection of any off-flavor (14). The rapid
development of commercial electronic noses and probes to
get an objective assessment of flavor quality has led to
their increased use for quality classification of hams (15).

G. EXTENDED RIPENING

Hams of high quality are further ripened in cellars for sev-
eral months under mild conditions in order to get a full,
rich flavor development. This is the case with Iberian
hams, which may undergo 24 to 30 months of total pro-
cessing time.

H. FINAL PRODUCT

Hams may be sold either as an entire piece (usually those
of higher quality) or boned. Commercial distribution of
sliced ham in vacuum-packages or under controlled 

atmosphere is increasing very fast (17). Boned hams are
usually vacuum-packaged and distributed through retailers
for final cutting into pieces or slices (see a slice in Figure
164.4). Hams are sliced by retailers or directly by 
consumers at home.

IV. MICROBIAL EVOLUTION

The increased concentration of salt and progressive reduc-
tion in water activity constitute limiting factors for microbial
growth (18). In fact, low bacterial counts have been found
inside the hams (19). Some species of the Kocuria family
with nitrate reductase activity are present in ham. Some
microorganisms, such as P. pentosaceus and S. xylosus,
which are present in the natural flora of ham, have been
studied for their enzyme activity but no significant endopro-
tease activity was detected, only a minor exopeptidase activ-
ity (16) although S. xylosus also showed an important nitrate
reductase activity. The enzyme profile of some lactic acid
bacteria has been also studied, because they could be used
as microbial starters to accelerate the process. In fact,
L. sakei, L. curvatus, L. casei, and L. plantarum have shown
good endo- and exo-proteolytic activity against myofibrillar
and sarcoplasmic proteins (21–24).

Molds can grow and develop on the outer surface of
the ham due to the humidity and temperature conditions in
the curing chambers when no precautions are taken. The
most common mold is Penicillium (25), but some yeasts,
mainly Candida zeylanoides in early stages and
Debaryomices hansenii, also may grow (26). The isolated
molds (around 75%) have shown good antimicrobial
activity against Staphylococcus aureus and are able to
inhibit its growth (25).

V. PHYSICAL AND CHEMICAL CHANGES
DURING THE PROCESS

Main chemical changes are the result of changes in com-
position due to water loss and salt penetration as shown in
Figures 164.2 and 164.3. The diffusion of water through
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FIGURE 164.3 Scheme showing the diffusion of water
towards the outer lean areas and then its evaporation once it
reaches the surface. FIGURE 164.4 Cross-section of a typical dry-cured ham.



the ham and its evaporation when reaching the surface is
a slow and difficult process. Both rates must be equili-
brated to achieve adequate drying and, in this sense, it is
very important to have the water sorption isotherms to
predict the required time for drying. Diffusion of salt is
also very slow and is affected by many variables such as
temperature, size of the ham, pH, amount of moisture, and
intramuscular fat. It takes around 3–4 months to get full
salt equalization through the entire piece, although the salt
profile may change a little depending on the particular
moisture content in each muscle. pH increases from initial
values of around 5.6–5.8 to values near 6.4 toward the end
of the process. PSE hams have a pH evolution similar to
normal ones (10,27). This evolution constitutes a narrow
range where all the enzymes and chemical reactions oper-
ate (28). However, even slight variation in pH might affect
the action of muscle enzymes; for example, more intense
proteolysis has been reported in low-pH hams (29).

VI. BIOCHEMICAL CHANGES DURING
THE PROCESS

Many biochemical changes have been reported during the
processing of dry-cured ham, most of them bring a conse-
quence of enzymatic reactions. Some of these changes are
restricted to the beginning of the process; such is the case
with nucleotide breakdown reactions or the glycolysis-
related enzymes and subsequent generation of lactic acid.
Proteolysis and lipolysis constitute two of the most impor-
tant enzymatic phenomena, responsible for the generation
of compounds with direct influence on taste and aroma.

A. PROTEOLYSIS

Proteolysis consists of the progressive degradation and
breakdown of major meat proteins (sarcoplasmic and
myofibrillar proteins) and the subsequent generation of
peptides and free amino acids. The result is a weakening
of the myofibrillar network and generation of taste com-
pounds; but its extent depends on many factors. One of the
most important is the activity of endogenous muscle
enzymes, which depends on the original crossbreeds
(9,30) and the age of the pigs (11,12). Main muscle
enzymes involved in these phenomena and their main
properties are listed in Table 164.2. These enzymes show
a great stability in long dry-curing processes like hams
(19,31). Other important factors are related to the pro-
cessing technology: for instance, the temperature and time
of ripening will determine the major or minor action of
the enzymes, and the amount of added salt, which is a
known inhibitor of cathepsins and other proteases, will
also regulate the enzyme action (32–35). Excessive soft-
ness in ham has been correlated with high cathepsin B
activity and low salt content (36,37).

Great amounts of small peptides, in the range of 2700
to 4500 Da or even below 2700 Da, are generated during
the process (38–40) although this generation may be
depressed by the level of salt that inhibits muscle peptidases
(41). Some of these peptides give characteristic tastes (38).
Recently, several tri- and dipeptides have been isolated in
flavorful fractions and sequenced (42). Final generation of
free amino acids by endogenous muscle aminopeptidases is
very important, reaching impressive amounts as high as
several hundreds of milligrams per 100 g of ham (43–46).
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TABLE 164.2
Proteolytic Muscle Enzymes and Main Properties

Opt. Temp Effect of
Enzyme EC Number Main Action Main Substrate Product Opt. pH (°C) Stability Salt References

Cathepsin B 3.4.22.1. Endo-protease Proteins Polypeptides 6.0 37 Years Inhibition 33
Cathepsin L 3.4.22.15. “ “ “ 6.0 30 Years “ 31
Cathepsin D 3.4.23.5. “ “ “ 4.0 40 Months “ 32
Cathepsin H 3.4.22.16. Amino/endo “ Amino acids 6.8 37 “ “ 33
Calpain I 3.4.22.17. Endo-protease “ Polypeptides 7.5 25 Days Activation 47
Calpain II 3.4.22.17. “ “ “ 7.5 25 “ “ 47
TPP I 3.4.14.9. Exo-protease Polypeptides Tripeptides 4.0 37 Months Inhibition 3
TPP II 3.4.14.10. “ “ “ 7.0 30 “ “ 3
DPP I 3.4.14.1. “ “ Dipeptides 5.5 50 “ No effect 48
DPP II 3.4.14.2. “ “ “ 5.5 65 “ Inhibition 49
DPP III 3.4.14.4. “ “ “ 8.0 45 “ “ 50
DPP IV 3.4.14.5. “ “ “ 8.0 45 “ “ 51
Methyonyl 3.4.11.18. Aminopeptidase Peptides Amino acids 7.5 40 Years “ 52
Alanyl 3.4.11.14. “ “ “ 6.5 37 “ “ 53
Leucyl 3.4.11.1. “ “· “ 9.0 45 “ No effect 54
Pyroglutamyl 3.4.19.3. “ “ “ 8.5 37 Weeks Inhibition 35
Arginyl 3.4.11.6. “ “ “ 6.5 37 Months Activation 55



B. LIPOLYSIS

Lipolysis consists of the breakdown of triacylglycerols by
lipases and phospholipids by phospholipases, resulting in
the generation of free fatty acids. These fatty acids may
contribute directly to taste and indirectly to the generation
of aroma compounds through further oxidation reactions.
The relative amounts of released fatty acids will depend
on the initial composition in fatty acids of both triacyl-
glycerols and phospholipids. Fatty acid composition is
strongly affected by dietary fat (56,57) and slightly
affected by cross-breeding (58–60). Main lipolytic
enzymes located in muscle and adipose tissue and
involved in these phenomena are listed in Table 164.3.
These enzymes show good stability through the full
process (61–63). Although their activity also depends on
pH, salt concetration, and water activity, the conditions
found in the hams favor their action (64). The generation
rate of free fatty acids in the muscle, especially oleic,
linoleic, estearic, and palmitic acids, increases for up to 10
months during the process (65). Most of these fatty acids
proceed from phospholipids degradation (3). After this
time, a reverse trend is observed due to further oxidative
reactions (62,66). In the case of adipose tissue, the rate of
generation, especially of oleic, palmitic, linoleic, stearic,
palmitoleic, and myristic acids, is also high up to 6
months (63). In the same way, a decrease in 14% of the
triacylglycerols is observed (67).

C. OXIDATION

The generated mono- and polyunsaturated fatty acids are
susceptible to further oxidative reactions, giving rise to
volatile compounds. The beginning of lipid oxidation is
correlated to an adequate flavor development (68). In con-
trast, an excess of oxidation may lead to off-flavors. In
fact, the generation of the characteristic aroma of dry-
cured meat products correlates with the beginning of lipid

oxidation. Free-radical formation is catalyzed by muscle
oxidative enzymes, like peroxidases and cyclooxyge-
nases, external light, heating, and the presence of moisture
and/or metallic cations. The next step in oxidation is the
formation of peroxide radicals (propagation), by reaction
of free radicals with oxygen. The formed hydroxyperox-
ides (primary oxidation products) are flavorless but very
reactive, giving secondary oxidation products that con-
tribute to flavor (69). Oxidation is finished when free rad-
icals react with each other. Main products from lipid
oxidation (70–72) are aliphatic hydrocarbons (poor con-
tribution to flavor), alcohols (high odor threshold), alde-
hydes (low odor threshold), and ketones. The last two
groups are related to the aroma of dry-cured ham in
French-type hams (73) and Spanish hams (74,75).
Alcohols may interact with free carboxylic fatty acids,
giving esters, especially when nitrate is not used, as in
Parma ham, in which esters are generated in greater
amounts and are well correlated with its aged odor (76).

VII. DEVELOPMENT OF SENSORY
CHARACTERISTICS

A. COLOR

The color of dry-cured ham mainly depends on the concen-
tration of its natural pigment myoglobin, which depends on
the type of muscle and the age of the animal (77,78). So,
myoglobin concentration is higher in muscles with oxida-
tive pattern and in older animals. The typical bright-red
color is due to nitrosomyoglobin, a compound formed after
reaction of nitric oxide with myoglobin. About 10–40% of
total myoglobin is transformed into nitrosomyoglobin (79).
Those hams without added nitrate present a pinky-red
color. Some surface colors on smoked hams may result
from the pyrolytic decomposition of wood.
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TABLE 164.3
Lipolytic Muscle and Adipose Tissue Enzymes and Main Properties

Enzyme Main Action Main Substrate Opt. pH Opt. Temp (°C) Stability Effect of Salt References

Muscle
Acid lipase Lipase Triacylglycerols 5.0 37 Months Activation 61,62
Neutral lipase “ “ 7.5 45 Years Inhibition 61,62
Phospholipase A Phospholipase Phospholipids 5.0 37 Months Activation 3
Acid esterase Esterase Triacylglycerols 5.0 30 Years Inhibition 61,62
Neutral esterase “ “ 7.5 20 “ “ 61,62
Adipose Tissue
Hormone-sensitive lipase Lipase Triacylglycerols 7.0 37 Months Activation 61,63
Monoacylglycerol lipase “ Monoacylglycerols 7.0 37 “ “ 1
Lipoprotein lipase “ Lipoproteins 8.5 37 “ Inhibition 1
Acid esterase Esterase Triacylglycerols 5.0 60 Years “ 62,63
Neutral esterase “ “ 7.5 45 Years “ 62,63



B. TEXTURE

The texture of dry-cured hams depends on several factors,
such as the extent of drying (loss of moisture), the extent of
proteolysis (degree of myofibrillar protein breakdown),
and the content of connective tissue (80). In fact, major
structural proteins such as titin, nebulin, and troponin T are
fully degraded whereas myosin heavy chain and 
α-actinin are partly proteolyzed (31,81). Some small frag-
ments (150, 85, 40 and 14.4 Kda) appear as a consequence
of proteolysis (1,28). The content of intramuscular fat also
exerts a positive influence on some texture and appearance
traits (82).

C. FLAVOR

1. Generation of Taste Compounds

Taste is closely related to the enzymatic breakdown of pro-
teins and peptides into smaller peptides and free amino
acids as summarized in Table 164.4. Glutamic and aspartic
acids impart an acid taste and sodium salts give ham salty
and umami tastes. Bitter taste is mainly associated with
aromatic amino acids such as phenylalanine, tryptophane,
and tyrosine; sweet taste with alanine, serine, proline,
glycine, and hydroxyproline (38). The generation of all
these free amino acids is extremely important in dry-cured
ham (40,43,45) and is somehow affected by levels of salt
(45,83). For instance, lysine and tyrosine are well corre-
lated to an improvement in the aged taste of Parma ham
(76), although in other cases, such as in French-type dry-
cured ham, only a small effect on flavor development has
been reported (73). An excess of proteolysis (proteolysis
index higher than 29–30%) is undesirable because it may
give a bitter or metallic aftertaste (76,84). Some sourness
may be expected from the generation of free fatty acids if
they are not followed by further reactions like oxidation.

Specific tastes for dry-cured ham have been found after
fractionation by gel filtration chromatography in several
fractions with low molecular mass, below 2700 Da,
accompanied by some nucleotides and a few compounds
from protein-lipid interaction (38). Some of these tasty
peptides, mainly di- and tripeptides, have been success-
fully purified and sequenced (42). Free amino acids may
also serve as a source of volatile compounds during further
ripening (85) or when the ham is heated, like the country-
style ham (86).

2. Generation of Aroma Compounds

Aroma development in dry-cured ham is a very complex
process involving numerous reactions such as chemical or
enzymatic oxidation of unsaturated fatty acids and further
interactions with proteins, peptides, and free amino acids
(71,89). In fact, more than 200 volatile compounds have
been reported in dry-cured hams (70,74,90–92) as sum-
marized in Table 164.5. Some volatile compounds, such
as 2-methyl propanal, 2-methyl butanal, and 3-methyl
butanal, arise from Strecker degradation of the amino
acids valine, isoleucine, and leucine, respectively. Some
pyrazines formed through Maillard reactions between
sugars and free amino acids, although in low amounts,
also impart some characteristic aromas like nutty, green,
earthy, and so forth. Final flavor depends on the mixture
of characteristic aromas and odor thresholds for each
compound, although, in general, ketones, esters, aromatic
hydrocarbons, and pyrazines are correlated with pleasant
aroma of ham (93). Some correlations have been found
between some volatile compounds and specific character-
istics of the process. For instance, the correlation of aged
flavor of Parma ham with short-chain methyl-branched
aldehydes, esters, and alcohols (76,94); hexanal, 3-methyl
butanal, and dimethyl disulfide with short drying
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TABLE 164.4
Main Groups of Non-Volatile Compounds Generated during the Processing of Dry-Cured Ham

Groups Non-Volatile Compounds Main Origin Characteristic Taste

Tri- and di-peptides Proteolysis of proteins and larger peptides Different tastes depending on amino
acid composition

Phenylalanine, tyrosine, Proteolysis of proteins and peptides Bitter taste, may be strong when high
tryptophane, leucine, valine and concentration of these amino
isoleucine acids from intense proteolysis

Alanine, serine, proline, glycine “ Sweet taste that depends on the
and hydroxyproline reached concentrations

Sodium glutamate and aspartate “ Umami taste
Inosine monophosphate ATP degradation Slight taste enhancement
Glutamic and aspartic acids Proteolysis of proteins and peptides Slight sour taste
Lactic acid Postmortem glycolysis Slight sour taste
Free fatty acids Lipolysis of triacylglycerols and phospholipids Very slight sour taste
Inorganic compounds Salt, mainly NaCl, added during salting Strong salty taste

Source: Refs. 3, 38, 42, 87, 88.



processes (74); or methyl-branched aldehydes, secondary
alcohols, methyl ketones, ethyl esters, and dimethyl trisul-
fide with nutty, cheesy, and salty descriptors (95).

VIII. ACCELERATED PROCESSING OF
DRY-CURED HAMS

Many attempts have been made to accelerate the process,
especially in country-style hams. Most of them try to
accelerate the penetration and diffusion of salt into the
hams, such as by boning and skinning of hams (96–98),
mechanical tenderization through blade penetration prior
to dry cure (99), tumbling in a revolving drum with bafles
(100), or the direct use of nitric oxide instead of nitrate or
nitrite (101). In other cases, more intense biochemical
changes through papain injection (102), microbial inocu-
lation (103), or membrane disruption by prefreezing and
thawing of hams (104,105). Other attempts for reduction
of the salting time have consisted on the substitution of
the salting stage by using simultaneous brine thawing-
salting method, that can be even further accelerated by
performing vacuum impregnation (106). Future develop-
ments will include the addition of microorganisms with a
determined enzyme profile or just a purified enzyme,
microencapsulated in lyposomes or rubbed onto the outer
surface of the hams, with specific roles to reinforce the
action of the endogenous enzymes during the process.
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TABLE 164.5
Main Groups of Volatile Compounds Generated during the Processing of Dry-Cured Ham

Groups Volatile Compounds Main Origin General Characteristic Aromas

Aliphatic hydrocarbons Autooxidation of lipids Alkane, crackers
Aldehydes Oxidation of free fatty acids Green, pungent, fatty
Branched aldehydes Strecker degradation of amino acids Roasted cocoa, cheesy-green
Alcohols Oxidative decomposition of lipids Medicinal, onion, green, alcoholic
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Esters Interaction of free carboxylic acids and alcohols Fruity
Nitrogen compounds Maillard reaction of amino acids with carbohydrates Meaty, nutty, toasted nuts
Sulfur compounds Sulfur containing amino acids Dirty socks
Furans Reaction of sulfur containing amino acids with carbohydrates Ham-like, fishy

Source: Ref. 3.
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I. INTRODUCTION

The low relative price of poultry meat and shifting con-
sumer preferences have expanded poultry meat share of
global meat output. In 2001, broad-based output gains
were realized in most regions with that of developing
countries growing by 3 percent. Global per capita con-
sumption inched up slightly, from 11.2 to 11.3 kilo-
grams/caput. While consumers in developing countries
increased their intake slightly to 7.7 kg in 2001, shifting
meat consumption preferences in the European
Community, a region that accounts for only 13 percent of
global consumption but accounted for almost 30 percent
of the consumption gains in 2001, pushed up the average
intake in developed countries from 24.1 to 24.8 kilo-
grams/caput. Consumer preferences for poultry prompted
global poultry trade to increase 4 percent in 2001 to 7.6
million tones, pushing up poultry’s share of global meat
trade to 44 percent. Asia, mainly China, is one of the
largest poultry markets, resulted from lower domestic

prices, as excess supplies built up due to Avian Flu prob-
lems that limited exports (1).

II. SLAUGHTER

Slaughter begins with the bird catching and preparation to
transport from the poultry yard to the slaughterhouse.
Since transport could be a very traumatic experience for
any animal, many troubles could result from this opera-
tion. Main welfare problems in poultry (broiler, turkey
and duck) industries are leg disorders, overstocking,
underfeeding and cannibalism, inadequate bird inspec-
tion, catching and transport, and stunning. Although
deaths during transport are low, congestive heart failure
(CHF) has been related to 47% of bird’s deaths, appeared
to stress associated with loading and transport that precip-
itate the heart attack in broilers with CHF. In its severe
form, CFH leads to ascites (water belly), and ascitic birds
are not fit for human consumption. Another cause of death



is a different kind of traumas (Table 165.1), which
account for about 35% of the total deaths (2).

In the slaughterhouse process line, the birds are
unloaded and hanged from the legs in hooks. The conven-
tional method of poultry processing involves shackling
live birds and use electrical stunning using a multiple bird
water bath stunner or directly to neck prior to bleeding.
Generally the electric shock is between 100 to 500 volts.
Alternatively, another novel method of killing poultry is
by using gas mixtures, named controlled atmosphere
stunning, using 90% of inert gases in air or a mixture of
30% carbon dioxide and 60% inert gases in air (3).
Immediately the neck is sectioned for the bleeding, fol-
lowed by an automatic plucking. The carcasses are
washed and ready for the first inspection (4). Depending
on the line process design, there are two ways to make the
evisceration. In the first, generally an incision in the
abdomen is made to retire intestines and the crop, gizzard,
liver and heart are extracted and examined. Evisceration
process is modified when the plant has a general inspec-
tion, where after the abdominal incision the liver and heart
are exposed for inspection. Figure 165.1 is a check-point
diagram of the general poultry process industry from the
reception to process line. An automatic on-line inspection
system developed in the Agricultural Research Service,
where the system quickly diagnoses all physical or non-
microbial, biological conditions that cause an inspector to
remove a chicken from the processing line (5). 

III. MAIN FACTORS AFFECTING 
CARCASS QUALITY

A. MICROBIAL CONTAMINATION

An important problem in poultry meat is the higher micro-
bial contamination. Each carcass could contain bacteria
from poultry yards, skin, pens and cross-fecal contamina-
tion during process, and microbial population in live birds
can be as high as 104 cfu/cm2 (6). To eliminate fecal con-
tamination, the poultry processors employ interior and
exterior washers. Fecal material could be difficult to
remove, especially in two areas: wing and below the fat
deposits. Many methods for poultry carcass decontamina-
tion have been suggested, as irradiation, electromagnetic
waves, microwaves (7), but washing is the most common
practice, including some chemical agents such as 

clorhexidine digluconate (8). Many studies have been made
to reduce poultry carcass pathogens, such as Salmonella (9)
Salmonella enteritidis (10) and Escherichia coli (11). 

B. COLOR

Some of the poultry muscles are white and others red due
to myoglobin concentration. Because of different muscle
activity, the oxygen demand will be different. Red and
pink color and the blood in carcasses are the main prob-
lems in poultry plants. These colors are due to conditions
before the slaughter and punches during birds handling.
The stress due to heat and excitation can produce an
abnormal red color and a high myoglobin concentration
(12). Heat-shortening turkey meat is less red probably
because the haem pigments are denatured by the high
temperature-acid conditions, and this type of pale meat in
turkey is similar to pale, soft, exhudative meat in pork (2).
The handling and bleeding could cause bruises. There are
two important forms of ante-mortem bruising in poultry:
breast bruising and red wingtip, caused mainly by inade-
quate transport conditions (2). Figure 165.2 shows the
location of common bruises. 

C. TEXTURE

Poultry breast muscle is an important eating quality crite-
rion. The major factors affecting texture are the rate of
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TABLE 165.1
Main Causes of Trauma that
Cause Poultry Death

Dislocated or broken hip 76%
Liver or internal hemorrhages 14%
Head trauma 8%
Others 2%

Reception

First inspection

Dead birds
Average live-weigth

Bruises and hemorrhages
Blood in wings and hips
Broken wings and dislocated hips

Fat in abdominal cavity
Speed in deboning
Empty hooks
Sanity
Quality level

Moisture gain
Lost in cuttings

Yielding in cuttings
Carcass yieldings
Carcass grading

Weather
Plumage conditions

Process line

Birds

Line
Carcasses

Final inspection

Package/cuts weight

On-line inspection

FIGURE 165.1 Check point by area in poultry processing.



rigor development, rate of carcass chilling and filleting
time. Stunning methods can affect texture mainly by alter-
ing the time course of rigor development and the extent of
muscle contraction and relaxation occurring during early
post-mortem (3).

If the birds are stressed before slaughter and this causes
depletion of their muscle glycogen, the meat is likely to be
more tender. On the other hand, if the birds struggle and
flap their wings excessively just before slaughter, this will
cause a build-up of lactic acid in the breast muscle and the
meat is likely to be tough. In this last case the muscle
glycogen is not depleted and becomes acidic whilst it is still
hot. Meat toughness increases as the lactic acid content in
the muscle at the time of slaughter increases. The increase
toughness is due to more extensive muscle contraction dur-
ing rigor development, and this effect is temperature
dependent: the higher the temperature as the muscle goes
into rigor, the stronger will be the contraction, named heat
shortening. Breast meat is more prone to heat shortening
than thigh meat. In turkeys, hot shortening is likely to be
paler as well as having a lower water-holding capacity. In
general, toughness in heat-shortened poultry meat does not
resolve when the meat is left to age for 48 hours (2).

D. POULTRY CARCASS ELECTRIC STIMULATION

An electric current applied three minutes after the pluck-
ing and cooling resulted in the ATP fall and pH reduction,
increasing the meat tenderness (13). Electrical stimulation
by breast contact has been commercially implemented in
poultry plants, but there was difficulty in maintaining con-
tact between the bird and the metal rub bar. When the
birds contracted due to the stimulation, they pushed off of
the bar, losing contact with the electrical current and
decreasing the tenderizing effect. Using electrically stim-
ulating carcasses at the neck in a saline bath could reduce
the aging time, decreasing the costs (14).

IV. CARCASS EVALUATION METHODS

The objective of the estimation of carcass composition is
to determine the edible part of the carcass. The differences
among poultry carcasses have been of great economic sig-
nificance for the meat industry. The most valuable car-
casses are those that meet the highest quality standards
and highest yields. To evaluate quality and yield is
required to estimate and measure some characteristics of
the carcass. Poultry can be commercialized in carcass 
or pieces. Figure 165.3 shows the main cuts for 
poultry.

A. ANTE-MORTEM METHODS

1. Ultrasound

The same equipment employed to monitored gestation,
can be employed to determine the carcass composition.
The images are received in real time and some measure-
ment can be made to determine fat and muscular tissue.
This can be made in live animals or birds and carcasses
(15,16).

2. Live Weight

The live weight without the gastrointestinal content gives
the empty body weight used for the carcass yielding.
Poultry producers influence on carcass composition look-
ing for a higher muscle proportion together with a 
convenient fat proportion and minimum bone (17). 
Table 165.2 show the carcass yielding of some poultry
species (17,18,19,20). As observed, broilers and capons
had the highest carcass yielding (up 90%) as compared
with the other species. Geese and turkey had similar yield-
ing (80–87%), followed by ducks. Ostrich had the lowest
yielding, probably due to its bigger size and weight with
more viscera content.
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B. POST-MORTEM METHODS

1. Electric Conductivity

The electric conductivity in the meat will be different as a
function of the fat content. The higher the fat content the
lower electric conductivity, because the fat and water con-
tent are inversely proportional. A fatty muscle has less
water. These results are used to determine the fat, water
and protein muscle composition. Total body electrical
conductivity (TOBEC) is a technique that relies upon the
differences in electrical conductivity and dielectric prop-
erties of the fat free and fat tissues to estimate body com-
position. The instrumentation used is an adaptation of the
commercial device developed for determination of lean
tissue in meat and live animals (21). The oscillating field
with induces an electrical current in any conductive mate-
rial placed within the coil. The actual measurement con-
sists of the difference between the coil impedance when
empty and that when the subject is inserted (22).

2. Optical Fibers

Fiber-optic light guides can be used for spectrophotome-
try within the carcass. But for illuminating and receiving
apertures locates behind the cutting tip of the probe, light
guides are restricted in their minimum radius of curvature
and require a relatively thick shaft. A thick probe is diffi-
cult to push into the carcass. A beam splitter can be used
to both illuminate and gather light from meat (23).

3. Multispectral Images

Recently, real-time multispectral image processing algo-
rithms were developed for on-line poultry carcass inspec-
tion. The classification accuracy using dual wavelength
spectral images was much higher than single wavelength
spectral images in identifying unwholesome poultry car-
casses. The classification accuracy was 91.1% for whole-
some and 83.3% for unwholesome carcasses (24). In the
system, which has been tested in commercial process
poultry plants, when a chicken carcass on a hook dangling
from a moving chain passes through a light beam, the

interruption triggers a scan with a light probe from about
an inch away. The reflected light is analyzed by a com-
puter using Agricultural Research System-developed
“Automated Poultry Inspector” software to identify varia-
tions in external skin color and texture and tissue compo-
sition, which are clues to problems (5).

V. INTERNATIONAL LEGISLATION ON
POULTRY CARCASS GRADING

Generally speaking, quality refers to the appearance of
carcass or meat and has become more important in deter-
mining consumer acceptability and retail price. Some of
the more commons carcass and meat quality defects are:
red wingtips or feather tracks, engorged wing veins, hem-
orrhagic wing veins or shoulders, in breast or/and legs,
and dislocated or broken pectoral, wing or leg bones. The
commercial significance of these defects varies according
to market outlet. However, the prevalence of appearance
defects can also lead to downgrading and loss of value of
fresh carcasses (3). Normally, the categories are reduced
to three, being the flesh in breast and thighs, ending of the
breastbone, number of broken bones in carcass, exposed
flesh, etc. (19). Figure 165.4 despite the main classifica-
tion of poultry carcasses. 

A. UNITED STATES OF AMERICA

In the United States, there are Standards for Quality of
Ready-to-Cook Poultry (25), with three quality gradings:
A, B and C. In the A Quality the carcass or part is free of
deformities that detract from its appearance or that affect
the normal distribution of flesh. Slight deformities may be
present, with a well-developed layer of fat in the skin. The
carcass or part shall have a clean appearance, especially
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TABLE 165.2
Carcass Yielding for Some Poultry Species

Live Weight (kg) Hot Dressed (kg) Yielding (%)

Broiler 1.92 1.71 88.89
Capons 3.92 3.51 89.66
Turkey 8.28 7.61 91.85
Pekin duck 2.57 2.18 85.09
Roaster 3.69 3.29 89.02
Geese 5.48 4.77 87.06
Ostrich 80.00 48.00 60.00
Duck 2.32 1.75 75.46

FIGURE 165.4 Poultry carcass grading or classification.



on the breast and legs. For all parts, trimming of the skin
along the edge is allowed, provided that at least 75 percent
of the normal skin cover associated with the part remains
attached, and further provided that the remaining skin uni-
formly covers the outer surface in a manner that does not
detract from the appearance of the parts, and is free of
broken bones and free of disjointed bones. Discolorations
that do not detract from the appearance of the product are
allowed. Evidence of incomplete bleeding is not permit-
ted. In the B Quality the carcass or part may have moder-
ate deformities, such as a dented, curved, or crooked
breast, crooked back or misshapen legs or wings, which
do not materially affect the distribution of flesh or the
appearance of the carcass or part. Any parts may be dis-
jointed, but are free of broken bones, two disjointed
bones, or one disjointed bone and no protruding broken
bones. Discolorations are limited to moderately shaded
areas and the carcass or part is free of serious defects.
Evidence of incomplete bleeding shall be no more than
slight. The skin and flesh shall have a sound appearance,
but may lack brightness. The carcass or part may have a
few pockmarks due to drying of the inner layer of skin.
Carcasses that do not meet the requirements for A or B
quality may be of C quality if the flesh is substantially
intact. Both wings may be removed or neatly trimmed.
Trimming of the breast and legs is permitted, but not to
the extent that the normal meat yields is materially
affected. The back may be trimmed in an area not wider
than the base of the tail and extending from the tail to the
area between the hip joints. 

B. CANADA

In Canada there are three grades of poultry carcasses:
Canada A, Utility and C (26). The carcass of the grade
Canada A is not deformed except for a slightly crooked
keel bone that does not interfere with the normal place-
ment of the meat. In the case of poultry, other than a
turkey, the breast, thighs and back show evidence of fat
cover. In the case of a turkey, the carcass has deposits of
fat in the main feather tract on each side of the breast as
indicated by a pronounced thickening at the center of each
such area. The carcass has no prominent discolorations
and no broken or dislocated bones; and does not have
more than 3 cm of exposed flesh at the posterior end of the
keel bone. Canada Utility carcass is not missing more than
the wings, one leg including the thigh or both drumsticks,
the tail, small areas of flesh, and skin not exceeding an
area equivalent to one half of the area of the breast; where
no flesh has been removed, the carcass breast has suffi-
cient fullness of flesh on both sides of the keel bone to
prevent a sharp falling away of flesh from the anterior to
the posterior end and the keel bone does not project more
than 3 mm beyond the flesh with a minimum fat cover to
prevent the flesh from appearing prominently through the

skin. The carcass has no dislocated bones other than in the
wings or legs; and has no broken bones. In poultry carcass
Canada C the wings or any part of them has been removed
elsewhere than at a joint; and only a part of the drumsticks
has been removed. Mature chicken may be graded as C if
the carcass weighs more than 1.8 kg and the carcass breast
has not sufficient fullness of flesh on both sides of the keel
bone to prevent an extremely sharp falling away of flesh
from the anterior to the posterior end, with prominent dis-
colorations. 

C. MEXICO

In Mexico poultry carcasses are classified in three cate-
gories: First or Mexico-Extra, Second or Mexico-1, and
Out of classification (27). The first category is defined by
a well-developed musculature without deformations and a
uniform fat distribution, besides no bruises or broken
wings present, and an average weight of 1.950 kg includ-
ing viscera and feet. The second are carcasses with a mod-
erate musculature and enough fat to cover the muscle in
breast, leg and thigh. This category allows two articula-
tions separated in the wings, but with no severe damages.
The minimum weight is 1.750 kg including viscera, head
and feet. Finally, the carcasses out of classification are: a)
those dead before slaughter; b) birds out of the Sanitary
Legislation; c) birds with fracture, mutilations, hemor-
rhages, exposed flesh, out of the limits; d) pigmented with
forbidden substances; e) present the incorporation of sub-
stances for weight gain; and f) pigmented birds by immer-
sion. The approved and graded poultry carcasses can be
commercialized in fresh or frozen. The main poultry in
Mexico is consumed fresh.

Nonetheless, Mexican poultry grading for the interna-
tional trades shall be similar to the described above.
Poultry eligible for export under NAFTA rules would
likely be processed in existing facilities and would repre-
sent a small percentage of Mexico’s total production,
besides U.S.-origin poultry carcasses and parts or prod-
ucts of poultry carcasses that are shipped to Mexico for
processing and then returned to the United States (28). 

D. EUROPEAN COMMUNITY

The European Community (29) established regulations
applied to the commercialization of poultry in the commu-
nity territory, grading in two categories in agreement with
carcass conformation and aspect. Poultry meat is included
in Category A or B in agreement to carcass conformation
and parts aspect. The category A is divided in A1 and A2,
taking in account the state of the carcass and fat cover, dam-
age or contusions. Poultry carcass are commercialized in
fresh, freeze or ultra freezing. To be classified into grade A
or B, carcasses shall meet the following standards: carcass
or part shall have to be intact, with a clean appearance,
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without foreign material or blood. Some little protruding
feathers and hairs are permitted on breast, thigh and back.
Discrete discoloration or contusions are permitted as well.
Wing tips can be missing. Fresh carcass shall have no evi-
dence or previous freezing. Freezing and ultra freezing car-
cass have to be free of frozen burns, accepting little or
discrete burns but not in breast or thighs. In the A category
there are three classifications depending on the carcass
weight: A or European chicken, no heads, no legs, ready to
cook (1.0–1.1 kg); B or big chicken (1.8–2.2 kg) and C or
small chicken (1 kg). A fourth grading of residue carcasses
is not commercialized. 
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I. BACKGROUND INFORMATION

A. CANNING AS A PRESERVATION FOOD SYSTEM

Canning is the technique of preserving food in airtight
containers through the use of an extensive heat treatment
that inactivates enzymes and kills microorganisms respon-
sible for deterioration during storage. The airtight packag-
ing protects the food from recontamination following
sterilization, thus permitting storage at room temperature
for many months without spoilage. In general canned

meat products may be described as a convenience food,
because they offer several advantages as they contain lit-
tle or no additives, retain most of the nutritive value of raw
materials, are ready-to-eat, shelf-stable, and easy to con-
sume and handle [29].

This process is the basis of a large segment of the com-
mercial food industry, a position that probably will con-
tinue despite the development of other means of preserving
food. However, the food canning industry needs to renew
itself continuously, in order to keep consumers’ attention;
especially nowadays, when market globalization politics
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provide new opportunities for process and trade a great
range of products from all over the world. Therefore, can-
ners most offer safe and nutritive products; but also, use
attractive containers, with opening features, heating
instructions using microwave, several size serving por-
tions, etc. In addition, the use of friendly environmental
packaging materials that provide the same stability and
safety of those conventional metal cans may be more
attractive for consumers who demand healthy foods [23].

Developments in thermal processing involve new
packaging materials as flexible retotable pouch and plas-
tic containers. Addtionally, control systems for retorts are
becoming more advanced, permitting real-time calcula-
tion of process lethality, and optimization of temperature
and time required without excessive heating [8]. 

B. POULTRY MEAT

Poultry refers to any domesticated avian species, and
poultry products can range from whole carcasses, cut-up
carcasses, portions, boneless meat, or any further
processed meat. Poultry production and consumption all
over the world have increased considerably during the last
years as it is shown in Table 166.1 with data obtained
from U. S. Department of Foreign Agricultural Services
[30]. Several variables influence buying decisions and eat-
ing patterns in short or long-term bases, including ethnic
or religious traditions, diet and health concerns, as well as
price and availability. Recently, consumer attitude about
eating meat has been greatly influenced in relation to the
saturated fat and cholesterol intake and their contribution

to arteriosclerosis and heart attack. Additionally, recent
outbreaks of Bovine spongiform encephalopathy (BSE) or
foot-and-mouth disease have modified consumers’ atti-
tude against red meats [19]. 

Processed meats, including canning products now con-
tain less fat (under 25% or lower), where poultry, especially
chicken and turkey are popular as an alternative to manu-
facture healthy low fat meat products. U.S. trade projections
(Figure 166.1) show an increasing demand for fresh poultry
and processed poultry products, over other meat species
such as pork or beef. This may be explained as poultry meat
posseses a “plain” flavor easy to adapt to most recipes and
it is an excellent choice to develop low-calorie products with
the advantage of being a low cost protein source. Although,
the presence of Avian Influenza and Sudden Acute
Respiratory Syndrome (SARS) outbreaks in 2003 joined
with stricter quarantine and sanitary requirements with a
zero tolerance for salmonella and E. coli have had a stagnant
effect on the poultry trade market all over the world.

All meat and meat products, including poultry must
be subjected to inspection and declared suitable for
human consumption; most countries have national laws
and regulate inspections with specific requirements for
conditions in which animals are reared, transported,
slaughtered, and how products are prepared, distributed
and sold. In the United States, poultry and poultry prod-
ucts are subject to the Poultry Products Inspection Act,
which is enforced by the FDA Food Safety and Inspection
Service. In Mexico, SAGARPA (Secretary of agriculture
and rural development) dictates all regulations for food
processing and distribution [30]. 
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TABLE 166.1
Poultry Meat Production 2000–2004

2000 2001 2002 2003 (p) 2004 (f)

Country (Thousand metric tons; ready to cook or equivalent)

Angola 8 8 8 nd nd
Argentina 870 870 640 670 780
Brazil 5,980 6,567 7,449 7,560 7,825
Canada 877 927 932 915 930
China 9,269 9,278 9,558 9,844 10,129
European Union 8,394 8,599 8,605 8,425 8,410
Hong Kong 65 59 61 60 58
Japan 1,091 1,074 1,097 1,120 1,110
Korea 394 413 437 425 434
Mexico 1,948 2,080 2,201 2,297 2,412
Russia 387 430 500 580 640
Saudi Arabia 390 424 510 520 530
South Africa 707 730 760 790 805
Thailand 1,070 1,230 1,205 1,290 1360
United Arab Emirates 25 28 31 33 35
United States 16,122 16,523 17,052 17,349 17,834
Yemen 67 78 78 nd nd

Source: United States Department of Foreign Agricultural Services (February, 2004). (p � preliminary data,
f � forecasted, nd � no available data.)



C. TYPES OF COMMERCIAL CANNED

POULTRY PRODUCTS

Canned poultry products include a wide variety of products
such as reformed and emulsion type products, or puree and
soups formulated with chicken and turkey cubes. But most
of them claim to be low fat products. Examples are cured
breast of turkey, ham turkey, chunky chicken, chicken &
vegetables, Vienna sausages, chicken soup, and chilorio
(Mexican spiced poultry) that are shown in Figure 166.2.

1. Formed Products

Formed poultry products are boneless and uniform in com-
position; examples are hams, loaf and restructured prod-
ucts. They may be produced from sectioned muscle pieces
or from grounded or chopped meat and shaped into a spe-
cific portion and size. Texture varies according to the ini-
tial material; for example, hams are primarily produced
from intact muscles and have more a “whole-muscle” tex-
ture, while restructured products have a smaller particle
size as they are produced from grounded or chopped meat. 

Formed products are prepared from defatted whole
muscle pieces bounded together after marinating, tumbling

and cooking. Proteins form a network between meat pieces
during heating to form a continuous body. Non-meat binders
can be used to enhance cohesivity between meat pieces to
obtain a whole meat-like texture; such as soy protein, casein
or hydrocolloids, among others [26].

2. Emulsified Products

Emulsified or comminuted poultry products include
frankfurters, bologna or loaf items, and are usually pre-
pared from chilled or frozen mechanically deboned poul-
try or turkey. Meat is homogenized in a cutter bowl with
iced water, salt, cure, alkaline phosphates, starch, sodium
erythorbate, milk or soy proteins, starch, gums and spices;
to an end temperature of 15°C to avoid melting of fat that
might result in fat caps or fatting-out after heating. Batter
is then vacuum encased and cooked and after peeling,
sausages are canned [26].

D. COMPOSITION AND PHYSICOCHEMICAL

PROPERTIES OF MEAT

The process of canning begins with the selection of high-
quality raw materials, where skeletal muscle is the main
constituent. Turkey meat contains 75% moisture, 23%
protein, 1.2% lipids and 1% minerals. Table 166.2 shows
the principal skeletal muscle proteins, which are classified
according to their solubility and location as: sarcoplasmic,
myofibrillar and stroma fractions [17]. The myofibrillar or
salt soluble fraction comprises more than 20 distinct 
proteins and represents about 60% of the total poultry 
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FIGURE 166.1 U.S. per capita boneless meat consumption pro-
jection (USDA National Agricultural Statistical Service, Jan. 2003).

FIGURE 166.2 Variety of canned poultry products (includes
sausages, soups, ham, pâté, chilorio, etc.).

TABLE 166.2
Main Poultry Skeletal Muscle Proteins [17]

Protein Fractions Content (% of total protein)

Myofibrillar (Salt Soluble Proteins)
Myosin 29
Actin 13
Tropomyosin 3.2
Troponins C, I, T 3.2
Actinins 2.6
Desmin 2.1
Conectin 3.7

Sarcoplasmic (Water Soluble Proteins)
Myoglobin and other heme-proteins 1.1
Glycolytic enzymes 12
Mitochondrial enzymes 5
Lysosomal enzymes 3.3

Stroma (Insoluble Proteins)
Collagen 5.2
Elastin 0.3
Reticulin 0.5



muscle protein. Myofibrillar proteins can be divided into
three groups based on their function as: contractile
(responsible of muscle contraction), regulatory (involved
in regulation of contraction) and cytoskeletal proteins
(responsible of myofibril integrity). The contractile pro-
teins, myosin and actin have a large influence in muscle
functionality; these proteins are usually forming the acto-
myosin complex in post-rigor, and contribute to function-
ality for comminuted and formed processed poultry
products. The ratio of actin to myosin, as well as the ratio
of free myosin to actomyosin, also influences the func-
tional properties of poultry meat [17,23].

Sarcoplasmic proteins play a minor role in meat pro-
tein functionality, although myoglobin and other water-
soluble compounds may have a great influence in color.
Myoglobin consists of a heme group bound to the histidyl
(His93) residue of a single polypeptide chain as shown in
Figure 166.3 [4]. The amount of myoglobin varies within
species, age, and muscle fiber distribution; for instance,
dark muscles in turkey thigh are mainly comprised of red
fibers which containing more myoglobin than light breast
muscles. White turkey meat contains from 0.1 to 0.4 mg
of myoglobin/g, whereas dark meat ranges 0.6 to 2 mg/g.
Moreover, mechanically deboned turkey (MDT) contains
some bone marrow and will have higher pigment levels
than manually deboned meat [12,26].

Stroma proteins are related to meat tenderness; colla-
gen is the major stroma protein present in flesh and in
poultry skin. When present in a high concentration in the

poultry product formulation, collagen shrinkage may
reduce functionality of myofibrillar proteins, reducing
binding between meat pieces in formed products, and may
reduce fat and water retention in comminuted products,
especially when cooked at high temperatures [17,26].

Meat functionality is based on the physicochemical
properties of proteins and determines its behavior during
processing, storage and consumption. Poultry meat 
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functionality is based on three types of molecular interac-
tions as: protein hydration and water holding capacity
(WHC), depending on protein-water interactions; while
cohesivity and gelation are based on protein-protein inter-
actions, and emulsifying is based on protein surface
related properties. All these interactions are affected by
intrinsic and extrinsic factors such as the type of protein,
distribution of hydrophobic and hydrophilic groups on the
protein surface, charge, and molecular flexibility.
Extrinsic factors include pH value, salt concentration,
phosphate salts, temperature, and integrity of meat, pro-
cessing and addition of other non-meat additives [17]. 

The amount of total myofibrillar protein, the ratio of
moisture to total protein, and the physicochemical condi-
tion (PSE or DFD) determine the functional properties of
raw materials. Lean poultry meat contains 19 to 23% pro-
tein, while mechanically deboned poultry without skin has
14 to 16% protein and with skin 11 to 12% protein.
Therefore, both poultry product formulation and processing
must be designed in order to improve protein functionality
and the final product quality [10]. 

1. Water Holding Capacity

Water holding capacity is the ability of meat to retain or
absorb added water in the presence of an external force;
this functional property is based on protein-water interac-
tions. Water is held by muscle proteins, and physically
entrapped within the muscle structure in the inter-filament
spaces of myofibrils. Factors such as pH, salt concentra-
tion, process, and temperature influence the protein-water
binding and the quality of the poultry meat product net-
work [10,17].

Protein-water interactions are highly related to the
state post-mortem. At the isoelectric point (pH ~ 5.1),
myofibrillar proteins have no net charge and tend to
aggregate. However, as the pH increases during resolution
of rigor mortis, proteins become more negatively charged,
with an increase in repulsive forces between myofibrils
that leads to swelling, allowing more water to interact
with proteins, and therefore, protein solubility and water
holding capacity increase as proteins become more nega-
tively charged. 

Addition of salt up to 0.6 M (2–3.5%) NaCl reduces
electrostatic interactions between proteins increasing pro-
tein extractability, solubility and water binding in both
breast and tight muscle. In addition, alkaline phosphates in
combination with salt and mechanical work increase pH
and myofibrillar protein extraction and solubilization.
Additionally, chopping or tumbling disrupts the muscle
allowing the muscle fibers to absorb water and swell.
However over-chopping or tumbling can lead to an exces-
sive disintegration of muscle fibers and can induce protein
denaturation, as it is also associated with an increase in
temperature and excessive shearing. Denatured proteins as

in PSE muscle form aggregates that have low water affinity
and reduced emulsification and foaming abilities [17,23]. 

2. Cohesivity

During cooking muscle proteins denature and form a con-
tinuous cross-linked gel network, stabilized by a series of
protein–protein interactions, such as electrostatic and
hydrophobic interactions, hydrogen and disulfide bonds.
Muscle protein gelation involves a series of steps. First,
when muscle proteins are heated up to a critical temperature
they unfold; in a second step, unfolded molecules aggregate
to form an increasing viscous solution, then when the gelling
point is reached, molecules aggregate into a continuous gel.
Myofibrillar proteins form irreversible strong gels that are
responsible for the textural and sensory properties, as well as
the cooking yields of poultry products. Nevertheless, con-
nective and sarcoplasmic proteins may interfere with the
ability of myofibrillar proteins to form a gel [10,14].

3. Emulsifying

Poultry comminuted products such as sausages may be
referred to as emulsions, as the fat tissue is comminuted
and dispersed in small particles into a continuous salt/pro-
tein/water matrix. The stability of this system is influenced
by pH value, ionic strength, melting range of the lipid, sol-
uble protein content, and by temperature of processing.

Soluble and extracted meat proteins form a monomol-
ecular film around the fat globules, proteins rearrange
where polar regions are oriented towards the water phase,
while non-polar regions align towards the fat droplets to
minimize free energy [15,26]. 

Meat proteins show different emulsifying responses that
decrease in the following order: myosin � actomyosin �
sarcoplasmic proteins � actin. The hydrophobic heads of
the myosin dip into the fat globules, while the tails interact
with actomyosin in the continuous phase. Actomyosin binds
water and contributes to stabilization of emulsion because of
its viscous, elastic and cohesive properties. Comminuting is
necessary to extract proteins, disrupt fat and to form an
emulsion; also, concentration of protein must be sufficient to
form continuous and stable film around the fat globules.
During the emulsification stage, poultry batter temperature
and chopping times should be monitored to avoid melting of
the fat globules. Stable emulsions require at least 45%
myofibrillar protein in the formulation with a maximum of
30% sarcoplasmic and connective proteins should be limited
to less than 25% of total protein [15].

II. RAW MATERIALS PREPARATION

Canned turkey ham is a boneless-formed product, made
from cured meat pieces bound together into a specific
shape in a sealed container, and heat processed. This 
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product retains most of the nutritional value of raw mate-
rials, is ready-to-eat, shelf-stable, and convenient for con-
sumers [15]. Process for the manufacture of canned turkey
ham involves several stages such as meat conditioning,
brine injection, vacuum tumbling, can filling, exhaustion,
closing and sterilization [23]. 

Turkey ham may be prepared from boneless breast, legs,
thighs, desinewed drumsticks, and MDT with or without
skin. These raw materials may be chilled or frozen but with-
out off-color, off-odor, or apparent microbial growth. The
internal temperature of fresh cuts should not be above 4.4°C,
while frozen materials should be below �18°C when
received. Frozen cuts must be kept packaged during thawing
to prevent dehydration, and to avoid the risk of microbial
contamination until reaching �3.3 to �2.2°C. Turkey meat
can be sliced, cubed or ground, according to the desired final
texture, but up to 33% of the meat may be finely commin-
uted to provide good binding that resembles a whole “meat-
like” texture and good water retention. Nevertheless,
temperature must be kept below 10°C during these opera-
tions to avoid the risk of microbial growth [15,26,27].

III. CURING AND BRINE INJECTION

Meat is usually cured by injection of brine under pressure
using a multineedle system, which facilitates and accelerates
incorporation of the curing solution (see Table 166.3) [21].
Salt improves flavor, and in conjunction with phosphates
extracts myofibrillar proteins producing a sticky surface that
will bind meat chunks during thermal processing. Sodium
chloride increases protein negative charge as well as protein
repulsion, allowing more water to bind within the muscle
fibers. On the other hand, alkaline phosphates increase pH
and ionic strength allowing protein to uncoil exposing
hydrophilic sites; therefore phosphates act in a synergistic
way with sodium chloride to increase WHC and protein
extraction [9,15,27].

Sodium nitrite is a multifunctional ingredient. It pre-
vents the outgrowth of the anaerobic spore former
Clostridium botulinum, which grows under anaerobic con-
ditions as those created during canning. Some spores can
survive normal heat processes and generate vegetative cells
that produce lethal toxins [9,31]. The antibacterial properties

of nitrite are based of the reaction of nitric oxide with SH
groups to form nitroso thiols (R-S-NO), and by depriving
anaerobic spore formers from available iron compounds
with a key role in biochemical mechanisms [24]. Nitrite is
also responsible for the development of the distinctive color
and flavor of cured processed meats. Nitric oxide derived
from sodium nitrite reacts with the heme iron of myoglobin
and metmyoglobin to form nitrosylmyoglobin and the heat-
stable pink nitrosylhemochrome after cooking [27] (see
Figures 166.3 and 166.4). Although, color intensity depends
on the myoglobin content of the raw material [4,11,21].
Nitrite also contributes to the flavor stability preventing
warmed-over-flavors by complexing the heme iron, which
could promote lipid oxidation reactions [31]. It has been
reported that the non-heme iron is a potent prooxidant and it
is released during heat processing as a result of porphyring
breakdown, thus heating accelerates the release of iron from
the heme complex [4]. Legal limits of initial nitrite levels are
200 ppm and 156 ppm for pasteurized and sterile canned
hams, respectively; with residual levels of 100 and 120
ppm6. Finally, the addition of reducing agents such as
sodium erythorbate accelerates curing, promotes formation
of nitrosylhemochrome, and contributes to the flavor and
color stability [15,21,31] (Figure 166.5).

IV. VACUUM TUMBLING

Injection followed by non-continuous tumbling cycles
maximizes the quality of the product, as it permits a
uniform distribution and absorption of curing ingredients,
and extraction of salt-soluble proteins [15,16,21]. A vac-
uum tumbler consists of a large rotating tank with paddles
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TABLE 166.3
Basic Curing Brine Formula [23]

Component %

Salt 2
Phosphate 0.5
Sucrose 0.5
Carrageenan 0.3
Sodium nitrite 156 ppm
Sodium erythorbate 450 ppm

FIGURE 166.5 Heme ligands of (A) oxi-myoglobin, (B)
Nitrosylmyoglobin and (C) Nitrosylhemocrome. (Adapted from
Larousse and Brown 1997.)
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inside, and jacketed walls to cool the product while tum-
bling. The temperature should be kept between 4 and 8°C,
and the rotation rate between 3 and 15 rpm; a higher speed
can cause cell breakdown and temperature increase thus
reducing the quality of the final product. Vacuum tum-
bling has the advantage of speeding up the brine uptake,
and avoiding formation of air bubbles within the product
[9,16,21].

V. CONTAINER FILLING

Containers should be clean and washed before filling, the
cured meat mix is then transferred into appropriate con-
tainers using an automatic vacuum filler as well as pressed
to ensure elimination of air pockets [13,16,29]. Selection
of the appropriate container is vital to maintain stability
and organoleptic properties and avoid damage during
transportation, storage and distribution. Packaging materi-
als include metal, glass, and laminated containers. Semi-
rigid containers made of nylon, surlyn, and other
ethylene/vinilacetate copolymers are used for cook-in
products that receive a pasteurizing treatments [29]. 

A. METAL CANS

Containers for poultry canning can be made in a variety of
forms that include flat rectangles, tall and thin, squat, pot,
pot-bellied, wasp-waist, parallelepiped, twisted, embossed,
etc. Bodies may be fabricated from steel or aluminium with
protunding or flush end seams, preprinted or bright. These
materials are cheap and provide excellent barrier properties
against gases, water vapor, light and odors. Additionally,
they can be used in on-line filing processes, have high
mechanical resistance and excellent thermal conductivity,
are suitable for sterile products, and can be hermetically
sealed and recycled. Metal cans have some disadvantages,
for instance, shipping empty cans takes up a lot of space.
Also during storage cans must be protected from moisture
and/or humidity (if not lacquered or coated), and cans may
be considered old fashioned by the modern consumer
because they are not suitable for use in the microwave oven
[6,29]. 

Metal containers usually have an internal and some-
times external enamel coating to avoid corrosion during
storage, and prevent interaction of the can with the food
product; while the external coating provide both decora-
tive and protective function. Coating materials include
natural oleoresins or synthetic products, such as epoxy,
phenolic, acrylic and polyester lacquers and coatings.
Synthetic resins have better performance and are available
in a wide range of materials and specially designed for use
in different foods. In addition, a release agent is applied to
facilitate product removal after opening [21,29]. Coatings
should impart no odor or flavor to the food, must be 
non-toxic and protect the can and contents during the

required shelf-life; must not flake of the plate during can
manufacture or storage, be easy to apply and quickly
cured, and resist all temperatures encountered during pro-
cessing and storage [29]. 

1. Fabrication

Cans are fabricated into the three-piece can or into the
two piece can. The three-piece can is composed of a body
and two ends. The body is usually cylindrical (but can be
rectangular, pear-shaped and oblong) and after it is
formed, the two edges are brought together and sealed.
The ends are made of tinplate, one end is applied by the
can manufacturer, and called the manufacturer’s end,
whereas the other is prepared by the canner and called the
canner’s end. Round and no round two-piece containers
are made from a precut aluminum alloy or steel sheet by
stamping out in a cupping press, or by combination of
stamping and deep drawing. Ends or covers are made
from aluminum alloy, tinplate or tin-free steel (TFS),
coated on both sides [29]. 

Application of ends is critical, as the end provides
mechanical resistance to support the internal pressure dif-
ferentials during thermal processing and cooling. It is also
a barrier against all type of contamination and ensures
food safety throughout storage. Sealing forms a double
seam into three operations. First, the can body and the
cover are brought together and clamped on a seaming
chuck by a load applied vertically to the base plate; the
end curl is tucked under the can flange and interlocks it.
In a second operation, the interlocked layers of metal are
compressed and the seaming compound is squeezed into
voids to complete the hermetical seal [29].

B. GLASS JARS

Glass jars are used less often for meat products because of
their fragility. They consist of a glass body, and a metal
lid. In households, glass jars with glass lids are often used.
The seaming panel of the metal lid has a lining of
synthetic material. Glass lids are fitted by means of a rub-
ber ring.

C. RETORT POUCHES

The retort pouches are flexible lightweight and easily dis-
posable laminated containers for preserving foods. Heat-
resistant plastic pouches, which are closed by clip, are
usually made of polyester (PETP) and used ready-to-eat
dishes. Laminated films made of polyester/polyethylene
(PETP/PE) or polyamide/polyethylene (PA/PE) are rela-
tively rigid containers, which are used for filling with
pieces of cured ham or other kinds of prepared meat.
While, round containers formed out of a laminate of alu-
minium foil and polyethylene (PE) or polypropylene (PP)
are widely used for small portions, as PE or PP permit the
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heat-sealing of these containers, which can then even be
subjected to intensive heat treatment. Retort pouches offer
some advantages over other typical food containers used
in canning, because they are easy to handle and the ther-
mal process is faster and therefore produces less flavor
and texture changes. Also the consumer can easily heat
the pouch in boiling water before eating and save shelf
space [6,8,18]. 

VI. EXHAUSTION AND CLOSING

Once containers have been properly filled and pressed,
they are sealed under mechanical vacuum, or by using
steam to create a vacuum while the product is cooled. Air
evacuation from the headspace as well as from the bulk of
the turkey ham is necessary to achieve good heat penetra-
tion; also to minimize alterations in color, flavor and tex-
ture during processing and storage. Afterwards, the
exterior of the container should be cleaned and closure
must be checked prior to sterilization [16,21,29].

VII. STERILIZATION

Canned foods are preserved by application of a heat treat-
ment, which inactivates enzymes, pathogens, and microor-
ganisms that cause deterioration during storage. Turkey
canned ham is considered as a commercially sterile food,
because the sterilization step ensures that the product is free
from viable microorganisms capable of reproducing in the
food under normal no refrigerated condition of storage and
commercialization. Sealed cans protect the product from
recontamination after sterilization, allowing storage at
room temperature for several months without spoilage [21].
Canning includes two steps; first, the product is heated in a
retort to high temperature for enough time to destroy
spoilage and pathogenic microorganisms, followed by a
rapid cooling to room temperature, where additional
microbe destruction is achieved [9,31]. Most non-spore-
forming organisms are heat labile; but some spores can sur-
vive even after heating to 120°C; however, addition of salt
and nitrite decreases the thermoresistance of microorgan-
isms [9].

A. THERMAL DESTRUCTION OF MICROORGANISMS

Thermal destruction of bacteria is expressed in terms of its
exposure to a specific temperature for a period of time, at
higher temperatures, shorter periods of time are required to
get the same destruction. However, the amount of microbial
destruction within the food matrix depends on several fac-
tors such as the number and kind of microorganisms and
the growth conditions of the microorganisms of concern.
As well as, composition, viscosity, moisture, and pH of the
food, presence of preservatives; as well as can size and
shape, among others. Thus, successful sterilization requires

knowledge of the rate of heat penetration at the coolest
point, since heating is not homogeneous throughout the
entire can due to its geometry [24]. For example, food in
small container is heated more rapidly than in a large con-
tainer; also the center of a solid product or near the end in
a liquid caned food may be the coldest point within the food
matrix. There are several mathematical relationships that
describe the thermal destruction of microorganisms, and
the rate at which a food is heated, and the temperature of
the coldest point. The number of microorganisms destroyed
by the thermal process can be estimated by incorporating
the destruction rate of the microorganism of concern into
the heat transfer model for a food system. However, not all
food systems are easily modeled. Therefore, actual time-
temperature measurements can be used to establish the
amount of microbial destruction during the process. In
addition, microbial destruction can also be measured by
inoculation of an indicator organism and then measuring
the remaining population after the thermal process [2].

The rate of inactivation of microorganisms increases in
a logarithmic rate with increasing temperature and tends to
follow a first order rate reaction. The D-value is the time in
minutes during which the number of a specific microbial
population exposed to a specific temperature is reduced by
90% or 1 log. It is expressed as DT � t min, where T is the
temperature and t is the time for 1 log reduction of the
microbial population. In addition the F-value represents
the amount of time in minutes required to completely
destroy a given number of microorganisms at a reference
temperature (121.1°C for spores and 60°C for cells) [24].

Several authors [2,16,21] indicate that changes in
microbial populations as a function of time can 
be described by the following equation (166.1); while 
equation (166.2) describes a first–order kinetic model, if k
is the slope of the natural logarithm of survivors at any time
for the microbial population, then equation (166.2) can be
integrated into equation (166.3) to describe the reduction of
microbial populations:

log [N/No] � �t/DT (166.1)

where:
N = microbial population at any time, t
No = initial microbial population
DT = decimal reduction time required for a
1�log cycle reduction in the microbial
population.

dN/dt � �kN (166.2)

ln [N/No] � �kt (166.3)

Consequently, the decimal D-values and the constant k
can be correlated by equation (166.4):

k � 2.303/DT (166.4)
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Both parameters k and D-values describe the microbial 
population reduction only at a constant and specific temper-
ature. In order to measure the influence of temperature, the
thermal resistant constant (Z-value) must be incorporated in
the thermal death time curve (log F vs. T) or thermal resist-
ance curve (log D vs. T) as shows equation (166.5) and
(166.6), respectively:

log [D/DR ] � �(T � TR ) / Z (166.5)

log [F/FR ] � �(T � TR ) / Z (166.6)

The thermal death time (TDT) involves graphical integra-
tion of time-temperature data at the coolest heating point
during thermal processing, and measures the microbial
death rate in relation to temperature. Thus the Z-values
indicate the number of degrees the temperature must be
increased to decrease the microbial population by one 
log cycle, and measure the microbial heat resistance; 
Table 166.4 shows the thermal kinetic parameters for
some microorganisms having public health significance,
where it can be seen that spore-forming microorganisms
have the largest D and Z-values. 

The rate of inactivation of microorganisms increases in
a logarithmic rate with increasing temperature. Thus D and
F values will decrease logarithmically with increase in
temperature. Z is the change in temperature that accompa-
nies a 10-fold change in the time for inactivation. The z
value is calculated by plotting log (D) against temperature
and increasing the temperature of a thermal process by the
z value results in a 10-fold reduction in the time required
to obtain the lethality of the original process. Conversely
reducing the process temperature by the z value necessi-
tates a 10-fold increase in the processing time to achieve
the original lethality [2].

Commercial sterilization ensures destruction of
microorganisms growing in the product under normal
storage conditions. The low acid or high pH foods require
a severe heat treatment to guarantee microbial destruction
to an F value � 3 [9,21]. The heat treatment for this type
of food is based on the total destruction of Clostridium
botulinum type A or B spores (the most heat resistant
spores of a pathogen) by applying the 12-D concept or
“botulinum cook.” This refers to the heat process neces-
sary to reduce the number of surviving spores of Cl. bot-
ulinum from 1012 to 100, i.e., to reduce the number of
surviving spores by 12 log cycles. Canned turkey ham
falls in the category of low-acid foods as it has a pH
higher than 4.8. The reference temperature for canned
low-acid foods for measuring the destruction of Cl. botu-
linum is 121°C; at this temperature the destruction time
for 12 log cycles is designated as F0. The high acid or low
pH-food (pH � 4.6) requires lower heat treatments, since
Clo. botulinum cannot germinate and outgrow at this low
pH [5,9,13,16,26].

Heat penetration tests are performed to determine
appropiate heating parameters to design thermal
processes. Determinations of the coldest point known as
point of lowest lethality within the container and runs to
measure temperature in the coolest spot at various time
intervals allow the establisment of a thermal process. An
accepted practice for heat penetration testing is to use an
exaggeration or worst case approach by using data 
collected from the slowest heating container with the
largest heating rate index (fh-value) and the corresponding
lag factor (jh-value) or to conduct the test on samples that
reflect the most adverse operating conditions; however,
data varies with the number of test containers and test
runs. Some authors have suggested the use of statistical
approaches to reduce variations in heating parameters
when designing processes, using an univariate and a
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TABLE 166.4
Thermal Resistant Parameters for Some Microorganisms Having Public Health
Significance [2]

Microorganism D (min) k (1/min) Z (°C) Temperature (°C)

S. typhimurium 2.13–2.67 0.86–1.08 57
E. coli O157:H7 4.1–6.4 0.36–0.56 57.2
E. coli O157:H8 0.26–0.47 4.9–8.86 5.3 62.8
C. jejuni 0.62–2.25 1.0–3.72 55–56
L. monocytogenes 1.6–16.7 0.14–1.44 60
S. aureus 2.5 0.921 60
Bac. cereus 1.5–36.2 0.064–1.535 6.7–10.1 95
Clo. perfringens 6.6 0.349 104.4
Clo. botulinum B 1.19–2.0 1.152–1.935 7.7–11.3 110
Clo. botulinum E 6.8–13 0.177–0.339 9.78 74
Clo. botulinum 62A 1.79 1.287 8.5 110
Bac. subtilis 32.8 0.0702 8.74 88

D � decimal reduction time, k � rate constant, Z � thermal resistant constant.



bivariate statistical method that also enable to estimate the
minimum number of heat penetration measurements to
give reliable values to calculate safe thermal processes
[28]. 

B. TEXTURE AND FLAVOR CHANGES DURING THE

THERMAL PROCESS

During cooking the extracted muscle proteins denature
and form a continuous cross-linked network, which is sta-
bilized by electrostatic and hydrophobic interactions,
hydrogen and disulfide bonds, giving rise to the character-
istic product texture. Myofibrillar proteins are mainly
responsible for meat binding and textural properties, as
well as the product yield [21,26]. Nevertheless, stroma
and sarcoplasmic proteins may interfere. In particular,
collagen, a major stroma protein present in flesh and skin,
diminishes WHC and binding when it is present at high
concentrations due to shrinkage and conversion into gela-
tin during cooking [9,26,27].

Heating also promotes changes in flavor, since
uncooked meat has little aroma and blood-like taste.
During cooking, lipids and water soluble non-volatile pre-
cursors and/or their breakdown products generate a large
number of intermediates and volatiles that contribute to
flavor [7,20]. The main reactions that take place during

heating are the Maillard reaction, thermal degradation of
lipids, and degradation of thiamine, that lead to a complex
mixture of chemicals, such as aldehydes, ketones and 
sulfur compounds that provide the meaty, toasted, roasted,
fatty, fruity and sulfurous meat aroma [1,3,25]. 

VIII. FINISHED PRODUCT

Canned poultry products can suffer several alterations due
to chemical, enzymic and microbial activity which dimin-
ish the quality. Production of H2, CO2, browning and corro-
sion of cans are due to chemical reactions; while
liquefaction and discoloration are due to enzymic reactions.
Improper processing and handling, as well as storage at ele-
vated temperatures are the main factors associated to
spoilage of canned products. Alteration can take place
before heat treatment due to microbial growth, chemical
reactions with the container and physical alterations when
there is a delay prior to heat processing [26]. Therefore, it
is recommended that heat processing must be applied
within 20 minutes of can closure. Spoilage is usually asso-
ciated with defects and mechanical damage as improper
pressure control during retorting and cooling operations
may stress the seam, resulting in poor seam integrity and
subsequent spoilage. Therefore, quality control of the fin-
ished product involves: pH determination of the product,
gas analysis of can headspace, microbiological testing, and
complete external can examination for any leakage, pin-
holes, dents, buckling, and general exterior conditions [18].

A. MICROBIAL SPOILAGE

Depending upon the thermal treatment, microbial cells and
spores can be sublethally injured or dead. The sublethally
injured cells and spores are capable of repair and can mul-
tiply [24]. Canned products can have spores of ther-
mophilic bacteria organisms (such as Bacillus
stearothermophilus, Bac. coagulans, Clo. thermosaccha-
rolyticum), but if stored at 30°C or below, the spores do not
germinate to cause spoilage; but if the cans are stored under
temperature-abused conditions to 40°C or higher, the
spores germinate, multiply and spoil the product. Microbial
spoilage is generally due to germination and growth of ther-
mophilic spore-forming bacteria, because of inadequate
cooling after heating or high storage temperature. On the
other hand, growth of survival mesophilic microorganisms
is associated with an inappropriate heat treatment and
microbial contamination from outside [24].

Insufficient thermal treatment or insufficient cooling
allows the survival of thermophilic spores that can germi-
nate when cans are temperature abused at 40°C even for a
short period; once germinated, some can outgrow and mul-
tiply at temperatures as low as 30°C and generate acid with
or without gas [13,16]. Germination and growth of the fac-
ultative anaerobic Bac. stearothermophilus is accompanied
by acid without gas due to fermentation of carbohydrates;
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TABLE 166.5
Processing Steps and Application Principles of
Canned Poultry Ham

Stages of Processing Application and Principles

1 Raw meat deboning Texture
and conditioning Water holding capacity

Color
Lipid oxidation
Particle size

2 Curing and brine Water holding capacity
injection Color

Lipid oxidation
Flavor

3 Vacuum tumbling Water holding capacity
Protein solubility
Color
Lipid oxidation

4 Can filling Particle size

5 Exhaustion and closing Heat transfer

6 Sterilization Protein binding
Maillard browning
Lipid oxidation
Water holding capacity
Flavor
Color
Heat transfer
Microbial destruction by heating



while the growth of the anaerobic Clo. thermosaccha-
rolyticum produces H2 and CO2 gas and swelling of cans.
The sulfide stinker spoilage is caused by the Gram-negative
anaerobic sporeformer Desulfotomaculum nigrificans which
is characterized by flat container but darkened product with
the odor of rotten eggs due to production of H2S from the
sulfur containing amino acids that dissolve in the liquid and
reacts with iron to form the black color iron sulfide.
Spoilage can be either from the breakdown of carbohydrates
or proteins. Clostridium spp., Clo. butyricum and Clo. pas-
teurianum, ferment carbohydrates to produce volatile acids
and H2 and CO2 gas causing swelling of cans. Proteolytic
microorganisms such as Clo. sporogenes, Clo. Putrefaciens
or Clo. botulinum metabolize proteins and produce H2S,
mercaptans, indol, skatole, ammonia, CO2 and H2 [24].

Proper sterilization process ensures the destruction of
bacteria; however gas and other microbial metabolites can
remain in the can. Additional microbial contamination can
take place after thermal processing due to improper sealing,
or in damaged and leaky containers or because the use of
poor sanitary quality water during the cooling-down stage.
Those conditions will allow different types of microorgan-
ism to get inside from the environment after heating. They
can grow in the food and cause different types of spoilage
depending upon the microbial types, care must be taken
because contamination with pathogens will make the prod-
uct unsafe. Therefore, cans that undergo abnormally high
pressure or excessive filling can suffer physical deforma-
tion, and must be discarded to avoid the risk of leak [13].

B. CORROSION

Corrosion of metal containers can be both internal and exter-
nal, it can be initiated during the can manufacture or at any
point during processing. External corrosion is evident by
formation of a reddish-brown ferric oxide, and may be
induced by corrosive water conditions or by poor conditions
during storage or shipment. Internal corrosion is not visible
until it produces leakages or swelling of the container. This
phenomenon is associated with elevated oxygen levels in the
headspace and aggressive foods. Bubbles or loose flaps in
the internal coating may occur followed by corrosion at the
point of detachment, if the base metal is exposed, then the
corrosion will be more extensive. The presence on nitrites
also may induce internal corrosion [16].

IX. APPLICATION OF PROCESSING
PRINCIPLES

See Table 166.4.
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I. POULTRY NUGGETS

A. BACKGROUND INFORMATION

Poultry nuggets are restructured meat products made from
poultry meat or mechanical recovered meat (MRM) where
the frying process will reduce product humidity and develop
color and texture, but with a considerable increase in fat
content. Nuggets are usually small (bite-size) and are

covered or breaded with a mixture of flour and spices to give
characteristic flavors, color, and a crispy texture. Nuggets
are preformed with a precooking step and then fried. Frying
is considered one of the oldest cooking methods in exis-
tence, especially in countries where oil plays an important
role (1). The kind of oil used depends on cultural traditions
and the kind of crops in the region, such as olives in
Mediterranean countries, corn or soy oil in the United States,
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and peanut or canola oil in Asian countries. The immersion
frying process is also called deep-fat drying (2). During fry-
ing many chemical reactions occur from heat and mass
transfer. Breading nuggets with batter improves texture due
to starch gelatinization and results in a unique color from
Maillard reaction compounds formed during the crust layer
formation. Figure 167.1 shows the general flow chart and
Table 167.1 describes the principal steps of the process.

B. RAW MATERIALS PREPARATION

Poultry meat is chopped to liberate myofibrillar proteins
that will act as “glue” to bind meat pieces. The addition of
a binder enhances and improves nugget texture, and
breading is the most common practice. Binders can also
be another protein, such as egg white. A great variety of
ingredients can be added for a specific or ethnic flavor. Oil
temperature must be hot enough to maintain a constant
heat transfer during the frying process. Temperatures
around 130–150°C are recommended. The cleanliness of

oil is important because impurities may accumulate on
parts of the nugget or its cover. In addition, air and water
escaping from the food during frying can cause many
chemical alterations.

C. PROCESSING STAGE 1: MEAT CHOPPING

Functional properties of meat myofibrillar proteins, mainly
myosin, are responsible for many meat products sensory
characteristics. In poultry nuggets, myofibrillar proteins act
like emulsifying agents mainly to bind the meat pieces in a
restructured product. Egg white proteins have the same
function. The binding and gelling capacity will give form to
the nuggets in the precooking stage. Using MRM implies
the use of another protein or flour to give form to the nugget.

D. PROCESSING STAGE 2: MIXING INGREDIENTS

AND BREADING

The homogeneous mixture of the ingredients is important
for the distribution of proteins that will form matrix-entrap-
ping water, fat, and other components. This protein matrix
is different than in an emulsified meat product, where the
proteins act like emulsifiers stabilizing the fat droplets in
the water-protein-salt system. The fat content in this kind of
batter is low. So, proteins have the function of holding
together the small pieces of meat. Flavor ingredients must
be well distributed in order to have a quality product.

The breading will contribute to nuggets yield and help
to develop crispy texture and characteristic color. Breading
is composed of wheat flour, corn flour, or whole-wheat flour
or a combination of two or three of these flours. Other
ingredients may be used to provide the needed adhesion and
functional properties and to produce the desired appearance,
color, texture, crispness, and flavor, with a great increase in
product yield. Breading for chicken nuggets is recom-
mended not to exceed 30 percent by weight.

E. PROCESSING STAGE 3: CASING, PRECOOKING

AND SLICING

A preforming stage, where proteins will form a restruc-
tured gel, is an important step before applying the cover
ingredients or breading. The homogeneous batter is put
into casings of the desired diameter and cooked until it
reaches an internal temperature of 58°C. After cooling,
the product is cut into slices with a height of 1–1.5 cm.
The height and size of the nugget are important due to the
heat necessary to reach the center of the nugget without
producing an overheating of the cover ingredients, result-
ing in an extra golden color.

F. PROCESSING STAGE 6: FRYING

The result of deep fat frying produces food with a differ-
ent structure and properties: textural changes, attractive
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FIGURE 167.1 Flow chart for poultry nuggets elaboration.

TABLE 167.1
Processing Steps and Application Principles of
Poultry Nuggets Elaboration

Stages of Processing Application Principles 

1. Raw materials preparation Oil preheating 
2. Meat chopping Particle size reduction 

(protein liberation) 
Homogenization 

3. Mixing ingredients and Poultry nuggets batter 
breading homogenization 

Flour addition 
4. Casing, precooking and Mechanical entrapment to 

slicing give form 
Moderate heat treatment 
Slicing 

5. Frying Cooking process 
Microbial population 

reduction 
Color and texture 

development 



and tasty surface, crust, increased palatability and brown-
ing reactions. During deep fat frying, the fat is continu-
ously or repeatedly used at a high temperature. Oxidative
transformations usually accompany and probably precede
the thermal transformation of the frying medium. The
fried food absorbs this heated fat and contributes consid-
erably to the fat ingested by consumers (3).

During frying the oil undergoes many reactions, result-
ing in oxidative and hydrolytic degradation. The oil is
exposed to molecular tension and changes due to the
energy applied to heat the oil (4). In the frying process the
high temperature employed (180°C) promotes fatty acid
hydrolysis and many oxidative reactions take place.
Oxidative reactions, polymerization and hydrolysis occur
rapidly during frying, depending on process conditions
like temperature, time and aeration (5). The complex series
of reactions include those such as oxidation, polymeriza-
tion, hydrolysis, isomerization, and cyclization (6).

G. FINISHED PRODUCT

Fried foods absorb a considerable quantity of oil. The oil
imparts a great part of the flavor, odor and color proper-
ties. The oil flavor is given to the food. The quantity of oil
absorbed depends on food composition (humidity, poros-
ity and surface exposed to the frying oil). Fat or oil quan-
tity has an effect on nuggets quality during storage.
Higher fat content increases the flavor, but the product
tends to be softer with storage time (7). Absorption of fat
during frying should be kept to a minimum because fat-
soaked foods are less palatable and carry more calories.
Keeping the contact time and the surface of the food
exposed to the fat at a minimum reduces absorption (8).

H. APPLICATION OF PROCESSING PRINCIPLES

The main applications during poultry nuggets process are
heat and mass transfer during frying. During immersion
frying of foods, there are two distinct modes of heat trans-
fer – conduction and convection. Conductive heat transfer,
under unsteady-state conditions, occurs within a solid
food. The rate of heat transfer is influenced by the thermal
diffusivity, thermal conductivity, specific heat and density.
Convective heat transfer occurs between a solid food and
the surrounding oil. The surface interactions between the
oil and the food material are complicated because of the
vigorous movement of water vapor bubbles escaping from
the food into the oil. In addition, the water vapor bubbles
entrapped on the underside of the food material prevent
efficient heat transfer between the bottom side of the food
and the oil. The amount of water bubbles escaping food
material decreases with longer frying times as a result of
the decrease in the remaining moisture of material.
During frying the temperatures inside a food material are
restricted to values below the boiling point of liquid.
Since the liquid present in foods is mostly water with

some solutes, the boiling point of the liquid inside a food
is slightly elevated above the boiling point of the water. As
the frying process proceeds, more water evaporates from
the outer regions of a food material. Consequently, the
temperature of the dried regions begins to rise above the
boiling point (2).

Deep-fat frying has long been a means of food prepa-
ration for achieving desired texture and flavor attributes of
a variety of food products. The breading enhances the tex-
ture, flavor, and appearance of the food. It acts as a mois-
ture barrier to diffusion of water vapor from inside and
thereby contributes to juicy meat during the holding of the
product. In some products, it acts as the major carrier of
the seasoning and thus the flavor system. The physico-
chemical phenomenon of heat-induced texture of breading
(denaturation of protein and gelatinization of starch) is the
combined effect of several multiple-order chemical reac-
tions. However, such reactions can be modeled as a pseudo
first-order reaction affecting breading texture, strength,
water-holding capacity, etc. The texture of the breading in
a piece of chicken will largely be dependent on the tem-
perature history, pressure during frying and the specific
ingredient included, such as type of flour, browning agent,
protein content, and other functional agents. It is well
known that using positive pressure during frying imparts a
softer texture to the breading, while using atmospheric
pressure results in a crispy texture (9).

Figure 167.2 shows the principal process pathways dur-
ing frying and the main alteration caused in oil during fry-
ing. On the left side, the four sequential distinct processes
that take place during frying are described (10). During the
first step, lasting a few seconds, Initial Heating, the surface
of the food heats to a temperature equal to the boiling point
of oil. The mode of heat transfer between the oil and 
nugget in the first seconds is by natural convection, and no
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vaporization of water occurs from the food surface. Second
step is Surface Boiling, when the surface boiling state due to
the vaporization process starts. Here, the convective heat
transfer changes to a forced convection because the presence
of turbulence in surrounding oil. The crust or dry region
begins to form at the surface of the food. The Falling Rate is
the stage during which more internal moisture leaves the
food, and the internal core temperature rises to the boiling
point. Additionally, several physicochemical changes (e.g.,
starch gelatinization and cooking) take place in the internal
core region. The thickness of crust layer increases and after
sufficient time and more removal of moisture, the vapor
transfer at the surface decreases. Finally, during the Bubble
End-Point stage, after a considerable period of time, the rate
of moisture removal diminishes and no more bubbles are
seen escaping from nuggets surface. As the frying process
proceeds, the thickness of crust layer increases. As food
material undergoes frying, several important changes take
place in the surrounding oil. These reactions cause the for-
mation of a great number of decomposition products, both
volatile and non-volatile. The rate of deterioration of the
heated fat is greatly influenced by its degree of unsaturation,
the conditions of frying, the nature of the fried food and the
presence of chemicals that minimize darkening and poly-
merization during prolonged heating. The significance of
the unsaturation and distribution of fatty acids in the triacyl-
glycerol molecule as well as the effect of antioxidants, sili-
con and phytosterols on the stability of heated oils is
discussed in terms of the mechanism proposed for antioxi-
dant activity (6). The alterations that frying oil can undergo
are due mainly to three factors: air, temperature and mois-
ture. Air and moisture are produced when the food surface
begins to boil, reflecting the moisture escaping by the
increase in internal core temperature. Oxygen and humidity
condensation accumulates in oil during successive frying,
producing oxidative and hydrolytic alterations. Oxidative
alterations produce fatty acids, monoglycerides, diglyc-
erides and glycerol. Hydrolytic alterations produce oxidized
monomers, oxidative dimmers and polymers, non-polar
dimmers and polymers and volatile compounds (hydrocar-
bons, aldehydes, ketones, alcohols, acids, etc.). The com-
pounds that can be formed during frying by thermal
alteration are cyclic monomers, dimmers and polymers (11).

The heat transferred from oil into a food causes several
chemical and physical changes such as starch gelatinization,
protein denaturation, water vaporization, and crust forma-
tion (color and flavor development). Mass transfer during
frying is characterized by the movement of oil into the food
and the movement of water in the form of vapor from the
food into oil. Frying oil becomes contaminated with com-
ponent of food materials leaching into oil, water vapor con-
densing in oil. thermal breakdown of oil, and oxygen
absorbed at the oil-air interface. These contaminants reduce
oil surface tension acting like surfactants. When the level of
surfactants increase the wetting of food surface by the oil is

also increased, influencing the heat and mass transfer
processes. The surfactants entering the food with the oil are
suspected to influence the moisture pickup by the food dur-
ing subsequent storage, hence reducing its shelf life (2).

II. POULTRY PÂTÉ

A. BACKGROUND INFORMATION

Liver from poultry and mammals is the most widely used
organ, resulting in many styles of processed meats such as
liver sausage and paste (12). Pâté or liver sausage is a
ready-to-eat cooked sausage, with the special feature that
the meat batter can be worked at relatively high tempera-
ture. In meat batters, the temperature is important in order
to maintain the integrity of the solubilized protein-salt-
water matrix. The muscle proteins (myosin, mainly) must
be liberated and activated during meat chopping and the
addition of ice and sodium chloride. The fat must be dis-
persed in the batter with the cutter, to induce protein
matrix gelation, entrapping fat and water. This results in
juiciness and textural attributes in sausages. In liver pâté,
the amount of lean meat is low as compared   with sausage
formulation (15% versus 50–60% in the average
sausages). The meat added must be precooked. This
reduces the protein functionality and makes the product
less thermostable, where fat can be released or color and
flavor affected by excessive heat. Thus, liver proteins act
like the main emulsifying agent in pâté elaboration. In the
same way, fat is an important part in the formulation
(47–50%), and higher as compared with the fat amount in
sausages (10–15%, depending on formulation). Also, fat
in pâté has different functions that in regular sausage,
where the juiciness, flavor, and texture are affected by fat.
In pâté, the fat is responsible for the product spreadability.
That is, certain type of protein must be added to the for-
mulation to improve emulsification. Normally, milk pro-
tein is added (1–2%) to do this and enhance flavor.

Heat treatment is the other important process in pâté
production. Heat is applied to: form the protein gel
matrix, destroy microbial population, extend shelf life,
and make the product safe for consumption. Heat transfer
is usually achieved by conduction in water or by steam in
autoclaves. Two important criteria in this step: the internal
temperature in the pâté or the heating effect (F value) nec-
essary to destroy the microbial population. Figure 167.3
shows the general flow chart and Table 167.2 describes
the principal steps of the process.

B. RAW MATERIALS PREPARATION

Fresh poultry liver is used for pâté formation, because old
livers lose emulsifying capacity. Livers must be clean, with
no fat or vessel. They can be chopped or cut in half-inch
cubes and frozen if not used in the next 24 hours. Lean
meat cut in one inch cubes is parboiled in salt (one third of
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the total weight), not exceeding 80°C for 30–60 minutes.
The broth is left to settle and concentrated by boiling, clar-
ifying and kept at 60°C until addition to batter (13).

C. PROCESSING STAGE 1: INGREDIENT

HOMOGENIZATION

1. Liver Homogenization

Raw livers are comminuted in the cutter with half of the
salt to obtain a uniform mass. The cooked meat is added
and roughly disintegrated using the lower cutter speed.
The percentage of liver in the formulation has a direct
influence on the emulsion stability. The higher the amount
of liver, the more stable emulsions will be formed, with a
constant fat content (14).

2. Pâté Ingredients Homogenization

After the meat is cooked and the fat scalded (�65°C) they
are placed together in the cutter and homogenized at low
speed. The speed is then increased, adding the rest of the
salt. If milk proteins are used, half is added at the begin-
ning and the rest at the end of the operation (13).

D. PROCESSING STAGE 2: EMULSION

1. Emulsion Formation

Hot broth is added gradually during homogenization to
maintain the mixture at a constant temperature of
58–60°C, with a final temperature reaching 45°C. When
the batter is thoroughly homogenized, the homogenized
liver (step IV-1) is added and well distributed. The
sausage emulsion is then ready. In order to improve flavor,
spices such as onion can be added. If desired, the raw pâté
or liver sausage mass may be passed through an emulsify-
ing mill (13). Liver proteins will act like an emulsifying
agent. Proteins are adsorbed at the fat/water interface,
reducing interfacial tension to prevent fat globule coales-
cence. The parameters that influence meat batter forma-
tion and stability are: chopping time (fat globule size),
protein concentration (emulsifying agent concentration)
and mixing speed (energy input and batter heating). The
last factor, i.e., temperature is the most important factor to
control during emulsification (15).

2. Emulsion Temperature

The temperature of meat ingredients used in processing is
a decisive factor in pâté production. Fat and lean meat
must be heated �5°C to melt fat and denature proteins.
Raw livers should be added when the meat-fat-broth mix-
ture falls �60°C in order to avoid liver protein denatura-
tion, but �45°C to ensure that the fat is melted (13). The
final fat content in the pâté has an important effect on the
texture, slicing, spreading and color. Products with a high
fat percentage have a fine texture and are more spreadable
but with less stability in the emulsion (16).

On the other hand, high fat content meat products, e.g.,
poultry pâté, have other problems. For example, fat not
completely entrapped in the protein matrix tends to move
outside the product as water. If so, liquids and melted fat
occupy the empty air spaces, improving heat transfer.
Furthermore, the pate surface will be affected by the pres-
ence of fat and liquids (17).

E. PROCESSING STAGE 3: PACKING (CASING)

1. Casing

Molded meat products can be processed in the same mold
or casing. Heat and energy are transferred first to the cas-
ing and then to the batter. Air is an excellent insulator,
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FIGURE 167.3 Flow chart for poultry pâté elaboration.

TABLE 167.2
Processing Steps and Application Principles of
Poultry Pâté Elaboration

Stages of Processing Application Principles 

1. Raw materials preparation Precooking 
2. Ingredients homogenization Particle size reduction 

(protein liberation) 
Homogenization 

3. Emulsion Fat globules dispersion 
Homogenization 

4. Casing Mechanical entrapment 
to give form 

Heat transfer 
5. Thermal treatment Microbial population 

reduction
Fat and water entrapment 

in the gelled protein-water 
matrix 

6. Packaging Extend shelf life 



and if air bubbles are present in the batter inside the cas-
ing, the heat transfer will be interrupted provoking tem-
perature differentials in the same product and extending
the heat treatment due to the low efficiency of heat trans-
fer. If the pâté batter is in a water impermeable casing,
humidity losses will cause an important reduction in final
volume (17).

F. PROCESSING STAGE 4: THERMAL TREATMENT

Thermal process can be reviewed in standard literature.
We are interested in its effect on poultry pâté and meat
products. Thermal treatment is crucial in killing or reduc-
ing pathogens. If so, an evaluation and a recording of
cooking temperatures become an important part of any
food safety program, including the Hazard Analysis
Critical Control Points (HACCP) requirements and
should be regulated (17). The shelf life of cooked meat
products is achieved through reducing growth of, or inac-
tivating, microorganisms by a thermal process. Heat or
thermal treatment is done by submerging the products in
cooking vats or pressure cookers that contain hot water or
steam or a mixture. It can be performed under pressure in
retorts or autoclaves in order to reach temperatures above
100°C (sterilization). In contrast, temperatures up to
100°C can be achieved in vats (pasteurization). A certain
amount of microorganisms resist the moderate heat treat-
ment and the resulting pasteurized products must conse-
quently be stored under controlled low temperatures to
retard microbial spoilage (18).

The intensity of thermal treatment can be defined in
physical terms. The term widely used under practical
conditions is the F-value, with which the lethal effect on
microbial population can be defined. The thermal death
time for different microorganisms calculated at 121°C
and expressed in minutes is used as the reference value.
For example, the thermal death time for spores of
Clostridium botulinum at 121°C is 2.45 minutes, or, a 
F-value of 2.45 is needed to inactivate the spores in the
product at 121°C. This pathogenic microorganism is the
most resistant and serves as reference for low pH food-
stuffs (18).

1. Organoleptic, Physical and Microbial Aspects
of Thermal Treatment

The intensity of heat treatments has not only decisive
impact on the inactivation of microorganisms, but also on
the organoleptic quality of the final product. There are
products that undergo intensive temperature treatment
without significant losses in quality. On the other hand,
some products may deteriorate considerably in taste and
consistency after heat treatment. One objective of heat
treatment is to destroy microorganisms. Since some resist

moderate heat treatment, the resulting pasteurized prod-
ucts must be stored under controlled temperatures. Proper
preventive measures must be taken to avoid protein denat-
uration or fat release due to emulsion destabilization from
excessive heat application.

2. Internal Temperature

A uniform batter is necessary to obtain the same internal
temperature. When variations in composition are present
in the product, final temperature will be affected. Final
internal temperature only can be obtained if all the prod-
uct or casing is at the same temperature. Casing surface
will receive the same heat quantity at the same rate in dif-
ferent points if the heat is applied uniformly on the casing
surface (17).

3. F Value

By measuring the temperature of the product periodically
during thermal treatment, the final F-value can be deter-
mined. It is obvious that during thermal treatment the
product temperature will rise. The temperature taken in
the center of the container or casing after each minute of
heat treatment corresponds to a certain F-value. These
partial F-values are added up and the sum is the overall 
F-value of the product. The exact F-value is of special
importance to the meat producer because it ensures appro-
priate thermal treatment of the product, thus avoiding
undercooking. It also enables the product storage time to
be determined (18).

G. PROCESSING STAGE 5: PACKAGING

Handling after processing is considered the primary cause
of contamination in cooked meat and poultry products.
Quantitative information that the processing plan meets
the specific lethality performance standard for each prod-
uct is necessary in order to implement a zero tolerance
presence of pathogens in this kind of product. In poultry
pâté the advantage is that the casing in which the batter is
cooked is also the final package.

Storage time and temperature, apart from the packag-
ing method, greatly affects the shelf life of meat products.
The purpose of packaging is primarily to protect food-
stuffs during the distribution process, including storage
and transport, from contamination by dust, microorgan-
isms, mold, yeast, toxic substances or those influences
affecting smell and taste or causing loss of moisture.
Packaging should help to prevent spoilage, weight loss
and enhance consumer acceptability (18). Therefore, the
type of material for the casings must be chosen correctly
to comply with the specification in order to avoid oxygen
intake and humidity loss.
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H. FINISHED PRODUCT

Factors that limit shelf life can be intrinsic, i.e., pH value
and water activity (aw), and extrinsic, i.e., oxygen,
microorganism, temperature, light and humidity loss (18).

Intrinsic parameters, pH and aw are controlled in the
correct selection and managing of raw materials before
and after process, together with a correct heat treatment
(for both microbial reduction and gel formation). The other
parameters should be controlled after the poultry pâté is
finished and packed in the casing. The storage temperature
for the pâté (1–4°C) is important to prevent microorganism
spoilage and fat rancidity or protein denaturation.

The finished product shelf life is the reflection of the
quality of the raw materials and the handling of the prod-
uct during all the process steps, and the right storage con-
ditions to guarantee a high quality poultry pâté.

I. APPLICATION OF PROCESSING PRINCIPLES

Emulsion formation and heat treatment are considered the
most important aspects of the manufacture of pâté or liver
sausage. This means:

1. Form the protein matrix entrapping fat and
water.

2. Ensure a physicochemical, microbiological and
sensory stable shelf life.

Heat is necessary to destroy microbial population
(denoted by F value) (19). The temperature in the foodstuff

may be inadequate if one considers data for thermal treat-
ments above or below 100°C, because:

● The prediction of the overall heating effect
cannot be done, due to dependence on the food
dimension (diameter and length), the cooking
temperature magnitude and the cooking time.

● Maintaining a determined internal temperature
for a given time cannot be done.

● The microorganisms destruction is not lineal,
but exponential. Thus, the microbial count
reduction depends on the applied temperature
and time.

● Changes in sensory (color, flavor, texture) and
other parameters (fat separation, cooking loss,
protein coagulation) also depend on time and
temperature.

If so, some advantages in the use of F values on the
internal temperature are the following:

● The lethal effect on microorganisms can be sig-
nificant with different food or casing sizes.

● Unnecessary alterations by cooking are not
produced due to higher casing capacities or size
of the containers.

● A comparison between different heating tem-
peratures can be done by referring to heat alter-
ations (fat losses, weight loss, sensory
attributes).
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F value has many advantages:

● F values can compare the lethal effect reached
with different temperatures

● In new product development, the reference val-
ues are available from similar products and bib-
liographic references

● A comparison between different sizes and
shapes can be done

● Different heating procedures can be compared

F value in the meat industry is employed only in ster-
ilized products. To improve the heat treatment, the use of
F10°C

70°C is recommended. Comparing casing sizes (i.e., 50
and 150 mm ∅), different F values are obtained if we use
a heating temperature of 75°C until reach 70°C in the
geometric center, or, we apply an F10°C

70°C � 40 (Reichert,
1988). For 50 mm ∅ casings, takes 41 minutes to reach
an internal temperature of 70°C, and only a F10°C

70°C � 10
was reached. In contrast, if a F10°C

70°C � 40 is applied, the
internal temperature reach 73.5°C in 58 minutes, ensur-
ing a higher microorganisms destruction. In casing of
higher diameter (150 mm), the excessive heat is more
important due to sensory changes in final product. It
takes 360 minutes to obtain an internal temperature of
70°C, with a F10°C

70°C � 87. Using a F10°C
70°C � 40, the internal

temperature only reach 68°C in 314 minutes. Heating to
the same internal temperature provokes a higher lethal
effect in higher casing sizes, causing more heat damage
with loss of the quality. A heating effect of F10°C

70°C � 40
should be enough in many cases. Try to reach a given
internal temperature, the F value could be not enough and
a short shelf life will be expected if the microbial popu-
lation is not low. Instead, if a given F value is followed
during thermal treatment, unnecessary alteration by the
heat can only be justified if the contamination of the raw
materials is high (19) (Figure 167.4).
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I. BACKGROUND

American Heritage dictionary defines snack as “hurried or
light meal” or “food eaten between meals.” Traditional
snack foods appeal to consumers on a number of levels.
Snacks can be considered a treat or reward. Snack foods
have always been a significant part of modern life, and
they represent a distinct and constantly widening and
changing group of food items, whose sales in 2002 was
over $22 billion (1), and per-capita snack consumption
was 22 pounds. According to a rough working estimate,
annual worldwide sales including US is $30–35 billion.

Designing snack foods today can be a complex process
to meet changing consumers’ taste and expectation, e.g.
“good for your health,” “rich source of soy protein,” “offer-
ing a unique flavor” and the elusive search for something
unique that also appeals to a wide variety of people. Most

snack manufacturers use some form of existing technology
as the basis for creating snack products, but incorporate
variation that increase the resulting snack’s health image
appeal by lowering fat and calories or adding nutrients (2).
This can be accomplished by using extrusion technology. 

II. WHAT IS EXTRUSION?

Food extrusion is a process in which a food material is
forced to flow, under one or more varieties of conditions
of mixing, heating and shear, through a die which is
designed to form and/or puff-dry the ingredients (3). The
food extruders can be visualized as a high temperature
short time (HTST) device that can transform a variety of
raw ingredients into intermediate and finished products.
During extrusion, the cooking temperature could be as
high as 180–190°C, but residence time is usually 20–40
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seconds (depends on types of extruders and speed of the
shaft). For this reason the extrusion process could be
called as HTST process. It is very important to understand
the extrusion terminology, since each manufacture likes to
use their own terminology based on their equipment.
Extrusion technology provides several different advan-
tages over the traditional methods of food and feed pro-
cessing. Some of the advantages based on Smith (4) and
Riaz (5) with modification include the following.

Extrusion technology provides the opportunity to
process a variety of food products by just changing a
minor ingredient and processing condition on the same
machine. Several different shapes, texture, color, and
appearances can be processed by minor changes in the
hardware and processing conditions. Extrusion process is
energy efficient, and low cost compared to other
processes. Presently, most of the extruders are available
with automation, which can increase the productivity.
Since extrusion process is considered HTST the product
quality is much better than other processes, since cooking
is done in a very short time and less destruction takes
place to the heat sensitive ingredients. It is very easy to
scale up the extrusion process for larger installation.

III. DIFFERENT TYPES OF EXTRUDERS

Food or snack extruders are generally divided into two
major categories: single screw and twin screw. Single
screw extruders can further be divided to different classi-
fication (6):

1. Low shear forming extruder; 
2. Low shear cooking; 
3. Medium shear cooking; and 
4. High shear cooking. 

Whereas twin screw extruders can be divided into
four different categories (7):

1. Co-rotating intermeshing,
2. Co-rotating non-intermeshing,
3. Counter-rotating intermeshing, and 
4. Counter-rotating non-intermeshing. 

In the past the most common extruders in the snack
food production have been the single screw extruders. Still
most of the expanded snack is made from single screw
extruders because of the economic point of view. Many
common snack food such as fried or baked are corn-based
and produced by single screw extruders. However, with the
new and complex ingredients, different snack shapes and
color, the twin-screw extruders have begun to take the
place of single screw extruders. Snack products like half 
products or third generation snacks, may require more
advanced extruders like twin screw.

IV. SNACK CONSUMPTION PATTERNS

The snack food market is constantly changing relative to
product types, and although most snacks are not primarily
consumed for their nutrients, many snacks are made with
nutrition in mind. The snack food industry is experiencing
extraordinary changes from the consumers point of view.
Consumers want snacks to not only taste good, but also
smell good, feel good, and look good. Snacks should give
the consumer a homemade/fresh feel. Some of the snacks
are developed with a special theme in mind like world
soccer. These snack pellets are soccer ball shaped, which
upon frying or microwaving become soccer balls.

Snacking overall is on the rise in the US owing to an
increasingly hectic lifestyle with more time spent at
work. Currently more than two-thirds of US women
work outside the home and the number of two income
families in the US has doubled over the last 20 years.
Snacking is increasing from factors such as increases in
one-person households, and more school age children
obtaining their own meals and refreshments, a highly
mobile population, and availability of snack foods in
vending machines and convenience markets. Snacking
now provides approximately 30 percent of many
American’s daily calories (8). Various products that were
once consumed mainly on impulse, are becoming
accepted as side-dish items, for example, corn chips or
potato chips served in place of mashed potatoes. The
established position of snack foods in the diet is demon-
strated by the continuous growth in sales. 

In the last ten years, changes in life-style and eating
patterns have led to a gradual increase in demand for
snack foods. The pattern of snacking in different coun-
tries can be affected by several factors such as the
lifestyle in each area, the economic climate, rival foods
and public receptiveness of current views on nutritional
matters. Snacks can provide an increased dietary intake
of essential amino acids and other nutrients for develop-
ing countries.

V. TYPES OF SNACK FOODS

Although it is not possible to discuss all types of snack
foods available in the market in this article, only extruded
snacks (expanded and pellets snacks) will be discussed in
detail. A broad variety of snacks made by different
processes are available in the market. These include
potato chips, tortilla chips, corn chips, ready-to-eat pop-
corn, extruded snacks, pretzels, snack nuts, meat snacks,
pork rinds, party mix, multi-grain chips, granola products,
variety packs etc. Most recently we have seen a variety of
health snacks made with soy protein. These soy-based
snacks contain 6.25 grams of soy protein per serving to
qualify for the health claim of the Food and Drug
Administration. On the same lines, snacking on soy nuts
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is becoming very popular among the health conscious
consumers. Nowadays, we can find soy nuts with differ-
ent flavors in most grocery stores. Snacks with different
spices and flavors are becoming very popular with US
consumers. There is a substantial growth in ethnic snacks
from Mexico and India in the markets. Snacks from India
are mostly fried lentils, chickpeas, and similar types of
pulses with different flavors (mostly with chilli powder)
are entering the US market. 

Each snack processor may use a specific unit opera-
tion and somewhat different technologies to produce
unique snacks. There are many ways to classify the
snacks. Snack manufacturers use three main terms to
identify the snacks:

1. First generation snacks: In this category all the
natural products used for snacking, nuts, potato
chips and popped popcorn are included;

2. Second generation snack: Majority of the
snacks fall in this category. All the single
ingredient snacks, simple shaped products like
corn tortilla chips and puffed corn curls and all
directly expanded snacks are included in this
category; 

3. Third generation snacks also called half-prod-
ucts or pellets: In this category, multi ingredi-
ents formed snacks and pellets, made by
extrusion cooking are included.

VI. PRODUCTION OF SNACKS

It is not possible to discuss every snacks manufacturing
procedure in detail. Only major snacks manufactured
using extrusion technology will be discussed here. 

VII. EXTRUDED SNACKS

This category has the greatest potential for growth among
the snack foods. The snacks can be made to produce inno-
vations that capture the consumer imagination. Some of
the examples are three dimensional snacks, a variety of
animals, cartoon, and alphabet shapes etc. Producing a
successful snack is a fine balance between the consumer’s
needs, like tastes and interests vs. a manufacturer’s pro-
duction abilities, economics and quality control. Raw
material cost plays an important role in the finished prod-
uct’s selling price. Therefore, it is an advantage to use the
lowest cost raw material to produce a successful snack. 

VIII. COMMON INGREDIENTS USED FOR
EXTRUDED SNACKS

Presently, snack products are being made from a variety of
ingredients. However, the selection of the ingredients was
limited by the equipment availability. By the introduction of

extrusion process, other processing equipment and better
knowledge of extrusion technology have led to more diverse
and complex formulations for snack foods. The most com-
mon source of ingredient is corn, wheat, rice, potato, tapi-
oca, and oats. This is not an inclusive list and one should not
limit his/her snack food formulation based on these ingredi-
ents. There are several other sources of ingredients for
snack food all over the world. A major ingredient in snack
food formulation is starch. In its natural form, the starch is
insoluble, tasteless, and unsuited for human use. To make it
digestible and acceptable it must be cooked. 

IX. CEREAL SOURCES

Almost any cereal can be extruded, but if expansion is a
major objective, the numbers of functional cereals are
limited to degermed corn/grits and rice. Cereals that have
high amounts of lipids, are more difficult to expand due to
dough slippage within the extruder barrel. This type of
cereal usually requires high moisture and high tempera-
ture before significant puffing will occur. In general,
starches with 5–20% amylose content will significantly
improve expansion as well as texture of the snack foods.
The most common cereals used in snack food formula-
tions are described below (9). 

A. CORN

Extruded snacks are a growing segment of the corn-based
market. Corn (also called maize) is a primary ingredient for
corn collets and many pellet products. For most corn-based
extruded snacks, dry-milled corn meal is used. Large quan-
tities of corn meal are used in puffed extruded snack pro-
duction and some is used in corn chips. Cornmeal, corn
grits, corn flour and corn cones are all a different form of
dry-milled dent corn, and in general vary only in particle
size distribution. Selection of the granulation depends upon
the type of snack and type of extruder. For example, for fine
texture and cell structure, or softer bite, a fine granulation of
corn meal should be used. Whereas for crunchy texture with
a slightly large cell structure snacks, more coarse granula-
tion of corn meal is desired. Similarly, a twin screw extruder
can handle fine as well as coarse granulation corn flour,
while collect extruders require coarse granulation. Mostly,
degermed corn is used in extruded snacks because it
expands better than a whole corn. Yellow and white corns
are most commonly used in snack foods. Corn starch gran-
ules are medium in size (5–20 µm) and have very good
expansion characteristics. Protein content of corn ranges
from 6–10%. Snack food formulations with corn have a def-
inite flavor. Corn starch is usually cooked at a medium to
higher temperature during extrusion. The function of the
starch in snack foods is to achieve various textural attributes
and characteristics. These attributes can be changed by
changing the amylose/amylopectin ratio in the starch.
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Today, we can find corn starches with high amylose or high
amylopectin in the market. High-amylose corn starches are
used when crunchiness and strength is required in the snack.
To increase the expansion of the snack, high amylopectin
corn starches (waxy starch) can be used. Waxy corn con-
tains very little amylose, whereas the normal corn contains
approximately 25–35% amylose. Under high shear and
high temperature cooking, a cross-linked waxy corn starch
is recommended in snack foods, since it exhibit an
improved property of resistance to amylopectin breakdown. 

B. WHEAT

In general, wheat can be classified into two types: hard
and soft. Hard wheat is higher in protein, produces a
stronger flour, and is better for bread making. On the other
hand, soft wheat is lower in protein and yields a weaker
flour, which is better for cake making. In the snack food
industry, wheat flour is used in formulation for making
baked and fried snacks, flavored crackers, snack cakes,
pretzels, bread, and the like. Semolina (coarse particle)
usually produced from hard wheat milling, is also used in
snack food formulation. The semolina product had an
expansion ratio and bulk density about the same as corn
meal. Snack foods with all-semolina will produce a very
crispy texture. Wheat starch granules are fairly large
(20–40 µm) as compared to other cereal grain starches. In
wheat, amylose and amylopectin are found within a nar-
row range of 20–25% amylose. It gives good expansion
during extrusion cooking. Wheat is relatively high
(8–15%) in protein than other cereals. Sometimes it is dif-
ficult to expand due to the presence of gluten. In extruded
snacks, wheat gluten provides nutritional value, crispness
and desired texture. In general, 1–2% wheat gluten is used
in snack foods. Hard wheat is commonly used in bread
roll, pretzels, fabricated or pellet type snacks. Wheat vari-
eties with a lower gluten level, will give more tender
expanded product than semolina, or hard varieties. Snack
products made with wheat usually have mild flavor and
white to off white color. It needs medium to low cooking
temperature during extrusion cooking. Milling by-prod-
ucts (bran) can be used with soy protein and some other
ingredients to produce expanded snack foods of high
nutritional and fiber value. The use of wheat in snack
foods formulation is limited because of cost. 

C. RICE

Rice is one of the largest crops grown in the world. Four
types of rice are produced in the United States: long,
medium, short and waxy grain. In the US, rice ingredients
are not commonly used in snack food formulation. In
Japan, most of the snacks are made with rice or rice flour.
One major reason is the cost of the rice as compared to the
other snack food ingredients. Broken rice can be used as
ingredients in expanded or puffed snack products, since

rice has good expansion qualities. Rice starch granules are
the smallest (2–8 µm) of all grain starches and it digests
very easily. Its functional properties are very different from
corn or wheat starches. The primary difference is in amy-
lose-to-amylopectin ratio in the starch. Flours from differ-
ent rice varieties have major differences in physical and
chemical properties, which can affect the snack cell struc-
ture and expansion. For example, long grain rice flour can
increase the crispiness in snack foods, whereas waxy rice
flour can reduce chip hardness and at the same time can
provide a melt-in-the-mouth texture usually achieved with
extra fat. Rice is commonly used as a carrier product for
other flavor, since it is bland in flavor. Rice requires the
highest temperature during extrusion to cook a snack.
Selection of the rice starch in the snack foods formulation
will depend upon the amylose content of the common rice
varieties. Long grains have 22–23%, medium grain
15–19%, and waxy grain �1% amylose (10). This differ-
ence in amylose-to amylopectin ratio greatly affects the
gelatinization temperature of rice flour. The protein con-
tent of rice ranges from 6–8%. Rice flour could be used for
texture improvement in multi-grain snack foods. Rice flour
can be mixed with masa flour, potato flakes, or bean
flakes. Chips made with 100% rice flour absorb 20–30%
less oil during frying. In a formulation where rice and
potato blend is used, the potato flavor and texture remains
distinctive even though it is mixed with the less costly rice
blend. A mixture of bean flake and rice flour produce a dis-
tinct visual appearance of the beans while creating a well-
blended bean flavor with no bitter aftertaste. 

D. OATS

In general, oats are marketed as rolled oats or as an ingre-
dient for breakfast cereal. Oats have not been used in
grain-based snacks as wheat and corn. Recent discoveries
that oat bran can reduce serum cholesterol level in
humans have boosted the market for oats in the snack
food industry. The major problem with oats is high oil
content (7–9%) and lipase enzyme. Before using oats in
the snack food formulation, it is desirable to inactivate
the lipase. Otherwise lipase will catalyze the hydrolysis
of oil, which would lead to the production of bitter tast-
ing free fatty acid. Oat starch granules are comparatively
small (2–12 µm) in size as compared to other starches.
Amylose content of oats varies from 16–27%. Oat starch
has a very strong flavor and it gives light brown color to
the product. It requires a relatively low gelatinization
temperature, but a higher amount of energy input for
cooking because of higher amounts of oil content. Oats
contain high levels of fiber. Snacks extruded with oat
starch expand poorly. For this reason, it has only found its
way into product at low level. By using longer barrel
extruders with preconditioner, a higher level of oats can
be used in snack foods. Among the snacks that have 
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traditionally included oats in their formulation are cook-
ies and granola. With new technologies and more interest
in oats due to health claims, oat-based snack products
may be popular in the future.

E. BARLEY

Barley is used in small quantities in some snack food for-
mulations. It has a mild flavor and nutritionally it is almost
the same as wheat, except it contains considerably more
fiber. Barley starch granules are medium to large in size as
compared to other cereals. A reasonable amount of expan-
sion can be obtained during extrusion of snack foods using
barley starch. It gives light brown to gold color to the prod-
uct. Snack food formulation containing barley starch needs
a low cooking temperature during extrusion. Barley fiber
can be used in healthy snack foods, as a fiber supplement.
Sometimes, manufacturers use barley in multi-grain snack
foods in order to add one extra cereal on the label. 

X. OTHER CEREAL SOURCES

Cereal such as rye, sorghum, millet, amaranth, and triticale
have been used in snack foods. Presently, these cereals are
not major ingredients in the snack food formulation. 

A. TUBER SOURCES

Roots and tubers belong to the class of foods that basi-
cally provide energy in the human diet in the form of car-
bohydrates. According to a recent FAO estimate, virtually
every country in the world grows some species of root
crop. Potato and tapioca (also call cassava) are two main
tuber crops used for extruded snack foods.

B. POTATO

Different forms of potatoes (granules, flakes, flours and
starches) are used in snack food formulations. Potato
starch is often used in snacks to provide extra expansion.
Potato starch has a wide range of sizes with some larger
granules (60–100 µm) than the other cereals. This starch
contains 20–25% amylose and has very low oil contents.
Potato starch develops high viscosity during extrusion
cooking. It has an excellent swelling and binding power.
In snack food it has a definite flavor and it gives gold to
light brown color to the product. It requires low cooking
temperature since its granules breakdown easily. Potato
flour is the major ingredient for two common snack prod-
ucts, i.e., direct expanded snack (product looks like
French fries) and fabricated chips. 

C. TAPIOCA

Tapioca (cassava) is a basic source of low calories or a
supplement to cereal. In general, tapioca starch is used in
third generation snack foods formulation. Tapioca starch

grains vary in shape, and size from 5–35 µm. The amylose
content is about 17%. Good quality starch should have a
pH of 4.7–5.3, a moisture content of 10–13.5% and
should be uniformly white in color. Tapioca starch devel-
ops very high viscosity and it is an excellent binder. It has
a bland flavor and requires moderate cooking temperature
during extrusion cooking.

XI. EXPANDED SNACKS

The majority of extruded snacks are in this category. This
group is also referred to as “collet” or “second generation
snacks.” In general, expanded snacks are made on high-
hear extruders. These are high-fiber, high-protein, and low
calorie snacks. Some examples are corn curls, onion rings,
three dimensional snacks, and potato sticks. These types
of snacks can be seasoned with a variety of different fla-
vors, oils, salt, sugars, etc. The quality of an expansion-
cooked product depends upon the conditions of operation
of the extruder and the main raw material used in the for-
mulation. Several other factors can influence the degree of
puffing of snacks during extrusion, i.e., amount of mois-
ture in the feed material, dough residence time in the
extruder barrel, and cereal particle size. 

A. FRIED COLLETS

These are the most familiar extruded snacks in the market.
A special die arrangement gives the product a twisted
puffed shape. These collets are made on collet extruders.
The product is then fried in vegetable oil, and coated with
cheese and some other flavor. During frying the moisture
level reduces from 8% to 1–2% in this product. The most
common material used for fried collet is corn meal. Typical
corn meal specifications are given in Table 168.1. Some
other cereal grains can also be used for this type of product.

B. BAKED COLLETS

Baked collets are another example of the expanded extruded
snacks. This includes products such as baked corn curls,
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TABLE 168.1
Typical Corn Meal Specifications for Fried Collets

Granulation (Mesh) Percent Retained on Screen

16 0
20 0–2
25 0–10
30 25–50
40 45–65
50 0–8
60 0–2

Moisture 11–13
Fat �1

Reference 11.



onion rings and potato sticks. Baked collets can be made
with different cereal grains and tuber flours. Protein, fibers,
cellulose, and bran can be blended with cereal grain up to
20% to make healthy snacks (11). Potato sticks usually
made by mixing potato flour with corn or rice flour. A typi-
cal formulation for baked snacks is given in Table 168.2.

XII. THIRD-GENERATION SNACKS

Third generation snacks (3G), also referred to as “half
products” or pellets provide an alternative to fully pre-
pared puffed snack foods. Third generation snacks, or half
products are extrusion cooked, and formed at low pressure
to prevent expansion, and then dried to a final moisture
content of about 10% to form a glassy pellet. In develop-
ing third generation snacks, “half ” of the process is com-
pleted to prepare “pellets” which are shelf-stable for
periods of up to a year without refrigeration, provided
they are properly packed to retain their moisture. Many
types of proteins and protein enrichments may be added to
third generation snack type recipes such as meats (whole
fresh shrimp, fresh chicken, beef, etc.), dairy products
(cheese, yoghurt, milk solids) and legume proteins (soy,
pea, bean). Up to 30 to 35% levels may be added and still
maintain high quality final products (12). Several minor
ingredients have very useful effects on the texture, quality
and flavor of the final products. Salt is very useful in
assisting with uniform moisture migration throughout the
third generation pellet after drying during the moisture
equilibration period. Baking soda will give special flavor
and textural attributes to the finished products after frying,
puffing or microwaving. Oils or emulsifiers reduce sticki-
ness during cutting and other processing steps (13).
Drying is very critical in the production of good quality
third generation snacks. Proper drying will reduce the

moisture content of the pellet to approximately 12 per-
cent. Temperatures of 70–95°C and retention times of one
to three hours are required. These products are economi-
cal to run and have built-in-marketability due to their
highbulk density. Third generation snacks can be prepared
in homes or restaurants. Unlike typical snack foods, half-
products do not yet contain oil that can oxidize to give 
off-flavor to the products. These pellets can be shipped
from a central manufacturing distribution point, held until
needed for the market, and then puffed, flavored and
packed fresh and locally. New variations of the third gen-
eration snacks expand using infrared heating, hot air, or
microwaving. The use of hot air systems reduces the oil
uptake that occurs in frying and allows a controlled addi-
tion of oil to be made as required for flavoring. With 
consumer concerns about fats and oils, a half product
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TABLE 168.2
Typical Formula for Baked Snacks
(Second Generation Snacks)

Ingredients Amount (%)

High Protein Snack
Rice flour 35
Wheat flour 35
Soy concentrate 20
Sugar 6
Corn starch 2
Vegetable oil 2

Potato Stick Snack
Potato granules 64
Degermed corn meal 35
Vegetable oil 1

Corn Curls
Degermed corn meal or grits 100

Reference 11.
TABLE 168.3
Typical Third Generation Snack Formulations

Ingredients Amount (%)

Corn Based

Hard, Crunchy Texture
Ground corn 94.5
Corn starch 5.0
Monoglyceride 0.5

Soft, Frothy Texture
Corn starch 55.2
Wheat starch 27.5
Tapioca starch 14.0
Liquid shortening 2.5
Monoglyceride 0.8

Potato Based
Hard & Crunchy
Potato flakes 49.0
Durum flour 30.0
Wheat starch 20.0
Monoglyceride 1.0

Crispy
Potato flakes 47.0%
Drum flour 30.0%
Wheat starch 20.0%
Vegetable oil 3.0%

Soft
Potato flakes 49.0
Corn flour 30.0
Wheat starch 20.0
Monoglyceride 1.0

Speciality Snacks
Fresh Shrimp Recipe
Tapioca starch 64.0
Fresh shrimp 20.0
Rice flour 10.0
Vegetable oil 3.0
Salt 3.0
Pepper seasoning 1.0

Reference 13.



snack that expands using hot air offers snack food manu-
facturers an oil free snack with perceived health benefits.
Elimination of frying oils reduces calories and allows a
marketing opening for snacks with a “lite” image. Typical
flow diagrams for the production of third generation
snacks are shown in Figures 168.1 and 168.2. 

With the multidimensional snack system, a wide
range of raw ingredients can be used to blend together to
make an excellent formulation for many types of third
generation snacks. The extruder feed must contain a high
level of starch to maximize expansion of the collet during
exposure to hot oil or air. Levels of 60% or less total
starch in the formula give only slight expansion in the
puffing step and yield a final product with a crunchy, hard
texture. Wheat, corn and tubers are widely grown crops in
developing and industrialized countries, and they are
cheaper and more available in the market than the other
cereal crops. Several formulations for third generation
snacks are given in Table 168.3.

XIII. CO-EXTRUDED SNACKS

This is a relatively new technology introduced in 1984
for the snack food industry. In this process two different
materials are extruded from one die. The two materials
can come from two extruders or from one extruder and
one pump. This process can produce a snack with two
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different flavors, or two textures or two colors. The most
common snack produced by co-extrusion is a cereal-
based outer tube with a cheese filling inside. There are 
three basic types of co-extruded snacks in the market:
cereal-based tubes with cereal-based fillings, cereal-
based tubes with fat-based fillings, and cereal-based tubes
with water-based filling. The shelf life of these snacks is
limited, because of migration of moisture and/or oil from
the filling to the outer shell. A typical formulation of 
co-extruded snacks is given in Table 168.4 (14). 

In conclusion, snacks can be processed by a variety of
different methods and techniques. Several new raw materials
containing nutraceutical and functional properties are being
introduced in the market every day for snack food products.
Snacks can be made with a combination of different raw
materials containing different properties. The role of snacks
in a healthy lifestyle is only starting to be developed. The
recognition of snacks as healthful will increase as industry
changes products from merely good taste to nutritious. 
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TABLE 168.4
Typical Formulation for Co-Extruded Snacks

Ingredient Ingredient
(Sweet Snack) Amount (%) (Savory Snack) Amount (%)

Tube: Wheat flour 70 Tube: Corn meal 80
Sugar 20 Wheat bran 10
Milk powder 9 Milk powder 8
Salt 1 Salt 2

Filling: Powered sugar 50 Filling: Cheese powder 24
Vegetable oil 21 Vegetable oil 30
Corn starch 11 Shortening 14
Shortening 11 Corn starch 10
Cocoa powder 7 Milk powder 10

Dairy powder 10
Salt 2

Reference 14.



I. THE SNACK FOOD INDUSTRY

The snack food industry includes everything from chips to
confections, from salty to sweet. In the United States,
sales of savory snack foods reached $21.8 billion in 2001,
according to the Snack Food Association’s State of the
Industry report. If cookies, crackers and snack bars are
included, sales top $34 billion. Potato chips, America’s
favorite salty snack, accounted for $6 billion of those
sales. Overall, the snack market ranks third in total dollar
sales in supermarkets, which comes to around 22 pounds
per person, per year. Snack foods are sold everywhere
from retailers to prisons. They’re eaten at every mealtime,
and in between, from breakfast pretzels to midnight chips,
and they’re popular in every demographic age group from
the cradle to the grave (1).

Much of the success of snack foods is due to the coat-
ings that are applied. Coatings are added to a variety of
foods because they add novelty, give an attractive appear-
ance, define the product shape, improve taste, increase shelf
life, protect ingredients, prevent migration of core con-
stituents, create texture, or maintain structural integrity.
Coatings are especially important in the snack food industry
where the snack base (which frequently consists of items
such as corn chips, popcorn, and extruded corn starch) often
has an unattractive appearance and tastes bland, mealy,
sticky, dusty or dry. The secret to the popularity of these
snacks is coatings which give an appealing color and flavor. 

For most snacks, it is the way they are coated that pro-
duces their pleasant mouth sensations and taste profile (2).

The majority of flavored snack products are flavored 
topically, that is, the seasoning is applied onto the surface
of the product. Some flavorings are incorporated into the
main body of the snack, but the high temperatures
involved in baking, frying or extruding drive out most of
the volatile flavor compounds, making it necessary to
apply the bulk of the flavors to the surface of the product. 

II. ADHESION OF THE SEASONING

Since most seasonings are applied on the surface of the
product, it is critical that the seasoning adhere to the sur-
face for the entire shelf life of the snack. For fried snacks,
seasonings are typically applied as a powder. The snack
goes straight from the fryer to the coating line so that the
product is still hot and the surface of the snack is still wet
with oil when the seasoning is applied. Thus, no addi-
tional tack agent is required. The temperature of the snack
has only a small effect on the adherence of the seasoning.
Comparing potato chips at 300 and 100°F, the adherence
decreased from 81 to 68% (3).

Alternatively, oil can be applied directly as a tack
agent (Figure 169.1). The dry product is sprayed with oil,
then seasoning is applied and adheres to the oil. Other
tack agents include water, sugar water and hydrocolloids.
For these solutions, a final drying step is required, which
may be undesirable with dry snack foods because of the
increased expense from the additional processing step. 

Some products, such as fried corn chips, absorb most of
the surface oil after frying, so they require a secondary spray
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of oil after the powder is applied, to hold the seasoning to
the surface. A top coating of oil is also added to low or no
fat snacks, to add palatability. Without the surface oil, these
products are unpleasantly dry in the mouth.

III. COATING APPLICATION METHODS

Coatings can be applied to snacks on a conveyor belt or
inside a tumble drum, in coating pans or by enrobing.
Each method has its own advantages and disadvantages,
and produces different coating characteristics. 

In a conveyor belt system, the seasoning is dispensed
over the belt, so that only one side of the snack is coated,
unless there is a device to flip the pieces over. In some foods,
such as potato chips, the chips are layered two or three lay-
ers deep, so that more seasoning lands on the top layers. One
study found that adherence dropped from 60% on the top
layer to 30% on the middle layer and 10% on the bottom
layer (3). Thus, a conveyor belt system may not produce
snacks that are as evenly coated as other methods, but
requires much less space. In some factories there is not
enough ceiling height to allow for tumble drums to be
installed, and so conveyor belts are used instead. In addition,
some companies use conveyor belts because they want to
apply seasoning to only one side of the snack, such as for
crackers. If the snacks are only one layer deep and one-sided
coating is desired, this method can give very even coating.
However, more waste is typically produced because the food

does not cover the entire surface of the belt, unless a waste
recovery system is used. An example of a seasoner that can
be placed over a conveyor belt is shown in Figure 169.2. 

Many foods are coated in a tumble drum because the
tumbling action mixes the product as the seasoning is being
applied, producing even coating on both sides. Tumble
drums are horizontal cylinders with one end raised so that
product flows from one end to the other. Flights are set
inside the drum which lift the product, causing the product
layers to be rearranged as they move down the drum. As the
layers of product slide over each other there is some trans-
fer of seasoning, producing more even distribution of pow-
der. Spray nozzles and dispensing tubes can be installed
inside the drum, so that the snack may be sprayed with oil
in one section, then coated with powder in the next. Popcorn
being salted in a tumble drum is shown in Figure 169.3.

Another method is coating pans, which are a slow,
batch process, but have become highly automated. The pan-
ning process consists of building up successive layers of
coating on a core material. The core is commonly a nut,
dried fruit or candy, and the layers of coating are most com-
monly sugar or chocolate. The product is tumbled in a
smooth pan which comes in different shapes. The round, or
apple shape is the least effective shape for coating because
it doesn’t move the product from the front to the back of the
bowl. The doughnut shape is for coating nuts with sugar
(Figure 169.4, left). The pear shaped bowls move product
around the most effectively and are the work horse of the
coating industry (Figure 169.4, right). Coating is sprayed
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FIGURE 169.1 Application of liquids onto the surface of foods.
(Photo courtesy of Spraying Systems Co.)

FIGURE 169.2 Over the belt seasoner. (Photo courtesy of
FMC Food Technologies/Allen Systems PPM.)



onto the core material then dried with forced air, and the
process repeated until the desired number of layers has been
built up. This is popular for approximately round, evenly
coated snacks, such as yogurt covered peanuts. These prod-
ucts have smooth surfaces caused by the polishing action of
the pan. If a rough surface is required, this can be produced
by spraying on maltodextrin to produce a bumpy surface. 

Enrobers work by dipping, pouring or spraying a liquid
coating onto a core material (Figure 169.5). Products that
are dipped may be individually dipped, such as caramel
apples, or carried between two belts to keep the product
submerged as it is carried through the coating. Other prod-
ucts are coated by passing underneath a curtain of molten
coating, especially for chocolate. With a curtain, a pan
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FIGURE 169.4 Donut shaped (left) and pear shaped (right) coating pans. (Photo courtesy of Royce Metal Products Limited, Toronto
Canada.)

FIGURE 169.3 Popcorn being coated with salt in a tumble drum.



beneath the curtain catches the excess coating and recircu-
lates it to the top. Air knives are used to remove excess coat-
ing and control the thickness of the coating. This is followed
by a shaker to remove further coating. Disks, wires or
rollers are used to apply a final decoration on the top of the
product (Figure 169.6). A pre-bottomer may be used with a
curtain system, especially for chocolate coatings. In a pre-
bottomer, the core material is passed through the coating on
a conveyor belt, then passed over a cooling plate to set the
coating, before proceeding through the curtain. 

A subset of enrobing is battering. Batters are pro-
duced from flour, starch, sugar, fat and water, with some
flavorings added in, though the majority of the flavor is
usually applied as an oil slurry onto the outside of the bat-
ter. If a smooth surface on the batter is desired, the prod-
uct is tumbled in a coating drum with smooth walls to
produce the desired surface smoothness (2). 

An even smoother coating can be produced by spray-
ing on a hydrocolloid solution. Gum arabic is common, as
well as modified starch. Once dried, the coating has a
glossy, crunchy surface. The solution itself has a bland or
starchy flavor, so flavorings are sometimes added into the
coating solution to produce a more desirable flavor. 

IV. POWDER COATING 

Powdered seasonings can be dispensed from several dif-
ferent types of distributors. Powdered seasoning can be
applied by gravity feed out of a tube, pneumatically con-
veyed by forced air or centrifugally applied by spinning
cones or disks. Many systems are gravity fed due to the

simplicity of the design. In a seasoning tube, the season-
ing is conveyed down the tube along the flights of a rotat-
ing screw (Figure 169.7). Seasoning may be dispensed
only out of the end of the seasoning tube, or the tube may
have small openings along its length, allowing seasoning
to fall out over the whole length of the tube. The curtain
of seasoning produced by the powder falling out of holes
along the length of the tube can be seen in Figure 169.3.
Another gravity fed device is a roll salter, which employs
a slotted roller to dispense salt or seasoning over unsea-
soned snacks on a conveyor. Systems using air currents or
centrifugal force to dispense the powder are especially
useful for cohesive powders that tend to clump and pro-
duce erratic feed rates in gravity fed systems. 

Snack manufacturers put 30–50% more seasoning
than actually needed onto a product because of the
expected waste (4). Also, to produce more even coating,
flavorings are often diluted with a bulking agent so that
excess powder can be added to the coating system (5).
During processing, the extra coating falls off and leaves
the food with a more uniform coating than would be pos-
sible if only the desired amount was applied to the food
initially. A recycling system is installed under some coat-
ing systems to capture the powder that falls off, remove
the fines and clumps and reuse the rest of the seasoning. 

V. LIQUID COATING 

Sometimes oil or other liquid coatings are applied to the
surface of a product (Figure 169.8). Oil-soluble flavors
and colors may be dissolved in oil and applied directly to
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FIGURE 169.5 An enrober. (Photo courtesy of Macintyre Chocolate Systems/Ladco.)



the surface of the product. Sugar solutions are also com-
monly sprayed onto the surface, especially for breakfast
cereals. When applying sugar, solutions of 80% sugar are
often made so that less water needs to be removed from
the final product. The solution needs to be kept heated to
keep the sugar in solution since it is above the saturation
point at room temperature. For snacks that are not fried or
have a dry surface, an oil slurry can be used to apply sea-
sonings. The powder is suspended in oil in a ratio of 80:20,

oil to powder (2). The slurry is sprayed onto the product,
applying the seasoning and tack agent at the same time.

The biggest challenge with liquid application is to
produce an even spray pattern across the surface of the
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FIGURE 169.6 Adding the final decoration. (Photo courtesy of APV Baker.)

FIGURE 169.7 A screw-type seasoning dispenser. (Photo
courtesy of Spray Dynamics, Inc.)

FIGURE 169.8 Spraying of oil onto the surface of bread.
(Photo courtesy of Spraying Systems Co.)



conveyor belt or within a tumble drum. Nozzles have been
designed to produce circular, donut, fan and other spray
patterns in an attempt to produce more uniform applica-
tion. In comparison to powder application, liquid
application is usually very even and the amount of liquid
delivered is very reproducible. 

VI. ELECTROSTATIC COATING 

The basis of electrostatic coating is that by charging the sea-
soning powder as it is dispensed, it is attracted to the food
product, which is grounded through contact with the con-
veyor belt or tumble drum underneath it. The charged parti-
cles tend to separate and distribute themselves evenly as
they coat the food item because of repulsion between 
the particles. Electrostatic attraction has been claimed to
produce a more homogeneous coating even on difficult
shapes, reduce seasoning fall off and make it possible to
lower the oil content by up to 20% because of improved
adherence (6). The charged powder coats not only the sur-
face of the work piece facing the coating source, but also the
more difficult, hidden regions, due to the wrap around effect
of the space-charged field (7). The attraction of the charged
coating particles towards a ground also reduces dust that
would otherwise be produced (8). The use of electrostatics
has been shown to increase transfer efficiency an average of
68% and decrease dust 65% (9). A labeled example of an
electrostatic system is shown in Figure 169.9.

A comparison of an electrostatic salter with a mechan-
ical salter found that the electrostatic salter maintains uni-
form spacing of particles during dispensing by inducing a
negative static charge on their surfaces, causing the parti-
cles to mutually repel each other and producing a more
even distribution of salt (10). Other foods that are electro-
statically coated include seasoning corn and tortilla chips
(4), putting salt onto crackers and pretzels (11), and flavors

onto confections (12). Liquid smoke applied to meat elec-
trostatically improves flavor uniformity and decreases
waste (13). The bactericide added to control pathogens on
the meat surface can be reduced by as much as 90% using
electrostatic coating because electrostatics improves coat-
ing evenness and eliminates overspray (14). 

In the flavor industry, some flavor houses per-
ceive electrostatic application as a reduction in revenue,
however some producers have experienced an increase in
market share and thus require more flavor to meet the
demand (15).

VII. SALT

The most common snack food seasoning is salt. Typically,
salt is the first flavor variety sold and if the product is 
successful, line extensions are developed using other sea-
sonings. But even with other seasonings, salt is added 
to accentuate the flavor. The Snack Food Association 
recommends a salt level of 1.75% plus or minus 0.25% for
salted potato chips. Between 1.5% and 1.7%, the saltiness
curve is ascending, so small differences in concentration
can make a larger difference in saltiness (16). There is a
plateau region between 1.7% and 2.5% where additional
salt adds very little to the intensity of taste. 

Most salt in the food industry is produced by thermal
evaporation of artificial salt brines. Salt is available in dif-
ferent shapes. Purified brine is evaporated in a vacuum pan
to produce a concentric or cubic form of crystalline salt,
which is then screened into different size fractions (Figure
169.10, top). A second salt shape is dendritic salt.
Dendritic salt is a porous variation of the cubic crystal. Its
crystal formation is interrupted by sodium ferrocyanide,
also known as yellow prussiate of soda (YPS). Low levels
of YPS added to the brine prevent normal crystallization.
The crystals form as aggregates of attached cubes,
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providing a porous structure with large surface area and
good adherence (Figure 169.10, middle). A third type of
salt is produced by evaporating salt in the grainer, or mod-
ified Alberger process (16,17). Due to evaporation at the
surface of the brine, the uppermost layer of the brine
becomes saturated before the lower, causing the crystal
nuclei to be produced entirely at the surface. The crystals
are held there by surface tension but, being heavier than the
brine, are partially immersed into it. Because crystallization
proceeds at the surface, the crystals grow laterally, causing
them to sink more deeply. The result is a hollow quadrilat-
eral pyramid, floating inverted, with thin sides and a rela-
tively heavy bottom point (Figure 169.10, bottom).

Salt is also available in a range of sizes. Size can be
determined by laser diffraction, but it is most commonly
sold based on sieve size. Generally, the percent retained in
each sieve of a series of sieves is reported, though in some
cases a single sieve size is reported. When a single sieve size

is reported, it is the sieve that stops at least 50% of the salt.
The sieve size is the number of wires per square inch, thus
the larger the sieve size, the smaller the salt. Salt is available
from coarse or pretzel salt at a 20 sieve size, down to extra
fine with a 325 sieve. Flour salt, originally developed to
mirror the size of wheat flour, is about 70 mesh. The size is
adjusted to match the size of the powder it is blended with.
The size can be reduced by grinding rolls or screening out
the smallest size fractions. If the salt is formed with grind-
ing rolls, it no longer has a regular form (18). 

The size of the salt affects a number of factors. The
taste perception of salt is affected by the size of the salt
crystals. Small salts dissolve quickly because they have a
large surface area to weight ratio, creating an intense salty
sensation, but then disappear quickly. Larger salt particles
provide a longer lasting salty perception because they dis-
solve more slowly (16). Fat decreases the intensity of salti-
ness, so in snacks with a large amount of surface fat, small
particles of salt are enrobed in fat, losing their intensity.
For that reason, large salt is typically used for potato chips
and high fat snacks (16). Dry snacks with less than 30%
oil, such as tortilla chips, work best with a small particle
size flour salt because the small salt has better adherence,
more uniform distribution and high solubility. 

Size also affects salt’s flow characteristics. The ability
of the salt to flow is crucial to produce an even, repro-
ducible coating on snacks. Flowability is improved by low
humidity in the environment, a free flowing structure such
as for cubic salt, and the use of anti-caking agents, such as
tricalcium phosphate (TCP). Smaller salts can be more
evenly applied, though this size benefit may be offset
because smaller salts are more cohesive and will clump
readily unless an anticaking agent is used. 

It is important that the size and density of the salt be
the same as the other ingredients in a mixed seasoning
blend to minimize stratification during handling. The den-
sity of salt can be decreased by the addition of sodium fer-
rocyanide to interrupt the crystal structure and produce a
more porous structure. Also, the more irregular the shape
and the more porous the structure, the lower the bulk den-
sity. Since salt is denser than most food powders, the goal
is typically to reduce the salt’s bulk density and match its
size to the other powders.

The solubility of salt is important in some food sys-
tems because it determines how rapidly the salt will dis-
solve in the food system. When high solubility is desired,
a porous structure, such as in dendritic salt, will be more
soluble. The irregular surfaces found in Alberger and pul-
verized salt also make them go into solution more rapidly
than cube salt. In some cases, a lower solubility is desired.
For example, large, rock salt is frequently added to pret-
zels for visual appeal. However, the partially dissolved
salt raises the local heat capacity, creating a weak spot in
the dough. This is not a problem for large pretzels, but for
small, thin pretzels, flake salt is used instead because it is
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less soluble, causes less of an increase in heat capacity
and therefore is less likely to cause blisters (16). 

Once the salt reaches the snack, it must adhere to be
of any value. Flakes give better adhesion than cubes
because of their larger surface area. For crackers espe-
cially, adhesion can be difficult because of their smooth
surface. Crackers are frequently oiled then flaked or den-
dritic salt is applied because they have the best adherence
to the smooth cracker surface. 

VIII. OTHER FLAVORS 

The most popular flavors for salty snacks are cheese, BBQ,
sour cream and onion, and ranch (5). Typical seasoning
levels are 8–10%, depending on the seasoning and snack
base (3). These flavors are complex, and change over the
years as consumer preference changes. The flavor base
frequently combines cheese, tomato, onion and garlic.
Monosodium glutamate, yeast extracts, disodium inosinate
and disodium guanylate can be added to accentuate savory,
salty flavors. Botanical extracts may also be added to boost
savory notes, as well as acting as antioxidants. Maltol is a
sweetness enhancer, but it also enhances and modifies
savory flavors, adds mouthfeel, increases creaminess and
dairy notes and decreases bitterness. At low levels, salt
enhances sweetness as well as rounding out flavors. Fillers
such as maltodextrin, whey powder, wheat flour, or corn
flour are also used to add bulk (5). Finally, a free flow or
anticaking agent such as silicon dioxide or tricalcium
phosphate is used to prevent clumping. 

Anticaking agents are frequently added because of the
hydrophobic nature of many food powders. These are very
small powders that are added to another powder to inhibit
its tendency to cake, improving the flowability (19). Most
anticaking agents are insoluble in water but many of them
can absorb considerable amounts of water as a result of
their large surface area. The host particles are coated with
a layer of these anticaking particles and are physically
separated. Thus the points of contact are between anticak-
ing particles, which are chosen primarily for their low
attractivity. This prevents the rest of the powder from
clumping. 

Another problem with flavors is their tendency to lose
intensity quickly during storage. Flavors deteriorate on
snacks primarily because of oxygen and ultraviolet rays.
To minimize loss, snacks can be packed in nitrogen
flushed, aluminum foil laminate bags. Greater than 2%
moisture in potato chips also accelerates oxidation of both
the flavors and the oils. Flavors can be encapsulated to
extend shelf life but this is not common due to the cost. 

IX. POWDER PROPERTIES 

The effect of size and shape on taste, adherence and
flowability has already been mentioned in the section on

salt. The increased flavor intensity as the particle size
decreases is used in a number of applications, such as
powdered sugar on donuts (20). 

In a typical gravity fed tumble drum application, the
most efficient coating is produced by small, free flowing
powders (21). Larger particles are more likely to be
unevenly distributed, and are more likely to fall off of the
product. Free flowing powders produce a more repro-
ducible flow rate and are evenly distributed across the sur-
face of the product. If the powder is cohesive or ambient
humidity gets too high, spices clump, and uniformity in
application suffers. Many flavor powders are very hygro-
scopic and agglomerate easily. Thus the addition of anti-
caking agents is important to keep powders free flowing.
The smaller the powder, the more cohesive it is (22), thus
anticaking agents are especially important for small pow-
ders. In a pneumatically fed conveyor belt system, free
flowing powders are still the most efficient, but efficiency
increases as particle size increases. This is because
smaller particles are more likely to be lost off the con-
veyor belt unless a powder recovery system is used. 
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I. INTRODUCTION

Vegetables are increasingly recognized for their values in
human diet. A commercial vegetable business is an impor-
tant sector of the agricultural industry. Several important
fresh vegetable commodities (e.g., potatoes, tomatoes,
sweet corn, peppers – red and green, onions, lettuce, cab-
bage, and cucurbits) are currently important in the inter-
national market. Production and consumption of
processed vegetables are also increasing in the world 
market.

Vegetables are highly perishable fresh food material.
Water loss and post-harvest decay account for most of their
losses. The post-harvest technology for treatment and stor-
age of vegetables is critical to minimize wastage and to
obtain the maximum benefits from the harvested crops. 

Post-harvest technologies include harvesting, han-
dling, maturity, low temperature storage and environmen-
tal control (controlled/modified and hypobaric storage),
irradiation, use of chemicals and fungicides, packaging
techniques and processing of fresh vegetables into suit-
able products with improved storage characteristics, etc.
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II. CLASSIFICATION

Vegetables grown for their leaves or stems are cabbage,
kohlrabi, collards, asparagus, rhubarb, salad crops and all
leafy greens or potherbs. Vegetables used for their fruits
include tomatoes, melons, eggplant, okra, peppers, beans
and peas; and those grown for their flower parts include 
cauliflower and broccoli. Vegetables grown for their under-
ground portions (roots, tubers, bulbs, and corms) are pota-
toes, sweet potatoes yams, taro, cassava, beets, carrots,
parsnips, radishes, turnips, onions and garlic. Crops within a
family may vary widely in their physiological characteris-
tics, growth conditions, and requirements for cultural prac-
tices. Potatoes and eggplant, for example, belong to the same
family, Solanaceae, but their requirements are very different.
However, other crops in this family, such as tomatoes, egg-
plant and peppers have similar requirements. While only a
few vegetables belong to the class Monocotyledonneae (e.g.
sweet corn, onion, garlic, or taro), most other vegetables
belong to the class Dicotyledonneae (two seed leaves),
including crucifers, peas and beans, and cucurbits. All crops
belong to the Solanaceae or nightshade family.

III. PRODUCTION

With the continuous increase in demand, the world veg-
etable production has been largely expanded in the past
two decades (1). Total acreage of land used for vegetable
production was about 47 million ha in 2002, which was
74% increase from 1982. Meanwhile, yield per ha has
also increased by 26% within the same time scale, with
the adoption of improved management practices, such as,
new varieties, optimized fertilization, irrigation, and weed
management. Both expansion of land acreage and
increases of yield per ha have contributed to the substan-
tial increase of the total production. 

The present annual world production of vegetables is
close to 800 million metric tones, 2.2 times of what it was
in 1982 (1). China is the largest producer of vegetables in
the world, accounting for about 47% of the total vegetable
and melon production, followed by India (10%), United
States (5%), and Turkey (3%). China and India together
produce more than half of the world total production. 

The production of several vegetable crops in the less-
developed countries includes roots and tubers (the 
cassava, potato, sweet potato, yam and aroid root), which
form the majority of the total vegetables produced in the
tropical countries providing staple food for over 500 mil-
lion people. The comparison of total agricultural area 
covered by the vegetable production, of average yield and
import and export figures in the developing and developed
countries clearly indicates that there is a great scope to
increase the vegetable production by improvements in pre
and post-harvest technology. Although the total vegetable
area of the developing countries in the world is about six

times larger than that of the well developed countries, the
mean yield per hectare is only one half. Export of vegeta-
bles by developing countries is low and there is a lack of
uniformity in the quality of vegetables.

The high production of vegetables in most develop-
ing countries is mainly due to the increase in area under
cultivation. Owing to poor harvesting, handling, process-
ing and marketing of these perishables, high post harvest
losses occur in tropical and subtropical countries, which
vary widely according to commodity and areas. 

IV. PHYSIOLOGY OF VEGETABLE 

A. SEED STORAGE AND GERMINATION

Most vegetable crop growth and development begins with
seeds. Physiological aspects of seeds related to storage,
germination, quality and enhancements are practically
important. Seeds are stored at low water content and they
have unique characteristics that permit them to withstand
desiccation. The period of storing time from harvesting to
sowing can vary from a few months to several years. Two
major environmental factors influencing seed storage are
seed moisture content and temperature.

Moisture content is determined by the storage relative
humidity and by seed characteristics. Seed components
determine the water binding status in seed tissues, which
governs the types of reactions, enzymatic or non-enzymatic,
that may occur during the storage. Since the variation of
components in seeds from different vegetables, the water
binding status in seeds can be variable, and is classified into
three types. Type 1, water is bound tightly and interacts very
strongly with charged groups of proteins (2). Type 2, water is
less tightly bound and condenses over the hydrophilic sites of
macro-molecules (3). Type 3, water is bound with very small
energy and forms a bridge over hydrophobic moieties (2).

Temperature has a direct and significant influence on
longevity of storage. The rate of seed deterioration increases
with increases in temperature at a given relative humidity. 

Seed aging (e.g., loss of germination) during storage
for a particular species maintained under a given moisture
content and temperature can be predicted by using the
Ellis and Roberts equation as follows (4):

v � Ki � p/{10exp[KE�(Cw � log m)�(CH � t)
�(Cq � t2)]}

where v is the probit of the germinability (%) after a storage
period of p days; Ki represents the probit of the initial ger-
minability; KE, Cw, CH, and Cq are species-specific con-
stants; m is the seed moisture content expressed on a fresh
weight basis; and t is the storage temperature (°C). The stor-
ability of vegetable seeds varies largely amongst the species. 

Seed germination is the transition period between the
resting and the growing stages of the plant. Germination
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starts with water uptake, of which the process can be
explained using the terminology of water potential, the sum
of the matric, osmotic and pressure potential. Water uptake
in vegetable seeds can be classified as a three-phase pattern,
1) the initial rapid uptake phase, 2) a lag phase, and 3) a
second increase in moisture content. Phase I is known as
imbibition which is a physical process that happens in both
living and dead seeds (5). The water uptake during this
phase proceeds very rapidly (such as tomato seeds are fully
imbited in a period of 4–8 hours), and is caused by cell wall
components and proteins, which form the negative matric
potential. With the process of imbibition, the seeds swell
due to the expansion of hydrophilic compounds, such as
proteins, pectic substances, and cellulose (6). During phase
II, the osmotic and pressure potentials regulate the total
water potential, because the matric potential is very small.
During this phase, enzymes and membranes are functional
in the fully hydrated cells as seed advances to the comple-
tion of germination. The duration of phase II is largely
species dependent and is influenced by the environmental
conditions, especially temperature. There is little water
uptake in phase II. Phase III of water uptake starts with vis-
ible germination. In this phase the seed coat is ruptured by
the emerging radicle which forms the root system. Radicle
growth is caused by cell elongation, and then followed by
shoot growth. Consequently, the seed becomes a seedling
and meanwhile losses its ability to withstand desiccation.
Drying seeds during phase I and II is not injurious to the
viability of the seed, while drying seeds after visible ger-
mination will result in death of the radicle.

Factors affecting seed germination include water,
oxygen, temperature, and seed quality. While plant popu-
lation is not a factor, seed vigor is important for yield
potential in many vegetable crops, especially those har-
vested in the vegetative or early reproductive stages.

B. TRANSPLANTING

Transplanting is a practice which is often used with small-
seeded vegetable crops, particularly those which are slow
or difficult to germinate, or need special germination con-
ditions. In the areas where growing season is short trans-
planting technique is also often used. Factors controlling
the growth rate of seedlings and transplant size include
the size of container cell, above ground space among indi-
viduals, supply of water and mineral nutrients, light 
quality, growth-retardant chemicals, day-night tempera-
ture differences and transplant pruning. 

The growth rate of seedlings is proportionate to the
volume of the container cell. Big container size means that
loosely spaced individuals have more total light available
which is richer in far-red light than do individuals close to
each other. Seedling plants develop elongated stems and
petioles when illuminated with light having relatively high
amounts in the far-red (725 nm) compared to the red 

(650 nm) part of spectrum. The more growing space avail-
able to the plant, the larger it becomes, and the more rap-
idly it attains particular stage of growth. Sufficient supply
of both macro- and micro-nutrients (N, P, K, Ca, Mg, S, B,
Mn, Cu, Zn, Mo, Fe, Cl) is necessary for satisfactory
growth of plants in transplant containers. Stem extension is
favored with higher day temperature relative to night tem-
perature. Removal of leaves from transplants in early days
would reduce moisture loss from the plants in the field and
result in more rapid establishment. 

Satisfied transplants expected are the seedlings which
are capable of withstanding stress during transplanting
and of hastening the recovery of active growth in the field.
Many researchers have found that early yield of tomatoes
is enhanced by producing seedlings in large rather than
small containers. However, for production systems in
which earliness is not important, such as production for
processing tomatoes, transplants grown in small cell vol-
ume can give satisfactory yields. 

C. DEVELOPMENT, GROWTH AND

YIELD FORMATION

In general, the entire period of plant development and
growth can include two stages, vegetative stage and repro-
ductive stage. Sowing is the start of the development and
growth processes, after which plants emerge, grow, develop
with or without transplanting. Vegetables may be harvested
in the vegetative (such as cabbage and lettuce) or reproduc-
tive phase (such as tomatoes and green pepper). After trans-
planting growth phase or the equivalent phase if directly
seeded, the plants will experience the exponential growth
phase and the linear growth phase. If the vegetables are
grown for reproductive organs, the plants will continue to
experience fruit growth phase (flower bud differentiation,
anthesis, fertilization, concentrated or continuous fruiting)
and grain filling phase. All the physiological processes and
consequently the formation of harvesting yield are affected
individually and/or interactively by a number of variables,
including soil factors and climatic conditions.

1. Soil Factors

Major soil variables affecting vegetable growth and devel-
opment are nutrients, moisture, aeration and temperature. 

Nitrogen is the essential component for amino acids,
proteins, and enzymes or co-enzymes. Nitrogen deficiency
generally reduces photosynthesis and limits plant growth.
In the early stages of nitrogen deficiency, carbohydrates
accumulate in leaves and in the root system. The reduction
of photosynthetic rate caused by nitrogen deficiency is not
apparent until later, so the plants temporarily have a sur-
plus of carbohydrates, which may be available to continue
root growth. Induced nitrogen deficiency can cause
increases in levels of ABA, which consequently leads to
the reduced expansion of leaves. In general, nitrogen 
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deficiency has relatively larger effect on vegetative growth
than on reproductive growth. 

The most essential function of phosphorus in plants is
in energy storage and transfer. An adequate supply of
phosphorus at the early stage in plant life is important in
the development of its reproductive parts. A large quantity
of phosphorus is found in seed and fruit, and is considered
essential for seed formation. A good supply of phosphorus
is also associated with increased root growth, greater straw
strength, enhanced resistance to disease and other adverse
environmental conditions and early maturity of crops. 

Potassium, not like nitrogen, phosphorus and most
other nutrients, forms no coordinated compounds in the
plant. Instead it exists solely as K�, either in solution or
bound to negative charges on tissue surface through radi-
cals. Potassium is involved in activation of 80% of enzymes
in plants. Potassium provides much of the osmotic “pull”
that draws water into plant roots and maintains plant turgor,
which is essential to the proper functioning of photosyn-
thetic and metabolic processes. Potassium deficiency
causes plant lodging due to the weaken straw, increases in
crop damage by bacterial and fungal diseases, insect and
mite infestation, and nematode and virus infection.

In general, the reaction of the plant to deficiencies of
particular nutrients will depend on the specific effects that
those nutrients have on shoot growth, the rate of photo-
synthesis, the export of assimilates and their on-time
proper distribution. There are interactions among nutri-
ents which can be either positive or negative. For instance,
excessive phosphorus uptake may reduce zinc uptake and
thus cause zinc deficiency. Increased nitrogen uptake can
increase crop phosphorus demand accordingly.

Soil moisture content is another important soil factor
influencing vegetable growth and yield formation.
Excessive water supply reduces soil aeration and respira-
tion rate of crop roots which consequently decreases water
and nutrient uptake, while shortage of soil water decreases
nutrient availability to crops and leads to the development 
of deep-rooting systems. 

2. Climatic Conditions

Typical factors of climatic conditions affecting plant
growth and development are temperature, precipitation
(both quantity and temporal distribution), radiation and
CO2 concentration. 

a. Temperature and radiation
Both production and partitioning of assimilates are influ-
enced by light quality and intensity. The photosynthetic
active radiation is from 400 to 700 nm. When a plant is
transferred to a low light condition, growth of the shoots
closest to the light source is relatively less decreased than
root growth. Meanwhile, leaves become thinner to maxi-
mize the capacity for light interception per unit plant bio-
mass. Partitioning of assimilates for some plants can be

affected by light quality. Storage of root-bearing crops by
exposing to far-red light enhances stem growth. 

It has been long certain that a given genotype of any
annual crop has its own definite optimal requirements of
temperature and light, called photoperiod. The plant can
not proceed at an economically desirable rate to flower
formation, flowering and the production of seeds, if the
photoperiod is not reached. All crops of tropical or sub-
tropical origin are essentially short-day plants, whereas
the majority of crops temperate or Mediterranean in ori-
gin are long-day plants. In addition, many species of crops
also include genotypes which are intensive to photope-
riod, named day-neutral plants.

b. Precipitation
The quantity, intensity, and seasonal distribution of rainfall
in a certain area are directly related to the timely supply of
soil water to the growth and development of vegetable
crops. In order to meet the crop demand for maximized crop
production, irrigation is often required when possible. In
addition to springer irrigation, drip irrigation or fertigation
has been widely used to increase the water use efficiency
and to minimize the adverse effects of agricultural chemi-
cals and nutrients on surface and ground water quality.

c. CO2 concentration
Carbon is a main component of plant biomass, making up
40–45% of total dry matter. Plants adsorb CO2 mainly from
atmosphere, with a small amount from the soil solution,
and form carbohydrates through photosynthesis. Increase
of CO2 concentration in the atmosphere enhances the reac-
tions of photosynthesis and consequently the crop yield.
Fertilization of CO2 has been largely used in vegetable pro-
duction under controlled environment, such as greenhouse.

V. COMPOSITION AND NUTRITIONAL
VALUE OF VEGETABLES

Leafy vegetables (or edible leaves) form the second
important category of vegetables. They are the most
important sources of essential minerals, vitamins and
dietary fiber for the regulation of digestive tract. The third
important category of vegetable, “fruit-type vegetables,”
including tomato, eggplant, pumpkin, squash, gourd, also
provides protein, vitamins, and minerals, apart from their
greatest value in adding variety to the human diet. The
immature or green grain legumes (peas and beans) are the
most important sources of protein. With some crop types,
in addition to their pods, leaves, flowers and sprouted
dried seeds are also utilized.

The nutritional value of vegetables as a food source of
essential minerals, vitamins, dietary fiber, and as a  source
of many health-promoting compounds has been well rec-
ognized. Vegetables not only supply fair amounts of car-
bohydrates, proteins and energy, but also play an important
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role in human nutrition in supplying certain constituents.
Dietary fiber and secondary metabolism constituents in
vegetables are increasingly realized for their health bene-
fits in recent years. The possible beneficial effects of crude
fiber and secondary metabolism constituents derived from
vegetables on human health are being examined by exten-
sive research in vivo and in vitro trials. 

Vegetables are fair suppliers of calcium, phosphorus,
and iron for the needs of human body. Leafy greens are rich
sources of calcium (or calcium oxalate), phosphorus and
iron. Vitamin C is an important constituent from vegetables.
Human’s dietary vitamin C is obtained mostly from veg-
etables. Some vegetables are rich sources of vitamin A, thi-
amin, niacin and folic acid. Vitamin A (beta-carotene) is
essential for the normal functioning of the visual processes
and structure of the eye. Vegetables do not contain an active
vitamin A compound, retinol, but certain carotenoids such
as beta-carotene are converted by man to active retinol in
the body. The carrot, sweet potato, and spinach are rich in
vitamin A. Carbohydrates in vegetables is in the form of
cellulose, hemicellulose, pectic substance and lignin. The
human body lacks some enzymes like cellulose, hemicellu-
lase and pectinase. The epidemiological evidence shows
that dietary fiber is critically important to cure several dis-
eases of human body. Most vegetables, especially the leafy
vegetables, such as celery, cabbage, spinach and lettuce,
contain a high percentage of cellulose (fiber). Vegetables
also supply protein, lipid, organic acids, and volatiles giv-
ing a characteristic flavor or aroma to the produce.

While cucurbits are generally low in carbohydrates,
starchy vegetables such as potatoes, sweet potatoes, taro
and cassava are high in carbohydrates. Most vegetables
contain about 2% protein and some, such as dried seeds of
beans, peas and lentils, are rich sources of proteins. The
lipids comprise less than 1% of most vegetables and are
associated with protective cuticular layers on the surface
of the produce and with cell membranes. Spinach,
legumes, potatoes and tomatoes contain a relatively
higher proportion of citric acid; and melons, broccoli, car-
rots, celery, lettuce and onions are rich in malic acid.

Another special group of components in vegetables
that needs to be pointed out is the toxicants, which are
defined as the incidence of adverse effects in humans or in
animals. The range of toxicants in vegetables is large, but
mainly including lectins, glycoalkaloids, S-methylcys-
teine sulfoxide (SMCO), isoflavones, glucosinolates,
nitrate, furanocoumarins and oxalates.

Glucosinolates are thioglucosides which are widely
distributed in vegetables, particularly among members of
the cruciferae. Over 100 different glucosinolates have been
identified. They all share a common structure, being com-
posed of a thioglucose group attached to an R-group. The
R-group can be within a wide range. In cabbage, for
instance, the main glucosinolates are sinigrin, progoitrin
and glucobrassicin. These three glucosinolates also 

predominate in a variety of other brassica vegetables,
including broccoli, cauliflower, etc. In addition, brassica
vegetables also contain a non-protein sulfur amino acid in
the form of SMCO. Contents of SMCO in brassica vegeta-
bles can be very different. For instance, concentrations of
SMCO are 14, 18, 19, and 68 mg/100g fresh weight in cau-
liflower, cabbage, broccoli, and Brussels sprouts, respec-
tively (7). Highest levels of SMCO are generally found in
the young leaves and growing shoots, but increases have
also been observed as the brassica crop reaches maturity. 

Vegetables are almost the greatest source of nitrate in
the human diet, accounting for 76% of the total intake (8).
Concentrations of nitrate in vegetables vary very widely,
because of the physiological variation of each species, soil
nitrogen status, fertilization rate and timing, as well as the
effects from environmental factors (temperature and pre-
cipitation). Levels of nitrate tend to be negatively corre-
lated with light intensity and temperature. A summary of
data relating to nitrate contents of different vegetables is
presented in Table 170.1. Based on the nitrate concentra-
tions, various vegetables can be grouped into three cate-
gories: 1) high in nitrate content, including celery, lettuce
and beetroot; 2) medium in nitrate content, including
spinach, cabbage and potatoes; and 3) low in nitrate con-
tent, mainly including tomatoes.

Lectins are present in the seeds of a variety of plants,
including kidney beans (Phaseolus vulgaris), lima bean
(Phaseolus lunatus) and jack bean (Canavalia ensiformis).

Although the above components have been believed
to be toxic, it has been reported that moderate intakes of
some of them may be beneficial in the prevention of can-
cers, such as SMCO and isoflavones. 

VI. POST-HARVEST TECHNOLOGY –
HARVESTING, STORAGE AND
TRANSPORTATION

The post harvest technology includes different commod-
ity treatments, such as the use of physical (low and high
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TABLE 170.1
Concentrations of Nitrate in Some Vegetables
(Source: Lyons et al. 1994)

Vegetable Nitrate-N (mg/kg fresh weight)

Cabbage 70–370
Lettuce 65–330
Parsley 10–330
Beetroot 290–650
Radish 145–790
Broccoli 30–85
Brussels sprout 10–15
Cauliflower 40–75
Celery 295



temperatures, modified atmosphere, correct humidity,
magnetic fields, preservation by ionizing radiations, good
sanitation and development of wound barriers) and chem-
ical (waxes, fungicides, growth regulators, etc.) methods,
improvements in packaging techniques, and processing of
vegetables into durable products. The vegetables are har-
vested, packed, transported, prepared for market and
ripened and stored or sold in retail markets. Post-harvest
biotechnology facilities to minimize losses of vegetables.
An efficient management of production, handling, storage,
pricing and marketing will increase the economic develop-
ment of vegetable production and distribution system. 

A. CLIMATE

The climate factors influence the vegetable crop produc-
tion and post-harvest losses. The major factors are inade-
quate distribution systems, insufficient marketing and
storage facilities. Numerous pre- and post-harvesting
practices can be adopted to minimize post-harvest losses
of vegetables. Pre-harvest factors include harvesting and
handling, packaging and transportation, curing, refrigera-
tion, phytosanity and sprout control.

B. HARVEST TIME

Vegetables reach the peak of quality at a definite time,
depending upon the variety, time of planting, location,
temperature, soil type, available water, fertilizers and cul-
tural practices. The time of harvesting is critical for qual-
ity and the manner of harvesting and handling is
economically critical. Vegetables at the peak of quality are
highly perishable and should be harvested, handled and
processed within a few hours. The texture, sugar content,
color, and volume of peas and corn are criteria for deter-
mining the time of harvesting. Serious losses occur when
harvesting is earlier or later than the optimum.

C. VEGETABLE SORTING

Leafy vegetables are tumbled in drum-type cleaner to dis-
lodge sand and soil particles, but these mechanical clean-
ing operations can bruise or crush delicate tissues and
increase respiration and loss of vitamin C through oxida-
tion. The losses of nutrients that occur during such pro-
cessing depend upon the vegetable crop, cultivar, maturity,
freshness and season.

The most common types of conveyors for handling
individual vegetables are flighted or cupped belts.
However, both types present problems when each individ-
ual vegetable must be handled separately from the others.

D. VEGETABLE HANDLING

The most obvious losses after harvest are due to mechani-
cal injury, moisture loss, decay and aging. Abusive, rough

handling and holding or transporting at undesirable high or
low temperature increase these losses. Losses can be sub-
stantially reduced by following approved packaging, trans-
port and handling practices. After over maturity the next
most important factor in lowered quality of vegetables for
processing is deterioration during handling. The principal
hazards are:

1. Metabolic changes associated with respiration,
heating, ripening and aging- changes in compo-
sition, texture, color and flavor.

2. Bruising and other mechanical injury.
3. Moisture loss, with resulting wilting and

shriveling.
4. Mold, mildew and other microorganisms by

heat of respiration.

E. MOISTURE LOSS

Loss of moisture with consequent wilting and shriveling is
one of the obvious ways in which freshness is lost.
Serious wilting may occur within an hour when leafy veg-
etables are harvested on a hot sunny day. Moisture losses
of 3 to 6% are to cause marked loss of quality for many
kinds of vegetables. Moisture losses may be reduced by
lowering the air temperature, raising the relative humidity,
reducing air movement or by protective packaging.
Vegetables with greater exposed surfaces per unit volume
have a faster rate of water loss. The type of protective sur-
face is also important. Carrots have less protective waxy
covering than apples or pears and consequently lose water
faster. Tomatoes have a relatively impermeable skin and
lose moisture mainly through the stem scar.

F. VEGETABLE STORAGE

The only reasons for holding vegetables for processing in
common or refrigerated storage are to provide a regular sup-
ply and to allow the ripening to even up. Chilling injury may
occur with certain vegetables during rapid cooling.
Transportation and distribution of vegetables are the most
important areas of post-harvest losses. Physical and
mechanical injuries can occur during the hauling, grading
and packaging operations before shipment, which may not
be readily apparent in vegetables such as potatoes until they
have been stored for a period of time. The greatest increase
in injury occurred between the time the potatoes were in the
wholesale warehouse and the time they were placed on retail
shelves for sale. The actual transporting of potatoes from
shipping point to destination increased hard and serious
bruises by 5%. During distribution, which causes more
bruising than any other operation, the hard and serious
bruising increased by 12.8%. While the vegetables seriously
injured during harvesting, handling and storage may still be
processed into some form of human food, the vegetable
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products like potato tubers seriously injured during trans-
portation and distribution may be lost completely for human
use. Potatoes can be stored for about 1 year with small
losses, due to recent developments in storage technology.

Refrigeration or low temperature storage can most
effectively extend the shelf life of horticultural produce
and reduce their post-harvest losses. Refrigeration is pro-
duced mechanically by the evaporation of a compressed,
liquefied gas (e.g., ammonia, Freon) in a closed system.
Refrigeration is the most widely used short-term preser-
vation method for a variety of vegetables. It is used
throughout the distribution chain by commercial firms,
retail outlets and the consumer. Vegetables can be kept in
good condition for several months in cold storage.

Although most vegetables are processed right after har-
vest, asparagus, carrots, bell peppers, onions, potatoes and
others are sometimes stored under controlled temperature
and humidity for some time prior to processing in order to
suit the operating capacity of the plant. The recommended
temperature and humidity for storage prior to processing
are designed to suit the operating capacity of the plant. 

Leafy vegetables should be promptly cooled to about
32F and held there until processing. Wilting and disorders
increases in severity as temperature increases. Vacuum
cooling is the most common method of pre-cooling
although hydro-cooling is used on some leafy vegetables.
High humidity (about 95%) is essential to prevent wilting.

Root crops such as beets, carrots, radishes and turnips,
are generally stored at 32°F to retain their quality. Decay
can cause substantial losses in root crops during even a
week or ten days if they are held above 40F. Rapid cooling
of root crops to storage temperature is not as critical as for
leafy vegetables. However, roots should be brought into
desirable temperature range promptly after harvesting due
to respiration can rapidly reduce quality. A high relative
humidity is essential for storage of cold requiring roots if
desiccation is to be avoided particularly during prolonged
storage of root crops.

Storage at a few degrees above their freezing point is
desirable for all of the commonly grown leaf, stem, and bud
vegetables and, for the most part, the root vegetables.
Storage life of the leafy vegetables is only a few days, even
in optimum environments. The root crops, including carrots,
parsnips, turnips, beets and horseradish, which are adapted
to storage for several months, are commonly held in venti-
lated storage. Other vegetables, such as potatoes, carrots,
sweet potatoes, turnips, dry onions and cabbage are usually
stored under ventilation and may be refrigerated to extend
their storage life beyond their growing season. Vegetables
including cucumbers, eggplant, green beans, okra, sweet
potatoes, squash and tomatoes are native to subtropical or
tropical areas are not adapted to low temperatures. 

Controlled Atmosphere (CA) storage is one of the most
important technologies in vegetable storage systems.
Controlled atmosphere storage is a system for holding fresh

vegetables in an atmosphere that differs substantially from
normal air in respect to the proportion of nitrogen, oxygen
and carbon dioxide. The composition of the atmosphere
may be altered by restricted venting of the storage room or
the container by scrubbing the atmosphere of carbon diox-
ide or oxygen or by adding individual gases to the container
while reducing the proportion of others. This method if
combined with refrigeration retards respiratory activity and
may delay softening, yellowing, changes in quality and
other deteriorative processes by maintaining an atmosphere
of higher carbon dioxide and oxygen than in normal air.
The limits of tolerance vary according to a function of the
temperature, duration of storage, concentrations of supple-
mental gases, type and physiological age, and anatomy and
morphology of the vegetable produce involved.

CA storage has proved beneficial to extend the life for
vegetables that deteriorate rapidly or those that complete
ripening after harvest. Temperature and duration of stor-
age and commodity to be stored are the interdependent
factors, each influencing the decision of use of the gas
mixture in CA storage.

VII. VEGETABLE PROCESSING
TECHNOLOGIES

Processing begins in the field with many vegetables.
This is true with mobile cutters for greens, viner/shellers
for peas and beans, juice extractors for tomatoes, and
graders/washers for many vegetables. Advantages are
that harvesting/processing can be stopped or started at
any point to accommodate variation in the field. There is
no lag in time in which freshly harvested sometimes
badly bruised product can deteriorate while waiting for
the next step in processing and most of the refuse includ-
ing vines, shells, leaves and other organic waste is scat-
tered over the field to be incorporated into the soil. There
are several steps common to the preparation of most veg-
etables for processing. 

Harvest in the immature tender stage, before any por-
tion becomes fibrous and tough. Corn should be full
grown, but tender; peas and beans should be green; stalks
of asparagus, stems of greens and shells of snap beans
should be without fiber. There is a tendency for most veg-
etables to be harvested after the peak of quality.

Grade to remove trash, over mature, diseased, insect
infested vegetables, and other materials that would impart
an off flavor to the product. This may be with a roller
grader/sizer, a blower, or rod/shaker, followed by hand
inspection. Bruising or cutting which might cause loss of
juices should be avoided.

Weigh to ascertain pay rate, yield and production rate.
Rinse in water to remove surface dirt, insects and small
trash not removed by the blower. A detergent may be used
on vegetables taken from the soil, such as potatoes, sweet
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potatoes and turnips and leafy vegetables like spinach and
turnip greens, provided it is thoroughly rinsed off.

Prepare as required for individual vegetables. This
includes peeling, shelling, shucking, trimming and cutting
and dicing.

Vegetable processing steps include handling, transporta-
tion, refrigeration, molding, washing, trimming, blanching,
freezing, canning, drying, packaging, use of chemicals, radi-
ation, storage and ultimately cooking or heating.

Vegetables are processed into more stabilized prod-
ucts that can be used the whole year round in the world
market by canning, freezing, dehydrating and ionizing
radiation. Some processed products are canned soups,
chutney, catsup, instant dehydrated mashed potatoes, etc.
The processing of vegetables is as follows:

1. Removal of water- to reduce moisture content of
vegetables to lower activity of microorganisms; 

2. Heat sterilizing- to destroy or inactivate enzymes
and microorganisms (Suitable packaging pre-
vents entry of microorganisms into processed
products.); 

3. Lowering temperature- to slow down most bio-
chemical reactions that can deteriorate food;

4. Providing a chemical environment that will not
permit certain deteriorative actions to proceed;

5. Sterilizing with ionizing radiation to destroy
enzymes and microorganisms.

In most cases, combinations of preservation technolo-
gies are recommended. For example, heat sterilizing
effectively destroys microorganisms, then sealing in a
container prevents further contamination, and storage of
the canned product under refrigeration reduces deteriora-
tion normal for any canned product, cold storage of dried
products extends their storage life, etc.

A. BLANCHING

Blanching can fulfill one or several of the following pur-
poses:

1. Inactivation of enzymes prevents discoloration
or development of unpleasant taste during stor-
age. Colors caused by the presence of chloro-
phyll or carotenoids are also protected from
enzymatic degradation.

2. Proteins are forced to coagulate and shrink under
liberation of water. If this shrinkage happened
during sterilization of canned products, they
would appear to be underweight. Also, starch
that could otherwise cause a cloudy appearance
can be removed.

3. Oxidation during frozen storage will be reduced.
4. Many products obtain a clearer color.

5. Defective parts become more visible so the
product can be sorted more effectively.

6. The microbial status is improved because veg-
etative cells, yeast and mold are killed.

7. Cooking time of the finished product is short-
ened. If the blanching periods for the individual
components in mixtures are adjusted, the heat-
ing requirement for the preparation of the fin-
ished product is equalized.

When water or steam is used for heating, leaching of
vitamins, flavors, colors, carbohydrates, and other water-
soluble components takes place. If products are going to
be frozen after blanching, a chilling step will generally
take place before transporting the product into the freezer.
A good blanching technique must fulfill the following
essential demands:

1. A uniform heat distribution to the individual
units of the product.

2. A uniform blanching time to all units of the
product.

3. No damage to the product during the entire
blanching and cooling process.

4. A high product yield and quality.
5. Low consumption of energy and water.
6. Tough, reliable design, giving an operation

without problems even when running in contin-
uous three-shift operation. This also includes
quick and proper cleaning.

7. The design must also provide a pleasant work-
ing environment for the staff without any
unnecessary noise, heat radiation, and loss of
steam and process water with foam and product
particles flushing on the floor.

When blanching vegetables before freezing, inactiva-
tion of the enzymes is dependent upon both time and tem-
perature of the heat treatment. Other effects of heating,
which may respond differently to time and temperature
conditions, include color changes, softening, gelling of
starch and extraction of various soluble components. 

B. CANNING

Canning is the major method of preserving vegetables,
and is founded on the most effective method of destruc-
tion of microorganisms. In canning process, the veg-
etable is placed inside the container, the air is removed
by vacuum, and the cans are hermetically sealed. The
cans are placed in the retort, and sterilized with steam.
The basic heat penetration characteristics are convection
and conduction. The constancy of the rate of heat pene-
tration for a given product in a given size container and
the ability to measure these constants with accuracy have
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resulted in the remarkable safety of commercially
canned vegetables.

C. FREEZING

There are three types of freezing processes. The individu-
ally quick-frozen vegetables are frozen by the fluidized
bed process and then packed in suitable containers. The
second process involves placing the unfrozen prepared
vegetables in a container and then freezing it. The individ-
ual particles do not cohere and the final package contains
individual portions of the food rather than a solid block.
Commercial freezing is conducted with moving air, termed
blast-freezing. Air is accelerated by fans and passed over
the vegetables. With advances in refrigeration engineering,
many plants are now freezing foods at �40°C.

The third freezing process is that of immersing the
vegetables in a liquid. Some of the liquids used for veg-
etables freezing are liquid nitrogen, liquid carbon dioxide
and Refrigerant 12. Vegetables freeze extremely rapidly in
contact with such liquids. Refrigerant 12, a fluorinated
hydrocarbon, can be adjusted to various temperatures. The
use of such liquid nitrogen, liquid carbon dioxide and
Refrigerant 12 meets food safety regulation.

D. FERMENTATION

Fermented vegetables are the food products by the fermen-
tation of lactic acid bacteria, which are preserved primarily
by acidification. Olive products and sauerkraut are solely
produced by fermentation. Some cucumber pickles are pro-
duced by fermentation, in which spices and salt are added
before fermentation and fermentation occurs in the presence
of these seasonings. This is called the genuine dill fermen-
tation, but is rapidly being displayed by salt stock and fresh

pack pickling methods in which fermentation does not occur
and the acid is added directly to the product in the final con-
tainer. A wide variety of vegetables are pickled commer-
cially. Pickling is usually combined with some type of heat
treatment in the final container to prevent secondary fer-
mentation and subsequent spoilage. A recent development
in the pickled vegetable industry has been the development
of the fresh pack or pasteurized cucumber and other veg-
etable pickles. For example, cucumbers are packed directly
into jars, then covered in brine which is made of salt and
vinegar, preferably containing some lactic acid and season-
ings. The residual sugar in the cucumber can be fermented
by the action of the lactic acid bacteria. 
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I. INTRODUCTION

China is the birthplace of soybeans. In Oriental countries
such as China, Korea and Japan, soy foods have been con-
sumed for thousands of years. In the1800s, soybeans were
introduced to America, but large-scale production of 

soybean began only after World War II. In the first part of
the 20th century, soybeans were known to the Westerners as
an oilseed and feed-stuff only. Aside from the image prob-
lem, the major obstacles in the utilization of whole soybean
for foods in the Western society include the beany flavor
and the flatulence factor. Substantial use of soybeans for
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foods did not take place until recent decades, where a small
part of defatted soy meal was used or processed further for
human foods. However, since 1980s, soybeans have been
used for making a variety of soy foods in America. Hence,
some soybeans are known as vegetable legumes and soy
foods are popular vegetable foods. In very recent years,
because several soybean components have been discovered
to possess health benefits, hence, soy foods have become
health foods. Consumption of soy foods in America has
increased dramatically in the last few years. Soy foods are
finding their ways in the main stream supermarkets. The
total retail value of soy foods has exceeded 4 billion US
dollars. The United States of America produces one half of
the world soybeans, which are estimated to be approxi-
mately 159 million metric tons (1). Only approximately 5%
of the US soybeans are used for making foods. However in
the last three years, it was estimated that the annual soy
food market had increased by 25% per year. Soymilk, tofu
and meat analogs are the three major soy food types in the
USA. The increases in soymilk and tofu retail values in the
USA are about 40–50% and 15–20%, respectively, each
year since 1997 (P. Golbitz, personal communication,
2000), while the overall growth of the US food industry has
been only 3% per year. It has been predicted by the United
Soybean Board that by the year of 2010, soyfoods’ retail
value will reach 100 billion dollars in the United States. 

Soy protein has long been known to have a good nutri-
tional quality. Recent discoveries of potential health ben-
efits of soy foods include reducing the risk of
cardiovascular diseases, preventing certain cancers,
reducing postmenopausal syndromes, and increasing bone
mass density all contribute to the recognition of soybean
as a health food. US Food and Drug Administration has
approved a health claim for processed foods containing
soy proteins that states ‘consumption of 25 gm soy pro-
teins per day in conjunction with a low cholesterol diet
would reduce the risk of heart disease.’ All of these will
continue to enhance the consumption of this ancient
Oriental food crop in America and other parts of the
world.

Tofu has found its history dated back to the China’s
Han Dynasty approximately 2000 years ago. Tofu has
been an integral part of the Chinese food culture; it is
indispensable in the diets of Chinese and the people of
several other East Asian countries, including Japan and
Korea. Soybeans have contributed to the health of
Chinese people in the history. We believe that a large-
scale prolonged protein malnutrition has never occurred
in China might be attributed to the ready availability of
soy foods. Soy foods are not only nutritious but also very
delicious, which have been included in thousands of
dishes of Chinese foods. Because of the functional prop-
erties and health benefits reported in recent years, soy
foods are gaining acceptance increasingly in the Western
society.

Since its original invention, tofu manufacture process
has been improved greatly. Many manufacture and uti-
lization methods have been developed in various countries
and regions. Japan has taken the leadership role in the
advancement of the science and technology for tofu mak-
ing. It is well known that making tofu is not a difficult
task. Many people can claim that they can make tofu.
However, making excellent quality tofu consistently is not
an easy matter. The principles of tofu making are simple,
which consist of two main stages: (a) the preparation of
soymilk and (b) the coagulation of soymilk to form bean
curd that is then made into various types of tofu. However,
many factors involve in the processing of tofu and raw
bean components affect substantially the quality of tofu.
There have been several great books related to tofu mak-
ing, including the “The Science of Tofu” (2), the “Tofu &
Soymilk Production, the Book of Tofu, Volume 2” (3), and
the “Soybeans: Chemistry, Technology and Utilization,”
(4). In this chapter, we focus on recent studies related to
soybean quality and tofu making and try to organize
available information together to show how various fac-
tors affect tofu quality. 

II. TOFU PROCESSING METHODS 

Tofu manufacturing requires a series of unit operations.
Generally, three steps are critical in determining product
type: (a) soymilk extraction and solid content, (b) coagu-
lation method (types of coagulants, breaking or not after
curd formation), and (c) pressing or not. However, all
methods for making various tofu products begin with sim-
ilar steps for soymilk as shown in Figure 171.1. The tra-
ditional Chinese method separates raw soymilk from the
okara (residue) before heating. In the Japanese process,
heating the slurry “go” prior to separation facilitates
soymilk extraction and increases tofu yield. However,
Beddows and Wong (5) reported that yield and quality of
silken tofu made by a laboratory scale with the slurry fil-
tration prior to heating are better than that with heating
prior to residue separation. Both Chinese and Japanese
methods for extracting soymilk are known as the tradi-
tional Oriental methods because of the presence of beany
flavor in the final soymilk product. Regarding the beany
flavor, several modern methods aimed at improving
soymilk taste and flavor have been developed in the past
decades. We will discuss this in more detail in the lipoxy-
genase section. In tofu industry, many manufacturers
worldwide have adopted the Japanese process because of
higher tofu yield, available tofu manufacturing machines,
and a lower beany flavor than the Chinese process. Some
industries wash the okara one or two times to extract
residual proteins/soluble solids and use the wash water to
grind the soybeans to improve yield. 

After soymilk is produced, various steps are used to
manufacture different types of tofu. Tofu in the market is



generally classified into soft, firm, and extra firm tofu,
based on water content and textural properties. Tofu is
classified into momen (regular), kinugoshi (silken), soft,
packed silken, and aseptic tofu, depending on processing
methods. Figures 171.2 to 171.5 describe the methods
used in the tofu industry for the production of momen
tofu, silken (Kinugoshi) tofu, filled packed silken tofu,
and soft tofu, respectively.

A. SOAKING

After proper washing, soybeans are soaked in water to
soften their cellular structure for water grinding. Soaking
time depends on water temperature, the soybean variety,
and the age of soybeans. Temperature is the main factor
affecting the rate of water uptake, with higher rate associ-
ated with higher temperature (6). Generally, soaking in
ambient water takes 8–10 hours in summer and 16–18
hours in winter. After soaking, the beans weigh approxi-
mately 2.2–2.3 times of their initial weight (3).

B. GRINDING

After soaking, soybeans are ground with water into slurry
using a stone-mill or a stainless steel grinder. The amount
of water added during grinding depends on the type of

final products. For example, the water dosage for silken
tofu, soft tofu, and regular tofu is 5, 7–8, and 10 times of
raw soybean weight, respectively (2). Proper grinding
gives appropriate small particle sizes in the slurry and
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FIGURE 171.1 Initial steps in the preparation of soymilk for
tofu making.
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FIGURE 171.2 Scheme for momen tofu production.
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FIGURE 171.3 Scheme for Silken (Kinugoshi) tofu produc-
tion (no curd breaking and no pressing).



facilitates the extraction of solid and nutrients into the
soymilk. The smaller the particles, the better the extrac-
tion, but okara (residues) becomes more difficult to sepa-
rate. The water temperature of grinding affects not only
the flavor of soymilk, but also the texture of tofu. Tofu
firmness decreases as the water temperature of grinding

increases between 0°C and 50°C (7). They found that the
relationship is related to the content of sulfhydryl groups
(-SH) in soymilk. The decrease of –SH group may be
caused by a lipid oxidation activated by lipoxygenases in
soybeans. Since water composes of 88–90% of tofu
weight, it plays an important role in determining the tofu
taste. The source and quality of water are always an
important concern to tofu manufacturers. Water, contain-
ing a proper amount of minerals (about 100 mg/L) includ-
ing calcium, magnesium, sodium, potassium, iron, and
manganese, provides a harmonious and mellow taste (2).

C. HEATING

The step of heating is essential during the tofu processing
not only for killing microorganisms in the slurry, improv-
ing nutritional quality by inactivating trypsin inhibitor
(TI), and reducing beany flavor, but also for denaturing
proteins so that they can coagulate into curd in the pres-
ence of a coagulant. Before heating, soy protein mole-
cules maintain their native globular structures in which
the hydrophobic regions are wrapped inside. Upon heat-
ing, the soy proteins are denatured resulting in native
molecules unfolded, and their hydrophobic groups expose
to outside, consequently protein solubility decreases due
to aggregation. What extent of heat treatment is consid-
ered adequate for soymilk and tofu making? Hackler et al.
(8) conducted a study of heat treatment on nutritive value
of soymilk protein fed to weaning rats, and found that heat
treatment should be sufficient to inactivate 80–90% of
trypsin inhibitors for maximizing nutritive values. Trypsin
inhibitors are heat resistant. At 100°C, 14 min are required
to inactivate 80% TI or 30 min to have 90% TI destruc-
tion. Wilson (9) suggested that the time/temperature
requirement for soymilk be based on 85% TI inactivation.
Trypsin inhibitors are water-soluble proteins, a part of
which may be released in the whey during pressing of tofu
making. Thus, the slurry used for tofu making requires
shorter heating time than that for soymilk as the final
product. Watanabe (2) recommends that boiling at 100°C
for 3–5 min is required for tofu making. 

The optimum heating time of soymilk for making tofu
corresponds approximately to the maximum amount of
sulfhydryl groups. If heating is not adequate, soy proteins
do not dissociate into subunits; but in excessive heating,
sulfhydryl groups are oxidized by air (10). Tofu prepared
with soymilk, which has been heated at 100°C up to 60
min, is softer than that from usual preparations (100°C,
3 min) (11). This may be due to the oxidation of
sulfhydryl groups of soy protein during excessive heating,
resulting in the decreases of sulfhydryl group content and
tofu hardness. In the Japanese method, cooking the slurry
for about 7 to 14 min at 100°C gives the best soymilk
solid and protein recovery, especially for tofu (12). In the
Chinese method, the hardness of tofu increases slightly
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FIGURE 171.4 Scheme for manufacturing filled silken tofu
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FIGURE 171.5 Scheme for manufacturing soft tofu (no curd
breaking).



from 0 to 12 min of boiling soymilk, but decreased sig-
nificantly after 30 min and 60 min of boiling (13). Amino
acid composition of soymilk has no significant changes
when heating at 93°C, but the amount of cystine and tryp-
tophan decrease while heating at 121°C from 0 to 121 min
(14). Approximate 30% of cystine and methionine are
destroyed after 30 min of boiling soymilk (15). In some
tofu factories, the slurry is heated by a continuous pres-
sure cooker at various pressure increasing from 80°C to
105°C for times ranging from 4–20 min.

D. SEPARATION OF SOYMILK

In the Japanese process, soymilk is extracted from the
slurry after heating. The separation of a small volume of
slurry can be done by filling the slurry in a cotton cloth
bag then pressed by hands. Industrial processing can be
done by drum pressing, screw pressing, centrifugation, or
shaker-filtration. The efficiency of soymilk separation
depends on the extraction pressure and pressing time, the
pore size of the filter or screen, the particle size of slurry,
and whether the okara is re-washed or re-pressed. When
the okara is re-washed and re-pressed to extract more pro-
tein and solids, the yield of tofu can increase by 15–20%.
Okara contains 76–80% of moisture (24–20% solids) after
being well pressed. About 29% of the solids and 17% of
the protein in the original soybeans are remained in the
pressed okara that has not been washed (3). On dry weight
basis, okara comprises 25–28% protein, 9–11% lipid,
40–44% insoluble fiber, 13–15% soluble fiber, and 4–5%
soluble carbohydrate (16). Most of total fiber in soybeans
is concentrated in okara.

E. COAGULATION OF SOYMILK

Coagulation is the most important and the most difficult
step in tofu making because it depends on the complex
interrelationship of many variables, including soybean
variety, soymilk concentration and pH, temperature, type
and amount of coagulant, and coagulation method. Hot
soymilk is usually coagulated to form curd by adding a
salt or an acid coagulant. Tofu coagulants are classified
into four basic types: (A) nigari-type or chloride-type
coagulant, including magnesium chloride, calcium chlo-
ride, and sea water; (B) sulfate-type, including calcium
sulfate and magnesium sulfate; (C) glucono-delta-lactone
(GDL); (D) acidic coagulants including citrus juices,
vinegar, and lactic acid (3). Each type of coagulant has its
advantages and disadvantages.

1. Type of Coagulants

Nigari or chloride-type coagulants include natural nigari,
refined nigari, calcium chloride, and seawater. Natural
nigari, known as ‘bittern’ in the West, is extracted from
seawater by removing most or all of the table salt (NaCl)

and water. It consists primarily of MgCl2⋅6H2O (92.3%)
plus all of the other salts and trace minerals in seawater
(3.8% MgSO4, 1.7% NaCl, 1.2% KCl, and 1% CaSO4).
Refined nigari is a relatively pure magnesium chloride
(99.5%). Calcium chloride (CaCl2) is not found in seawa-
ter, it is not a traditional nigari-type coagulant. However,
it gives tofu excellent flavor, almost identical to that made
from natural nigari or magnesium chloride nigari.
Moreover, it is the cheapest nigari-type coagulant and the
food-grade type produced in the U.S. and on the GRAS
(Generally Recognized as Safe) list. In Japan, most tofu
industries use nigari-type coagulants in combination with
calcium sulfate rather than alone. Nigari-type coagulants
make the most delicious tofu, prized for its wonderful
subtle sweet flavor and aroma. However, they have some
disadvantages compared with calcium sulfate and GDL.
They react very rapidly with soymilk, so their use requires
more skill and attention and must be added slowly. Due to
the extremely quick reaction of nigari with soymilk, the
coagulated bean curd is destroyed while agitation is still
going on. The nigari-coagulated bean curd does not incor-
porate so much water as the sulfate type, consequently
produce tofu with lower yields and coarser texture than
that made with calcium sulfate. Nigari alone is not suit-
able for making silken tofu from hot soymilk, because the
high temperature and high solids content of soymilk make
it extremely difficult to solidify uniformly with nigari in
such a short reaction time. However, filled silken tofu can
be made with nigari if the soymilk is cooled to a low tem-
perature (e.g. 4°C) prior to coagulant addition, and fol-
lowed by heating to slowly coagulate the proteins.

Sulfate-type coagulants (especially calcium sulfate
known as gypsum) are the most widely used tofu coagu-
lants in the world. They have low water solubility (3.0 g/L
at room temperature), which is an important factor in
determining the speed of the coagulation reaction.
Because of their low solubility, they react slowly with the
soymilk; consequently allow the formation of bean curds
with a high water-holding capacity. Thus, they give 15 to
20% higher bulk yields than nigari. The resulting tofu has
a soft and smooth texture. Calcium sulfate can be used to
make regular, firm, soft, silken, and even packed (pack-
age-filled) tofu, whereas it is not easy to make the latter
two types with nigari. Calcium sulfate is easy to use even
by relatively unskilled tofu makers. Even if agitation is
carried out slowly or the dosage varies slightly, the differ-
ences in tofu yield and texture are not very large. Calcium
sulfate as tofu coagulant produces tofu with a mild or
bland flavor; however, the taste is slightly inferior to that
of nigari tofu. 

GDL is an oxidation product of glucose. It is manu-
factured from corn starch by a fermentation process, and
was first used for silken and packed tofu production during
the 1960s in Japan (3). GDL is fundamentally different
from nigari and gypsum-type coagulants, in which an acid
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rather a salt does the coagulation. Upon being dissolved in
water, it is slowly hydrolyzed (about 2–3 hr) to gluconic
acid by water. The pH of 1% fresh aqueous solution at
room temperature is 3.5, it drops to 2.5 due to the conver-
sion to gluconic acid within 2–3 hr. For packed and silken
tofu, GDL is dissolved in previously cooled soymilk and
forms gluconic acid gradually, then heat coagulates
soymilk with this acid to form homogeneous solidified
curd with rich water holding property in the container. The
GDL gives tofu a slightly acidic flavor and tender jello-like
texture. For better flavor and texture, GDL is often used in
combination with a calcium sulfate.

The acid-type coagulants, including lactic acid, acetic
acid, and lemon juice, work well as natural coagulants.
However, the yield of tofu is low, the texture is slightly
crumbly, and the flavor of tofu is a little tart, when com-
pared with nigari and calcium sulfate as coagulants (17,18).

2. Soymilk Concentration

The solid concentration of soymilk is related to “water-to-
bean ratio” that is defined as the total weight of water
added to the beans during soaking, grinding, and cooking
divided by the original weight of the soybeans (3). The
ratio of water:beans can be very critical to affect protein
extraction yield and the properties of tofu . In the range of
9:1 to 14:1, 10:1 gave the best result in protein recovery
(19). For making regular tofu, the best water-to-bean ratio
is about 10:1 which results in a soymilk with 6.0 to 6.3%
solids and 3.0% protein (12). However, 5:1 to 7:1 ratios are
required for making soft tofu or silken tofu (10). The
amount of coagulant required to reach the optimum coag-
ulation varies with the concentration of soymilk. Watanabe
et al. (12) reported that more coagulant is required for
more concentrated soymilk (in the range of 3% to 8%) to
reach the same level of whey transparency, and the dosage
for calcium sulfate was about 10–20% more than that for
nigari. In our laboratory, we found that the coagulant con-
centration required to reach the optimum coagulation of
silken tofu increases linearly with the soymilk solid con-
tent in the range from 6% to 11%, and the concentration
for magnesium chloride is about 13–15% more than that
for calcium chloride (unpublished data).

3. Coagulant Concentration

The amount of coagulant added into soymilk affects
greatly the yield, texture, taste, and aroma of tofu. In gen-
eral, by observing curd formed and whey produced during
pressing, tofu makers could tell whether the amount of
coagulant is appropriate or not. When a proper amount of
coagulant is used, the whey is transparent and amber or
pale yellow. In the case of too much coagulant used, the
whey is yellowish color and the curds have a coarse 
or crumbly texture. If too little coagulant is added, the
whey is cloudy and some uncoagulated soymilk may 

be remained. Several methods have been compared to
determine the optimum amount of coagulant in tofu mak-
ing, including light transmittance of whey (%T), whey
volume, pH of whey, and conductance of whey (19).
Among these methods, they found that whey transmit-
tance and conductance correlated with coagulant concen-
tration, and concluded that measuring the conductance of
the coagulating soymilk was faster and more reproducible
than obtaining pH and transmittance values of the whey.
A rotational viscometer (viscograph) is applied by
researchers to measure the optimum concentration of
coagulant for the coagulation of soymilk (20,21). Among
five coagulants studied, with an increase in coagulant con-
centration from the minimum required concentration
(from 0.15% to 0.5% of soymilk volume depending on
coagulant), there is an increase in whey volume and
decreases in the moisture of tofu (22). Sun and Breene
(23) found negative correlations between calcium sulfate
concentration and both yield and protein recovery of tofu
from five soybean varieties.

4. Coagulation Temperature

The soymilk temperature for adding coagulant affects
coagulation rate as well as tofu quality. The yield and
moisture content of tofu decrease as the temperature of
coagulation increases, whereas the hardness and elasticity
increase (15). When soymilk is at high temperature, pro-
teins possess high active energy that can lead to fast coag-
ulation, resulting in the formation of curd with low water
holding capacity, consequently, tofu has hard texture and
low bulk yield. The hotter the soymilk at the time of coag-
ulation, the less the amount of coagulant required. When
tofu is coagulated at a high temperature, a small increase
in the amount of coagulant may lead to a large decrease in
yield. In the tofu industry, the temperature of coagulation
varies from one factory to another, depending on the type
of coagulant used. Generally, coagulation temperature
ranges from 68°C to 95°C for those using nigari, while
those using calcium sulfate prefer the range from 70°C to
80°C in Japan. Beddows and Wong (5) reported that the
optimum coagulation temperature is 75–80°C for silken
tofu with gypsum as coagulant in a small bench scale. Shih
et al. (24) reported that the optimum coagulation tempera-
ture is 85–91°C for soft tofu with modified nigari (mostly
CaSO4) in a medium scale. The operational temperature of
coagulation also varies from one region to another. In
America, tofu makers prefer a relatively high temperature,
85°C, for using nigari and calcium sulfate, since less coag-
ulant is required, the curd forms quickly, and the tofu has
firm and dense texture but no significant drop in yield.

5. Coagulation Methods 

The addition method, the stirring speed at which the
coagulant is added, and the continuous stirring time after
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the coagulant is added have very definite effects on the tofu
yield and quality. Traditionally, calcium sulfate in a suspen-
sion is added to soymilk, which has been stirred vigorously
by hand with a paddle, and the mixture continues to be
mixed 6 to 8 more times. Nigari-type coagulant could be
divided to three portions and added in three steps in order to
coagulate soymilk slowly and get high yield and smooth tex-
ture. The first portion of nigari is poured from a height of
several feet into the soymilk being swirled with a paddle.
Coagulation starts from the bottom of the container and
slowly works up, while the uncoagulated soymilk constantly
rises to the surface. The second portion is sprinkled over the
soymilk surface that is covered and stand for about 5 min,
then the last portion is also sprinkled over the surface, and
allow to stand for 15–20 min to solidify completely (3).
Generally, the controlling techniques of this coagulation rely
on the experienced tofu maker’s judgement. 

Stirring soymilk by a motorized stirrer and the effect
of mixing speed and time had been investigated by
researchers (25,26). By using a small scale for silken tofu
(250 mL soymilk), Beddows and Wong (25) found that the
stirring speed during coagulant addition was critical and
the optimum speed for tofu yield, texture, and protein
recovery was 240–280 rpm for 30 sec. By using a medium
scale research equipment for soft tofu (4.5 L soymilk per
batch, mold size is shown as (Figure 171.6), tofu made at
285 rpm stirring speed of a stirrer (Model RZR1, Caframo
LTD, Wiarton, Ontario, Canada) equipped with a paddle 
(7 cm � 7 cm) has lower yield but higher firmness than
tofu made at 207 rpm stirring speed (26) (Table 171.1). We
found that yield decreased when stirring time increased to
30 sec, and tofu texture was affected as stirring time
increased to 25 sec. By using a medium scale and a stirrer
fixed at 285 rpm, we have determined the optimum com-
binations of soymilk solids, coagulant concentration,
soymilk temperature for adding coagulant, and stirring

time after adding coagulant for soft tofu making (24). Tofu
yield is affected mainly by soymilk solid content and coag-
ulant concentration. Tofu solids and protein content are
affected by soymilk solids, coagulant concentration, and
stirring time. Solid content of soymilk is the most impor-
tant factor affecting textural properties of tofu. The opti-
mum combinations are soymilk 11.8 to 12.3 °Brix,
coagulant 0.27 to 0.32% of soymilk volume, stirring tem-
perature 85 to 91°C, and stirring time 5 to 11.3 sec (24).

F. PRESSING OF CURD

For momen tofu and soft tofu, pressing the bean curd to
expel the soy whey is necessary as shown in Figure 171.2
and Figure 171.5. The pressures and duration of pressing
can influence moisture content, yield, and texture of tofu. A
range of values has been used for both parameters among
different researchers (Table 171.2). Generally, silken tofu is
not pressed after coagulation, however, Beddows and Wong
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FIGURE 171.6 The tofu mold used by the medium-scale
method.

TABLE 171.1
Effects of Stirring Speed and Time on Tofu Yield and Hardness*

Tofu Yield (g/100g soybeans)** Tofu Hardness (g)

Stirring Stirring at Stirring at Stirring at Stirring at
Time (sec) 207 rpm 285 rpm 207 rpm 285 rpm

10 533 � 0a 535 � 12a 2005 � 186a 2120 � 199a

15 539 � 8a 535 � 9a 1993 � 302a 2232 � 211a

20 541 � 8a 532 � 10a 1838 � 109a 2016 � 158a

25 540 � 10a 511 � 14a 1597 � 142b 1528 � 122b

30 513 � 10b 462 � 38b 1580 � 47b 2187 � 92a

Source: Data adapted from Hou et al. (1997).

* Data are expressed as means 6 s.d. and are means of three replicates.

** Data of yield are on wet weight basis.

a,b Means within the same column not followed by same letters are significantly different 
(p � 0.05).
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(25) reported the optimum pressure applied to silken tofu
was 4 to 6 g/cm2 for pressing until dripping ceased. They
found that below 4 g/cm2 the tofu was very soft with little
or no retention of cut shape and that above 8 g/cm2, tofu
was hard and rubbery. Gandhi and Bourne (27) showed
that when the pressure increased from 4.79 to 19.1 g/cm2,
the moisture content of tofu decreased from 82% to 60%
and yield decreased from 2.0 kg to 1.2 kg per kg whole
dry soybeans. From a commercial standpoint, most man-
ufacturers apply a light initial pressure of 2 to 4 g/cm2 for
about 5 to 10 min and a stronger pressure of about 5 to 15
g/cm2 for 10 to 15 min to make soft tofu; for firm tofu, a
pressure of 20 to 100 g/cm2 is used for 20 to 30 min (3).
In our laboratory, we apply a pressure of 21.8 g/cm2 for 10
min, followed by 43.6 g/cm2 for another 10 min, and
adding to 65.4 g/cm2 for 30 min for making soft tofu by a
medium scale (24,26). Because of several variables, tofu-
making process differs in various research laboratories,
which reported data that were difficult to compare.
Therefore, there is a need to standardize the procedures
for determining quality of soybeans for tofu making.

III. ROLES OF SOY PROTEINS IN 
TOFU MAKING

A. STORAGE PROTEINS OF SOYBEANS

Soy proteins constitute about 35–45% of the soybeans on a
dry basis. Approximately 90% of the proteins are storage
protein and are extractable with water or dilute salt solu-
tions. Most of the storage proteins in soybeans are globulin.
As soybean seeds mature, many organelles, such as nucleus,
mitochondria, and endoplasmic reticulum, disappear and

storage proteins deposit in large protein bodies that are sur-
rounded by many small oil bodies. Storage proteins have no
biological activities and 90% of them locate in cotyledons
(28). Soy proteins consist of discrete groups of polypeptides
that have a wide range of molecular size. A typical ultracen-
trifuge pattern of water-extractable soy proteins has four
major fractions designated as 2S, 7S, 11S, and 15S on the
basis of their sedimentation rates. Each fraction is a complex
mixture of proteins. The 7S and 11S proteins are the two
major storage proteins in soybeans, which comprise approx-
imately 70% of storage protein. The 2S fraction accounts for
about 20% of the extractable proteins, which contain pro-
tease inhibitors (the Kunitz and the Bowman-Birk trypsin
inhibitors) and cytochrome C (29). The 7S fraction has been
classified into three major components with different
physicochemical properties named β-conglycinin, γ- cong-
lycinin, and basic 7S globulin (30, 31). β-conglycinin is the
most prevalent of these three and accounts for about 30% to
35% of the total seed protein, which is used interchangeably
with 7S protein since it is the major 7S protein. The 11S
fraction, designated as glycinin, accounts for an additional
third of the total seed protein and is generally simple protein.
The 15S fraction accounts for approximately 10% of the
total seed protein, which is an aggregate of 11S protein (32).

B. ββ-CONGLYCININ (7S PROTEIN)

β-conglycinin (7S) is a complex protein which exhibits
polymorphism in its subunit composition. It is a trimer
with a molecular mass of 150–200 kDa. Four subunits are
identified: three major (α, α’, and β) and one minor (γ)
(33). β-Conglycinin exhibits molecular heterogeneity, in
which 7 molecular species are isolated and their subunit
composition identified as α’ββ, αββ, αα’β, ααβ, ααα’,
ααα, and βββ (34,35,36). β-conglycinin is a glycopro-
tein, its α and α’ subunits contain two carbohydrate moi-
eties and the β subunit one (33). β-Conglycinin undergoes
a complex association-dissociation phenomenon in
response to changes in ionic strength and pH. At neutral
pH, β-conglycinin is a 7S-form globulin when the ionic
strength is � 0.5, but as a 9S dimer at ionic strength of �
0.2 (37). The subunits of β-conglycinin are held primarily
by hydrophobic forces (38). The molecular mass of sub-
units of β-conglycinin are estimated to be 57–59 kDa for
α and α’ subunit and 42–44 kDa for β and γ subunits by
gel electrophoresis and gel filtration (33). 

C. GLYCININ (11S PROTEIN)

Glycinin is a major storage protein of soybeans and
accounts for approximately 35% of the total seed protein. It
is a hexamer with a molecular weight of around 300–380
kDa. Each subunit is composed of an acidic polypeptide
(An) with a molecular mass of approximately 35 kDa 
and a basic polypeptide (Bn) with a molecular mass of
approximately 20 kDa. The acidic and basic polypeptides
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TABLE 171.2
Pressure and Duration of Tofu Processing Applied by
Tofu Investigators

Investigators Pressure Duration

Pontecorvo and Bourne, 1978 9 kg/cm2 20–30 min

Lu et al., 1980 2.58 g/cm2 2–3 hr
Skurray et al., 1980–81 5.56 g/cm2 2 hr
Wang et al., 1983 10.0 g/cm2 1 hr
deMan et al., 1986 31.4 g/cm2 15 min
Beddows and Wong, 1987c 4.0–6.0 g/cm2 —†

Gandhi and Bourne, 1988 4.79–19.1 g/cm2 15 min
Wang and Cavins, 1989 10.0 g/cm2 1 hr
Lim et al., 1990 15.7 g/cm2 15 min
Sun and Breene, 1991 10.0 g/cm2 2 hr
Metussin et al., 1992 2.78 g/cm2 30 min
Wang and Chang, 1995 7.6 g/cm2 40 min
Hou et al., 1997 21.8–65.4 g/cm2 50 min
Torres-Penaranda et al., 1998 2–6 kg/cm2 15 min
Moizuddin et al., 1999 1–3 kg/cm2 8 min

† No data presented.



are linked together by a single disulfide bond shown as An-
S-S-Bn (39). It is known that initially a single polypeptide
precursor is synthesized and then processed posttransla-
tionally to form the acidic and basic polypeptides (40).
The disulfide linkage between the acidic and basic
polypeptides forms after subunit synthesis and may help
stabilize the subunit after posttranslational modification.
Five subunits are identified by Nielsen et al. (41) and
Utsumi et al. (42): A1aB1b (G1), A2B1a (G2), A1bB2 (G3),
A5A4B3 (G4), and A3B4 (G5). Among these subunits, two
groups can be separated based on sequence homologies
(39). Group I subunits, A1aB1b, A1bB2, A2B1a, are uniform
in size (~58 kDa), relatively rich in methionine and cys-
teine, and exhibit about 90% sequence homology. Group
II subunits, A3B4 and A5A4B3, exhibit a smaller level of
homology (about 60–70%), and contain less methionine
and cysteine, but are larger (~62–69 kDa) than group I.
The A5A4B3 (G4) subunit is synthesized as a single
polypeptide precursor similarly to the others, but the
acidic polypeptide is cleaved to produce A5 and A4

polypeptides (40). Most major subunits of glycinin are
present in most soybean varieties except the subunit
A5A4B3 (39). In Japan, about 20% of soybean varieties are
absent of subunit A5A4B3 in glycinin (43). Glycinin, hav-
ing different subunit compositions, exhibits distinguish-
able functional properties.

Glycinin hexamers can dissociate to their constituent
polypeptides, subunits, and half-molecules under various
pH, ionic strength, and temperature (42). At pH 7.6 and an
ionic strength of 0.5, glycinin forms hexamer complexes
(11S), whereas at pH 3.8 and an ionic strength of 0.03,
glycinin exists as trimers (7S) (44,45). The dissociation of
11S to 7S seems to be correlated with significant changes
at the secondary and, to a lesser extent, the tertiary struc-
tures. When ionic strength is below 0.2, the basic polypep-
tides shift more to the exterior of the molecule (44).

D. GELATION OF PURIFIED SOY PROTEINS

Generally, denaturation is essential for proteins to form
gel, which results in an altered conformation of the pro-
tein and changes in physical and biological properties.
Upon heating, soy proteins initially undergo a stepwise
dissociation of subunits, followed by unfolding of the
polypeptides that subsequently associate and aggregate to
form precipitates or progels (46). Glycinin and β-cong-
lycinin exhibit apparent denaturation temperatures of
90°C and 75°C, respectively. The difference in the ther-
mal transition temperatures of these two proteins results
from inherent differences in their structures. Glycinin is
more heat-stable than β-conglycinin (47).

The gel-forming ability induced by heating soy pro-
teins is one of the most important functional properties
with respect to their usage in the food systems. Glycinin
and β-conglycinin show different gel-forming properties

and their gelation mechanisms are different. A soluble
aggregate model describes how glycinin forms the gel
structure (48,49,50). The model could be regarded as a
three-stage process. When glycinin solution (5%) is
heated, glycinin aggregates (MW 8000 kDa) are formed;
then on subsequent heating, it undergoes association
resulting in gel formation; finally, the gel network struc-
ture is stabilized through further formation of non-cova-
lent bonding (such as hydrophobic interaction and
hydrogen bonding) and disulfide cross-links by subse-
quent heating. The network structure of β-conglycinin
heat-induced gel is hypothesized as a randomly aggre-
gated assembly of clusters (51). Upon heating of β-cong-
lycinin (7.5%), soluble aggregates are formed (MW about
1000 kDa), then associate with each other randomly to
form a cluster; finally clusters aggregate randomly to form
a gel. The gelation rate of β-conglycinin is slower than
that of glycinin (52). 11S gels prepared in the presence of
calcium sulfate are harder and show larger breaking
stress, breaking strain, and young modulus than crude 7S
gels (52,53). The 11S gel has a higher water-holding
capacity, higher tensile value, and higher hardness and
expands more on heating than the 7S gel (54). Sulfhydryl-
disulfide interchange reaction is important in the forma-
tion and maintenance of the structural matrix of
11S-globulin gel. No SH/S-S exchange reaction partici-
pates in the 7S-gel formation, whereas hydrophobic inter-
actions and hydrogen bonds play an important role in the
formation and maintenance of the gel network of 7S pro-
tein (55). The gel formed by β-conglycinin is transparent
in contrast to the turbid gel of glycinin globulin (51). 

For glycinin, the rates of gelation and the hardness
and turbidity of gels are affected markedly depending on
the subunit composition (56). Subunit A5A4B3 is closely
related to gel formation because of an easy cleavage of
hydrophobic bond between A5 and A4 polypeptides during
heating. Cultivars containing the A4 polypeptide in
glycinin form glycinin gels faster than cultivars without
A4 (57). Soybean cultivars without the A4 polypeptide that
is identified as A5 by Nishinari et al. (58) produce a harder
and more solid-like protein gel than those cultivars with
the A4 polypeptide in glycinin (59). Subunit A3B4 is
related to the gel hardness because the A3 acidic polypep-
tide plays an important role in increasing the hardness of
the gel. Nakamura et al. (57) found that the hardness of
glycinin gels is different among varieties, depending on
the percentage of A3, which is the largest constituent
acidic polypeptide of glycinin. However, Tezuka et al.
(60) reported that tofu curd made from soybeans contain-
ing glycinin with only subunit A5A4B3 is the hardest
among those made from soybeans containing subunit
A3B4 or Group I subunit (A1aB1b, A1bB2, A2B1a) in their
glycinin protein. The roles of glycinin and β-conglycinin
subunits in influencing certain characteristics of tofu tex-
ture remain to be clarified in the future. 
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The turbidity of the gels is positively related to the
numbers of the free -SH residues, and is caused by the
basic polypeptides that are dissociated from glycinin dur-
ing heating (61). The turbidity of the gel from the glycinin
globulin containing A3B4 subunit is the smallest because of
fewer -SH groups in this subunit. The contribution of the
constituent subunits of β-conglycinin to the physical prop-
erties of β-conglycinin gels is not clear. In a mixed system,
glycinin is related to hardness and unfracturability of the
gels, while β-conglycinin largely contributes to the elastic-
ity of the gels (42). During gel formation, glycinin and β-
conglycinin interact each other through association
between basic polypeptides of glycinin and β-subunits of
β-conglycinin to form composite aggregates (62).

E. SOY PROTEINS IN TOFU MAKING

Generally, crude proteins constitute more than 50% of the
total solids of tofu on dry basis. Soy proteins are the dom-
inant components in tofu dry matter, which provide the
major network structure of tofu gel. Soy proteins form gel
by a combination of heating and the addition of a coagu-
lant, which is either an acid or divalent salt or a combina-
tion of both. Tofu is a complex food system that is very
different from the thermally induced purified protein gels.
Although both types of gels require protein denaturation,
the exact mechanisms for tofu gelation are not identical.
Tofu is made from heated soymilk that is a turbid solution
containing approximately 5% protein and 3% lipid.
Therefore, tofu is an emulsion gel system. The tofu emul-
sion is permanent since heating is not able to separate
lipids from the protein system. For tofu making, a coagu-
lant is required, while heat-induced protein gel does not
need a coagulant. Besides protein and lipid, other compo-
nents in soymilk such as phytate, isoflavones, saponins,
and lipoxygenases also may play important roles in coag-
ulation of proteins during curd formation. Because of the
complexity of the soymilk-tofu system, the mechanisms
of tofu formation are also complex, and are not fully
understood. To clearly identify the mechanisms that affect
the tofu gel properties by using real soymilk is very diffi-
cult. Some studies have been conducted to understand the
interactions between non-protein constituents (e.g. phy-
tate and lipid) and proteins on coagulative reaction in tofu
making (53,63). However, there is a lack of a comprehen-
sive approach to put all factors together in one picture to
understand the gel formation in tofu making. 

Early researchers found that isolated glycinin-rich pro-
teins produce firmer gels than β-conglycinin-rich proteins
by either heat or calcium (53,54). Recent studies have
shown that various soybean cultivars have various ratios of
11S/7S proteins that may influence the textural quality of
tofu. In our laboratory, we found that the β-conglycinin (7S)
and glycinin (11S) contents in 13 varieties are 17.2–23.1%
and 36.3–51.3% of total proteins, respectively, and the

11S/7S protein ratio varied from 1.64 to 2.51 among the
varieties (64). Furthermore, we found positive correlations
existed between tofu firmness and the 11S/7S ratios in var-
ious (13 to 16) soybean cultivars (64,65). However, con-
flicting results on the relationships between 11S/7S ratio
and tofu firmness have been reported by other researchers
(55,59,66,67). The conflicting report may be partly due to
different methods used for processing, because of a lack of
standard methods for tofu research. We have found that
processing methods affect 7S- and 11S-protein content of
tofu and their contribution to tofu hardness, yield and sen-
sory quality. Thus, processing methods have an impact on
the relationships between 11S/7S ratios and textural qual-
ity since different coagulation processes and pressing steps
are used for preparing tofu (64). 

Yagasaki et al. (68) reported that cultivars, having a
higher glycinin/β-conglycinin ratio, had a higher gel firm-
ness than that with a lower ratio. However, on a closer
examination of their report, it is apparent that firmness
does not increase above 1.3 of the 11S/7S ratio in four
cultivars (Figure 171.7). Therefore, in a complex system
such as soybeans/soymilk (which is very different from
the purified protein system), there is a limit of the firming
effect due to the increase in 11S/7S ratio. In other words,
above certain ratio, the tofu firmness does not increase. A
similar phenomenon has been observed in one of our stud-
ies (69). We added purified 11S protein to the soymilk
systems prepared from three cultivars while maintaining a
constant protein concentration in soymilk for tofu mak-
ing. The results showed that the increase in firmness was
cultivar-dependent and the increase was not substantial
(Figure 171.8). Therefore, in the soymilk system as
opposed to the purified protein system, other biochemical
constituents may play important roles in determining the
tofu yield and quality. Further research is needed to con-
tinue to elucidate the effect of individual components and
their interactions to understand the fundamental biochem-
istry of tofu making.
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IV. MOLECULAR MODELS FOR TOFU
CURD FORMATION

A. ROLE OF PROTEIN CHARGES

The gelation process of tofu has been studied in a mixed
protein system by adding glucono-δ-lacton (GDL) or cal-
cium sulfate (70). For both GDL and calcium systems,
protein mixture containing higher 11S proportion has
faster gelation. 11S-protein forms a continuous matrix
and 7S is a discontinuous filler. The roles of 11S and 7S
are interchanged with each other at a lower 11S propor-
tion. The gelation mechanism of tofu gels induced by
coagulants in an imitative 7S and 11S protein mixture has
been hypothesized (70). The negatively charged groups of
soy proteins denatured by heat are decreased by adding
cations through the action of coagulants such as GDL, cal-
cium sulfate, and magnesium chloride, then the neutral-
ized protein molecules are able to aggregate due to a
reduction in electrostatic repulsion. Finally, the gel net-
work is stabilized by the formation of hydrogen bonds and
hydrophobic interactions. 

B. ROLE OF LIPIDS IN CURD FORMATION

Soymilk and tofu contain approximately 30% lipids on a
dry basis. Lipids influence the gelation of soy proteins and
play an important role in texture and sensory quality of
the products (71,72). In raw soymilk, approximately 60%
of total lipid are associated with the protein particles,
however, only 3% of total lipid are found in the protein
particles of cooked soymilk (73). After being heated to
65°C, a part of lipids and almost all α and α’ subunits of
β-conglycinin in the particulate fraction begin to liberate
to soluble fraction. Above 90°C, almost all neutral lipids
in the protein particles of raw soymilk are liberated to a
floating fraction, but about one half of the phospholipids

remain in the particles (73,74). Coagulation of soymilk
depends on the concentration of coagulant, the pH of
soymilk, and temperature, which is an external factor and
accelerates the soymilk coagulation. In fact, the addition
of coagulant causes not only protein coagulation and gela-
tion but also the incorporation of lipids into the protein gel
(75). It has been observed that when soymilk coagulates
and forms a gel, the lipid droplets are located in the net-
works of the protein gel (53). 

C. ROLE OF PHOSPHOLIPIDS IN CURD FORMATION

The polar phospholipids are believed to play an important
role in combining the particulate proteins with neutral
lipids (73). Some significant amount of lipids exist in iso-
lated 11S and 7S proteins from hexane-defatted soy meal
(0.8% and 2.3%, respectively), more than 50% of these
lipids are phospholipids. Phospholipids bind to the
hydrophobic sites of β-conglycinin (76). Phospholipids
bind stronger to the 7S protein than to the 11S protein,
because 7S protein is more hydrophobic than 11S protein.
The removal of lipids, particularly the phospholipids,
from the surface of 7S proteins by extraction with chloro-
form:methanol solution makes 7S proteins vulnerable 
to form insoluble aggregates thus decreasing the ability to
complex with protein particles. Adding phospholipids 
to soymilk increases the formation of protein particles.
Lecithin-supplemented gels exhibit a fine network struc-
ture. Soy proteins depleting in phospholipids could be
damaging to their neutral lipid binding ability. Therefore,
soybean curd network structure could be promoted by
phospholipids that act to combine neutral lipids in the pro-
tein network.

D. HYPOTHESIZED MOLECULAR MODEL OF TOFU

CURD FORMATION

A protein particle theory with the incorporation of soy
lipids in the protein network for understanding the mecha-
nism of tofu formation has been proposed (73,74,77–80). In
raw soymilk, proteins could be separated to particle and sol-
uble fraction by centrifugation. The particle fraction is com-
posed of large (� 100 nm) and medium (100–40 nm)
particles. The soluble fraction is considered as the super-
natant proteins (� 40 nm). The large particles, in which
70% are 11S globulin, constitute 40% of the total proteins
in raw soymilk. The medium-sized particles are formed by
a combination of the supernatant proteins with each other.
Lipids are mainly present in the particle (large) fraction.
The protein particles play an essential role for tofu curd
formation with calcium chloride; the content of the particles
in soymilk determines the density of the network; the more
particles, the finer network are formed (78). Tezuka et al.
(81) reported that 11S protein-rich cultivars contain more
protein particles than the 7S protein-rich cultivars.
Therefore, the glycinin (11S) is essential for protein particle
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formation in soymilk. The cultivars having greater protein
particle contents produce firmer tofu than that with lower
protein particle contents (60).

As mentioned above in the section on lipids, lipids of
soymilk can be separated in the floating fraction by cen-
trifugation after heating. When CaCl2 is added to soymilk,
the floating fraction (lipids) decreases, which occurs
before the formation of protein aggregates. When a half of
the proteins coagulate with coagulant, almost all the lipids
in soymilk are trapped and become inseparable. The
decreases in the floating fraction (lipids) with addition of
CaCl2 are parallel to the increases of the coagulation of
particulate proteins. This indicates that lipid conjugates
with particulate and soluble proteins and become insepa-
rable by the association with particulate protein. The pro-
tein particles are essential for the incorporation of lipids
into aggregates. The lipid incorporation due to the conju-
gation of lipids and protein particles explains why lipids
incorporated are stable against oozing and separation of
the oil phase from the continuous hydrophilic phase in
further storage and cooking of tofu.

The pH decrease and calcium binding with proteins
also play important roles on the formation of tofu curd. A
decrease of pH was observed when calcium chloride com-
bined with soy proteins (53). When a coagulant such as
calcium chloride is added into soymilk, the protein parti-
cles precipitate at lower concentrations of calcium than
that of the soluble proteins, resulting in protein solubility
decreases and accompanying with a pH decrease. The pH
decrease promotes proteins aggregation by reducing the
electric repulsion, and liberates the hydrated water of pro-
teins, while calcium ions bind to proteins through the car-
boxyl groups of the glutamyl and aspartyl residues and the
imidazole groups of the histidine residues. The binding of
calcium to proteins brings the association of protein mol-
ecules and accelerates the formation of curd.

According to the studies reviewed above, the mecha-
nism of tofu curd formation could be summarized in 
following three steps. (a) In raw soymilk before heating,
the total of the large and medium-sized particles consti-
tute more than 50% of the proteins in soymilk. Most of 
the particles are large particles. Most lipids are present in
the protein particles. (b) When the soymilk is heated up 
to 90°C, the proteins denature and the lipid droplets 
are liberated to floating fraction. Approximate three quar-
ters of the large particles are degraded to supernatant pro-
teins, but the medium-sized particles increase due to the
combination of β subunit of 7S and the basic polypeptide
of 11S from the supernatant proteins that contain mainly
11S and 7S globulin. (c) The addition of coagulant (cal-
cium ion, magnesium ion or GDL) to the heated soymilk
is the key step. At low concentration of coagulants, pro-
tein particles combine with lipid droplets and the gel net-
work is first formed through the binding of calcium to
protein particles to neutralize the negatively charged pro-
tein molecules and to cause protein aggregation due to a
reduction in electrostatic repulsion. When a half of the
proteins are coagulated with coagulant, almost all the
lipids in soymilk are trapped and become inseparable by
the association with particulate proteins. Further addition
of coagulants leads to a decrease in pH. The soluble pro-
teins aggregate at a higher concentration of coagulant and
bind to the protein particles-oil droplet complex to form a
stable tofu-curd emulsion network. These reactions are
illustrated stepwise in the postulated models from left to
right (Figure 171.9).

V. ROLE OF PHYTIC ACID IN TOFU
MAKING

Phytic acid content in seeds varies widely, it comprises
1~2% of soybeans on a dry basis and accounts for about
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70%~80% of the phosphorus in seeds (82). Phytate is
structurally integrated with the protein bodies as phytin,a
mixed potassium, magnesium, and calcium salt of inositol
(83). It is reported that phytate attaches to the glycinin at
pH between 2.5 and 5.0, and the extent of binding
increases with decreasing pH; above the pI (isoelectric
point) of glycinin (pH 4.9), no binding is found (84).
Phytate has strong chelating ability with multivalent
metallic ions, especially zinc, calcium, and iron.
According to Graf (85), calcium ion can bind to phytic
acid over a wide pH range (pH 4.8 to 10.4); the degree and
tightness of binding are affected by pH, temperature, ionic
strength, and size and valence of the cation. The affinity
of phytic acid for calcium increases sharply with pH; the
higher the pH (alkaline), the higher affinity; the affinity in
pH 10.4 is a thousand-fold higher than in pH 4.8. A por-
tion of phytate in soymilk is bound to particulate and sol-
uble proteins (about 35% and 23%, respectively), the
others are present in the free form (about 42%) (78).
Therefore, when calcium is added to soymilk, it binds to
phosphate groups of phytate and binds to proteins as 
well. The role of phytic acid in the coagulation step dur-
ing tofu-making has been related to a decrease in pH after
calcium salt is added (78,81). When calcium is added,
the phytate-calcium salts form at approximately the neu-
tral pH (6.6), and hydrogen ions are liberated, which 
are bound originally with phosphate groups in phytate.
Therefore, the pH decrease upon the addition of calcium
may be mainly due to the formation of phytate-calcium
salts. The decrease in pH of soymilk from approximately
6.6 to 5.8 after adding calcium chloride allows the use 
of a lower concentration of Ca salts for coagulation. When
calcium is present, it binds simultaneously to proteins and
phytate, calcium binding to proteins can retard the
decrease of pH because of less phytate-calcium forma-
tion. Tofu curd contains both types of calcium bound to
protein or phytate.

Phytate is very important in relation to the speed of
coagulation during tofu making. It has been found that
higher content of phytic acid results in a slower coagula-
tion of soymilk during tofu making, and gives a higher
tofu yield (53). Therefore, the phytate content in soymilk
can affect the textural properties of tofu. In other words, a
decrease in phytate increases the speed of coagulation and
makes the gel harder. We have found that phytic acid con-
tents in soybeans and in soymilk are correlated positively
to tofu yield, but negatively to tofu hardness (p � 0.01)
(86). Significant positive relationships exist between soy-
bean phytate and tofu yield (r � 0.93) and between
soymilk phytate and tofu yield (r � 0.95). Negative corre-
lations between soybean phytate and tofu hardness and
brittleness are observed (r ��0.92 and �0.84, respec-
tively). Negative correlation coefficients are found
between soymilk phytate and tofu hardness and brittleness
(r ��0.94 and �0.86, respectively).

VI. ROLES OF ISOFLAVONE AND
SAPONINS IN TOFU MAKING

Isoflavones are a subclass of the more familiar flavonoids
and have an extremely limited distribution in nature.
Soybeans and soy foods are the major foods containing sig-
nificant amount of isoflavones. The main isoflavones found
in soybeans are genistein, daidzein, and glycitein, each of
which exists in four chemical forms, as an aglycone form
(genistein, daidzein, and glycitein), a β-glucoside form
(genistin, daidzin, and glycitin), a malonylglucoside form
(6”-O-malonylgenistin, 6”-O-malonyldaidzin, and 6”-O-
malonylglycitin), and an acetylglucoside form (6”-O-acetyl-
genistin, 6”-O-acetyldaidzin, and 6”-O-acetylglycitin).
Saponins are widely distributed in plants, which are glyco-
sides and composed of a sapogenin that makes up the agly-
cone moiety, and a sugar. The sapogenin is a triterpeneoid
alcohol; at least 5 sapogenins have been found in soybeans
(87). Xylose, arabinose, galactose, glucose, rhamnose, and
glucuronic acid have been found in the glucoside portion of
soy saponins. Saponins exist in two groups, A and B
(88,89,90). The group A saponins consist of 6 different
kinds of saponins (Aa, Ab, Ac, Ad, Ae, and Af), which are
acetyl-soyasaponins. The group B saponins, on the other
hand, consist of 8 kinds of saponins (Ba, Bb, Bb’, Bc, Bd,
Be, BdA, and BeA), which are not acetylated and are dif-
ferent from the group A. BdA is the major natural soybean
saponin in soybean seeds (90). Saponins are polar com-
pounds because of the associated sugars (oligosaccharides),
which are found in the soybean meal in amounts of approx-
imately 0.5% of the dry weight (91). 

Isoflavone content varies among soybean varieties,
which contain approximately 1 to 4 mg/g soybean. The
isoflavone content of soybeans is markedly affected by crop
year and growing condition (92,93). Isoflavones are quite
heat stable. Although isoflavones are not destroyed by heat
in conventional food-processing operation, heating causes a
change in the conjugation profile of the isoflavones in soy
products. Baking or frying of isolated soy protein and tex-
tured vegetable proteins does not alter total isoflavone con-
tent but increases the β-glucoside conjugates at the expense
of 6”-O-malonylglucoside (94). Wang and Murphy (92)
reported that cooking did not influence the isoflavone
retention during tofu making, but it did alter the distribution
of isoflavones by dramatically decreasing in malonylgluco-
side forms and increasing in acetylglucoside forms.
Minimal heat processing can convert substantial amounts
of malonylglucoside to the β-glucosides. Total isoflavone
content in soy products decreased most likely due to leach-
ing of isoflavones into water during processing. Wang and
Murphy (95) reported that 61%, 44%, and 53% of total
isoflavones were lost during the processing of tempeh, tofu,
and soy protein isolate, respectively.

It is known that isoflavones and saponins impart the
bitter and astringent aftertastes in the flavor of soy 
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products. Okubo et al. (96) reported that glucoside forms
of saponins and isoflavones are the major compounds that
cause objectionable aftertaste in soybeans, and saponin A
groups contribute most strongly to the undesirable taste.
The undesirable taste becomes weaker when saponins
decompose from glucoside forms to aglycone forms,
while isoflavone glucosides show a reverse tendency. The
aglycones of isoflavones have stronger objectionable
aftertastes than those of glucosides (96,97).

Saponins, glycitin, and glycitin derivatives are present
primarily in hypocotyl, and all of these substances can
give objectionable aftertaste. The previous consideration
has been to remove these compounds by processing meth-
ods. In Japan, good-taste tofu has been prepared by the
Namashibori technique by squeezing raw extract, which is
prepared from seedcoat-removed and hypocotyl-removed
soybean materials (2). In the method, the soybean is first
cracked, and seedcoat and hypocotyl are removed. The
resulting materials are soaked in water for a short period
of time and then ground to make the slurry “go” and fil-
ter. The raw soymilk is boiled and the brown foams
(which contain saponins) are scooped away. However, in
light of potential health benefits of these isoflavone and
saponin compounds (98), a different strategy may be
needed to preserve these compounds to produce soy foods
with the maximum health benefits.

There are many excellent reviews (99,100,101,102)
addressing the potential benefits and adverse effects of
consuming diets containing isoflavones from soy foods.
Four major potential benefit effects of isoflavones include
(a) heart disease prevention (103,104); (b) cancer preven-
tion, particular with respect to breast (105,106,107),
prostate (108,109), and colon (110) cancers; (c) bone
mass density increase to prevent osteoporoosis (111,112);
and (d) reducing post-menopausal syndromes in women
(99). In animal study, soybean isoflavones can reduce
experimental metastasis of melanoma cells in mice (113).
The two major concerns are potential adverse effects in
infants having a high intake of isoflavones from soy-based
formula (114,115) and possible reproductive disorders in
adults having a high isoflavone intakes (116). However,
there is no direct evidence to show the adverse effects of
isoflavones in human. Among 12 isoflavones, genistein
has been reported as the most potent inhibitor of cancer-
cell growth (117). Aglycone forms of isoflavones have
been found with faster absorption and in higher amount
than their glucosides in human gut (118,119). Genistein
has been reported having the highest antioxidant activity
than genistin, daidzin, and daidzein do (120).

VII. EFFECT OF LIPOXYGENASE ON 
TOFU MAKING 

Lipoxygenase is an iron-containing dioxygenase, which
catalyzes the oxidation of polyunsaturated fatty acids such

as linoleic acid, producing unsaturated fatty acid
hydroperoxides which are broken to produce cis-n-hexe-
nal, which is the major source of grassy-beany off-flavor
in soy food. Soybeans are the most abundant lipoxygenase
source known by researchers, which contain four lipoxy-
genase isozymes, identified as L-1, L-2, L-3a, and L-3b.
The L-3a and L-3b are so similar in behavior and compo-
sition that they are often considered a single type as L-3
(121). Lipoxygenase separates with the 7S fraction in the
ultracentrifuge with a molecular weight of about 100,000,
which contains one atom of iron per mole of protein. The
lipoxygenase L-1 is heat stable, which activity loses 50%
by heating at 69°C for 25 min (122); it has an optimum
pH at 9, and is most active on free fatty acids, but is not
activated by calcium ions. In contrast, L-2 and L-3 are less
heat stable, with activities losing 50% by heating at 69°C
for only 0.7 min or less (122), with pH optimum at 7.
Lipoxygenase L-2 and L-3 are more active on fatty acid
esters and triglycerides than on free fatty acids, and their
activities are increased by calcium ions. It has been
reported that L-3 is the most abundant one in mature soy-
beans. The L-2 is the least abundant but has the highest
specific activity, which is mainly responsible for the pro-
duction of grassy-beany flavors (123). The lipoxygenase
isozymes show differences in their product region speci-
ficity. When linoleic acid is a substrate, the L-1 prefers the
13 position as the site for hydroperoxidation, whereas the
L-2 prefers equally the position 9 and 13, and the L-3
prefers more the position 9 (65%) than the position 13
(35%) (124,125).

The lipoxygenases are rapidly activated when the sub-
strate is available and in the presence of water. Therefore,
the beany flavor is mainly developed in the step of grind-
ing because the enzyme and lipid are liberated, as well as
excess water is present. Wilkens et al. (126) found that as
the temperature of slurry increases, both the number and
the volume of volatiles decrease; when beans are ground
at 80°C or above, no volatiles are formed. Heat inactiva-
tion of lipoxygenases during grinding in the presence of
hot water and/or in the absence of air/oxygen is very crit-
ical in eliminating beany flavor from soybeans, since
beany flavor is difficult to be eliminated after it is formed.
Additional vacuum treatment of hot soymilk may reduce
beany flavor formed. However, using heat to inactivate
lipoxygenases in whole soaked beans may cause a
decrease of protein solubility, loss of protein functionality,
and loss of solid recovery. Therefore, several techniques
involving milder heat treatment of soybeans, adjusting
moisture or pH, or using aqueous alcohol to soak soy-
beans, or their combinations have been developed to make
non- or low-beany flavor soy product (4). Genetic elimi-
nation of lipoxygenases from the seeds provides a new
approach to eliminate beany flavor (127,128).
Lipoxygenase-null soybean variety has the functional
properties of normal soybean variety but with less beany
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flavor in soy foods (129). Soymilk made from lipoxyge-
nase-free soybeans has less cooked beany aroma, less
cooked beany flavor and less astringency, and is rated
darker and more yellow than that made from soybeans
with normal lipoxygenase (130).

In addition to potential deterioration of tofu flavor,
lipoxygenase has been found to affect tofu texture (7,131).
Grinding soaked soybeans in the temperature range of 2 to
50°C promotes lipoxygenase activity, which oxidizes
lipids to hydroperoxides and subsequently oxidizes the
free –SH group to disulfide bonds, and possibly cysteinic
acid or cysteic acid. The oxidation of –SH affects its avail-
ability to participate in the interchange of free –SH groups
with disulfide bonds during heating to form protein net-
works, thereby decreasing the firmness of the tofu prod-
uct. Firmer tofu products could be prepared by grinding
soybeans under an anaerobic condition. Lipoxygenases
can degrade sulfhydryl group in soymilk during grinding
even at low temperature (2°C) or in a nitrogen atmosphere
(N2) (131). Among lipoxygenases, L-2 isozyme has the
greatest SH-degrading capability.

VIII. EFFECT OF SOYBEAN STORAGE ON
TOFU MAKING

Soybeans are subject to transportation and storage after har-
vest before processing into various soy products. Soybeans
may be stored up to one year or longer after harvest in a
wide variety of environmental circumstances before they
are processed. It has been understood that both the quality
of edible soybeans and the viability of soybean seeds
decrease gradually with prolonged storage. The process of
storage-induced biological changes in soybean seeds is
generally known as aging. The mechanism of soybean
aging has not been completely understood. A commonly
acceptable hypothesis is that lipid peroxidation plays an
important role in the initial stage of seed aging process
(132,133,134). Hydroperoxides, which are highly reactive
free radical compounds generated from lipid peroxidation
of polyunsaturated fatty acids in the presence of oxygen,
can abstract hydrogen from adjacent hydrocarbon chains
resulting in not only destruction of the lipid itself, but also
damage to cell membranes and other cellular components.
In addition, hydroperoxides can break down to form sec-
ondary volatile oxidation products, which may contribute
to the off-flavor formation in soy products during storage of
soybean (135). Both enzymatic and non-enzymatic oxida-
tion may be involved in the deterioration of the aged seeds.

The magnitude of the quality deterioration of seeds
depends upon storage conditions, including time, tempera-
ture, relative humidity (RH), and microbial contamination.
Among these factors, relative humidity/water activity is the
most important. Low humidity may effectively preserve the
original bean qualities even at a high temperature (136).
The reported changes of components in soybeans induced

by storage include surface discoloration that may be caused
by enzymatic reactions such as polyphenolase on tannins
and by non-enzymatic Maillard reactions between reducing
sugars and free amines, a loss in protein extractability (137,
138), an increase in the acidity or decrease in pH (139), and
a decrease in phospholipid content (140). Phospholipids are
completely destroyed by storing beans at 14% moisture,
and 40°C for four weeks (141). Nakayama et al. (142) also
found that phospholipids were decreased during soybean
storage at 35°C. Storage of soybeans influences physico-
chemical properties of proteins including decreases in
nitrogen solubility index (NSI), decreases in extractability
of glycinin and β-conglycinin, and changes in subunit com-
position of glycinin (59,143). When soybeans are stored in
adverse conditions, soymilk quality is significantly
decreased by a darkened color and a lower solid extractabil-
ity, and the yield and quality of tofu are decreased by hav-
ing off-flavor and a coarser texture (139). The deterioration
of functional properties of soy proteins, including viscosity,
gel forming ability, and emulsion stability during storage
has been reported (144). Soybeans stored in adverse condi-
tions (84% RH and 30°C) deteriorate significantly after 2
months, in which mold appears and off flavor is generated,
tofu yield decreases significantly, and texture of tofu
becomes coarse and hard. However, soybeans in conditions
of 57% RH 20°C, cool 4°C, or in an uncontrolled ambient
temperature condition in North Dakota could retain their
soymilk and tofu qualities for up to 18 months (86).

In general, whole soybeans are more resistant to dete-
rioration during storage than soy meal or damaged beans
including split and seedcoat cracking. Usually, the amount
of broken or damaged beans tends to increase with pro-
longed storage, especially when moisture content is low
(� 13%) (144). Yield of tofu decreases significantly
beyond 30 days of storage in the condition of 85% relative
humidity and 30°C for both whole and physically dam-
aged soybeans. Furthermore, higher damage ratios cause
greater losses in tofu yield (139). The off-flavor of tofu
develops as soybean storage time increases. Since soy-
beans contain a high amount of polyunsaturated lipids,
oxidation of unsaturated lipids caused by lipoxygenases,
the secondary products of hydroperoxides caused by
lyase, and volatile materials derived from the Maillard
reactions may play important roles in off-flavor formation
of tofu during storage of soybeans in adverse conditions.
Besides flavor deterioration, the hydroperoxides as well
as their secondary products may interact with food pro-
teins or amino acids through protein-protein crosslinks,
protein scission, protein-lipid adducts, and amino acids
damage to cause deterioration (145).

Locher and Bucheli (146) stored soybeans under con-
ditions of 4°C, 45% RH and 30°C, 82% RH to assess the
degradation of soluble sugars and their relationship with
seed deterioration. They reported that substantial hydroly-
sis of stachyose, raffinose, and verbascose occurred under
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conditions of 30°C, 82% RH, and that reducing sugar con-
tent in soybeans was first reduced and later non-reducing
oligosaccharides in the soybeans were hydrolyzed. A part
of the reducing sugars formed by hydrolysis of the
oligosaccharides may participate in the non-enzymatic
glycosylation and in the Maillard reactions with the amino
residues in the soy proteins (147). Sugar content in soy-
beans and tofu has significance in color and sweetness of
the products. As mentioned in previous section, phytic
acid affects the coagulation of soymilk during tofu making
by decreasing pH after calcium salt is added. We found
that phytate in soybeans degrades gradually with storage
time in the adverse environment. However, under the mild
or cold conditions, hydrolysis of phytate also could occur,
but at a lesser degree (86). The hydrolysis of phytate in
soybeans during storage contributes not only to the
decrease of soymilk pH, but also to the loss in chelating
ability with calcium ions, and subsequently affects protein
coagulation behavior to lead to a reduction in the product
yield and changes of textural quality (Table 171.3).

The enzyme, β-glucosidases, can hydrolyze gluco-
sides of isoflavones to their aglycones (148). Storage of
soybeans may affect the activities of β-glucosidases in the
conversion of glucosides of isoflavones to more bitter
aglycones. In raw soybeans, malonylgenistin is the major
isoflavone form, representing 48% of overall total
isoflavones, followed by malonyldaidzin, malonylglyc-
itin, and genistin, respectively (149). The three malonyl-
glucosides compose of 87% of overall total isoflavones.
As the storage time is prolonged in adverse conditions
such as 84% relative humidity and 30°C, the contents of
malonylglucosides are significantly decreased to less than

1% of the overall total isoflavones after 9 months. In con-
trast, the content of aglycones shows a significant increase
along with storage time. In the beginning, aglycones com-
pose only 1% of the overall total isoflavones, whereas
they compose 80% in 5 months, then up to 97% of the
overall total isoflavones after 9 months of storage under
adverse conditions (Table 171.4). Tofu made from soy-
beans stored under high humidity and high temperature
conditions would have stronger aftertaste than that made
from soybeans stored under mild conditions, because the
former contains more aglycone isoflavones (genistein and
daidzein), which have much stronger aftertaste than the
corresponding glucoside isoflavones (genistin and
daidzin). Soybeans for tofu making could be kept in cold
or mild conditions (57% RH, 20°C) for a long period of
time (up to 18 months) without increasing the aftertaste
because of only very little conversion occurred from mal-
onylglucosides to aglycones (Table 171.5). 

IX. EVALUATION OF SOYBEAN
CULTIVARS FOR TOFU MAKING

It is well known that good tofu can only be prepared from
good soybeans. Cultivar, location (environment of growth)
and handling practice at harvest, and storage practices
post-harvest can affect soybean chemical compositions,
which affect curd formation and sensory properties of tofu.
The differences in tofu properties may be truly from the
soybeans themselves, but there is a possibility due to dif-
ferences in preparation methods. Soybean cultivar is one
of the factors in influencing the quality of tofu. Soybean
cultivar, soybean quality, cultivation environment, and

TABLE 171.3
Phytate Content of Soybean and Tofu Yield and Textural Properties Made
from Soybeans Stored in 84% RH, 30°°C 

Storage
Soybean Tofu

Month Phytate*, % Yield**, g/100 g Hardness, g Fracturability, g

0 1.332 � 0.030 512 � 5 2090 � 42 1020 � 57

1 1.199 � 0.013 503 � 3 2182 � 12 1033 � 81
2 1.178 � 0.074 481 � 3 2465 � 21 923 � 25
3 1.163 � 0.033 435 � 25 2704 � 107 873 � 11
4 1.101 � 0.063 382 � 12 3080 � 113 920 � 57
5 1.056 � 0.017 372 � 35 3287 � 39 945 � 14
6 1.054 � 0.034 232 � 28 � 5000 � 5000 
7 0.993 � 0.011 71 � 1 � 5000 � 5000 
8 0.932 � 0.083 NA# NA# NA#

9 0.873 � 0.011 NA# NA# NA#

* Data are expressed as percentage of means � sd of three replicated on a dry weight basis.

** Data of yield are means of two replicates on a wet weight basis (5.4% moisture).

# Tofu did not form.

Source: Data are adapted from Hou and Chang (86).
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processing conditions all affect the resulting tofu. Over the
years, substantial interest has been placed on the under-
standing of the quality of various soybean cultivars for
tofu making. This has a practical importance in soybean
trading since a good quality identity-preserved soybean
cultivar would commend a premium. Several researchers
have reported the differences in the quality of various soy-
bean cultivars for making tofu. Soybean cultivars with
higher protein content have generally lower oil and total
sugar content. The chemical composition of soybeans is
closely related to that in soymilk and tofu (150–152). The
higher protein content in soybeans, the higher protein con-
tents in soymilk or in packed tofu. Soybean cultivars vary

in chemical composition resulting in significant differ-
ences in textural properties of tofu, and the cultivars with
higher protein contents may not produce tofu with harder
texture, because protein content alone is not adequate to
explain the observed to hardness. Therefore, a thorough
understanding of the protein structures in various cultivars
is important to relate to tofu quality. The structures of soy
proteins may be affected by cultivar as well as storage of
soybeans.

In marketing soybeans for foods, the buyers and
processors are interested in knowing the suitability of 
soybeans for making tofu because soybean quality will
affect the processing procedures, tofu yield, consumer

TABLE 171.4
Isoflavone Content of Soybeans Stored in 84%RH 30°C for up to 9 Months (µµg/g dry weight)1

Glucosides Malonylglucosides Acetylglucosides Aglycones Total Individuals3 Overall

Month Din2 Gin Gly Din Gin Gly Din Gin Gly Dein Gein Glein Dein Gein Glein Total4

0 142d 180d 121c 1248a 1837a 251a 17 3 13 12i 7f 1g 734d 1072d 218abc 2024f

1 254b 368b 143b 1089b 1758b 199b 0 12 2 33h 27f 4g 734d 1174c 201d 2109e

2 376a 481a 172a 949c 1489c 194b 2 4 0 100g 114e 11f 807c 1187bc 223ab 2217c

3 232c 315c 142b 531d 884d 123c 0 1 0 430f 558d 71e 838b 1213ab 227ab 2278b

4 113e 145e 85d 296e 571e 70d 0 0 0 594e 794c 133d 812b 1181bc 224abc 2216c

5 30f 45f 57e 99f 274f 26e 0 0 0 784c 1045b 174c 852a 1215a 224abc 2292a

6 15gh 16h 49e 31h 106h 9fg 0 0 0 820b 1107a 176c 845a 1172ab 212bc 2230bc

7 21g 32g 60e 65g 173g 14f 0 0 0 761d 1040b 178c 806b 1149bc 224ab 2179cd

8 12gh 14h 51e 29h 94h 8fg 0 0 0 827b 1081ab 196a 849a 1138bc 233a 2220c

9 8h 0i 34f 4h 17I 0g 0 0 0 854a 1106a 188b 861a 1115bc 210c 2186cd

1 Values are the mean of two replicates and in the same column with different superscripts are statistically different at p ≤ 0.05.

2 Din = daidzin; Gin = genistin; Gly = glycitin; Dein = daidzein; Gein = genistein; Glein = glycitein.

3 Total individuals = moles of isoflavone � molecular weight of aglycone form isoflavone.

4 Overall total = sum of total individuals of aglycones.

Source: Data from Hou and Chang (149).

TABLE 171.5
Isoflavone Content of Soybeans Stored in 57%RH 20°C for up to 18 Months (µµg/g dry weight) 1

Glucosides Malonylglucosides Acetylglucosides Aglycones Total Individuals3 Overall

Month Din2 Gin Gly Din Gin Gly Din Gin Gly Dein Gein Glein Dein Gein Glein Total4

0 142f 180f 121d 1248b 1837b 251ab 17 3e 13 12d 7c 1 734c 1072d 218b 2024d

3 181e 233e 150b 1398a 1987a 262a 9 10d 9 16c 13b 2 833ab 1193b 241a 2267ab

6 239d 292d 137c 1256b 1830b 223cd 9 17c 8 19c 16b 0 800b 1155c 210b 2165c

9 297c 397c 151b 1206b 1832b 237bc 10 21b 8 23b 14b 0 816ab 1221b 227b 2264ab

12 328b 478b 161b 1123c 1717c 220d 10 24b 10 24b 13b 0 793b 1214b 225b 2231bc

18 477a 652a 180a 1015d 1538d 190e 6 38a 7 41a 33a 4 845a 1258a 223b 2326a

1 Values are the mean of two replicates and in the same column with different superscripts are statistically different at p ≤ 0.05.

2 Din = daidzin; Gin = genistin; Gly = glycitin; Dein = daidzein; Gein = genistein; Glein = glycitein.

3 Total = moles of isoflavone � molecular weight of aglycone form isoflavone.

4 Overall total = sum of total individuals of aglycones.

Source: Data from Hou and Chang (149).
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acceptability, sale and profit of the tofu products. The
desire for good quality of soybeans by the processing
industries have led the soybean breeders to breed specialty
soybeans for tofu uses. Tofu makers prefer large size,
round shape, yellow soybeans with clear hilum, high pro-
tein, high sugar, and high nitrogen solubility for tofu mak-
ing (153). These physical and chemical characteristics are
associated with variety. However, color of hilum is not
related to color of tofu. Tofu with white and less reddish
color is preferred in Japan. Even though large-size soy-
beans are preferred in the market, size of soybeans does

not affect tofu yield and quality (151,154–156). Some
small size beans could also make good tofu. Uniformity is
important. Soybeans fail to be hydrated will adversely
affect the yield of tofu. 

There is no standard method to evaluate soybean qual-
ity for making tofu. It is important that an evaluation
method has the ability to detect the differences of soy-
beans with different quality characteristics, and such a
method could produce a similar trend of results in a large-
scale tofu manufacture process. Since manufacturing
processes of tofu vary from manufacturer to manufacturer,
one evaluation method can not be applied to all manufac-
turers. However, for a simple purpose of comparison
among different varieties for tofu making one method
developed for a specific tofu product may be appropriate.
Most methodologies reported for tofu making are small-
scale methods and have not been described in detail.
Except the method reported by our lab (154) all other
reported studies have not compared the reported small-
scale method with a large-scale method. 
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Food soybeans (139 g)

Washing and soaking for 9 hr

Ground with 625 ml water

Separating residues and wash residues with more
water to adjust water-bean ratio to 8:1

Heating to boiling and maintain for 5−8 min

Cooling soymilk to 87°C

Adding coagulant (calcium sulfate, 2% of bean wt.)

Stirring for 10−14 sec at 150 rpm and pouring into mold

Standing for 10 min to form bean curd

Pressing sequentially to expel whey

Tofu product

FIGURE 171.10 Procedures of tofu making for a small-scale
method.

FIGURE 171.11 The tofu mold used by the small-scale
method. Right: top piece for pressing.

FIGURE 171.12 The tofu mold used by the production-scale
machine equipped in North Dakota State University.
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Small-scale (139 g bean per experiment) and large-
scale (6500 g bean per experiment) processing methods
were developed and applied for making soymilk and soft
tofu from 13 soybean varieties (154). A diagram for mak-
ing soft-tofu with small scale is shown in Figure 171.10.
The tofu molds for small and large scale are shown in
Figure 171.11 and Figure 171.12, respectively. The auto-
matic production-scale soymilk and tofu machine in our
laboratory is shown in Figure 171.13. The results revealed
that the small bench and the large-scale method correlated
significantly (p � 0.05) in tofu yield, color, texture, and
chemical composition (moisture, protein, lipid, ash, cal-
cium and magnesium) (Table 171.6). Since tofu quality

made by the small-bench scale was well correlated to the
production method, the bench scale method may be used
for determining the quality of soybeans for making tofu.
Our research indicated that the quality and yield of tofu
were significantly affected by soybean cultivars and pro-
cessing methods (Table 171.7). Although a production-
scale method has been suggested by Murphy et al. (59) for
determining the soybean quality for suitability of com-
mercial processing, the bench scale method developed in
our laboratory is appropriate for evaluating soybean qual-
ity using a small quantity, since tofu quality made by the
small-bench scale is well correlated to a production
method.
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FIGURE 171.13 The automatic production-scale machine
(made by Ta-Ti-Hsing Machinery Co., Taoyuan, Taiwan) for
soymilk and tofu production equipped in North Dakota State
University.

TABLE 171.6
Correlation Coefficient of Soymilk and Tofu Physico-
Chemical Properties between Small Bench-Scale
Method and Large-Scale Methods

Physicochemical Property Correlation Coefficient (r)a

Soymilk
Protein 0.94***
Lipid 0.71**
Ash 0.93***

Tofu
Yield 0.82***
Moisture content 0.78**
Protein 0.80***
Lipid 0.65*
Ash 0.96***
Calcium 0.72**
Hardness 0.54*
Elasticity 0.60*

a Significant levels: *p � 0.05, **p � 0.01, and ***p � 0.001.

Source: Data adapted from Cai et al. (154).

TABLE 171.7
Effect of Processing Method and Soybean Variety on
Tofu Yield and Tofu Hardnessa

Yield (g/100g raw bean) Hardness (g)

Variety Bench Production Bench Production

Proto 551.5a* 434.8ab 1460e 3058a

T5 521.9ab* 438.1a 2122bcde 3023a

Corsoy-79 229.3f* 341.5g 3766a 3035a

Vinton 522.7ab* 402.1cd 2006bcde 2807ab

Kato 480.9bc 430.3ab 1587de 2638abc

Hardin 469.8c 411.8cd 1742cde 2307cd

Sturdy 404.1d 358.1fg 1937bcde 2592abc

SBB100ND 471.3c* 424.3abc 1707cde 2431bcd

SBB100SD 387.8de 373.2ef 2547bc 3105a

Stine 2220 411.3d* 335.3g 2227bcde 3045a

Stine 1590 351.4e 346.8g 2350bcd 2763abc

Stine 0380 395.9d 359.7fg 2683b 3082a

Stine 1570 499.0bc* 393.6de 1602de 2057d

a Data are means of two replicates (one determination per replicate except
that hardness on production scale had four determinations per replicate).
Yield is based on the wet weight basis. Means within the same column
followed by different letters are significantly different (p � 0.05).
* Means are significantly different (p � 0.05) from the production
counterparts.
Source: Data are adapted from Cai et al. (154).
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I. INTRODUCTION

The production of alcoholic beverages is as old as history.
Wine may have an archeological record going back more
than 7.5 thousand years, with the early suspected wine
residues dating from early to mid-fifth millennium B.C.
(1). Clear evidence of intentional winemaking first
appears in the representations of wine presses that date
back to the reign of Udimu in Egypt, some 5000 years
ago. The direct fermentation of fruit juices, such as that of
grape, had doubtlessly taken place for many thousands of

years before early thinking man developed beer brewing
and, probably coincidentally, bread baking (2). The oldest
historical evidence of formal brewing dates back to about
6000 B.C. in ancient Babylonia: a piece of pottery found
there shows workers either stirring or skimming a brewing
vat.

Nowadays, alcoholic beverage production represents
a significant contribution to the economies of many coun-
tries. The most important beverages today are beer, wine,
distilled spirits, cider, sake and liqueurs (3). In Belgium
(“the beer paradise”), beer is the most important alcoholic



beverage, although the beer consumption declined the last
40 years: from 11,096,717 hl in 1965 to 10,059,513 hl in
2001 (4). In this time frame, wine consumption doubled
from 1,059,964 hl to 2,215,579. Another trend is the spec-
tacular increase in waters and soft drinks consumption
(from 5,215,056 hl to 24,628,781 hl). 

In this chapter, the biochemistry and fermentation of
beer is reviewed. Firstly, the carbohydrate metabolism
in brewer’s yeast is discussed. The maltose metabolism
is of major importance in beer brewing since this sugar is
in a high concentration present in wort. For the production
of a high quality beer, a well-controlled fermentation
needs to be performed. During this fermentation, major
flavor-active compounds are produced (and some of them
are again degraded) by the yeast cells. The metabolism
of the most important fermentation by-products during
main and secondary fermentation is discussed in detail.
The latest trend in beer fermentation technology is the
process intensification using immobilized cell technology.
This new technology is explained and some illustrative
applications – on small and large scale – are discussed.

II. THE BEER BREWING PROCESS

The principal raw materials used to brew beer are water,
malted barley, hops and yeast. The brewing process
involves extracting and breaking down the carbohydrate
from the malted barley to make a sugar solution (called
“wort”) which also contains essential nutrients for yeast
growth, and using this as a source of nutrients for “anaer-
obic” yeast growth. During yeast fermentation, simple
sugars are consumed, releasing energy and producing
ethanol and other flavoring metabolic by-products. The
major biological changes, which occur in the brewing
process, are catalyzed by naturally produced enzymes
from barley (during malting) and yeast. The rest of the
brewing process largely involves heat exchange, separa-
tion, and clarification which only produces minor changes
in chemical composition when compared to the enzyme
catalyzed reactions. Barley is able to produce all the
enzymes which are needed to degrade starch, β-glucan,
pentosans, lipids and proteins which are the major com-
pounds of interest to the brewer. An overview of the brew-
ing process is shown in Figure 172.1, where also the input
and output flows are indicated. Table 172.1 gives a more
detailed explanation of each step in the process.

III. CARBOHYDRATE METABOLISM –
ETHANOL PRODUCTION

A. CARBOHYDRATE UPTAKE

Carbohydrates in wort make up 90–92% of wort solids.
Wort from barley malt contains the fermentable sugars

sucrose, fructose, glucose, maltose and maltotriose
together with some dextrin material (Table 172. 2). The
fermentable sugars typically make up 70–80% of the total
carbohydrate (6). The three major fermentable sugars are
glucose, and the α-glucosides maltose and maltotriose.
Maltose is by far the most abundant of these sugars, typi-
cally accounting for 50 to 70% of the total fermentable
sugars in an all-malt wort. Sucrose and fructose are pres-
ent in a low concentration. The unfermentable dextrins
play little part in brewing. Wort fermentability may be
reduced or increased by using solid or liquid adjuncts.

Brewing strains consume the wort sugars in a specific
sequence: glucose is consumed firstly, followed by fruc-
tose, maltose and finally maltotriose. The uptake and con-
sumption of maltose and maltotriose is repressed or
inactivated at elevated glucose concentrations. Only when
60% of the wort glucose has been taken up by the yeast
will the uptake and consumption of maltose start.
Maltotriose uptake is inhibited by high glucose and malt-
ose concentrations. When high amounts of carbohydrate
adjuncts (e.g. glucose) or high-gravity wort are employed,
the glucose repression is even more pronounced, resulting
in fermentation delays (7).

The efficiency of brewer’s yeast strains to effect alco-
holic fermentation is dependent upon their ability to utilize
the sugars present in wort. This ability very largely deter-
mines the fermentation rate as well as the final quality of
the beer produced. In order to optimize the fermentation
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efficiency of the primary fermentation, a detailed knowl-
edge of the sugar consumption kinetics which is linked to
the yeast growth kinetics, is required (8).

1. Maltose and Maltotriose Metabolism

The yeast S. cerevisiae transports the monosaccharides
across the cell membrane by the hexose transporters.
There are 19, or possibly 20, genes encoding hexose
transporters (9). The disaccharide maltose and the trisac-
charide maltotriose are transported by specific trans-
porters into the cytoplasm, where these molecules are
hydrolyzed by the same �-glucosidase yielding two or
three molecules of glucose, respectively (10,11). 

Maltose utilization in yeast is conferred by any one of
five MAL loci: MAL1 to MAL4 and MAL6 (9,12). Each
locus consists of three genes: gene 1 encodes a maltose
transporter (permease), gene 2 encodes a maltase (�-glu-
cosidase) and gene 3 encodes a transcriptional activator of
the other two genes. Thus, for example, the maltose trans-
porter gene at the MAL1 locus is designated MAL61. The
three genes of a MAL locus are all required to allow fer-
mentation. Some authors persist in using gene designations
such as for the MAL1 locus: MAL1T (transporter = perme-
ase), MAL1R (regulator) and MAL1S (maltase). The five
MAL loci each map to a different chromosome. The MAL
loci exhibit a very high degree of homology and are telom-
ere linked, suggesting that they evolved by translocation
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TABLE 172.1
Overview of the Brewing Processing Steps: from Barley to Beer

Temperature
Process Action Objectives Time (°C)

Malting
Steeping Moistening and aeration Preparation for the 48 h 12–22

of barley germination process
Germination Barley germination Enzyme production, chemical 3–5 d 22

structure modification
Kilning Kilning of the green malt Ending of germination and modification, 24–48 h 22–110

production of flavoring and 
coloring substances

Milling Grain crushing without Enzyme release and increase 1–2 h 22
disintegrating the husks of surface area

Mashing + wort Addition of warm/hot water Stimulation of enzyme action, extraction 1–2 h 30–72
separation and dissolution of compounds, wort filtration,

to obtain the desired fermentable 
extract as quick as possible

Wort boiling Boiling of wort and hops Extraction and isomerization of hop components, 0.5–1.5 h > 98
hot break formation, wort sterilization,
enzyme inactivation, formation of reducing,
aromatic and coloring compounds, removal 
of undesired volatile aroma compounds,
wort acidification, evaporation of water

Wort clarification Sedimentation or centrifugation Removal of spent hops, clarification  < 1 h 100–80
(whirlpool, centrifuge, settling tank)

Wort cooling Use of heat exchanger, Preparing the wort for yeast growth < 1 h 12–18
and aeration injection of air bubbles

Fermentation Adding yeast, controlling the specific Production of green beer, to obtain yeast for 2–7 d 12–22 (ale)
gravity, removal of yeast subsequent fermentations, carbon 4–15 (lager)

dioxide recovery
Maturation and Beer storage in oxygen free  Beer maturation, adjustment of the taste, 7–21 h �1–0

conditioning tank, beer cooling, adding adjustment of CO2 content, sedimentation 
processing aids of yeast and cold trub, beer stabilization

Beer clarification Centrifugation, filtration Removal of yeast and cold trub 1–2 h �1–0
Biological Pasteurization of sterile filtration Killing or removing of micro-organisms 1–2 h 62–72 (past.)

stabilization �1–0 (filtr.)
Packaging Filling of bottles, cans, casks  Production of packaged beer 0.5–1.5 h �1–room 

and kegs; pasteurization of small according to specifications temp.
volumes in packings



from telomeric regions of different chromosomes (13).
Since a fully functional or partial allele of the MAL1 locus
is found in all strains of S. cerevisiae, this locus is proposed
as the progenitor of the other MAL loci (14). Gene dosage
studies performed with laboratory strains of yeast have
shown that the transport of maltose in the cell may be the
rate-limiting step in the utilization of this sugar (15).
Constitutive expression of the maltose transporter gene
(MALT) with high-copy-number plasmids in a lager strain
of yeast has been found to accelerate the fermentation of
maltose during high-gravity (24°P) brewing (16). The con-
stitutive expression of MALS and MALR had no effect on
maltose fermentability.

The control over MAL gene expression is exerted at
three levels. The presence of maltose induces, whereas
glucose represses, the transcription of MALS and MALT
genes (17–19). The constitutively expressed regulatory
protein (MALR) binds near the MALS and MALT promo-
tors and mediates the induction of MALS and MALT tran-
scription (20–22). Experiments with MALR-disrupted
strains led to the conclusion that MalRp is involved in glu-
cose repression (23,24). Relatively little attention has
been paid to posttranscriptional control, i.e., the control of
translational efficiency, or mRNA turnover, as mecha-
nisms complementing glucose repression (25). The addi-
tion of glucose to induced cells has been reported to cause
a 70% increase in the lability of a mRNA population con-
taining a fragment of MALS (17). The third level of con-
trol is posttranslational modification. In the presence of
glucose, maltose permease is either reversibly converted
to a conformational variant with decreased affinity
(26,27) or irreversibly proteolytically degraded depending

on the physiological conditions (28,29). The latter 
phenomenon is called catabolite inactivation. Glucose
repression is accomplished by the Mig1p repressor pro-
tein, which is encoded by the MIG1 gene (30). It has been
shown that Mig1p represses the transcription of all three
MAL genes by binding upstream of them (31). The MIG1
gene has been disrupted in a haploid laboratory strain and
in an industrial polyploid strain of S. cerevisiae (32). In
the MIG1-disrupted haploid strain, glucose repression
was partly alleviated; i.e., maltose metabolism was initi-
ated at higher glucose concentrations than in the corre-
sponding wild-type strain. In contrast, the polyploid
∆mig1 strain exhibited an even more stringent glucose
control of maltose metabolism than the corresponding
wild-type strain, which could be explained by a more rigid
catabolite inactivation of maltose permease, affecting the
uptake of maltose.

Recently, the gene AGT1, which codes for a α-gluco-
side transporter has been characterised (33). AGT1 is found
in many S. cerevisiae laboratory strains and maps to a natu-
rally occurring, partially functional allele of the MAL1
locus. Agt1p is a highly hydrophobic, postulated integral
membrane protein. It is 57% identical to Mal61p (the malt-
ose permease encoded at MAL6) and is also a member of the
12-transmembrane domain superfamily of sugar trans-
porters (34). Like Mal61p, Agt1p is a high-affinity, malt-
ose/proton symporter, but Mal61p is capable of transporting
only maltose and turanose, while Agt1p transports these two
α-glucosides as well as several others including isomaltose,
α-methylglucoside, maltotriose, palatinose, trehalose and
melezitose. AGT1 expression is maltose inducible and
induction is mediated by the Mal-activator. 

Brewing strains of yeast are polyploid, aneuploid, or,
in the case of lager strains, alloploid. Recently, Jespersen
and co-workers (35) examined 30 brewing strains of yeast
(5 ale strains and 25 lager strains) with the aim of exam-
ining the alleles of maltose and maltotriose transporter
genes contained by them. All the strains of brewer’s yeast
examined, except two, were found to contain MAL11 and
MAL31 sequences, and only one of these strains lacked
MAL41. MAL21 was not present in the five ale strains and
12 of the lager strains. MAL61 was not found in any of the
yeast chromosomes other than those known to carry MAL
loci. Sequences corresponding to the AGT1 gene (trans-
port of maltose and maltotriose) were detected in all but
one of the yeast strains. 

Wort maltotriose has the lowest priority for uptake by
brewer’s yeast cells and incomplete maltotriose uptake
results in yeast fermentable extract in beer, material loss,
greater potential for microbiological stability and sometimes
atypical beer flavor profiles (7). Maltotriose uptake from
wort is always slower with ale strains than with lager strains
under similar fermentation conditions. However, the initial
transport rates are similar to those of maltose 
in a number of ale and lager strains. Elevated osmotic 
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TABLE 172.2
Carbohydrate Composition of Worts (Adapted from (5))

Origin Danish Canadian British
Type of Wort Lager Lager Pale Ale
Original Gravity 1043.0 1054.0 1040.0

Fructose (g/l) 2.1 1.5 3.3
(%)a 2.7 1.6 4.8

Glucose (g/l) 9.1 10.3 10.0
(%)a 11.6 10.9 14.5

Sucrose (g/l) 2.3 4.2 5.3
(%)a 2.9 4.5 7.7

Maltose (g/l) 52.4 60.4 38.9
(%)a 66.6 64.2 56.5

Maltotriose (g/l) 12.8 17.7 11.4
(%)a 16.3 18.8 16.5

Total ferm. sugars (g/l) 78.7 94.1 68.9
Maltotetraose (g/l) 2.6 7.2 2.0
Higher sugars (g/l) 21.3 26.8 25.2
Total dextrins (g/l) 23.9 34.0 25.2
Total sugars (g/l) 102.6 128.1 94.1

a percent of the total fermentable sugars.



pressure inhibits the transport and uptake of glucose, malt-
ose and maltotriose with maltose and maltotriose being
more sensitive to osmotic pressure than glucose in both
lager and ale strains. Ethanol (5% w/v) stimulated the trans-
port of maltose and maltotriose, due in all probability to an
ethanol-induced change in the plasma membrane configura-
tion, but had no effect on glucose transport. Higher ethanol
concentrations inhibited the transport of all three sugars.

B. WORT FERMENTATION

Before the fermentation process starts, wort is aerated.
This is a necessary step since oxygen is required for the
synthesis of sterols and unsaturated fatty acids, which are
incorporated in the yeast cell membrane (36). It has been
shown that ergosterol and unsaturated fatty acids increase
both in concentration as long as oxygen is present in the
wort (e.g. (37)). A maximum concentration is obtained in
5–6 hours after pitching, but the formation rate is depend-
ent upon pitching rate and temperature. Unsaturated fatty
acids can also be taken up from the wort, but all malt wort
does not contain sufficient unsaturated lipids to support a
normal growth rate of yeast. Adding lipids to wort, espe-
cially unsaturated fatty acids, might be an interesting
alternative (38,39). The oxygen required for lipid biosyn-
thesis, can also be introduced by oxygenation of the sep-
arated yeast cells.

Different devices are used to aerate the cold wort:
ceramic or sintered metal candles, aeration plants employ-
ing venturi pipes, two component jets, static mixers, or
centrifugal mixers (40). The principle of these devices is
that very small air (oxygen) bubbles are produced and
quickly dissolve during turbulent mixing.

As a result of this aeration step, carbohydrates are
degraded aerobically during the first few hours of the “fer-
mentation” process. The aerobic carbohydrate catabolism
takes typically 12 h for a lager fermentation. 

During the first hours of the fermentation process,
oxidative degradation of carbohydrates occurs through the
glycolysis and Krebs (TCA) cycle. The energy efficiency
of glucose oxidation is derived from the large number of
NADH2

+ produced for each mole of glucose oxidized to
CO2. The actual wort fermentation gives alcohol and car-
bon dioxide via the Embden-Meyerhof-Parnas (glycolytic)
pathway. The reductive pathway from pyruvate to ethanol
is important since it regenerates NAD+. Energy is obtained
solely from ATP-producing steps of the Embden-
Meyerhof-Parnas pathway. During fermentation, the activ-
ity of the TCA cycle is greatly reduced, although it still
serves as a source of intermediates for biosynthesis (41).

Lagunas (42) observed that during aerobic growth of
S. cerevisiae, respiration accounts for less than 10% of
glucose catabolism, the remainder being fermented.
Increasing sugar concentrations resulting in a decreased
oxidative metabolism is known as the Crabtree effect.

This was traditionally explained as an inhibition of the
oxidative system by high concentrations of glucose.
Nowadays, it is generally accepted that the formation of
ethanol at aerobic conditions is a consequence of a bottle-
neck in the oxidation of pyruvate, e.g. in the respiratory
system (43–47).

A reduction of ethanol production can be achieved by
metabolic engineering of the carbon flux in yeast result-
ing in an increased formation of other fermentation prod-
uct. A shift of the carbon flux towards glycerol at the
expense of ethanol formation in yeast was achieved by
simply increasing the level of glycerol-3-phosphate dehy-
drogenase (48–51). The GDP1 gene, which encodes glyc-
erol-3-phosphate dehydrogenase, has been overexpressed
in an industrial lager brewing yeast to reduce the ethanol
content in beer (52). The amount of glycerol produced by
the GDP1-overexpressing yeast in fermentation experi-
ments – simulating brewing conditions – was increased
5.6 times and ethanol was decreased by 18% compared to
the wild-type strain. Overexpression did not affect the
consumption of wort sugars and only minor changes in
the concentration of higher alcohols, esters and fatty acids
could be observed. However, the concentrations of several
other by-products, particularly acetoin, diacetyl and
acetaldehyde, were considerably increased. 

IV. METABOLISM OF BIOFLAVORING 
BY-PRODUCTS

Yeast is an important contributor to flavor development in
fermented beverages. The compounds which are produced
during fermentation, are many and varied, depending on
both the raw materials and the microorganisms used. The
interrelation between yeast metabolism and the production
of bioflavoring by-products is illustrated in Figure 172.2.

A. BIOSYNTHESIS OF HIGHER ALCOHOLS

During beer fermentation, higher alcohols (also called
“fusel alcohols”) are produced by yeast cells as by-prod-
ucts and represent the major fraction of the volatile com-
pounds. More than 35 higher alcohols in beer have been
described. Table 172.3 gives the most important com-
pounds which can be classified into aliphatic (n-propanol,
isobutanol, 2-methylbutanol (or active amyl alcohol), and
3-methylbutanol (or isoamyl alcohol)) and aromatic 
(2-phenylethanol, tyrosol, tryptophol) higher alcohols.
Aliphatic higher alcohols contribute to the “alcoholic” or
“solvent” aroma of beer, and produce a warm mouthfeel.
The aromatic alcohol 2-phenylethanol has a sweet aroma
and has a positive contribution to the beer aroma, whereas
the aroma of tyrosol and tryptophol are undesirable.

Higher alcohols are synthesized by yeast during fermen-
tation via the catabolic (Ehrlich) and anabolic pathway
(amino acid metabolism) (62–64). In the catabolic pathway,
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the yeast uses the amino acids of the wort to produce the cor-
responding α-keto acid via a transamination reaction. The
excess oxoacids are subsequently decarboxylated into alde-
hydes and further reduced (alcohol dehydrogenase) to higher
alcohols. This last reduction step also regenerates NAD�. 

Dickinson and co-workers looked at the genes and
enzymes, which are used by S. cerevisiae in the catabolism
of leucine to isoamyl alcohol (65), valine to isobutanol (66),
and isoleucine to active amyl alcohol (67). In all cases, the
general sequence of biochemical reactions is similar, but
the details for the formation of the individual alcohols are
surprisingly different. The branched-chain amino acids are
first deaminated to the corresponding α-ketoacids
(α-ketoisocapric acid from leucine, α-ketoisovaleric acid
from valine and α-keto-β-methylvaleric acid from leucine).
There are significant differences in the way each α-ketoacid
is subsequently decarboxylated. Recently, the catabolism of
phenylalanine to 2-phenylethanol and of tryptophan were
also studied (68). Phenylalanine and tryptophan are first
deaminated to 3-phenylpyruvate and 3-indolepyruvate,
respectively, and then decarboxylated. These studies
revealed that all amino acid catabolic pathways studied to
date use a subtle different spectrum of decarboxylases from

the five-membered family that comprises Pdc1p, Pdc5p,
Pdc6p, Ydl080cp and Ydr380wp. Using strains containing
all possible combinations of mutations affecting the seven
AAD genes (putative aryl alcohol dehydrogenases), five
ADH and SFA1 (other alcohol dehydrogenase genes),
showed that the final step of amino acid catabolism can be
accomplished by any one of the ethanol dehydrogenases
(Ahd1p, Ahd2p, Ahd3p, Ahd4p, Ahd5p) or Sfa1p
(formaldehyde dehydrogenase).

In the anabolic pathway, the higher alcohols are syn-
thesized from α-keto acids during the synthesis of amino
acids from the carbohydrate source. The pathway choice
depends on the individual higher alcohol and on the level
of available amino acids available. The importance of the
anabolic pathway decreases as the number of carbon atoms
in the alcohol increases (63) and increases in the later stage
of fermentation as wort amino acids are depleted (69).
Yeast strain, fermentation conditions and wort composi-
tion all have significant effects on the combination and lev-
els of higher alcohols which are formed (69).

Conditions which promote yeast cell growth – such 
as high levels of nutrients (amino acids, oxygen, lipids,
zinc, … ), increased temperature and agitation – stimulate
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FIGURE 172.2 Interrelationships between yeast metabolism and the production of flavor active compounds (53).

TABLE 172.3
Major Higher Alcohols in Beer (54)

Concentration Range (mg/l) Concentration Range (mg/l)
Compound Flavor Threshold (mg/l) Aroma or Tasteb Bottom Fermentation Top Fermentation

n-Propanol 600c, 800b Alcohol 7–19 (12)*f 20–45i

Isobutanol 100c, 80–100g, 200b Alcohol 4–20 (12)f 10–24i

2-Methylbutanol 50c, 50–60g, 70b Alcohol 9–25 (15)a 80–140i

3-Methylbutanol 50c, 50–60g, 65b Fusely, pungent 25–75 (46)a 80–140i

2-Phenylethanol 5a, 40c, 45–50g, 75d, 125b Roses, sweetish 11–51 (28)f, 4–22g, 16–42h 35–50g, 8–25a, 18–45i

Tyrosol 10a, 10–20e, 20c, 100d,g, 200b Bitter chemical 6–9a, 6–15a 8–12g, 7–22g

Tryptophol 10a, 10–20e, 200d Almonds, solvent 0.5–14a 2–12g

* Mean value.

a (55); b (56); c (57); d (58); e (59); f Values in 48 European lagers, Dufour (unpublished data); g (60); h (61); i Derdelinckx (unpublished data).



the production of higher alcohols. The synthesis of aro-
matic alcohols is especially sensitive to temperature
changes. On the other hand, conditions which restrict
yeast growth – such as lower temperature and higher pres-
sure – reduce the extent of higher alcohol production.

B. BIOSYNTHESIS OF ESTERS

Esters are very important flavor compounds in beer. They
have an effect on the fruity/flowery aromas. Table 172.4
shows the most important esters with their threshold val-
ues which are considerably lower than those for higher
alcohols. The major esters can be subdivided into acetate
esters and C6–C10 medium-chain fatty acid ethyl esters.
They are desirable components of beer when present in
appropriate quantities and proportions but can become
unpleasant when in excess. Ester formation is highly
dependent on the yeast strain used (72,73) and on certain
fermentation parameters such as temperature (74–76),
specific growth rate (75), pitching rate (75,77,78) and top
pressure. Additionally, the concentrations of assimilable
nitrogen compounds (53,76,79), carbon sources (80–83),
dissolved oxygen (76,84–86) and fatty acids (87,88) can
influence the ester production rate.

Esters are produced by yeast both during the growth
phase (60%) and also during the stationary phase (40%).
They are formed by the intracellular reaction between a
fatty acyl-coenzyme A and an alcohol:

R’OH � RCO-ScoA → RCOOR’ � CoASH (172.1)

This reaction is catalyzed by an alcohol acyltransferase
(or ester synthethase). Since acetyl CoA is also a central
molecule in the synthesis of lipids and sterols, ester syn-
thesis is linked to the fatty acid metabolism (see also
Figure 172.2). 

Alcohol acetyltransferase (AAT) has been localized 
in the plasma membrane (89) and found to be strongly
inhibited by unsaturated fatty acids, ergosterol, heavy
metal ions and sulphydryl reagents (90). Subcellular 
fractionation studies conducted during the batch 

fermentation cycle, demonstrated the existence of both
cytosolic and membrane-bound AAT (91,92). In term of
controlling ester formation on a metabolic basis, it has
further been shown that ester synthesizing activity of AAT
is dependent on its positioning within the yeast cell. An
interesting feature of this distribution pattern is that spe-
cific rates of acetate ester formation varied directly with
the level of cytosolic AAT activity (93). 

The ATF1 gene, which encodes alcohol acetyltrans-
ferase, has been cloned from S. cerevisiae and brewery lager
yeast (S. cerevisiae uvarum) (94). An hydrophobicity analy-
sis suggested that alcohol acetyltransferase does not have a
membrane-spanning region that is significantly hydropho-
bic, which contradicts the membrane-bound assumption. A
Southern analysis of the yeast genomes in which the ATF1
gene was used as a probe, revealed that S. cerevisiae has one
ATF1 gene, while brewery lager yeast has one ATF1 gene
and another, homologous gene (Lg-ATF1). The AAT activi-
ties have been compared in vivo and in vitro under different
fermentation conditions (95). This study suggested that ester
synthesis is modulated by a repression-induction of enzyme
synthesis or processing the regulation of which is presum-
ably linked to lipid metabolism.

The ester production can be altered by changing the
synthesis rate of certain fusel alcohols. Hirata et al. (96)
increased the isoamyl acetate levels by introducing extra
copies of the LEU4 gene in the S. cerevisiae genome. A
comparable S. cerevisiae uvarum mutant has been isolated
(97). The mutants have an altered regulation pattern of
amino acid metabolism and produce more isoamyl acetate
and phenylethyl acetate. 

Isoamyl acetate is synthesized from isoamyl alcohol
and acetyl coenzyme A by AAT and is hydrolyzed by
esterases at the same time in S. cerevisiae. To study the
effect of balancing both enzyme activities, yeast strains
with different numbers of copies of ATF1 gene and
isoamyl acetate-hydrolyzing esterase gene (IAH1) have
been constructed and used in small-scale sake brewing
(98). Fermentation profiles as well as components of the
resulting sake were largely alike. However, the amount of
isoamyl acetate in the sake increased with increasing ratio
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TABLE 172.4
Major Esters in Beer (70)

Concentration Range (mg/l) in
Compound Flavor Threshold (mg/l) Aroma 48 Lagers

Ethyl actetate 20–30, 30a Fruity, solvent-like 8–32 (18.4)*

Isoamyl acetate 0.6–1.2, 1.2a Banana, peardrop 0.3–3.8 (1.72)
Ethyl caproate (ethyl hexanoate) 0.17–0.21, O.21a Apple-like with note of aniseed 0.05–0.3 (0.14)
Ethyl caprylate (ethyl octanoate) 0.3–0.9, 0.9a Apple-like 0.04–0.53 (0.17)
2-Phenylethyl acetate 3.8a Roses, honey, apple, sweetish 0.10–0.73 (0.54)

* Mean value.

a (71).



of AAT/Iah1p esterase activity. Therefore, it was con-
cluded that the balance of these two enzyme activities is
important for isoamyl acetate accumulation in sake mash. 

The synthesis of acetate esters by S. cerevisiae during
fermentation is ascribed to at least three acetyltransferase
activities, namely alcohol acetyltransferase (AAT), ethanol
acetyltransferase and isoamyl AAT (99). To investigate the
effect of increased AAT activity on the sensory quality of
Chenin blanc wines and distillates from Colombar base
wines, the ATF1 gene of S. cerevisiae was overexpressed.
Northern blot analysis indicated constitutive expression of
ATF1 at high levels in these transformants. The levels of
ethyl acetate, isoamyl acetate and 2-phenylethyl acetate
increased 3- to 10-fold, 3.8- to 12-fold, and 2- to 10-fold,
respectively, depending on the fermentation temperature,
cultivar, and yeast used. The concentrations of ethyl
caprate, ethyl caprylate and hexyl acetate only showed
minor changes, whereas the acetic acid concentration
decreased by more than half. This study established the
concept that the overexpression of acetyltransferase genes
such as ATF1 could profoundly affect the flavor profiles of
wines and distillates deficient in aroma.

In order to investigate and compare the roles of the
known S. cerevisiae alcohol acetyltransferases, Atf1p,
Atf2p and Lg-Atf1p, in volatile ester production, the
respective genes were either deleted or overexpressed in a
laboratory strain and a commercial brewing strain (100).
Analysis of the fermentation products confirmed that the
expression levels of ATF1 and ATF2 greatly affect the pro-
duction of ethyl acetate and isoamyl acetate. GC-MS
analysis revealed that Atf1p and Atf2p are also responsible
for the formation of a broad range of less volatile esters,
such as propyl acetate, isobutyl acetate, pentyl acetate,
hexyl acetate, heptyl acetate, octyl acetate, and phenyl
ethyl acetate. With respect to the esters analyzed in this
study, Atf2p seemed to play only a minor role compared to
Atf1p. The atf1∆atf2∆ double deletion strain did not form
any isoamyl acetate, showing that together, Atf1p and
Atf2p are responsible for the total cellular isoamyl alcohol
acetyltransferase activity. However, the double deletion
strain still produced considerable amounts of certain other
esters, such as ethyl acetate (50% of the wild-type strain),
propyl acetate (50%), and isobutyl acetate (40%), which
provides evidence for the existence of additional, as-yet-
unknown ester synthases in the yeast proteome.
Interestingly, overexpression of different alleles of ATF1
and ATF2 led to different ester production rates, indicating
that differences in the aroma profiles of yeast strains may
be partially due to mutations in their ATF genes. 

Recently, it has been discovered that the Atf1 enzyme
is localized inside lipid vesicles in the cytoplasm of the
yeast cell (101). Lipid vesicles are small organelles in
which certain neutral lipids are metabolized or stored.
This indicates that fruity esters are possibly by-products
of these processes.

C. BIOSYNTHESIS OF ORGANIC ACIDS

Important organic acids detected in beer include acetate,
lactate, succinate, pyroglutamate, malate, citrate, α-ketog-
lutarate and α-hydroxyglutarate (102). They influence fla-
vor directly when present above their taste threshold, and
by their influence on beer pH. These components have their
origin in raw materials (malt, hops) and are produced dur-
ing the beer fermentation. Organic acids which are excreted
by yeast cells, are synthesized via amino acid biosynthesis
pathways and carbohydrate metabolism. Especially, they
are overflow products of the incomplete Krebs cycle during
beer fermentation. Excretion of organic acids is influenced
by yeast strain and fermentation vigor. Sluggish fermenta-
tions lead to lower levels of excretion. Pyruvate excretion
follows the yeast growth: maximal concentration is reached
just before the maximal yeast growth, and is next taken up
by the yeast and converted to acetate. Acetate is synthesized
quickly during early fermentation and is later partially re-
used by the yeast during yeast growth. At the end of the
fermentation, acetate is accumulated. De reduction of pyru-
vate results in the production of D-lactate or L-lactate (most
yeast strains produce preferentially D-lactate). The highest
amount of lactate is produced during the most active fer-
mentation period. 

The change in organic acid productivity by disruption
of the gene encoding fumarase (FUM1) has been investi-
gated and it has been suggested that malate and succinate
are produced via the oxidative pathway of the TCA cycle
under static and sake brewing conditions (195). Using a
NAD+-dependent isocitrate dehydrogenase gene (IDH1,
IDH2) disruptant, approximately half of the succinate in
sake mash was found to be synthesized via the oxidative
pathway of the TCA cycle in sake yeast (103).

Sake yeast strains possessing various organic acid
productivities were isolated by gene disruption (104).
Sake fermented using the aconitase gene (ACO1) disrup-
tant contained a two-fold higher concentration of malate
and a two-fold lower concentration of succinate than that
made using the wild-type strain. The fumarate reductase
gene (OSM1) disruptant produced sake containing a 
1.5-fold higher concentration of succinate, whereas the 
α-ketoglutarate dehydrogenase gene (KGD1) and
fumarase gene (FUM1) disruptants gave lower succinate
concentrations. In S. cerevisiae, there are two isoenzymes
of fumarate reductase (FRDS1 and FRDS2), encoded by
the FRDS and OSM1 genes, respectively (105). Recent
results suggest that these isoenzymes are required for the
reoxidation of intracellular NADH under anaerobic con-
ditions, but not under aerobic conditions (106). 

Succinate dehydrogenase is an enzyme of the TCA
cycle and thus essential for respiration. In S. cerevisiae,
this enzyme is composed of four non-identical subunits,
i.e., the flavoprotein, the iron-sulfur protein, the
cytochrome b560, and the ubiquinone reduction protein
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encoded by the SDH1, SDH2, SDH3, and SDH4 genes,
respectively (107–110). Sdh1p and Sdh2p comprise the
catalytic domain involved in succinate oxidation. These
proteins are anchored to the inner mitochondrial mem-
brane by Sdh3p and Sdh4p, which are necessary for elec-
tron transfer and ubiquinone reduction, and constitute the
succinate:ubiquinone oxidoreductase (complex II) of the
electron transport chain. Single or double disruptants of
the SDH1, SDH1b (which is a homologue of the SDH1
gene), SDH2, SDH3 and SDH4 genes have been con-
structed and shown that the succinate dehydrogenase
activity was retained in the SDH2 disruptant and that dou-
ble disruption of SDH1 and SDH2 or SDH1b genes is nec-
essary to cause deficiency of succinate dehydrogenase
activity in sake yeast (111). The role of each subunit in
succinate dehydrogenase activity and the effect of succi-
nate dehydrogenase on succinate production using strains
which were deficient in succinate dehydrogenase, have
also been determined. The results suggested that succinate
dehydrogenase activity contributes to succinate produc-
tion under shaking conditions, but not under static and
sake brewing conditions.

D. BIOSYNTHESIS OF VICINAL DIKETONES

Vicinal diketones are ketones with two adjacent carbonyl
groups. During fermentations, these flavor-active com-
pounds are produced as by-products of the synthesis path-
way of isoleucine, leucine and valine (ILV pathway) (see
Figure 172.3) and thus also linked to amino acid metabolism
(112) and the synthesis of higher alcohols. They impart a
“buttery,” “butterscotch” aroma to alcoholic drinks. Two of
these compounds are important in beer, i.e. diacetyl (2,3-
butanedione) and 2,3-pentanedione. Diacetyl is quantita-
tively more important than 2,3-pentanedione. It has a taste

threshold around 0.10–0.15 mg/l in lager beer, approxi-
mately 10 times lower than that of pentanedione (113).

The excreted α-acetohydroxy acids are overflow
products of the ILV pathway which are non-enzymatically
degraded to the corresponding vicinal diketones (114).
Tetraploid gene dosage series for various ILV genes have
been constructed and the obtained yeast strains were used
to study the influence of the copy number of ILV genes on
the production of vicinal diketones (115,116). It was
shown that the ILV5 activity is the rate limiting step in the
ILV pathway and responsible for the overflow (Figure
172.3). The non-enzymatic oxidative decarboxylation
step is the rate-limiting step and proceeds faster at a
higher temperature and a lower pH (117,118). The pro-
duced amount of α-acetolactate is very dependent on the
used yeast strain. The production increases with increas-
ing yeast growth. For a classical fermentation, 0.6 ppm
α-acetolactate is formed (119). At high aeration, this
value can be increased to 0.9 ppm and in cylindro-conical
fermentations tanks even to 1.2–1.5 ppm.

Yeast cells posses the necessary enzymes (reductases) to
reduce diacetyl to acetoin and further to 2,3-butanediol, and
2,3-pentanedione to 2,3-pentanediol. These reduced com-
pounds have much higher taste thresholds and have no
impact on the beer flavor (120). The reduction reactions are
yeast strain dependent. The reduction occurs at the end of
the main fermentation and during the maturation. Sufficient
yeast cells in suspension are necessary to obtain an efficient
reduction. Yeast strains which flocculate early during the
main fermentation, need a long maturation time to reduce
the vicinal diketones. Diacetyl can be complexed using SO2.
These complexes can not be reduced, but diacetyl can again
be liberated at a later stage by aldehydes. This situation is
especially applicable to yeast strains, which produce a lot of
SO2. Worts which are produced using much adjuncts can be
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low in free amino acid content. These worts can give rise to
a high diacetyl peak at the end of the fermentation. 

There are several strategies which can be chosen to
reduce the vicinal diketones amount during fermentation:

1. Since the temperature has a positive effect on the
reduction efficiency of the α-acetohydroxy acids, a
warm rest period at the end of the main fermentation
and a warm maturation are applied in many breweries.
In this case, temperature should be well controlled to
avoid yeast autolysis.

2. Since the rapid removal of vicinal diketones requires
yeast cells in an active metabolic condition, the addi-
tion of 5–10% Krausen (containing active, growing
yeast) is a procedure that gives enhanced transforma-
tion of vicinal diketones (54). This procedure can lead
to overproduction of hydrogen sulphide, depending
upon the proportions of threonine and methionine car-
ried forward from primary fermentation.

3. Heating up the green beer to a high temperature (90°C)
and holding it there for a short period (ca. 7–10 min) to
decarboxylate all excreted α-acetohydroxy acids. To
avoid cell autolysis, yeast cells are removed by cen-
trifugation prior to heating up. The vicinal diketones
can be further reduced by immobilized yeast cells in a
few hours (typically at 4°C) (see further). 

4. Adding the enzyme α-acetolactate decarboxylase
(121,122). This enzyme decarboxylates α-acetolactate
directly into acetoin (see Figure 172.3). It is not present
in S. cerevisiae, but has been isolated from various bac-
teria such as Enterobacter aerogenes, Aerobacter aero-
genes, Streptococcos lactis, Lactobacillus casei,
Acetobacter aceti and Acetobacter pasteurianus. It has
been shown that the addition of α-acetolactate decar-
boxylase from Lactobacillus casei can reduce the mat-
uration time to 22 h (121,123). An example of a
commercial product is Maturex L from Novo Nordisk
(Denmark) (124). Maturex L is a purified α-acetolac-
tate decarboxylase produced by a genetically modified
strain of Bacillus subtilis, which has received the
gene from Bacillus brevis. The recommended dosage is
1–2 kg per 1000 hl wort, to be added to the cold wort at
the beginning of fermentation.

5. Using genetic modified yeast strains:
a. Introducing the bacterial α-acetolactate decar-

boxylase gene into yeast chromosomes (125–132).
Transformants possessed a very high α-acetolac-
tate decarboxylase activity, which reduced the
diacetyl concentration considerably during beer
fermentations.

b. Modifying the biosynthetic flux through the ILV
pathway. Spontaneous mutants resistant to the her-
bicide sulfometuron methyl have been selected.
These strains showed a partial inactivation of the
α-acetolactate synthase activity and some mutants

produced 50% less diacetyl compared to the
parental strain (133).

c. Increasing the flux of α-acetolactate acid iso-
meroreductace activity encoded by the ILV5 gene
(134). Since α-acetolactate acid isomeroreductace
activity is responsible for the rate-limiting step,
increasing its activity reduces the overflow of 
α-acetolactate. A multicopy transformant resulted
in a 70% decreased production of vicinal diketones
(135), whereas an integrative transformant gave a
50% reduction (136). A tandem integration of mul-
tiple ILV5 copies resulted also in elevated transcip-
tion in a polyploidy industrial yeast strain (137). 

V. SECONDARY FERMENTATION

During the secondary fermentation or maturation of beer
several objectives should be realized:

● sedimentation of yeast cells,
● improvement of the colloidal stability by sedi-

mentation of the tannin-protein complexes,
● beer saturation with carbon dioxide,
● removal of unwanted aroma compounds,
● excretion of flavor-active compounds from

yeast to give body and depth to the beer,
● fermentation of the remaining extract,
● improvement of the foam stability of the beer,
● adjustment of the beer color (if necessary) by

adding coloring substances (e.g., caramel),
● adjustment of the bitterness of beer (if neces-

sary) by adding hop products.

In the presence of yeast, the principal changes that occur
are the elimination of undesirable flavor compounds – like
vicinal diketones, hydrogen sulphide and acetaldehyde –
and the excretion of compounds enhancing the flavor full-
ness (body) of beer.

A. VICINAL DIKETONES

In traditional fermentation lagering processes, the elimina-
tion of vicinal diketones required several weeks and deter-
mined the length of the maturation process. Nowadays, the
maturation phase is much shorter since strategies are used
to accelerate the vicinal diketones removal (see above).
Diacetyl is used as a marker molecule. The objective dur-
ing lagering is to reduce the diacetyl concentration below
its taste threshold (< 0.10 mg/ml).

B. HYDROGEN SULPHIDE

Hydrogen sulphide plays an important role during matu-
ration. Hydrogen sulphide, which is not incorporated into 
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S-containing amino acids is excreted by the yeast cell dur-
ing the growth phase (see Figure 172.4). The excreted
amount depends on the used yeast strain, the sulphate con-
tent of the wort and the growth conditions (139). At the
end of the primary fermentation and during the matura-
tion, the excess H2S is re-utilized by the yeast. A warm
conditioning period at 10–12°C may be used to remove
excessive levels of H2S.

Brewing yeasts produce H2S when they are deficient
in the vitamin pantothenate (140). This vitamin is a pre-
cursor of coenzyme A, which is required for metabolism
of sulphate into methionine. Panthothenate deficiency
may therefore result in an imbalance in sulphur-amino
acid biosynthesis, leading to excess sulphate uptake and
excretion of H2S (141).

Sulphite is a versatile food additive used to preserve a
large range of beverages and foodstuffs. In beer, sulphite
has a dual purpose, acting both as an anti-oxidant and an
agent for masking of certain off-flavors. Some of the fla-
vor stabilizing properties of sulphite are suggested to be

due to complex formation of bisulphate with varying car-
bonyl compounds, of which some would give rise to off-
flavors in bottled beer (142). Especially, the unwanted
carbonyl trans-2-nonenal has received particular attention
since it is responsible for the “cardboard” flavor of some
types of stale beer. It has been suggested that it would be
better to use a yeast strain with reduced sulphite excretion
during fermentation and to add sulphite at the point of
bottling to ensure a good flavor stability (143). Therefore,
a brewer’s yeast disabled in the production of sulphite has
been constructed by inactivating both copies of the two
alleles of the MET14 gene (which encodes for adenylyl-
sulphate kinase). Fermentation experiments showed that
there was no qualitative difference between yeast-derived
and artificially added sulphite, with respect to trans-2-
nonenal content and flavor stability of the final beer.

The elimination of the gene encoding sulphite reductase
(MET10) in brewing strains of Saccharomyces results in
increased accumulation of SO2 in beer (144). The inactiva-
tion of MET2 resulted into elevated sulphite concentrations
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in beer (145). Beers produced with increased levels of sul-
phite showed an improved flavor stability.

The production of H2S could be reduced by the
expression of cystathione synthase genes from S. cere-
visiae in a brewing yeast strain (146).

C. ACETALDEHYDE

Aldehydes – in particular acetaldehyde (green apple-like
flavor) – have an impact on the flavor of green beer.
Acetaldehyde synthesis is linked to yeast growth. Its con-
centration is maximal at the end of the growth phase, and
is reduced at the end of the primary fermentation and dur-
ing maturation by the yeast cells. As with diacetyl, levels
may be enhanced if yeast metabolism is stimulated during
transfer, especially by oxygen ingress. Removal also
requires the presence of enough active yeast. Fermen-
tations with early flocculating yeast cells can result in too
high acetaldehyde concentrations at the end. 

D. DEVELOPMENT OF FLAVOR FULLNESS

During maturation, the residual yeast will excrete com-
pounds (i.e., amino acids, phosphates, peptides, nucleic
acids, …) into the beer. The amount and “quality” of these
excreted materials depend on the yeast concentration,
yeast strain, its metabolic state and the temperature (54).
Rapid excretion of material is best achieved at a tempera-
ture of 5–7°C during 10 days (147). 

When the conditioning period is too long or when the
temperature is too high, yeast cell autolysis will occur.
Some enzymes are liberated (e.g. α-glucosidase) which
will produce glucose from traces of residual maltose (54).
At the bottom of a fermentation tank, the amount of 
α-amino-nitrogen can rise to 40–10000 mg/l, which
account for an increase of 30 mg/l for the total beer volume.
The increase in amino acid concentration in the beer has a
positive effect on the flavor fullness of the beer.
Undesirable medium chain fatty acids can also be produced
in significant amounts if the maturation temperature is too
high (148). Measurement of these compounds indicates the
level of autolysis and permits the determination of the most
appropriate conditioning period and temperature.

VI. BEER FERMENTATION USING
IMMOBILIZED CELL TECHNOLOGY

The advantages of continuous fermentation – such as
greater efficiency in utilization of carbohydrates and better
use of equipment – led also to the development of continu-
ous beer fermentation processes. Since the beginning of the
20th century, many different systems using suspended yeast
cells have been developed. The excitement for continuous
beer fermentation led – especially during the 1950s and
1960s – to the development of various interesting systems.

These systems can be classified as: (i) stirred versus
unstirred tank reactors, (ii) single-vessel systems versus a
number of vessels connected in series, (iii) vessels which
allow yeast to overflow freely with the beer (“open system”)
versus vessels which have abnormally high yeast concen-
trations (“closed” or “semi-closed system”) (5,149–151).
However, these continuous beer fermentation processes
were not commercially successful due to many practical
problems, such as the increased danger of contamination
(not only during fermentation but also during storage of
wort in supplementary holdings tanks which are required
since the upstream and downstream brewing processes are
usually not continuous), changes in beer flavor (152) and a
poor understanding of the beer fermentation kinetics under
continuous conditions. One of the well known exceptions is
the successful implementation of a continuous beer produc-
tion process in New Zealand by Morton Coutts (Dominion
Breweries) which is still in use today (5,150). 

In the 1970s, there was a revival in developing con-
tinuous beer fermentation systems due to the progress in
research on immobilization bioprocesses using living
cells. Immobilization gives fermentation processes with
high cell densities, resulting in a drastic increase in fer-
mentation productivities compared to the traditional time-
consuming batch fermentation processes. 

The last 30 years, immobilized cell technology has
been extensively examined and some designs have reached
already commercial exploitation. Immobilized cell sys-
tems are heterogeneous systems in which considerable
mass transfer limitations can occur, resulting in a changed
cell yeast metabolism. Therefore, successful exploitation
of ICT needs a thorough understanding of mass transfer
and intrinsic yeast kinetic behavior of these systems.

A. CARRIER MATERIALS

Various cell immobilization carrier materials have been
tested and used for beer production/bioflavoring. Selection
criteria are summarized in Table 172.5. Depending on the
particular application, reactor type and operational condi-
tions, some selection criteria will be more appropriate.
Examples of selected carrier materials for particular appli-
cations are tabulated in Table 172.6.

B. APPLICATIONS OF IMMOBILIZED CELL

TECHNOLOGY (ICT) IN THE BREWING

INDUSTRY

1. Flavor Maturation of Green Beer

The objective of flavor maturation is the removal of
diacetyl and 2,3-pentanedione, and their precursors 
α-acetolactate and α-acetohydroxybutyrate, which are 
produced during the main fermentation (see above). The
conversion of α-acetohydroxy acids to the vicinal dike-
tones is the rate-limiting step. This reaction step can be
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accelerated by heating the beer – after yeast removal – to
80–90°C during a couple of minutes. The resulting vicinal
diketones are subsequently reduced by immobilized cells
into their less-flavor-active compounds.

The traditional maturation process is characterized by a
near-zero temperature, low pH and low yeast concentration,
resulting in a very long maturation period of 3 to 4 weeks.
Using immobilized cell technology this long period can be
reduced to 2 hours. An ICT maturation process using a
packed-bed bioreactor with DEAE-cellulose beads has
been successfully integrated in Synebrychoff Brewery
(Finland) for the treatment of 1 million hl per year (175).
Alfa Laval and Schott Engineering developed a maturation
system based on porous glass beads  (176). This system has
been implemented in several breweries in Finland (179),
Belgium and Germany. The German company Brau &
Brunnen has also shown an interest in the Alfa Laval matu-
ration technology. In 1996, a 30000 hl/year pilot scale sys-
tem was purchased and installed in their plant (178). The
Alfa Laval maturation system has been implemented in a
medium-sized German brewery (Schäff/Treuchtlingen)
(179). De obtained beers yielded overall good analytical
and sensorial results. 

2. Production of Alcohol-Free or Low-Alcohol
Beer

The classical technology to produce alcohol-free or low-
alcohol beer is based on the suppression of alcohol for-
mation by arrested batch fermentation (180). However,
these beers are characterized by an undesirable wort aroma
since the wort aldehydes have only been reduced to a lim-
ited degree (158,181,182). The reduction of these wort alde-
hydes can be quickly achieved by a short contact time with
the immobilized yeast cells at a low temperature without
undesirable cell growth and ethanol production. A disadvan-
tage of this short contact process is the production of only a
small amount of desirable esters. 

Controlled ethanol production for low-alcohol and alco-
hol-free beers have been successfully achieved by partial
fermentation using DEAE-cellulose as carrier material
which was packed in a column reactor (158,183). This
technology has been successfully implemented by Bavaria
Brewery (The Netherlands) to produce malt beer on an
industrial scale (150000 hl/year) (162). Several other com-
panies – i.e., Faxe (Denmark), Ottakringer (Austria) and a
Spanish brewery – have also implemented this technology
(178). In Brewery Beck (Germany), a fluidized-bed pilot
scale reactor (8 hl/day) filled with porous glass beads was
used for the continuous production of non-alcohol beer
(157,160,184). Yeast cells immobilized in silicon carbide
rods and arranged in a multichannel loop reactor (Meura,
Belgium), have been used to produce alcohol-free beer at
pilot scale by Grolsch Brewery (The Netherlands) and
Guinness Brewery (Ireland) (185).
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TABLE 172.5
Selection Criteria for Yeast Cell Immobilization 
Carrier Materials (153)

High cell mass loading capacity
Easy access to nutrient media
Simple and gentle immobilization procedure
Immobilization compounds approved for food applications
High surface area-to-volume ratio
Optimum mass transfer distance from flowing media to center 

of support
Mechanical stability (compression, abrasion)
Chemical stability
Highly flexible: rapid start-up after shut-down
Sterilizable and reusable
Suitable for conventional reactor systems
Low shear experienced by cells
Easy separation of cells and carrier from media
Readily up-scalable
Economically feasible (low capital and operating costs)
Desired flavor profile and consistent product
Complete attenuation
Controlled oxygenation
Control of contamination
Controlled yeast growth 
Wide choice of yeast

TABLE 172.6
Some Selected Applications of Cell Immobilization
Systems Used for Beer Production

Carrier Material Reactor Type Reference

Flavor maturation
Calcium alginate beads Fixed bed (154)
DEAE-cellulose Fixed bed (155)
Polyvinyl alcohol beads Fixed bed (156)
Porous glass beads Fixed bed (129,157)

Alcohol-free beer
DEAE-cellulose beads Fixed bed (158,159)
Porous glass beads Fixed bed (160)
Silicon carbide rods Monolith reactor (161)

Acidified wort
DEAE-cellulose beads Fixed bed (162)

Main fermentation
Calcium alginate beads Gas lift (163)
Calcium pectate beads Gas lift (164)
κ-Carrageenan beads Gas lift (165)
Ceramic beads Fixed bed (166)
Gluten pellets Fixed bed (167)
Polyvinyl alcohol beads Gas lift (156)
Porous glass beads Fixed bed (168)
Porous chitosan beads Fluidized bed (169,170)
Silicon carbide rods Monolith reactor (171)
Spent grains Gas lift (172)
Wood chips Fixed bed (173,174)



Nuclear mutants of S. cerevisiae which are defective
in the synthesis of tricarboxylic acid cycle enzymes – i.e.
fumarase (186) or 2-oxoglutarate dehydrogenase (187)
have been immobilized in calcium pectate gel beads and
used in a continuous process for the production of non-
alcoholic beer (188). These strains produced minimal
amounts of ethanol and they were also able to produce
much lactic acid (up to 0.64 g/dm3). 

3. Production of Acidified Wort Using
Immobilized Lactic Acid Bacteria

The objective of this technology is the acidification of the
wort according to the “Reinheidsgebot,” before the start of
the boiling process in the brewhouse. An increased pro-
ductivity of acidified wort has been obtained using immo-
bilized Lactobacillus amylovorus on DEAE-cellulose
beads (162,189). The pH of wort was reduced below a
value of 4.0 after contact times of 7 to 12 min using a
packed-bed reactor in downflow mode. The produced
acidified wort was stored in a holding tank and used dur-
ing wort production to adjust the pH.

4. Continuous Main Fermentation

The Japanese brewery Kirin developed a multistage contin-
uous fermentation process (166,190,191). The first stage is
a stirred tank reactor for yeast growth, followed by packed-
bed fermenters, and the final step is a packed-bed matura-
tion column. The first stage ensures adequate yeast cell
growth with the desirable free amino nitrogen consump-
tion. Ca-alginate was initially selected as carrier material to
immobilize the yeast cells. These alginate beads were later
replaced by ceramic beads (“Bioceramic®”). This system
allowed beer to be produced within three to five days.

The engineering company Meura (Belgium) devel-
oped a reactor configuration with a first stage with immo-
bilized yeast cells where partially attenuation and yeast
growth occurs, followed by a stirred tank reactor (with
free yeast cells) for complete attenuation, ester formation
and flavor maturation (171,192). Silicon carbide rods are
used in the first reactor as immobilization carrier material.
The stirred tank (second reactor) is continuously inocu-
lated by free cells which escape from the first immobi-
lized yeast cell reactor.

Labatt Breweries (Interbrew, Canada) in collaboration
with the Department of Chemical and Biochemical
Engineering at the University of Western Ontario
(Canada) developed a continuous system using κ-car-
rageenan immobilized yeast cells in an airlift reactor
(165,178,193). Pilot scale research showed that full atten-
uation was reached in 20–24 hours with this system com-
pared to 5–7 days for the traditional batch fermentation.
The flavor profile of the beer produced using ICT was
similar to the batch fermented beer.

Hartwell Lahti and VTT Research Institute (Finland)
developed a primary fermentation system using ICT on a
pilot scale of 600 l/day (174). Woodchips were used as the
carrier material that reduced the total investment cost by
one third compared to more expensive carriers. The
results showed that fermentation and flavor formation
were very similar compared to a traditional batch process,
although the process time was reduced to 40 hours.

Andersen and co-workers (194) developed a new ICT
process in which the concentration of carbon dioxide is
controlled in a fixed-bed reactor in such a way that the CO2

formed is kept dissolved, and is removed from the beer
without foaming problems. DEAE-cellulose was used as
carrier material. High gravity beer of acceptable quality
has been fermented in 20 hours at a capacity of 50 l/h.
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I. INTRODUCTION

The technology of fermentation is a valuable asset of the
Chinese culture. This chapter introduces the fermentation
technology of Chinese wine or “jiu” (alcoholic beverages)
in order to promote the Chinese wine culture, strengthen
the cultural exchange by joining together the ancient tradi-
tion and modern cultures on alcoholic beverages, and
enhance the development of fermentation industry.
Readers should note that the term “jiu” used in this chap-
ter refers to Chinese alcoholic beverages (a very broad
term including those made from fruits, cereals, animal
milks, distilled spirits, and various specialty alcoholic bev-
erages and liqueurs). The term Chinese wine in this chap-
ter will not comply with U.S. regulations that will be
mentioned where applicable to provide readers a frame of
reference.

History of Chinese alcoholic beverages. Alcoholic
fermentation has a long history in China. The most primi-
tive Chinese “jiu” was made from the piling of wild fruits
and natural fermentation; it was called “hou jiu,” which
mean “ape/monkey wine,” as the fruits most likely were
collected by the apes or monkeys. Historic records on “jiu”
fermentation showed that humans developed this technol-
ogy at least 4000 to 5000 years ago. There were lots of arti-
facts related to “jiu” fermentation unearthed from the
Dawenkou Cultural Relics in Shandong Province in China.
These discoveries showed that man already knew how to
make “jiu” at that time. This period was about 2300 BC,
and approximately coincided with the Chinese legend that
the daughter of Emperor “Shun” commanded the capture
of yellowed-haired monkey to make “jiu.” There was the
“jiu” meaning “wine/alcoholic beverage” on the carvings
on bones from the “Shang” Dynasty, indicating that the
alcoholic fermentation industry was already well devel-
oped at that time. In the “Yueling” or “Orders of Months”
chapter in the “Lizi” or “the Book of Manners,” there was
already descriptions on the processes of making “jiu” in
Ancient China. Later, there was also “The Six Must-Have
Method:”

● must have all the cereals;
● must have the proper starter(s) and its/their car-

rier(s);
● the soaking must be sanitary;

● the underground water must have pleasant flavor;
● the ceramic vessels must be of good quality; and
● the heating must be proper.

In the ancient times, in order to obtain the flavor-spe-
cific “jiu,” it was common to utilize the fragrances from
flowers, either alone or in combination in the fermenta-
tion. However, the above descriptions on “jiu” was limited
to regularly fermented “jiu;” there is no accurate record
on when distilled alcoholic beverages (spirits) started to
appear. In the Ming Dynasty, the famous herbist, Lee
Shizhen, pointed out in his “Ben Cao Gang Mou” or
“Outline of Herbs” that distilling “jiu” was not an ancient
methodology; it was invented in the Yuan Dynasty. The
strong “jiu” and fermented mash were heated in contain-
ers, forcing the alcohol to evaporate, and the condensed
droplets (of alcohol) were collected. Whether distilled
spirit was really “invented” in the Yuan Dynasty, there is
no conclusion. However, distilling the strong “jiu” and
fermented mash is a fermentation technology unique in
the whole world, and it is an invention of ancient Chinese.

Utilizing starch as the raw material in “jiu” making
requires two important biochemical steps: saccharization
and fermentation. These two steps are accomplished by
using the “jiu qu” or “starter.” “Jiu qu” is an important
invention in the Chinese fermentation technology; it is the
world’s earliest “compound fermentation reagent” con-
taining multi-microorganisms. In the “Shuo Ming” or
“Description of Life” chapter of the “Shang Shu” or “the
Book of Highest Honor,” it was recorded that the “qu” and
“nie” (sprouted cereals) were required to make “jiu” and
“li” (sweet wine), respectively. The “qu” contains many
beneficial microorganisms providing the necessary starch
hydrolyzing enzymes and the enzymes required for con-
verting the sugars into alcohol in the fermentation of “jiu.”

The ancient technology of making “qu” is being
improved gradually. It started out from the individual “qu”
to “shenyi” or “overcoat,” and then finally to the current
“qu” ball or cake. The quality of “qu” also is improved
gradually. In order to inhibit the undesirable or harmful
microorganisms and develop the beneficial microorgan-
isms, the ancient Chinese even added various herbs or
juices from selected plants in the production of “da (large)
qu” and “sui (small) qu.” These techniques are still pre-
served today. For example, the addition of laliaocao
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(Polygonanum hydropiper L.) in the making of “xiao qu”
with even more than 90 various herbs in the “xiao qu” for
“Dong jiu,” and more than 40 herbs in the “da qu.” “Hong
qu” (“red qu”) is a big branch of technology in making
“qu.” “Outline of Herbs,” and “Tian Gong Kai Wu” or
“Development of New Products,” recorded the production
of “hong (red) qu.” At the present time, the main “qu”
series in China are the “da qu,” “xiao qu” and “hong qu.”
There are both saccharifying agents and fermenting agents.
This way of making “qu” not only is suitable in the culti-
vation and selection of beneficial microorganisms, but also
effective methodology in preserving the stocks of microor-
ganisms, and their enzymatic activities. This invention is
unique to the Chinese in the technology of making “qu”
and “jiu” fermentation. In other countries of the world, sac-
charification by malt followed by the addition of yeast are
still being used in the production of alcoholic beverages
from cereals such as beer and whiskey. However, in China,
the production of “jiu” using “qu” reflects a parallel action
of saccharification and alcoholic fermentation. It was not
until the 19th centuries that Europeans understood the
action of Chinese “qu,” and called it “starch fermentation.”

In the ancient times, the Chinese also has stringent
requirements on the water used and fermentation season.
In the “Qi Ming Yao Shu” or “Important Technologies in
Governing the Qi People,” it was indicated that river water
was best. If the location for making “jiu” is far from the
river, use water from wells with sweet taste; water with
slightly salty taste is not good or suitable. The season for
making “jiu” is when the new crop is ripe, i.e., in the Fall
after harvest. The “jiu” with origins from the ancient past
that are still being made are “da qu bai jiu” or white “jiu”
made with “da qu,” “xiao qu huang jiu” or yellow “jiu”
made with “xiao chu,” “tian jiu niang” or sweet fermented
“jiu,” and others. Their fermentation methods are Chinese
unique technologies, and they are also the pride of the
Chinese race. The “bai jiu” and “huang jiu” are the most
famous traditional “jiu,” and they can be called the
Chinese national “jiu.”

II. FERMENTATION OF “BAI (WHITE) JIU”

A. CHARACTERISTICS AND CLASSIFICATION OF

CHINESE “BAI JIU”

“Bai jiu” are distilled spirits made from raw materials
with starch and fermentable sugars after fermentation and
distillation. The alcohol content is high, and therefore is
called “lei xing jiu” or “shao jiu” (potent “jiu” or “burn-
ing “jiu”). A poem from the Tang Dynasty has the verses
as follows: “fresh litchi is red as the cock’s comb; the first
odor of “shao jiu” is like the fragrance of amber.” This
showed that “shao jiu” originated before the Tang
Dynasty. According to old Chinese literature and subse-
quent speculations, the distilled “bai jiu” may originate

from the modification of “huang jiu.” The production
characteristics of Chinese “bai jiu” are the wide variation
of raw materials, unique technology, numerous products
and wide variations in flavor.

Chinese “bai jiu” usually are classified by two meth-
ods. The first method is based on the “qu” used. They can
be classified into four (4) types — “Da qu jiu,” “Xiao qu
jiu,” “mixed Da-xiao method qu bai jiu” and “gluten qu
bai jiu.”

The second method is based on the aroma: they can be
classified into five (5) types.

● The first kind has paste-like aroma, e.g.,
“Maotai jiu.” Its flavor characteristics are
exceptional paste aroma, fragrant, rich body,
and long-lasting — the flavor can last
overnight, and the flavor stays in the glass after
it is emptied.

● The second kind is rich odor type “jiu,” e.g.,
“Luzhou da qu jiu,” “Wulangyi” or “Five grain
liquid.” Their main characteristics are their rich
flavor from the fermentation tank, sweet taste,
balanced flavor, and long-lasting. The rich odor
of this “jiu” is due to mainly capronyl ethyl ester.

● The third kind is light-odor “jiu,” e.g., “Shanxi
Fen jiu.” Its characteristics are light, pure
aroma, with balanced taste, sweet and soft, and
its residual taste is clean and pure. The aroma
comes from the combination of acetyl ethyl
ester and lactyl ethyl ester.

● The fourth kind is rice-aroma type such as
“Quilin Sanhua (three flowers) Jiu,” and
“Guangtong mi (rice) jiu” with clear, sweet,
clean and pure flavor. Their characteristics are
honey-type odor, clear, soft, clean, with pleas-
ing aftertaste. The odor is like honey-type with
the combination of fermented “Huang jiu” and
lactyl ethyl ester. The main flavoring com-
pounds are β-benzyl ethyl ester, and capronyl
ethyl ester.

● The fifth kind is a combination of two or more of
the above-mentioned types, such as “Meijiang
jiu” (with a combination of “Luzhou dai qu jiu”
and fruity flavors), and the “Bai Sha Yi Jiu” from
Shanxa, Wunan Province (a mixture of “Luzhou
Da Qu Jiu” and “Maotai Jiu” with its typical 
flavor).

In the northern provinces, there are some “jiu” with
bland flavor. They are produced by new technology utiliz-
ing artificially-constructed old-fermentation tanks. They
carry a light “Lozhou Da Qu Jiu” flavor. With improved
quality, they may be considered as similar to “Fen Jiu”
and “Lozhou Dai Qu Jiu.” Besides the above-mentioned,
the “Chen Liang Jiu (Prolonged, Fermented Jiu)” from the
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Laolong Winery in Xanyang Province carries a woody
odor that is unusual. In general, except for the “Fen Jiu”
which carries a clean light odor, most “bai jiu” carry to
some extent the flavor of “Luzhou Da Qu Jiu.”

B. “DA QU JIU”

“Bai Jiu” made with “Da Qu” as the saccharifying and
alcoholic fermentating agents are called “Da Qu Jiu.”
Most of the famous Chinese “Bai Jiu” and the local qual-
ity “Jiu” are produced using the “Da Qu” method. The
technology is described as follows:

1. Preparation of the “Da Qu”

a. Raw materials and proportions
Raw materials. Raw materials for “Da Qu” usually
include wheat, barley, peas, and other beans/peas and
other cereals.

Proportions. Proportions of raw materials vary among
factories. In general, a ratio of 120–130 kg barley to 38 kg
wheat is used for “Da Qu” type “Jiu.” For the lighter “Fen
Jiu” and “Xi Feng Jiu,” the “Da Qu” is prepared with 60%
barley and 40% green peas on a weight basis. For the
stronger type such as the “Luzhou Da Qu” and the paste-
aroma type “Maotai Da Qu,” the “Da Qu” is prepared
using only wheat.

b. Time to prepare the “qu”
In general, “qu” is prepared in late Spring to before mid-
Autumn. For example, the “Fen Jiu Qu” is prepared in
Qing Ming (April) to the 10th month in the Chinese lunar
calendar (about November), and it is called “Tao Fa
(peach flower) Qu.” The “Luzhou Qu” is prepared in the
Summer, and is called “Fu (hot summer) Qu.” The
“Maotai Jiu Qu” is prepared starting from the 5th month
(about June) in the lunar calendar. However, most of the
“qu” is now prepared all year round. With proper control
of the preparation requirements, “qu” can be prepared all
year round without difficulty.

c. Technology of “qu” preparation
Based on the incubation temperature, the technology can
be divided into the “high temperature qu” and “intermedi-
ate temperature qu.”

i. High temperature “qu” technology (40–45 days)
Figure 173.1 is a schematic flow chart of preparing “high
temperature qu.”

Grinding of the wheat. “High temperature qu” is pre-
pared with wheat only. The husk should be removed
before the grinding process. The wheat kernels are soaked
(wetted) in 5–10% water for 3–4 hours before grinding
with a steel grinder, with the bran flattened and the
endosperm disintegrated into coarse wheat flour.

Mixing of the “qu” ingredients. The ingredients such
as the wheat bran and flour, water and inoculum are added

continuously in appropriate ratios into the mixer. After
thorough mixing, the mixture is conveyed into the presser
for the “pressing” process. The water added depends on
the moisture content of the wheat component, and
weather during the preparation period (temperature and
relative humidity). In general, the water added for barley
and green pea “qu” is controlled within the range of
45–56%, pure wheat “qu” at 37–40%; and barley, wheat
and pea “qu” about 40% of the weight of the raw materi-
als. Temperature of added water is controlled at 30–35°C
in the winter, and 14–16°C in the summer. The traditional
procedure of preparing “high temperature qu” is to add a
fixed amount of inoculum during the mixing process. This
procedure is still being used today. The amount of inocu-
lum is 4–5% of the wheat flour in the summer, and 5–8%
in the winter. In general, it is believed that the residual
“qu” from the previous year containing abundant microor-
ganisms with white “qu” is a better choice.
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Pressing of the “qu” bricks. The purpose of pressing
is to press the “qu” mixture into brick form. In the past, it
was done manually. The requirements for pressing “qu”
are as follows: the angles must be proper, same thickness,
smooth and uniform surface, uniform moisture inside and
out, and on the hard side so that they will not shatter dur-
ing transportation. For a good brick of “qu,” the sides must
be tightly packed with a looser interior so that the microor-
ganisms can penetrate and reproduced. This manual press-
ing process is mostly replaced by mechanical means today.

Piling and inocubation of the “qu” bricks. This
process includes four (4) steps: piling, covering with hay
and water sprinkling, turnover, and breaking. After the “qu”
bricks are made, they are left in the open air for 2–3 hours
to smoothen and dry out the surface. The bricks are then
firmer and are ready for transfer to the incubation room. The
floor areas around the walls should be covered with hay,
about 15 cm thick in order to maintain the temperature. The
bricks are then laid with three bricks in one direction and
another three bricks in the opposite direction in one row.
These bricks are separated 2 cm apart with hay to facilitate
mold development. When one layer is completed, hay is
laid on top of these bricks, about 7 cm thick. Another layer
of bricks is put on top, with bricks laid in a position oppo-
site to the lower layer so that there is good air circulation.
These bricks are piled to 4–5 layers high. Other rows are
then piled up until enough space is left for turnover later.

Covering with hay and sprinkling with water. The
top layer of “qu” bricks is covered with hay to maintain
the temperature and relative humidity. The relative humid-
ity is maintained by sprinkling water on the hay. Amount
of sprinkling water usually is more in the summer than in
the winter, and the amount is limited to not letting the
water get into the bricks.

Turnover. When the piles of “qu” bricks are covered
with hay and water sprinkled on to it, the windows and
doors in the incubation room are closed. The microorgan-
isms then start to grow on the surface of the “qu” bricks,
and the temperature of the bricks starts to increase. The
brick temperature will reach to about 63°C in 5–6 days in
the summer, and 79 days in the winter. Relative humidity
is almost saturated in the room. At this point, the “qu”
bricks are covered with a coat of microorganisms. After
that, the bricks are turned over the first time. After another
week, the bricks are turned over the second time to dry up
the bricks faster. The purpose of turning the bricks is to
adjust the temperature and relative humidity to allow even
maturation for each brick. When the bricks are turned
over, the wet hay between bricks and on the floor should
be replaced with dry hay to facilitate air circulation. In
order to facilitate the maturation and drying, the distance
between bricks can be increased, and the bricks can be
stood on their ends. Most of the mycelia penetrate inward
after the bricks are turned over; the drying process is then
the process for the mold to penetrate inside the brick.

During this period, if the moisture level in the bricks is too
high, this will delay the rate of mold development. The
timing for turnover should be carefully controlled. Too
early turnover decreases the highest achievable tempera-
ture in the “qu” brick. The “Da qu” produced then has too
much white mold; too late turnover causes the develop-
ment of black mold. For proper production, the require-
ment is to have lots of yellow mold. At the present time,
the time to turn over the bricks is determined by the tem-
perature and the taste of the “qu” bricks. That is, when the
brick reaches a temperature of about 60°C and a sweet
taste, it is time to turn the bricks.

Breaking the “qu” bricks. After the “qu” bricks are
turned over, the temperature usually will decrease by 7–12
°C. After 67 days, the temperature will again reach to its
peak, and then decreases gradually. The bricks start to dry
up. About 15 days after turned over, the doors and win-
dows can be opened slightly to exchange the air. After 40
days (50 days in winter), temperature of “qu” bricks drops
down to about room temperature. The bricks are almost
completely dry. They can then be broken up and trans-
ferred out from the incubation room. If wet and heavy
bricks are noticed at the bottom of the piles (moisture con-
tent above 15%), these bricks must be placed in a venti-
lated area or hut to complete the drying process.

Storage of matured “qu.” There are three colors for the
high temperature “qu:” yellow, white and black.
Traditionally, the golden yellow “qu” with chrysanthemum
(yellow) center or red center have the “qu” paste odor and
flavor. White “qu” has strong saccharifying activity, but not
as good as the yellow “qu.” After the “qu” bricks are bro-
ken, they should be stored for three months; these are called
aged “qu.” The enzymatic activities of aged “qu” are lower
than the newly-made “qu,” but aged “qu” has better odor.
Also, during fermentation, rate of temperature increase is
slower, and less acid is produced in the final product.

ii. Technology of preparing intermediate temperature
“qu” (20–30 days)

Figure 173.2 is a schematic flowchart in preparing the
intermediate temperature “qu.”

Grinding of raw materials. Mix 60% barley and 40%
peas (weight basis), and grind them together. Powder
going through a 20 mesh screen should be 20% in the
winter, and 30% in the summer.

Pressing of “qu” bricks. The powered raw material is
mixed with water and filled into the pressing machine to
make “qu” bricks. The “qu” bricks contains 36–38% water,
and weighs 3.2–3.5 kg each. The formed bricks should
have smooth surface, proper angles, and uniform thickness.

Incubation of “qu.” The procedure in preparing
“Qing Cha Qu” is used as an example.

● Lining the room. The incubation room should be
pre-adjusted to room temperature of 15–20°C,
with temperature lower in the summer. The floor
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of the incubation room is lined with hay. The
“qu” bricks are laid on the side in rows with
space of 2–3 cm apart, closer in the winter and
farther apart in the summer. Each row is 34 cm
apart. Above each layer is laid with reed and
bamboo rods. There are three layers of “qu”
bricks arranged in “empty squares and inverted
cone” shapes.

● Growth of molds. The “qu” bricks are naturally
dried briefly after the alignment. The bricks are
then covered above and around with mats or
hemp bags to maintain the temperature.
Evaporation is rapid in the summer time; cool

water can be sprinkled on top. Doors and win-
dows are then closed. Temperature inside the
room starts to increase. Generally after one day,
molds start to grow on the surface of the bricks
with appearance of white mold mycellium and
spots. Temperature can rise to 38–39°C in
about 36 hours in the summer, and about 72
hours in the winter. In practice, the temperature
rise in “qu” bricks should be gradual to provide
proper growth. At this time, rhizomoid type
molds and sporadic molds with powdery spots
start to appear; also there are pin-head sized
creamy or yellowish yeast colonies. If the
designed temperature is reached, but the molds
on the surface do not developed properly, a
remedy is to uncover part of the mats slowly to
release the heat and extend the incubation time
for a few hours to allow proper mold growth.
However, it is important to maintain the relative
humidity.

● Drying of the mold. When the “qu” bricks reach
a temperature of 38–39°C, the window and
doors in the incubation chamber should be
opened to ventilate the moist air and lower the
room temperature. At the same time, the mats
should also be removed. Layers of “qu” bricks
should be turned over (reversed) and the space
between bricks should be increased to help
reduce the moisture and temperature. This is to
control the growth of microorganisms on the
brick surface, and avoid too much mycelia. This
process will fix the shape of the bricks, and is
called the “drying of molds.” The “drying of
molds” should be done at the right time. If it is
done too late, the mycelia will be too long, the
brick surfaces will wrinkle and inhibit the evap-
oration of moisture from the interior of the
bricks. If the drying is done too early, the amount
of mycelia is not enough, and affects the proper
growth of microorganisms inside the bricks as
the bricks are not porous enough. The initial
temperature for “drying of molds” is 28–32°C,
allowing more extensive cross ventilation, and
avoiding the dried up and cracking of the brick
surface. The period of “drying of molds” is 2–3
days; stacking the brick layers once everyday;
the first stacking increases the brick layers from
3 to 4, and the second stacking from 4 to 5.

● Rise in temperature. Two to three days after
“drying of molds,” the bricks are no longer
sticky on the surface. The windows and doors
are closed and temperature rise stage begins.
After entering the incubation room for 5–6 days,
the bricks start to increase in temperature. When
the temperature reaches 36–38°C, turnover of
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bricks starts. The reeds are removed, and the lay-
ers of bricks increases from 5 to 6, and the bricks
are aligned in the “mirror image of λ” shape.
The bricks are turned over twice each day. At
this time, the bricks are further dried twice, with
the windows and doors opened and closed twice
in the daytime and at night. Temperature of “qu”
bricks rises and drops twice, with temperature
starting from 38°C increasing gradually to
45–46°C. This will take 4–5 days. After this
period, it enters the high temperature stage, and
the bricks are stacked to 7 layers.

● High temperature stage. At this stage, the
growth of microorganisms is still vigorous. The
mycelia penetrate from the outside inward, and
the moisture and heat migrate from inside out-
ward. The room temperature is maintained at
44–46°C for 7–8 days by opening and closing
the windows and doors. The temperature cannot
be higher than 48°C, or lower than 28–30°C. At
this high temperature stage, the bricks are
turned over once everyday. At the end of this
high temperature stage, basically 50–70% of the
bricks are mature (ready).

● Post-high temperature stage. At this stage, the
bricks gradually dry up with brick temperature
dropping gradually from 44–46°C to 32–33°C,
until the brick surface no longer feels hot. Then
the bricks enter the holding period. Three to five
days after this post-high temperature period,
moisture from the centers of bricks continues to
evaporate and this helps dry the bricks further.

● Holding period. At the post-high temperature
period, the brick centers still have 10–20%
moisture, and require additional heating to
evaporate; because at this stage the bricks
themselves will not generate any more heat.
Supplemental heating to maintain 32°C room
temperature and 28–32°C will evaporate the
residual moisture from the bricks completely.

● Exit from incubation room. The “qu” bricks,
after exiting from the incubation room are piled
up together, with 1 cm space in between.

Characteristics of three kinds of intermediate tem-
perature “qu.” In the “jiu” manufacturing process, three
kinds of “qu” [Qingcha (clear, soft center), post high tem-
perature and red center] are used in definite proportion.
The procedures for producing the three kinds of “qu’’ are
the same, except that there are differences in controlling
the brick temperature.

● “Qingcha qu.” The highest temperature for the
“qu” bricks is 44–46°C, and the cooling tem-
perature is limited to 28–30°C. It requires mild
heating and extensive cooling.

● “Post-high temperature qu.” The highest tem-
perature in the bricks from the “rise in temper-
ature” stage to “high temperature” stage is
47–48°C. The bricks are held at the high tem-
perature for 5–7 days. The cooling temperature
is limited to 30–32°C. It requires extensive
heating and moderate cooling.

● “Red center qu.” In the “qu” preparation stage,
the cooling and “rise in temperature” stages are
not that clearly distinguishable. The rise in
temperature to 38°C is rapid. The windows and
doors are opened and closed twice during day-
time and at night, causing the temperature to
rise and drop twice. Temperatures of the bricks
are controlled by adjusting window openings.
Starting from the “rise in temperature” stage to
the “high temperature stage,” the highest tem-
perature is 45–47°C, with the lowest cooling
temperature limit at 34–38°C.

2. Fermentation with “Da Qu”

The world famous Chinese “jiu” (“Maotai jiu,” “Fen jiu,”
and “Luzhou da qu jiu”) are made using “da qu” as the
saccharifying and fermenting agents. They differ not only
from other “bai jiu,” but also they differ among them-
selves in the fermentation processes. They are representa-
tive, and at the same time unique.

3. Fermentation of “Fen Jiu”

“Fen jiu” is produced in the Xinghua village, Fenyang
County, Shanxi Province. It was claimed to have a history
of about 1,500 years. This “jiu” has alcohol content of 
65° Proof. It is bright, transparent, clear to mouthfeel,
smooth, fragrant, and long lasting in the mouth after con-
sumption. It is one of the world famous alcoholic bever-
ages – it won the Gold Medal at the 1915 World Expo in
Panama, and the title of “National Famous Jiu” four times
in the National “Jiu” Evaluation Conference in the past 50
years.

The technology of “Fen jiu” production has “seven
musts:”

● people must know the essence;
● cereal must be edible;
● water must be sweet;
● “qu” must be made at the right time;
● utensils must be clean;
● crocks must be moist;
● fire (heating) must be gradual.

Its characteristics are: “da qu” made from 60% barley
and 40% peas, locally grown “Yibazhua variety”
sorghum, and “double distillation of raw material method-
ology.” It differs from the “continuous mash” methodol-
ogy that continuously produces raw materials in the mash
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from the previous distillation, and at the same time uti-
lizes the effect of the bran. In the “double distillation
methodology,” bran is not used in the first fermentation,
but after the first fermentation. Bran is added in large
quantity, up to 25% or 50%, mixed well before the distil-
lation. The raw material is used only twice. The main rea-
son is that the “jiu” odor may be different from different
batches.

“Fen jiu” is produced by “double fermentations.” In
the first fermentation, the completely steamed raw mate-
rial and the “qu” are put in a small-mouthed big-belly
ceramic croak and sealed. The croak is buried in the
ground and fermented for 21 days. The mash is then dis-
tilled. “Qu” is added to the residual mash, fermented
again for 21 days, and distilled. The distillates from the
two distillations are used to formulate “fen jiu.” Figure
173.3 is a general flowchart of the process.

Wetting of the raw material. Ground sorghum (500 kg)
and 200–300 kg water (60–65% of the weight of raw mate-
rial) are mixed and rested for 7–8 hours to allow the pene-
tration of water into the raw sorghum. Temperature of water
is 50–65°C in the winter and 28–32°C in the summer.

Steaming of raw materials. After wetting of the raw
material, The sorghum used in “fen jiu” production is
steamed separately in croaks. After steaming, water (100 kg,
30% of the raw material) is added immediately, and cooled.
The steamed sorghum must be cooked thoroughly but not
sticky, with the typical cooked sorghum odor without any
foreign odor.

Addition of “qu.” When the cooked sorghum is cooled
down to 20–30°C, “qu” is added. The ratio is 250 kg
sorghum to 30 kg “qu,” and the ratio of the three kinds of
“qu” is “Qingcha:” post-high temperature: red center,
30:30:40. 20–25°C is the preferred temperature for addition
of “qu.”

Loading to croak and fermentation. Ceramic croaks
of 225 kg or 127 kg capacity are used. They are buried
under the ground, with the croak mouth leveled with the
ground. For 1,100 kg raw material, 8 croaks of 225 kg
capacity or 16 croaks of 127 kg capacity are used.
Distance between croaks is 10–24 cm. Croaks must be
washed thoroughly and rinsed with huajao (Chinese
pricky ash) water once before use. The loading tempera-
ture of mash is 10–16°C, with a lower temperature in the
summer time. The moisture in the mash is controlled at
52–53%. The croaks are covered with a stone slab and
sealed with the residual mash after distillation. The cover
is then covered with rice husk to maintain temperature.

The whole fermentation process can be divided into
three stages: initial, intermediate and final with control of
intermediate temperature and gradual fermentation; temper-
ature during fermentation being gradual increased in the ini-
tial stage, maintaining high temperature in the intermediate
stage and gradual decline in the final stage. This is what is
called “the gradual initial, steady intermediate, and gradual
decline final rhythm.” The traditional fermentation period

was 21 days, and is now extended to 28 days to increase the
aroma. During the fermentation, control of temperature is
very important. Because area in the fermentation room is
much large than the size of the croak, effect of room tem-
perature is more significant, especially in the summer.
Traditionally, the temperature of the croak is cooled by sur-
rounding the croaks in the ground with cool water; and in
the winter, cover the croaks with barley stalks. During the
21 or 28 days of fermentation, the fermentation has to be
checked every other day. Usually, this is conducted in 1–12
days. After this period, inspection is not necessary. If an
apple aroma is noticeable in the fermentation room, it is
indicative of normal fermentation. As the fermentation pro-
gresses, the solid residual matters will gradually sediment to
the bottom of the croaks. The more residual matter sediment
to the bottom, the more “jiu” will be produced. In normal
situations, the residual sediment will sink to the bottom to
about a quarter depth of the croak.

Unloading from croak and distillation. The sediment
from the first fermentation is recovered and laid on the
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cooling platform, followed by addition of cereal bran,
about one quarter of the sediment. After mixing, the mix-
ture is loaded to the special earthenware for distillation.
The procedure is also specific for “Fen jiu” production.
Water is first boiled from the bottom of the earthenware.
The amount of water is added, and a fine-toothed comb is
placed in the earthenware, followed by the residual sedi-
ment-bran (4 inches thick). Then the residual “jiu” from
the last distillation is added. When steam/alcohol starts to
appear from the mixture, more sediment-bran mixture is
added. When the mixture starts to get hot by touch,
another 4 inches of mixture is added, until the whole earth
ware is full. The mixture in the earthenware is placed in a
flat but a concave manner.

The “jiu” obtained from the first distillation is also
called “first residual Fen jiu.” Its main composition is as
follows: total acids 0.0413 g/100 ml, total esters 0.549
g/100 ml, total aldehydes 0.00924 g/100 ml, and alcohol
48.5–80.5 v%. From the above composition analysis, it is
clear that the esters content is fairly high, with strong fla-
vor/fragrance. This is related to the long fermentation time.

Second fermentation. The residues left from the first
fermentation has residual starch content of 14–16%. It has
to be fermented for the second time. The procedure is as
follows:

● collect the residue from the earthenware after
distillation,

● add 25–30 kg warm water (at 35°C), (the so-
called cover up liquid),

● cool rapidly to 30°C,
● add to “da qu” at the rate of 10% of the residue

quantity,
● mix well and wait until the temperature lowers

to about 20°C,
● load into the croak,
● seal the croak for the second fermentation.

The water content is controlled at 59–61%. Because
the substrate has less starch and more bran, it is looser

than the first fermentation. Lots of air is carried into the
croak, and this is not favorable for the fermentation.
Therefore, this mash must be pressed appropriately, and
sprayed with the distillate from the first fermentation. The
second fermentation takes 28 days. The mash from the
second fermentation is called “second mash.” After it is
taken out from the croak, bran/husk is added to it before
distillation. After the second fermentation, the residue will
not go through another fermentation, but sold as wine
mash residue. A comparison of the compositions of the
mash before and after fermentation, respectively, is as fol-
lows: starch content 16.57–22.5% vs. 8.85–11.03%;
moisture content 56.0–60.4% vs. 58.5–67.2%; acidity
0.92–1.45% vs. 1.92–2.85%; sugar content 2.9–3.78% vs.
0.31–0.338%; alcohol none vs. 5.2–5.8%.

Second distillation. After the second fermented mash
is recovered from the croak, small amount of rice husk is
added before distillation like the first distillation. The dis-
tillate is called “secondary Fen jiu.” Its main composition
is as follows: total acids 0.059 g/100 ml, total esters
0.2777 g/100 ml, total aldehydes 0.01012 g/100 ml, and
alcohol 50–80 v%. The first and second distillates are
stored for three years before formulation according to
specifications. The main chemical composition of “Fen
jiu” is as follows: alcohol 65 v%, total acidity �0.1 g/100
ml; total aldehydes � 0.03% g/100 ml; total esters �0.30
g/100 ml; higher (long chained) alcohols �0.02 g/100 ml;
methanol �0.04 g/100 ml; furfural � 0.0008 g/100 ml;
lead � 0.3 ppm; solids � 0.04 g/100 ml.

4. Fermentation of “Maotai Jiu”

Figure 173.4 is a generalized schematic flowchart of
“Maotai jiu” manufacturing. The production of “Maotai jiu”
is an example of “continuous mash” fermentation method-
ology. It has its own unique fermentation technology.

First fermentation. Grain sorghum is ground to con-
tain 80% coarse particles and 20% fine particles, the “qu”
is ground to a powder. For 100 kg of ground sorghum,
45 kg of water at 80°C is needed. Water is sprinkled in
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FIGURE 173.4 Generalized schematic flowchart of “Maotai Jiu” manufacturing.



with continuous turning over of the ground sorghum to
allow even absorption of water. Let stand for 20 minutes
before loading the wetted sorghum to earthenware for
steaming with high heat for 2–3 hours. When the grain
sorghum is completed cooked, they can be taken out from
the earthenware, and let cool to 32°C before mixing with
the “qu” powder. For 100 kg sorghum, 32 kg “qu” powder
is used. After mixing thoroughly, the mixture is loaded to
the fermentation tank, sealed with yellow earth, and fer-
ment for 1 month.

Second fermentation. For 100 kg of groundup
sorghum, sprinkle with 45 kg of water, and leave aside.
Take out the mash from the first fermentation. For 100 kg
of fermented mash, add 100 kg pre-wetted sorghum. Mix
thoroughly and load the mixture to earthenware for distil-
lation. The distillate from this process is not for sale.
When the residue after fermentation is cooled to 32°C, the
distillate is sprinkled back to the mash. For 100 kg of this
mash, add 40 kg “qu,” and mix thoroughly before loading
to the fermentation tank, and seal with yellow soil. This
second fermentation lasts for 1 month.

Third fermentation. The fermented mash is taken out
and mixed with wetted raw material (1:1) thoroughly
before loading to earthenware for fermentation. This coll-
ected distillate is called “Huisha Mao jiu.” When the mash
after distillation is cooled to 32–33°C, for 100 kg add 32 kg
“qu.” The fermentation tank is again loaded, sealed, and
fermented for 1 month.

Fourth fermentation. The fermented mash is dis-
tilled. The distillate is called “Dahui Mao Jui” with excep-
tionally strong flavor. When the residual mash after
distillation is cooled to 32–33°C, 100 kg of mash is mixed
with 20 kg “qu,” and fermented for 1 month.

Fifth fermentation. The fermented mash is distilled.
This distillate is call “Original tank Mao Jiu,” and it has
exceptionally good quality with very fragrant odor. The
cooled mash after distillation is again mixed with “qu” at
a ratio of 100 kg to 15 kg. Again, the mixture is fermented
for 1 month.

Sixth fermentation. The fermented mash is distilled.
This distillate is called “Huizao Mao jiu.” This distillate
has fragrant odor. The distilled mash is again cooled to
32–33°C, mixed with “qu” at a ratio of 100 kg to 15 kg,
and fermented for 1 month.

Seventh fermentation. The distillation procedure is
repeated, and the distillate is still called “Huizao Mao jiu.”
This distillate has a lower quality with a bitter dregs taste.
The cooled, distilled mash is again mixed with “qu” at a
ratio of 100:8, and fermented for 1 month.

Eighth fermentation. The mash is distilled and the dis-
tillate is called “Zhuizao jiu.” The taste of the distillate is
strong in the bitter dregs taste. The cooled, distilled mash is
again mixed with “qu,” and fermented for 1 month. The
mash is distilled for the last time and the distillate is also
called “Zhuizao jiu” with even stronger bitter “tank” taste.

The fermented residue is not used for further fermentation,
and is sold as animal feed.

The distillates are stored in barrels separately according
to their quality, and aged. The aged distillate is at least 3
years old and can be over 20 years. They are then formu-
lated according specification. The main chemical composi-
tion of “Maotai jiu” is as follows: alcohol 52.8 v%, total
acids 0.115 g/100 ml; total aldehydes 0.0631 g/100 ml;
total esters 0.2886 g/100 ml; fusel oils 0.3300 g/100 ml;
furfural 0.0025 g/100 ml.

“Maotai jiu” is produced in Maotai town, Renhuai
County, Guizhou, China. It has a history of over 200
years. The alcohol content is 60 v% with unique fragrant,
mainly taste odor. It is smooth, with the long-lasting resid-
ual odor and taste, particular the emptied glass gives a
comfortable and loved paste taste, and lasts for a long
time. The fermentation methodology is also unique. The
“jiu” went through addition of raw material twice, eight
distillations, and eight times addition of “qu.” Every addi-
tion of “qu” will go through a 1-month fermentation
period. Therefore, it takes 8–9 months, sometimes even a
year to complete the whole process. Because it takes a
long fermentation period, the product has good fragrance.
However, it take much larger amount of “qu” as compared
to other “jiu,” and 1 kg of “jiu” takes 27 kg of sorghum,
and 3 kg or more “qu.” The rate of “jiu” produced is low
and therefore cost more to produce.

5. Fermentation of ‘‘Luzhou Da Qu Jiu’’

Luzhou Old Cellar Special “jiu” is a product of the “Qu
Jiu Factory” in Luzhou City, Sichuan Province. It has a
long history, and has a reputation that spans over 200
years ago. This “jiu” belongs to the rich fragrance type,
and is a representative in this category. The raw materials
are sorghum, and intermediate heat “da qu” made from
wheat as the saccharifying and fermenting agents. It uti-
lizes mixed steaming and mixed heating, “thousand year”
old mash, 45–60 days fermentation, and distillation by
layers. The distillate is collected by quality, stored and
aged, and carefully formulated into the final product. The
“jiu” is colorless, transparent, possesses rich cellar fra-
grance, smooth and rich body, sweet and clean taste, long-
lasting unique flavor. The alcohol content is 59–61 v%.

“Luzhou da qu jiu” is famous for its old cellar. The
oldest cellar is claimed to be 380 years old (the Wen Yong
Sheng Factory). The so-called cellar is the fermentation
tank. It is a deep tank dug out from the ground of various
sizes. After the tank is formed, it is surrounded with a layer
of yellow soil. It is the general perception of consumers
that old cellars are good. This is because after long fer-
mentation periods, the “jiu” will penetrate through the sur-
face layer of soil in the cellar. Therefore, the soil around
old cellars, about 1 meter around, turned black because of
the “jiu” penetration. When the new raw materials mixes
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with the old mash and interacts with soil that has changed
quality, it gives the “jiu” a special fragrance. This fra-
grance is not produced in new cellars. All the new cellars
carry a new soil flavor. Production of “Luzhou da qu jiu”
applies the traditional continuous residual methodology. It
is typical of its mixed-steaming and mixed-heating old cel-
lar continuous residual methodology. The production tech-
nology is close to the “Laowu Jan” (old earthenware)
methdology. Figure 173.5 is a generalized schematic flow-
chart for the production of “Luzhou da qu jiu.”

Treatment of raw materials. The sorghum is ground
to pass the 20 mesh sieve, with 28% coarse particles. The
“da qu” is ground to a power.

Unloading of mash and mixing with raw materials.
Production of “Luzhou da qu jiu” applies continuous
mash methodology, and the mash is called “thousand year
old” mash. This mash is mixed with new raw materials. In
normal situation, the old cellar has four (4) earthenware
loads of old mash, it is unloaded to mix with one earthen-
ware load of new raw materials. After distillation, four
earthenware loads of residue are loaded to the cellar, and
one earthen ware of the residue is discarded. At the bot-
tom of the cellar, the mash contains more water than the

upper layers. After the upper layers of mash are unloaded
for mixing with new raw materials, the bottom three lay-
ers of mash have to go through a “water reduction”
process. The common ratio of mash and raw materials is
as follows: for each earthern ware, 500 kg of mash,
20–130 kg of ground sorghum, and 20–25% (weight of
raw materials) of rice husk.

Loading of earthenware, steaming raw materials,
and distillation. The mash and the raw materials are well
mixed. Let it stand for an hour to hydrate the raw materi-
als. After loading to the earthenware, the steaming of raw
materials and distillation of mash are conducted at the
same time. Before loading the earthenware, enough water
is added, and 1 kg of rice husk is spread on the bamboo
comb. Th mash loaded to the earthenware should be loose,
and the heating should be gradual. The criteria for the pro-
cedure are light, loose and even. When steam starts to
come up, heating should be turned down. The quantity of
steam should be controlled, without pressure, and no
escape. The mash in the earthenware should be higher on
the sides and lower in the center. Usually, it takes 35–45
minutes to load an earthenware, The temperature of the
liquid “jiu” is 35°C. Collect the first 0.5 kg of “jiu,” and
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the time required is about 15–20 minutes. The rate of “jiu”
coming out is about 34 kg per minute. The guidelines are
gradual steaming in distillation, and extensive steaming at
the end. The average alcohol content of the “jiu” for stor-
age is controlled at 61 v%.

Unloading from earthenware, adding water and
spreading of “qu.” The traditional process is to add the
cooling water collected from the distilling process at a
ratio of 100 kg sorghum flour to 70–80 kg water. In this
process, hot water (above 80°C) is sprayed onto the mash
to allow proper water absorption. In the cellar, water is not
added to the bottom two layers, and the other layers have
water added a different levels. In general, the water con-
tent is controlled at 53–55%. The mash is put on screens
to lower its temperature to 13°C (2–3°C below room tem-
perature in the summer). Then the “da qu” power is added
to the mash. The amount is 20% of the sorghum power in
the mash; however, the dregs returned to the earthenware
require only half of the amount of “da qu” needed for the
mash. Because returned dregs do not have new raw mate-
rials, the temperature entering the cellar is 20–21°C, and
it is 18–21°C for the mash. The changes in the composi-
tion between the entering mash and the exiting mash,
respectively are as follows: moisture 53–54% vs.
55–58%; starch concentration 14–16% vs. 8–10%; acidity
1.4–1.8%, vs. 2.3–3.4%; mash esters 0.43–0.6 g/100g vs.
0.6–0.8 g/100 g; moisture content before mixing with raw
materials 53–57% vs. 48–49% after mixing.

Fermentation in the cellar. Fermentation facility.
Factories that produce “Luzhou da qu jiu” use earthen cel-
lars, the capacity is 8–12 cubic feet. The phrase “thousand
years old cellar, and ten thousand years old dregs” means
the older the cellar, the better the product. The earthen cel-
lar already adapts to the activities of butyric bacteria with
formation of butyric and caproic acids, and their esters.
The older the cellar, the more microorganisms and
metabolites are there, and the richer the flavor in the final
“jiu.” The cellar is made with yellow soil, with the bottom
of the cellar built with yellow soil preferred. On the walls
are inserted bamboo “nails.” The cellar walls are covered
with a 10 cm thick “plaster” of fine, soft yellow soil with-
out any sand particles mixed with the “yellow water (liq-
uid)” sipped out from the fermented mash. The cellar is
covered with a firmly pressed layer of 30 cm yellow soil.
After 7–8 rounds of fermentation, the yellow soil in the
newly constructed cellars start to turn black. After a year
of fermentation, the soil will change gradually to “black-
ish white” in color with texture changing from soft to hard
and brittle. Quality of the product improves gradually
with time and changes in the soil quality. After twenty
more years, the soil quality again change from hard and
brittle to soft and brittle, and the color is again changed
from “blackish white” to black, with red and green colors.
This product has a rich fragrance. At this stage, the prod-
uct reaches the standard of “old cellar,” and the quality of

the product also improves gradually, getting better every
year thereafter.

Criteria for “entering the cellar.” The following cri-
teria for “entering the cellar” in the production of
“Luzhou da qu jiu” must be strictly controlled:

● starch concentration, 14–16% in the summer
and 16–17% in the winter;

● temperature, 1–2°C lower than room tempera-
ture and about 18–20°C;

● moisture content, 57–58% in the summer and
53–54% in the winter;

● acidity, below 2% in the summer and 1.4–1.8%
in the winter.

Managing the fermentation. After loading, the mash
(equivalent to two layers on the earthenware) must be
pressed firmly to reduce air in the cellar and inhibit
growth of aerobic microorganisms, and gradually induce
the normal fermentation. The factory that produces
“Luzhan da qu jiu” limits the period of fermentation to 60
days. The longer the fermentation period, the higher the
ester content in the final product. During the fermentation
period, temperature of the mash increases by 10–15°C. In
order to improve the product quality, the factories nowa-
days generally apply the “returned ‘jiu’ ” and “dual bot-
tom rotation fermentation” technologies to fully utilize
the end distillates, and let part of the mash ferment twice
in order to increase the rich fragrance. After the mash
enters the cellar, they are sealed with pressed yellow soil.
Room temperature is checked regularly. Rice husk covers
the soil to maintain temperature. “Luzhou da qu jiu” is
characterized with its rich fragrance and odor. The main
components in “Luzhou da qu jiu” are as follow: alcohol
60 v%, total acids 0.108 g/100 ml; total aldehydes 0.069
g/100 ml; total esters 0.3784 g/100 ml; fusel oils 0.330
g/100 ml; furfural 0.002 g/100 ml.

“Luzhou da qu jiu” applies fermentation in old cellars,
mixing of new raw materials and old mash, and contact
with soil that has changed quality. These give the “jiu” a
rich and unique fragrance. Production of “Lozhou da qu
jiu” is a typical example of using “mixed steaming and
mixed heating” procedure. By using this procedure, small
amounts of esters, ketones, and fragrant materials from
the new raw materials are carried over into the “jiu”
through the distillation and steaming of the raw materials.
This procedure increases the fragrance in the “jiu,” the so-
called “raw material fragrance.”

C. “XIAO QU BAI (WHITE) JIU”

“Xiao qu” is used as the saccharifying and fermenting
agents to conduct the fermentation, and after fermenta-
tion, the collected distillate is “xiao qu jiu.” The applica-
tion of “xiao qu” to produce “jiu” has a long history in
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China. However, the production of the distilled “xiao qu
jiu” today was started around the Yuan Dynasty. Its unique
methodology is well known not only within China as an
effective fermentation technology, but also internation-
ally. “Xiao qu jiu” is very popular in the southern
provinces of China, particularly preferred by the working
class in Fujian, Guangdong, and Guangxi. It is also popu-
lar among the overseas Chinese in Southeastern Asia, and
in Hong Kong and Macau. It is a light fragrant “bai jiu.”
When compared to the “da qu jiu,” it is different not only
in its production methodology, but also in the flavor of the
products. Its characteristics are incubation of the microor-
ganisms with the rice kernels, semi-solid fermentation,
use of small amount of “qu,” short fermentation period,
smooth “jiu” quality, and high “jiu” production rate.
“Guilin sanhua jiu” in Guangxi (58 v% alcohol), and
“Xiangsan (mountain in Hunan province) jiu” are well
known “xiao qu jiu.”

“Xiao qu” is the saccharifying and fermenting agents
for production of “xiao qu jiu.” It possesses the dual pur-
pose of saccharifying and fermenting actions. It is made
from rice flour or rice bran as the raw material, with addi-
tion of Chinese herbs, inoculation with starter (original
inocula), and incubation. The microorganisms in the “xia
qu” consist of mainly Rhizopus, and Mucor molds, and
yeast. From the microbial incubation standpoint, this is
natural growth incubation. The handling of raw materials
and addition of Chinese herbs can provide effective
microorganisms a beneficial growing environment; in
addition, it applies the inoculation of starter from long-
term natural incubation. In recent years, there are also
pure cultures of Rhizopus microorganisms and yeast
available for inoculation; this can further guarantee the
extensive growth of microorganisms. “Xiao qu” not only
produces “bai jiu’’ (white wine), it can also be used to
produce “huang jiu” (yellow wine). “Xiao qu” such as
Sichuan “Qionglai lai mi (rice) qu and kang (bran) qu,”
“Fujian Xiamen bai yao,” “Zhejiang Ningbo bai yao,”
“Shaoxing jiu yao,” “Suzhou tian (sweet) jiu yao” are all
famous “bai yao (xiao qu).” “Xiao qu” applied Chinese
herbs originated from various sources, and the numbers
of herbs also varied, from 1 to 15, including precious
ones. In the Ming Dynasty, over 100 kinds of herbs were
used. In the old days, there were reasons for using a few
herbs. It is now proven through production practices, use
of a few herbs, or even without using herbs can also pro-
duce good “jiu.”

1. Production of “Xiao Qu”

“Xiao qu” is made from rice flour or rice bran as the raw
material, with the addition of Chinese herbs, inoculation
of starter and incubation. There are all kinds of “xiao qu,”
but they can be grouped into “yao (herb) xiao qu” (jiu qu
ball, or cake), “herbless bai qu,” “pure cultures mixed qu,”

“concentrated tian jiu yao.” There are differences among
various places in the use of raw materials and production
technologies; but, in general, grain(s) are the main ingre-
dient, and the Chines herb(s), and “guan yin earth (ben-
tonite)” as supplemental materials. Some also use rice and
others use only the rice bran. The shapes of “xiao qu” may
be perfect cubes, round, and round cakes, and also differ-
ent sizes. For example, “Zhijiang Wuyi (black coat) hong
(red) qu” can be 0.1 to 160 g each.

a. Production of “yao xiao qu”
“Yao xiao qu” is called “jiu” herb, or jiu qu” balls. Its
characteristics are the use of raw rice flour as the sub-
strate, addition of Chinese herbs and starter (inoculum).
Some also have white clay powder as the bulking agent.
The addition of herbs and their amount vary with places,
some use only one herb, called “single herb xiao qu;” and
some use up to 10 herbs. This is called “multi-herb xiao
qu.” There is also pure culture “yao xiao qu.” “Guilin jiu
qu” balls are “single herb xiao qu;” it is made from raw
rice flour with addition of one herb and inoculation with
the starter and incubation. Figure 173.6 is a generalized
schematic flowchart on the production of “Guilin Sanhua
jiu qu” balls.

Production of the raw “qu” balls. Pearled rice is
soaked for 3–6 hours, dripped dry and crushed for pro-
duction of “qu” balls. For every batch of 15 kg rice flour,
add 13% Chinese herb powder, starter 2%, and water
60%. The ingredients are mixed, made into cakes, and
pressed flat. Cut the cakes into approximately 2 cm cubes,
and sieve them into balls. These balls are evenly coated
with 5 kg of fine rice flour, 0.2 kg starter powder. After
coating, these balls are the raw “jiu yao balls.” They are
loaded into small bamboo sieves, and placed in the “qu”
room for incubation.

Incubation of “qu” balls. This is managed in three
stages. In the first stage, the room temperature is main-
tained at 28–30°C for 20 hours, and the mold growth is
extensive. When the mold mycelia start to fall, surface of
the “raw jiu yao balls” shows white bubbles. It is time to
lift up the mats from the “jiu yao balls.” The temperature
at this time is generally about 33–34°C, but cannot be
over 37°C. In the second stage, after 24 hours, yeast
growth is extensive, and room temperature should be con-
trolled within 28–30°C, and the product temperature can-
not be over 35°C. This stage should be maintained for 24
hours. For the third stage of 48 hours, product temperature
drops gradually, and the “jiu” balls are mature, and they
can be transferred from the incubation room to the drying
room for dehydration, or solar dried. These mature “jiu”
balls are stored until use. The whole process takes 5 days
to complete.

Quality criteria. The sensory quality of “jiu” balls is
judged by its white or slightly yellow color with no black
color appearance, porous structure, and possesses the

173-14 Handbook of Food Science, Technology, and Engineering, Volume 4



characteristic fragrance of “jiu yao.” The chemical indices
are moisture 12–14%, and total acidity not higher than 
0.6 g/100 g.

2. Production of “Jiu Qu Cakes”

“Jiu qu cakes” are also called “da (large) jiu cakes.” They
are made from rice and soybeans with addition of Chinese
herbs and white clay soil, followed by inoculation and
incubation. These “jiu cakes” are cubical in appearance,
20 � 20 � 30 cm in dimension, each piece weighing 0.5
kg, containing mainly Rhizopus molds and yeasts.
Examples are “jiu cakes” for the production of
Guangdong “Chunxiang mi jiu (pure fragrance rice jiu),”

and “Xiwei (soy paste-flavored) yubingshao jiu.” Figure
173.7 is a generalized schematic flowchart for production
of “jiu qu cakes.”

Ratio of raw materials is rice 100 kg, soybeans 20 kg,
“jiu starter” 1 kg, “jiu herbs” 10 kg (small tangerine leaves
9 kg and cinnamon barks 1 kg), bulking agent 40 kg. The
rice should be cooked under low or ambient pressure with
80–85% (weight of rice) water. The soybeans are cooked
thoroughly under ambient pressure for 16–20 hours. The
cooked rice is spread on the “bed” for cooling to about 
36°C and mixed with the cooled, cooked soybeans, “qu,”
“qu herbs,” and bulking agent. The mixture is transferred
to a machine for pressing into cake forms. When these
cakes are at a temperature of 29–30°C, they are transferred
to the incubation room and left there for 7 days. The incu-
bation process depends on the changes in weather and the
quality of raw materials. The temperature and relative
humidity are adjusted accordingly. When the incubation is
complete, they are transferred to the drying room at 60°C
for a three-day dehydration to moisture content of 10% to
complete the process.

3. Fermentation of “Xiao Qu Jiu”

Polished rice quality is very pure, absent of bran, and low
in lipid and protein contents. This is beneficial for low-
temperature, progressive fermentation, producing a pure
quality with unique fragrance. There are many quality
“jiu” produced in the southern provinces in China. They
are manufactured using rice as the raw material and appli-
cation of “xiao qu” in the fermentation process. Examples
such as “Guilin sanhua jiu,” and “Guangdong yuebing-
shao jiu” enjoy a very good reputation.

a. Fermentation of “Guilin sanhua jiu”
“Guilin sanhua jiu” is produced in the Guilin City of
Guangxi province. The alcohol content is 56–58% and
belongs to the “rice fragrance type xiao qu jiu.” Its char-
acteristics are a very clear body, smooth, and long-lasting
pleasant. In 1957, it was awarded the 1st prize among the
“xiao qu jiu” in China, and also awarded as one of the
quality “jiu” in the 3rd and 4th National “Jiu” Evaluation
Conference. This product is sold to Japan, Southeastern
Asia countries, Hong Kong and Macau, and enjoys 
popularity.

The fermentation methodology is a common practice
since the Tang and Song Dynasties. It is believed that
quality of “jiu” can be determined by the appearance of
bubbles produced; long-lasting and agglomeration of
small bubbles are considered as having high alcohol con-
tent, and also good quality. Thus, many manufacturers
practice the triple distillation process to get to 56–58 v%
alcohol stage. The “jiu,” because of surface tension, pro-
duced three levels of various sized bubbles, then disap-
pears gradually. In the industry, it is termed “triple
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distillation” or “piling of three levels of bubbles,” thus the
name “sanhua” meaning the three levels of bubbles. This
term is still used today.

“Sanhua jiu” uses high quality rice as the raw mate-
rial, the traditional “jiu yao,” and semi-solid fermentation
technology by cultivating the microorganisms, followed
by saccharification and alcoholic fermentation. The water
comes from wells in “Li jiang (river).” The mash is sealed
in ceramic croaks and stored in caves for over two years.
The product is then carefully formulated. Figure 173.8 is
a generalized schematic flowchart on the production of
“Guilin sanhua jiu.”

Steaming the rice. The rice is washed briefly,
steamed thoroughly, and contains 62–63% moisture. The
rice is then loaded into the grinder, disintegrated and cooled
to 36–37°C. The “xiao qu” powder is added at a rate of
0.8–1.0% of the raw material and mixed thoroughly.

Loading to croaks and culturing of the microorgan-
isms. After mixing the raw materials, the mixture is loaded
to the culturing croaks, about 15–20 kg each raw material
juice. The rice is loaded at a thickness of 10–13 cm. Dig a
hole in the center to facilitate aeration. When the mixture is
cooled to 32–34°C, cover the croak with a bamboo sieve,
and proceed with the saccharification. After about 20–22
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hours, intermediate product temperature should increase to
37–39°C. It is important to maintain and lower the temper-
ature, if necessary and not to exceed a maximum of 42°C.
After 20–24 hours, degree of saccharification should reach
70–80%.

Transferring to croak for fermentation. After the
saccharification process, water is added and mixed to
lower the intermediate product temperature to 35–36°C.
The amount of water is 120–125% of the raw material. In
normal situation, the mash after water addition contains
9–10% sugar, total acids not higher than 0.7%, alcohol
content of 2–3 v%. After mixing with water, the mash is
transferred to a larger croak, two croaks of cultures for
each fermentation croak. In the fermentation room, it is
important to control the temperature. In normal situation,
after 6–7 days of fermentation, sugar content in the
mature mash is close to zero, with 11–12 v%, total acids
not higher than 1.5%. The mash is ready for distillation.

Distillation. Traditionally distillation is conducted in a
distillation kettle in the earthen hearth. Besides using the
traditional kettle, “Guilin sanhua jiu” production also
applies the vertical or horizontal distillation equipment.
The distillation technology usually is stepwise, discarding

the beginning and the end distillates. For the first 2–2.5 kg,
the distillate contains more impurities, and should be col-
lected separately. The main distillate is collected in a sep-
arate croak until the alcohol content is 58 v%. When the
distillation is below 58 v%, it is considered as the end dis-
tillation. It is collected separately and is added to the sec-
ond distillation. During distillation, the heating should be
even to avoid burning of the mash, or raising the pressure
too high and causing mash loss. Temperature of the cooler
should be maintained not higher than 55°C, to avoid tem-
perature of the “jiu” too high and the loss of alcohol
through vaporization. When the color of the beginning dis-
tillate is yellowish with burnt or other odor, it is close to
acceptable.

Aged fermented product. When the distillate has
been inspected for acceptable quality, it is stored for pro-
duction of “aged fermented product.” Criteria of product
to be acceptable are as follows:

● Sensory quality: colorless, good odor, smooth,
and long-lasting taste.

● Physicochemical indices (g/100 ml): Alcohol 58,
total acids 0.06–0.10, total aldehydes � 0.01,
fusel oils � 0.15, total esters � 0.12, methanol
� 0.05, turbidity � 50°, total solids � 0.1, lead
1.0 mg/liter.

b. Fermentation technology of “Yubingshao jiu”
“Soy-taste flavored yubingshao jiu” is a unique product
from the Guangdong Province. This product is different
from all the “bai jiu” produced in China. The raw material
is rice. The technology is semi-solid fermentation with
partial saccharification and partial fermentation progress-
ing at the same time. This fermentation technology is com-
mon in the southern provinces in China. The most unique
characteristics in this product are low alcohol content (29.5
v%), and a special meaty odor from soaking fat animal
meat in the collected distillate for 3 months. Because the
fat meat is soaked in the distillate, it absorbs the undesir-
able taste. Therefore, the product is smooth and not spicy
hot. Figure 173.9 shows a generalized schematic flowchart
for the production of “yubingshao jiu.”

Steaming rice, cooling and mixing with “qu.”
Criterion for steaming rice is that it must be thorough with-
out any uncooked centers. This is to increase the alcohol
production rate. The cooled rice is spread loosely on the
rice bed for cooling to 35°C in summer, and 40°C in win-
ter. The temperature of the cooled rice must be even. There
should not be lumps of rice. After cooling, “qu” is mixed
in at a rate of 1.8–2.0 kg of “qu cake” for every 100 kg of
uncooked rice. The “qu cake” is ground to powder before
sprinkling on the cooled rice. After mixing, it is ready for
loading to croaks.

Loading of croaks and fermentation. Before load-
ing, the croaks are filled with 6.5–7 kg of water. The 
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rice-“qu” mixture is loaded at a rate of 5 kg of rice per
croak. The croaks are sealed and stored in the fermenta-
tion room. During fermentation, temperature in the fer-
mentation room should be controlled at 26–30°C, and
product temperature below 30°C, and not over 40°C.
Fermentation time is 15 days in the summer, and 20 days
in the winter.

Distillation. When the fermentation is complete, the
croaks are taken out for distillation. Removing the begin-
ning and end distillates reduces the impurities with high
boiling point, and guarantee the smoothness of the product.

Aging with fat meat. When the collected distillate is
filled into the croak, fat pork is added for the soaking
process. For every 20 kg “jiu” in a croak, 2 kg of fat pork
is soaked for 3 months. The pork fat is gradually dissolved
with absorption of impurities and induction of the esteri-
fication reaction. The degree of maturation is increased,

the “jiu” is smooth and pleasant to taste. At the same time,
it provides an unique “soy paste” flavor.

Quality indices of final product. The quality indices
for “yubingshao jiu” are as follows:

● Sensory quality:
● Color – Clear, transparent, colorless or slightly

yellowish, no suspensions and sediments.
● Odor – Pure fragrant, possessing the unique soy

paste flavor in the “yubingshao jiu.”
● Taste – Smooth to the taste, also having soy

paste-meaty flavor, without bitter or other
undesirable taste.

● Physicochemical indices: alcohol 29.5 v% (in
croaks) and 30.5 v% (in bottles), total acids �
0.08 g/100 ml, total esters � 0.15 g/100 ml, total
aldehydes � 0.1 g/100 ml, amino acids � 0.002
g/100 ml, methanol � 0.06 g/100 ml, fusel oils
� 0.2 g/100 ml, Solids � 0.02 g/100 ml,
cyanides � 0.5 ppm, lead � 1 ppm.

D. FAMOUS CHINESE “BAI JIU”

In the 4th National “Jiu” Evaluation Conference con-
ducted in Taiyuan City, Sanxi Province in 1984, 13 “jiu”
were given the Chinese Famous “Bai Jiu” title. They are
Maotai Jiu, Fen Jiu, Wuliangyi, Gujing Gong Jiu, Luzhou
Da Qu Jiu, Dong Jiu, Jiannan Chun Jiu, Xifeng Jiu,
Quanxiang Da Qu Jiu, Yanghe Da Qu Jiu, Shuanggou Da
Qu Jiu, Lang Jiu, and Huanghelou Jiu. The fermentation
technologies for “Moutai Jiu,” “Feng Jiu,” and “Lozhou
Da Qu Jiu,” together with “Guilin Sanhua Jiu” and
“Yubingxiao Jiu” have already been described. Readers
interested in the production of other “jius” should consult
the references at the end of this chapter.

E. QUALITY OF “BAI JIU”

In general, quality determination of “bai jiu” relies on sen-
sory evaluation of its color, odor, taste and body to differ-
entiate their quality, and thus determine their
classification. Physicochemical analyses are then applied
to evaluate their quality.

1. Color of “Bai Jiu”

Sensory evaluation of “bai jiu” color basically includes
the evaluation of the color hue, transparency, suspended
matter and sediments by visual observation.

● Colorless. “Bai jiu” belongs to distilled spirits,
and should be colorless, transparent, absent
from suspended matters and sediments.
However, some “bai jiu” after long periods of
aging, may be slightly yellowish. If this color
does not affect the clearness and transparency,
it is considered normal.
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● Colors. When the “bai jiu” is contaminated, it
may be yellow, black, blackish brown, brown,
or blue in color; and they are considered as
abnormal.

● Loss of luster. The loss of luster in “bai jiu”
may be due to the following reason: in formu-
lating “bai jiu,” water was added, thus
decreases the solubility of higher alcohols,
higher fatty acids and esters, and cause diffrac-
tion. If the original “jiu” is high in alcohol with
minimal amount of impurities, it is not easy to
lose luster and show the appearance of milki-
ness, and not transparent when water is added.

● Sediments in “bai jiu.” “Bai jiu” showing sedi-
ments of white, brown, bluish black or grayish
white color is considered as abnormal.

2. Odor of “Bai Jiu”

Many odorous components have been identified from “bai
jiu.” These components include esters, acids, carboxyl
compounds, and sulfur-containing compounds. Their
presence in “bai jiu” is very limited. However, under
proper formulation, can give “bai jiu” pleasant and unique
fragrance. The characteristic fragrance in different “bai
jiu” is an indication of the balance of the different odor
components.

● Esters. Esters are the main group of components
in “bai jiu.” Common fragrant “jiu” or famous
“jiu” contains a higher esters content, on the
average of 0.2–0.6 g/100 ml. C1–C4 straight
chain fatty acid ethyl esters are the major esters
in “jiu.” When the ethyl acetate is strong, they
show the odors of apple and banana, and pear
and pineapple odors when they are weak. When
the ethyl butyrate is strong, its shows unpleasant
odor, even objectional; however, when they are
weak, they show the odor of rum. When the
ethyl caproate is strong, it gives a spicy hot and
objectional odor; when they are weak, they give
the unique “cellar odor” in “bai jiu.” Ethyl lac-
tate is not that significant in odor, but increases
the rich sensation.

● Alcohols. Besides ethyl alcohol, the main alco-
hols in “bai jiu” are the higher alcohols with
isopentyl alcohol as the main one and others
such as butyl alcohol, propyl alcohol, isopropyl
alcohol, isobutyl alcohol, amyl alcohol, normal
hexyl alcohol, and heptyl alcohol. Small
amounts of higher alcohols gives “bai jiu” its
characteristic odor, and support the ester odor.
This combination gives a more complete odor
in “bai jiu” and forms the characteristic odor on
“bai jiu.” Alcohols and fatty esters interact and

form esters, and can increase the odor to some
extent. However, if the concentration is too
strong, it will give objectional odor. The β-ben-
zyl ethyl ester in the alcohols is an essential
component in the odor of “bai jiu.” The con-
centration of higher alcohols in “bai jiu” should
be under 0.3 g/100 ml.

● Aldehydes. Small amount of aldehydes can
assist the vaporization of the odors, and give
the “jiu” a pleasant odor, such as acetylalde-
hyde, an important compound in the odor of the
beginning distillate. The furfural is a harmful
substance giving an irritating odor; however,
when its concentration is lower than 0.003%, it
can give an “explosive” pleasant odor. All the
better “jiu” contains certain amount of furfural,
on the average of 0.002–0.003 g/100 ml. The
other aldehydes such as isopentyl aldehyde,
hexyl aldehyde, and vanillin that can also allow
the “jiu” to form a good flavor. However, if the
aldehyde content is too high, it will give the
“jiu” a taste too “spicy hot,” and irritating, in
addition to the harmful effect. Propenyl alde-
hyde also irritates the eyes to tear. This com-
pound, and crotyl aldehyde, and glyceryl
aldehyde all give irritating odor.

● Acids. Fatty acids are the major acids in “bai
jiu.” Generally, acetic acid is the most abun-
dant, followed by propionic acid, lactic acid,
succinic acid, caproic acid, citric acid, butyric
acid, and isobutyric acid. In addition, there are
citronellic acid, oleic acid, pyruvic acid, et al.
Organic acids provide the traditional odor to
the “jiu,” and also give “jiu” the proper taste.
Small amounts of organic acids with few car-
bons help the odor in “jiu.” For example, acetic
acid gives the pleasant acid odor and taste.
Butyric acid has the cellar soil odor and slightly
sweet. Caproic acid has the soil odor and slight
spicy hot. Propionic acid has a sharp odor, and
sour with slightly sweet taste. Lactic acid has a
mild acid odor and gives the “jiu” a rich and
smooth taste, too much will give a stringent
taste. Succinic acid balances the “jiu” odor and
taste. These organic acids balance the “explo-
sive” action of “jiu;” when the contents are bal-
anced, the “jiu” gives the consumer a cool,
clear, smooth and long-lasting sensation. If the
contents are too high, the acid odor is strong
and irritating. Fatty acids, starting from the pro-
pionic acid, give objectional odor; buytric acid
has a sweat odor; amyl acid, caproic acid, and
heptylic acid have strong sweat odor. However,
these objectional odors will decrease with the
increase in carbons in the molecules. Caprylic
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acid is only slightly objectional in odor, and in
fact shows a weak pleasant odor. Acids with
more than eight carbons have weaker acid odor,
and have slight resinous odors. Total acids in
“bai jiu” should be about 0.1 g/100 ml.

● Phenols. At the present time, research on the
effect of phenolic compounds on the odor of
“jiu” is still very limited. Whether vanillyl phe-
nol and other phenols are related to the soy
paste odor is still not conclusive. However, it is
generally believed that these kinds of com-
pounds are beneficial to the long-lasting prop-
erties; for example, vanillyl has a mild and
creamy odor.

● Alpha-di-keto compounds. When the contents
of compounds such as diacetyl and acetoin in
“jiu” are limited, they give “jiu” a honey-like
sweet and pleasant odor. When the content is
excessive, they give out odor like sour milk.

● Objectional odors commonly occurred in “bai
jiu.” In is fairly common to have objectional
sweat odor in “bai jiu” due to excessive butyric
acid and its esters. Using excessive amount of
rice bran or the bran not cleaned and cooked
properly will produce objectional furfural odor.
Too much fusel oil will also cause objectional
odor. When decayed raw materials or supple-
mentary materials are used directly in the pro-
duction process, the “bai jiu” will show these
decay odors. When the raw materials contain
too much fatty substances, these substances
will oxidize and develop rancid odor. Use of
rubber tubing in the transportation of distillate
or use of rubber lining in bottle caps will give
the product rubber odor. Acrolein, crotyl alde-
hyde, thioalcohol, and hydrogen sulfide will
give rotten odors. When the raw materials con-
tain too much protein, interaction with alkaline
substances will also give rotten odor.
Formaldehyde and related substances, particu-
larly acrolein, will irritate the nose and give
eyes a hot sensation and induce tears.

No matter how complicate the odorous substances are
in “bai jiu,” there are always one main odorous substance
combined with other supplementary substances to give
the characteristic odor. Research on “jiu” odors always
consider the “jiu tone” and divide the various “jiu” odors
into various categories, such as “Luzhou da qu jiu” odor,
“Maotai jiu” odor, “Fen jiu” odor, and “Mi (rice)” odor.
The sensory quality of “bai jiu” odor is a balance of the
various odors, providing a pleasant sensation with out-
standing main odor. At the same time, the overflow and
residual odors should be considered. “Jiu” with good
overflow odor give the consumer an overflow sensation of

odors once the “jiu” is in the mouth, like a hiccup manner,
indicating the “jiu” contains more low-boiling point odor-
ous substances. “Jiu” with long-lasting characteristics
give the consumer a residual sensation after the “jiu” is
swallowed or even when hiccup takes place. This indi-
cates that the “jiu” contains more esters, particularly the
high boiling-point odorous substances.

3. The Taste of “Bai Jiu”

The taste of “bai jiu” is determined by the tasting organ
(tongue). Basically, “bai jiu” taste can be categorized into
sweet, sour, spicy hot, bitter and salty. The sensory qual-
ity of “jiu” taste should be evaluated, besides the odor,
based on its balanced taste sensation.

● Sweet taste. The sweet taste of “bai jiu” comes
basically from the alcohols, particularly the
poly-alcohols. All poly-alcohols have sweet
taste functional groups and assist in sweet taste
functional groups. For example, glycerol, 2, 3
butanediol, erythritol, normal amyl alcohol, and
mannitol, with the increase in hydroxyl groups,
will increase the sweet taste. The sweet taste of
erthritol is important in the sweet taste in fruits.
These poly-alcohols not only contribute the
sweet taste, (twice as sweet as sucrose, and
mannitol having very sweet taste), but also they
are viscous, and can contribute to “jiu” its the
rich body, giving a mouth feel of smoothness.
Maotai is particularly smooth, and this is related
to its high glycerol content of 9.5–9.7 ppm.
Besides the alcohols, diacetyl possesses the
honey-like sweet odor and taste. Acetoin and
diacetyl both can contribute to the rich sensation
in “jiu.” Sweet taste compounds are present in
the raw materials themselves and are produced
during fermentation. For example, the phytic
acid in corn, is hydrolyzed during fermentation
into inositol and phosphoric acid, the former
being a sweet taste compound in “jiu,” and the
latter can facilitate the production of glycerol.

● Sour taste. Sour taste is due to the stimulation of
hydrogen ions. Acids are the major sour com-
pounds in “jiu.” With limited amount of acids,
the “jiu” has a light taste, and short aftertaste;
excessive acids give the sour sensation, and
coarse taste in the “jiu.” Appropriate amount of
acids will balance the “jiu” taste, and during
aging, gradually form the aromatic esters. Acids
also affect the sweet taste of “jiu,” too much acid
reduces its sweet taste, and affects its sweet after-
taste. The acids in “jiu” can be divided into
volatile acids and non-volatile acids. Formic
acid, acetic acid, propionic acid, butyric acid,
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valeric acid, caproic acid, caprylic acid and oth-
ers are volatile acids. The larger the molecular
weight, the softer the smoother taste. The smaller
the molecule, the more irritate it is. Lactic acid,
citric acid, tartaric acid, succinic acid, and glu-
conic acid and others are non-volatile acids.
They can increase the rich sensation of the “jiu.”

● Bitterness. Bitterness in “jiu” is due to mainly
the excessive amount of fusel oils, excessive
succinic acid, small amount of tannins, too
much phenolic compounds and furfural. Fusel
oils formed from higher alcohols are important
odorous compounds in “jiu,” but too much is
the source of bitterness. Isobutanol has bitter
taste; normal propanol is very bitter, dilute n-
butyl alcohol is a very good odorous com-
pound, but in high concentration it is bitter.
Most of the alkaloids are bitter. The bitterness
on one hand is carried in from the raw materi-
als, such as the tannins in sorghum; on the other
hand, the bitterness is related to the technology
involved. For example, the ipomeamarone in
diseased sweet potato is a bitter substance. It
can be carried over during the distillation
process into the final product, and give strong
bitter taste. Excessive use of “qu,” particularly
the “qu” made from wheat bran, can carry over
large amounts of spores from the Aspergillus
niger and give a strong bitter taste. Use of “qu”
containing green penicillium mold or too little
water in the cellar, bottom mash too acid, inap-
propriate sealing of cellars/croaks, mash tem-
perature too high entering the cellar or croaks
all are possible sources of bitterness.

● The spicy hot and pungent taste. A strong irri-
tation of the taste nerve will give a spicy hot
sensation. High concentration of alcohol gives
a spicy hot sensation, also it can irritate the
nerve system to give the nose the irritation sen-
sation. The main components in “bai jiu” caus-
ing the spicy hot sensation comes from the
aldehydes. Very minute concentration of
acetaldehyde can cause the spicy hot sensation.
Glyceraldehyde facilitates eye tears and also
causes spicy hot sensation. Excessive amounts
of acetal, furfural, and higher alcohols also
cause spicy hot sensation. Newly distilled “jiu”
after a period of storage or distilled over bulk-
ing agent can reduce the spicy hot sensation.

● Salty taste. All halogenic ions give the salty
sensation. All alkaline sulfates, nitrates and
organic acid salts have salty taste. During the
fermentation production process, if the water
quality is not good with high degree of hard-
ness will also give “ bai jiu” the alkaline ions

and salts and thus causing slight saltiness and
coarseness in the final product. However, pres-
ence of limited amount of salts (such as sodium
chloride) can facilitate the tasting sensation,
and give the “jiu” a rich taste.

● Astringency. Some compounds can cause coag-
ulation of the proteins on the surface of the
tongue, and then the stringency action and thus
the stringency sensation. For example, presence
of minute amount of the oxidative product of
tyrosine, 2,5-dihydroxyl acetate, can cause bit-
ter stringent sensation. Excessive amount of
lactic acid, ethyl lactate, higher alcohols, and
tannins all can cause bitter astringency in “bai
jiu.” When excessive rice bran is used in the
fermentation process, this mishandling not only
gives the “jiu” the furfural odor, but also the
astringent taste. Lower fermentation tempera-
ture in the winter, and incomplete fermentation,
give the distilled “jiu” significant stringent sen-
sation on the tip of the tongue.

The taste of “bai jiu” emphasizes on the “taste tone.”
Excessive sweetness, sourness, bitterness and astringency
all will lower the quality of “jiu.” Good “jiu” must be bal-
ance on its taste; in addition, it must also possess richness,
smoothness, sweetness, and long-lasting characteristics.

4. The Body of “Bai Jiu”

When odorous and tasting components are mixed together,
it is called the flavoring components. When the flavoring
compounds dissolve in water, they form the volatiles and
solid matters. Alcohol, water, volatiles, and solid matter
together form the “jiu” body. The main component in the
“jiu” body is water, then the alcohol, volatiles, and solid
matter, including the minute amounts of aromatic com-
pounds and taste components. Because of the differences
in raw materials in the production of “bai jiu,” the kinds of
“qu,” and fermentation technologies, the kinds of matters
and amounts forming the “jiu” body are also different, thus
forming the various characteristics in different “jiu” bod-
ies. In sensory evaluation, the components in “bai jiu” are
reflected in the color, odor and taste of the product, then
through the combined sensation on these characteristics
and abstract judgement, the “jiu” body is determined. In
general, the requirements for “jiu” body are normal color,
odor, and taste, and the components forming the “jiu” body
are properly balanced with characteristic flavor.

5. Sanitary Indicators for “Bai Jiu”

Sanitary indicators for “bai jiu” production must follow
the National Standard GB2757-81 of the People’s
Republic of China (Table 173.1).
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6. Harmful Materials in “Bai Jiu”

In the production of “bai jiu,” some harmful materials are
produced. Some of these harmful materials come from the
raw materials, and some are produced during the fermen-
tation process. Proper procedures must be taken to lower
the contents of these harmful materials.

● Fusel oils. Fusel oils are aromatic components
in “jiu.” However, when the content is too high,
it is harmful to consumers. The poisoning and
anesthetic effects of fusel oils are stronger than
ethanol (they can cause the nerve system full of
blood, and cause headache). The toxicity
increases with the increase in molecular size of
the fusel oils. The oxidation of fusel oils in the
body is slower than ethanol, and stay in the
body longer. The main components in fusel oils
are isoamyl alcohol, amyl alcohol, isobutanol,
propanol et al., with the toxic effects for isobu-
tanol and isoamyl alcohol the greatest. When
there are more protein contents in the raw mate-
rials, the fusel oils content is also higher. The
boiling points of fusel oils are generally higher
than ethanol (78°C for ethanol, 97°C for
propanol and 131°C for isoamyl alcohol).

During distillation, careful control of the distil-
lation, and removal of the beginning and end
distillates can reduce the fusel oil content in the
final product.

● Aldehydes. The aldehydes in “jiu” are the
result of oxidation of various sized alcohols,
and are also produced in the fermentation
process. Lower boiling point aldehydes include
formaldehyde, and acetaldehyde; high boiling
aldehydes include furfural, butyl aldehyde,
amyl aldehyde, hexyl aldehyde. The toxicity of
aldehyde is greater than alcohols, and
formaldehyde is more toxic; its toxicity is 30
times greater than methanol. It is natural toxic
compound, and can coagulate proteins. Ten
grams of formaldehyde can be fatal. In acute
toxicity, there appears coughing, chest pain,
burning fever, dizziness, loss of consciousness
and vomiting. Furfural is also toxic to the body.
When rice husk, corn cobs, and wheat bran are
used as supplemental materials, the furfural
and other aldehydes are higher in the distillates.
In order to lower the aldehyde contents in “bai
jiu,” the following procedures should be fol-
lowed: lesser amounts of rice bran and rice
husk should be used, or these materials are dis-
tilled separately; strict control of distillation
temperature; and removal of beginning and
ending distillates.

● Methanol. The toxicity of methanol is fairly
high in the human body, 4–10 g will show sig-
nificant toxicity effect. The oxidation products
of methanol, formic acid and formaldehyde are
even more toxic. The toxicity of formic acid is
8 times higher than methanol, and formalde-
hyde is 30 times higher than methanol.
Consuming too much “bai jiu” will lead to
accumulation of methanol in the body and not
easy to excrete, and its metabolites are the
formic acid and formaldehyde. Even small
amount of methanol can cause toxicity. Acute
toxicity of methanol will show the following
symptoms: headache, vomiting, stomachache,
and blurred vision, followed by shortness of
breath, paralysis of the breathing central mech-
anism, coma and even death. Chronic toxicity
will show irritated membrane symptom, dizzi-
ness, lethargic sleep, headache, indigestion,
blurred vision, and buzzing in the ear, followed
by blindness. The source of methanol is the
hydrolysis of pectic substances. In the selection
of raw materials for fermentation, it is impor-
tant to select those with low pectic substances.
In addition, it is critical to separate the
methanol out from the rest of the “jiu.”
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TABLE 173.1
Sanitary Standards for Distilled Spirits and Formulated
“Jiu” GB2757-81 (China)

Item Index

Methanol (g/100 ml)
Cereals as raw materials �0.04
Root crop(s) as raw materials �0.12
Fusel oils (g/100 ml) �0.15
Rice as raw materials �0.20
Cyanides (mg/100 L, as HCN)
Casava as raw materials �5
Casava substitutes as raw materials �2
Lead (mg/L, as Pb) �1
Manganese (mg/L, as Mn) �2
Food additive(s) According to 

GB 2760-81 
(China)

Notes:

1. Distilled spirit means the “bai jiu” collected through distillation,
using sugar or starch as the raw materials gone through saccharifi-
cation and fermentation.

2. Formulated “jiu” means using fermented “jiu” or distilled spirits as
the basal “jiu,” with addition of edible supplementary substance(s).

3. Sensory indices: Clear and transparent liquid [formulated “jiu” can
have color], absence of precipitate, foreign matters, and objectional
odor.

4. Indices as based on 60 v% alcohol distilled spirit; if above or lower
than 60 v%, adjust accordingly.



● Lead. Lead is a very toxic heavy metal, 0.04 g
can lead to acute toxicity, and 0.20 g can lead to
death. Lead toxicity through “jiu” consumption
is not common, mainly in chronic toxicity.
When 10 mg is absorbed everyday, toxicity is
shown in a short time. Nowadays, the regulation
is a maximum absorption of 0.2–0.25 mg in 24
hours. With the increase of lead absorption in
the body, symptoms include headache, dizzi-
ness, loss of memory, poor sleep, weakness in
hand holding capacity, anemia, full-stomach,
and constipation. The main cause of lead in “bai
jiu” is the dissolution of lead from distillation
apparatus, cooling apparatus, tubing, and hold-
ing containers. The higher lead content in the
equipment, the more lead dissolved from them.

● Cyanides. The cycanides in “bai jiu” come
mainly the raw materials such as cassava, and
wild plants. In the fermentation process, they
are hydrolyzed to form hydrocyanic acid
(hydrogen cyanide). Light toxicity includes
dripping of saliva, vomiting, diarrhea, rapid
breathing. The more serious situation is hard to
breathe, whole body seizure, coma, and death
within a few minutes to 22 hours. The ways to
remove cyanides are as follows: extended soak-
ing of raw materials; enough ventilation during
steaming to remove the vapor; drying of the
raw materials to vaporize the cyanides; or
adding 2% Aspergillus niger, maintaining 40%
moisture, mixing at 50°C, holding at this tem-
perature for 12 hours, and steaming for 45 min-
utes to vaporize the hydrocyanic acid. The finer
the raw material, the better the removal effect.

● Mycotoxins. Due to decay with quality changes
in wheat, rice, corn, peanut, et al., they may be
contaminated with mycotoxins. Some of the
metabolites from mycotoxins are toxic. When
foods are made from these raw materials, con-
sumers can ingest carcinogens at the same time.
It is important to store the raw materials prop-
erly to avoid mold growth and quality changes.

● Agricultural chemicals (pesticides). If exces-
sive agricultural chemicals are applied in the
production of cereals and root crops, they will
be absorbed and stay as residues in the fruits or
tubers. In the production of “jiu,” these harmful
substances will be carried over to the “jiu,” spe-
cial attention must be paid to particularly the
organic chloro- and phospho-compounds. In
order to avoid poisoning from agricultural
chemicals, the raw materials must be carefully
inspected; and the promotion of biologically
control and appropriate use of agricultural
chemicals.

III. FERMENTATION OF “HUANG
(YELLOW) JIU”

“Huang ju” is not only one of the oldest alcoholic bever-
ages in China, but also in the world. About 3,000 years
ago, fermentation of “huang jiu” was already common in
China. In “Shi Jing (Book of Poems),” it was proven that
“rice is harvested in the tenth month (lunar calendar), and
this is used to make “jiu” for the Spring.” There are a wide
variety of “huang jiu,” and their names are quite different,
some based on color such as “yuanhong (winner red) jiu,”
some based on geographic location, such as “Shaoxing
jiu,” some based on the fermentation technology such as
“Jia fan (additional rice) jiu.” At the present time, all these
“huang jiu” have a bright yellow color; that is why they
are called “yellow (huang) jiu.” There are many kinds of
“huang jiu.” The current classification system is based on
the sugar content and they are divided into three groups:
sugar content over 10% is called “sweet huang jiu” such
as “Shaoxing xiangxue (flavored) jiu” and “Fujian
michenchen (very sweet) jiu;” sugar content between
5–10% is called semi-sweet “jiu” such as “Shaoxing shan-
niang (carefully fermented) jiu,” “Fujian lao (old) jiu;”
sugar content below 5% is called dry “huangjiu” such as
“Shaoxing yuan hong jiu,” “Ja fan jiu,” and common
“huang jiu.”

A. RAW MATERIALS AND METHODOLOGY

1. Water Used in Fermentation

Many places famous for their “jiu” are related to the qual-
ity of their water. The world famous “Shaoxing jiu” can-
not be separated from the water in the “Jian Lake.” It is
best to use spring water, river water away from towns and
cities, centers of wide, clean rivers or lakes, or water from
wells. Clarified tap water can also be used. However, tap
water contains too much iron; if this is used, it is impor-
tant to remove the iron, and meet the requirements for
“jiu” fermentation.

2. Cereal and Its Treatment

The raw materials can be either rice or millet. In the
southern provinces of China, it is common to use rice.
Rice is again divided into glutinous rice, nonglutinous rice
and long grain rice. In the northern provinces of China, it
is more common to use millet. Either rice or miller can be
used to make “jiu,” however, it is best to use glutinous
rice. All the famous “huang jiu” nowadays are made from
glutinous rice, and more important good quality glutinous
rice. That is, the rice should be soft in texture, large ker-
nels, white centered, and containing high percentage of
starch. In addition, it is important to use a new crop of
rice, because aged rice is broken easily, and its lipids can
get rancid and affect negatively the “jiu” quality.
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Treatment of the rice. The rice used for production
of “huang jiu” must be polished, soaked, steamed, and
cooled. Polishing of rice removes the outer layers of cells
containing the proteins, lipids, ash and vitamins.
Temperature during fermentation rises gradually, with
production of high purity “jiu.” In addition, polished rice
absorbs water rapidly, thus can be steamed, gelatinized,
and saccharified. The traditional method in making
“Shaoxing jiu” is to soak the rice for 18–20 hours, so that
the rice can absorb water and expand, and more impor-
tantly, the availablity of sour soaking water. For steaming
of rice, the requirements are: soft interior but with firm
exterior, no white centers, loosely separately and not
sticking together, cooked thoroughly but not mushy, and
uniform. The cooked rice must be cooled rapidly to the
temperature for microorganisms to grow. The cooling
process can be “sprinkle cooling” and “spread cooling.” In
the production of the starter, it is customary to use “sprin-
kle cooling” and for the actual fermentation, “spread cool-
ing” is used. It is required that cooling is rapid and even,
and no lumps of hot rice.

B. THE “QU,” “JIU YAO” AND “JIU MO

(MOTHER JIU)”

The “qu” and “jiu yoa” are the “da qu” and “xiao qu”
described earlier. They are commonly called the sacchar-
ifying agents. In the production of “huang jiu,” a fixed
amount of “qu” is added, and “jiu yao” is only used in the
production of “sprinked rice jiu mo.” The traditional pro-
duction technology for “Shaoxing jiu” is to use “qu” and
“jiu yao” at the same time. The new technology of “large
tank fermentation” uses “qu” as the saccharifying agent,
and does not use “jiu yao,” but uses pure cultured “jiu mo”
to replace the “sprinkled rice jiu mo” as the fermenting
agent. There are many kinds of “qu” and jiu yao” with
various names. “Qu” can be “wheat qu” or “rice qu,”
based on the source of raw material. Within wheat “qu,”
there are “cake qu,” “grass-wrapped qu,” and “hanging
qu,” and within the “rice qu,” there are “red qu,” “black
coat qu,” and “yellow coat qu,” “Jiu yao” can be “white
yao” or “black yao.”

1. Production of “Wheat Qu”

In the traditional fermentation technology of producing
“huang jiu,” the “qu” used are either “grass-wrapped qu,”
“cake qu” or “hanging qu.” They are all naturally incu-
bated “qu” with better quality. Figure 173.10 is a general-
ized schematic flowchart for the production of “wheat
qu.” The procedures are discussed as follows.

Rolling and crushing. Wheat kernels are sieved,
rolled, and crushed into 3–5 pieces per kernel.

Mixing with “qu” and shape forming. The rolled
broken wheat is loaded to the barrel to be mixed with

“qu.” First, water (20%) is added, mixed with the broken
wheat kernels to wet the wheat pieces to 23–25%. They
are rapidly turned over to let water absorbed evenly. In
order to increase the quality of “qu,” small amount of aged
“wheat qu” is added as seeds. The mixture is then mixed
well and spread in boxes to be pressed into cakes. The
cakes must be firmly pressed so that they will not fall
apart. The cakes are then taken out from the boxes and cut
into smaller cakes.

Piling of “qu.” The incubation must be sanitary. The
walls are sanitized with lime slurry. The floor is covered
with rice husk and bamboo mats to maintain temperature.
The small cakes are then transferred into the room gently
without breaking them. They are aligned and stood in T-
shape to facilitate air circulation and growth of sacchari-
fying fungi to grow.

Incubation under controlled temperature. After the
raw materials are transferred into the room, the windows
and doors are closed to maintain the temperature. In gen-
eral, the entering temperature is about 26°C. After 3–5
days, growth of mold mycelia is abundant, the highest tem-
perature can reach 50°C. At this time, lowering of temper-
ature should be practiced by removal of temperature
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maintaining materials and appropriate opening of win-
dows. As incubation continues, product temperature drops
rapidly. After 20 days, the “wheat qu” forms hard cakes.
They should be piled in # shape for ventilation and drying.
Excellent “huang qu” has small amount of greenish yellow
spores, the “qu” cakes are hard and porous with moisture
content of 15–18% and high saccharifying activity.

There are also procedures to produce pure cultured
“wheat qu” using thick layers and ventilation. Generally,
they include stepwise culture of the pure microorganism
from test tube culture, to Erlemeyer flask culture, to
enlarged capacity culture of “wheat qu.”

2. Production of “Hong (Red) Qu”

“Hong qu” is a famous typical Chinese product. It is made
by reproducing the “hong qu” on rice. In the production of
“hong qu,” the “Gutian hong qu” and “Jianou hong qu”
from the Fujian Province are the most famous. Because of
the differences in raw materials and managing methods,
“Gutian hong qu” can be divided into three groups: “Ku
(storehouse) qu,” “Qing (light) qu,” and “Se (color) qu.”
Specific gravity of “Ku qu” is larger, and is used mainly for
production of “jiu;” “Qing qu” is lighter, and is used pro-
duction of “jiu” and for dyeing; “Se qu” is used mainly as
a food coloring. “Hong qu” is also used in the production
of soy cheese, “dregs fish,” “dregs meat,” and in medica-
tion. There are also pure cultures of “hong qu” available
nowadays. The source “qu” for “Gutian hong qu” comes
from “Jianou tu (earth) qu.” “Tu qu” is also called “Black-
coat hong qu.” Its outer appearance is pitch black with red
shade; its cross-section is red in the center with a pitch
black with red shade exterior. Isolated microorganisms
from it include Monascus, Aspergillus niger, and yeast.
Therefore it has very strong starch liquefying activity and
fermenting activity. In the past, “tu qu” was used as the
original starter for “Gutien hong qu.” Nowadays, some peo-
ple just break up the “hong qu” and use these broken pieces
as original starter. “Qu gong (male qu), and “qu mo (female
qu)” are the most original starters for “Gutien hong qu.”

a. “Jianou tu qu”
Preparation of raw materials. The “qu gong” and “qu mo”
usually are prepared in the summer and stored for later use.

● “Qu gong.” One hundred (100) kg of rice is
washed, soaked, steamed, and spread cooled to
40°C. Eighty (80) grams of “qu gong powder,”
and 500–800 g “qu mo slurry” are mixed into
the cooled rice. Let the temperature rise to
43°C, turn over and transfer to the incubation
room. Temperature is then maintained at
38–40°C. Water is sprayed on once. After 4–5
days, the “qu” is taken out for drying. A good
product should be hard particles with pure
greenish red color.

● “Qu mo.” One hundred (100) kg of rice is
washed, soaked, steamed, and spread cooled to
40°C. Ten to twenty (10–20) grams of “qu
gong” powder,” and 1,600 g “qu mo slurry” are
mixed into the cooled rice. Let the temperature
rise to 43°C, turn over and transfer to the incu-
bation room. Temperature is then maintained at
38–40°C. After 4–5 days, the “qu” is taken out
for drying. A good product should be hard par-
ticles with slightly red color.

● “Qu mo slurry.” Wash 1–1.5 kg of rice, add
about 7.5 kg water, cook to a porridge, cooled
to 32°C, and mix with 1 kg of “qu mo powder.”
After 7 days of fermentation, the slurry should
show alcoholic odor, and spicy hot taste. The
“qu mo slurry” is then ready for use.

● Rice. Select good quality rice.
● For production of 100 kg “tu qu,” it takes 200 kg

rice, 80 g “qu gong powder” and 1.5 kg “qu mo
slurry.”

Figure 173.11 is a generalized schematic flowchart
for production of “jianou tu qu.”

Technology essentials.
● Spreading the rice and mixing with starter.

Rice is soaked for 12 hours after washing, and
drip-dry. The rice is then loaded to earthenware
(“zeng”), steamed until steam comes out from
the “zeng,” and the “zeng” is then covered.
Continue the steaming for 20 minutes to a stage
of completely cooked but not mushy. Cooked
rice is transferred to a cooling bowl, spread
out, turned over and cooled to 30°C. Fixed
amounts of “qu mo powder” and “qu mo
slurry” are mixed in evenly. After mixing, the
mixture is loaded to a stacking cart, covered
with clean and sterilized hemp bags, and
transferred to the incubation room.

● Culturing at controlled temperature. In
general, steaming of rice and inoculation are
done in the morning, then transferred to the
incubation room at controlled temperature at
noon and left overnight. Product temperature
rises to about 40°C. The next morning, the
“qu”-rice mixture is transferred to a convex
earthenware and pile up the mixture to a hip
form. The mixture is turned over once at noon
to release the heat and provide even contact
with the mold mycelia. In the afternoon, spread
out the “qu”-rice mixture flat on the earthen-
ware evenly. At this time, growth of mold
mycelia is vigorous. On the third day, turn over
the mixture once in the morning and once in the
afternoon. At this time, the rice grains start to
show a red shade on white background. On the
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fifth day, take out the mixture, load it on a bam-
boo (slightly porous) container and for soaking
in water, drip-dry, and again transfer to the
incubation room and maintain the tempera-
ture. The mixture is again turned over in the
afternoon. On the morning of the sixth day,
collect the mixture in bamboo containers,
soak in dilute lime solution, drip-dry, and
transfer to the incubation again. Product tem-
perature is maintained at 32–37°C. On the
seventh day, mixture is turned over once in the
morning and once in the afternoon. At this
time, Aspergillus niger starts to develop on the
exterior, the surface is greenish black, and
interior center is reddish with dull black
shade. On the eighth day, the mixture is taken
ot from incubation, and sun-dried to form the
final product.

b. “Gutian hong qu”
Raw materials. The main ingredients are “qu starter,”
quality vinegar, and rice. The “qu starter” is the “Jianou tu
qu.” Ferment the rice with “tu qu.” The residue is saved
for later use. In the production of “Ku qu,” and “Qing qu,”
it is appropriate to use vinegar aged for one year; however,
in the production of “se qu,” because it takes a long time,
the quality requirement for vinegar is even higher. Vinegar
aged over three years is needed, because of its sweetish
sour taste, and mild and long lasting characteristics. In the
production of “qing qu,” it is better to use polished nong-
lutinous rice; however, in “ku qu” production, carefully
polished long grain rice should be used, and the cross-sec-
tion of this rice shows a shade of blue, and is commonly
called “blue boned rice.”

Production flowchart. Figure 173.12 shows a gener-
alized schematic flow chart for the production of “Gutien
hong qu.”

Technology essentials.
● “Qu starter” ratios and “qu” mixing. Rice

after soaking, steaming and cooling to 40°C is
ready for “qu” mixing. In the production of “ku
qu,” 100 kg of rice is mixed with 7.5 kg of “jiu”
residue. In the production of “qing qu,” 100 kg
of rice is mixed with 7.5 kg “tu jiu” residue,
and 10.75 vinegar. In the production of “se qu,”
100 kg of rice is mixed with 10 kg of “tu qu”
residue, and 15 kg vinegar. First, the “tu qu”
residue is mixed with vinegar to form the
“vinegar residue;” then this “vinegar residue”
is mixed with a part of the rice; and finally, this
portion of the rice is mixed with the rest of the
rice. It is important that the mixing is thor-
ough.

● Management inside the incubation room.
The well-mixed rice is transferred to the incu-
bation room and piled up on the “qu” beds.
They are covered with clean hemp bags for 24
hours to maintain temperature. Mold mycelia
grow abundantly, and the rice temperature rise
gradually. At 35–40°C, the rice is kneaded and
flattened. The kneading is conducted every
4–6 hours to adjust the temperature. After 3–4
days, mold mycelia penetrate gradually to the
rice interior, showing red spots. At this time,
the rice is loaded to bamboo containers, rinsed
with water for 10 minutes to allow water
absorption. After drip-drying, the rice is piled
again for 12 hours till the temperature rises
again to “hot” stage, the rice is then spread
loosely and flatly. After this stage, the rice is
turned over every 6 hours. When the mold
mycelia are abundant and start to excrete red
pigment, and the rice kernels show a dry state
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(making noise when turned over by hand),
appropriate water can be sprinkled on. Pay
attention to adjustment of room temperature
controlling the product temperature to 28–30°C.
This stage takes 3–4 days, and the rice turned
bright red. This is called “first watering.” After
this stage, water is sprinkled on appropriately to
maintain proper temperature and relative
humidity. If too much water is sprinkled, tem-
perature will be too high, and the “qu” start to
decay or produce very long mycelia. When it is

too dry, the “qu” mold does not grow properly.
Therefore, temperature and relative humidity
must be controlled carefully. The “qu” is turned
over every 6–8 hours, and last for 3–8 days.
This is called “second watering.” The “qu” par-
ticles show transparent red on the exterior with
characteristic “qu” odor. At this stage, they can
be taken out for drying. In general, the produc-
tion rate yield (to the rice) is 50% for “ku qu,”
33% for “qing qu” and 25% for “se qu.”

c. “Jiu yao”
“Jiu yao” is a traditional, innovative method of preserving
the quality “qu” culture in China. It is the saccharifying
agent for producing “sprinkled rice jiu mo.” “Jiu yao” has
the white “yao” and the black “yao,” with the white “yao”
being more common. The white “yao” is made from
coarse powder of dry long grain rice, “Laliaocao” powder,
and water as the raw materials through a natural cultiva-
tion process.

Figure 173.13 is a generalized schematic flowchart
for the production of “Ningbo bai (white) yao.” Raw
materials include 1875 kg of rice flour, 126–157 g,
“Laliaocao” powder, 400–500 g “qu mo,” and 10.5–11.5
liter of water. The mixture is incubated under controlled
temperature. The procedure is similar to the “Gulin yao
xiao qu” (see Figure 173.6).

d. “Jiu mo”
Based on the source of lactic acid, “jiu mo” can be divided
into two kinds. The first kind is lactic acid produced by
the Rhizopus and Mucor molds in the “sprinkled rice jiu
mo.” The other kind is “rapid fermentation jiu mo” with
artificially added lactic acid and high temperature saccha-
rifying “jiu mo.”

e. “Sprinkled rice jiu mo”
“Sprinkled rice jiu mo” is also called “jiu niang (ferment
or mother).” The names came from the sprinkling of cold
water on cooked rice. Figure 173.14 is a generalized
schematic flowchart for the production of “sprinkled rice
jiu mo.”

Raw materials. For every “gang” (earthen ware), use
125 kg glutinous rice, “jiu yao” 0.187–0.25 kg, 19.5 kg
“wheat qu,” and 375 kg water.

Loading of “gang,” nest forming and saccharifi-
cation. Drip-dry the sprinkle-cooled rice before loading
into the “gang” (container). Before use, the “gang” should
be sun-dried, and sanitized with lime solution and boiling
water. Loading of rice is controlled at 27–30°C, or even as
high as 32°C on cold days. The rice is mixed twice with the
“jiu yao” powder and evenly. The rice-“jiu yao” mixture is
loaded in a concave shape inside the “jang,” with addi-
tional “jiu yao” powder sprinkled on it. Room temperature
should be controlled. The Rhizopus mold will grow 
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rapidly on the rice kernels. In a short time, the white
mycelia on the rice kernels will be visible with excretion
of saccharifying enzymes to saccharify the starch. Usually
after 36–48 hours, the concave bottom starts to have a
sugary liquid.

Addition of “qu” and rinsing of “gang.” Because of
the availability of sugars and the presence of Rhizopus
and other molds, sugars are converted to lactic and other
organic acids. This appropriately adjusts the pH of the
sugary liquid, inhibits growth of undesirable microorgan-
isms, and allows the reproduction of yeast followed by the
production of alcohol. When the sugary liquid rises to the

height of four-fifths of the rice, the broken “wheat qu” and
water can be added and mixed thoroughly. Rinse the inte-
rior of the “gang,” dilute the fermenting mash, increase
the nutrients and oxygen, and facilitate the extensive
reproduction of yeast.

Fermentation and harrowing. Because the yeast is
reproducing extensively, the alcoholic fermentation is
vigorous, and increases the product temperature. When
the temperature raises to 28–30°C, use a wooden harrow
to mix the mash. This is commonly called “first harrow-
ing.” The purpose of this harrowing not only lowers the
temperature and has an even temperature for the rice and
the sugary liquid, but also removes the carbon dioxide,
provides fresh air, facilitate the yeast reproduction, and
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avoids the overflow of the mash, and contamination of
undesirable microorganisms. Therefore, harrowing is one
of the important steps in the fermentation of “huang jiu.”
After the first harrowing, harrowing is conducted every
3–5 hours to maintain the product temperature maintained
at 26–30°C . Generally the number of harrowing is based
on the room temperature and changes in the product.

Post-fermentation. About seven days after the load-
ing of “gang,” the “gangs” are filled up and sealed. This
procedure is to reduce the contact with air, continue the
post-fermentation to produce more alcohol and increase
the quality of “jiu mo.” The complete fermentation
process takes 20–30 days and the alcohol content is 15 v%
or above. The mash is then used as “jiu mo.”

“Sprinkled rice jiu mo” can also be used as a com-
mercial product for direct consumption. This is com-
monly called “Kuai (rapid) jiu.” However, the product
flavor is fairly simple.

f. “Rapid fermentation jiu mo” and “high 
temperature saccharifying jiu mo”

Both the “rapid fermentation jiu mo” and “high tempera-
ture saccharifying jiu mo” are pure-cultured yeast. The
principle of pure culturing of yeast is to inoculate the yeast
to “huang jiu” yeast with a single cell, then gradually
increase the culturing to reproduce large amount of yeast
and form the “jiu mo.” The scale-up process is as follows:
Original microorganism → Slant culture in test-tube →
Erlemeyer flask culture → Karl’s jug culture → “jiu mo.”

C. FERMENTATION AND PRESSING

The uniqueness of “Huang jiu” fermentation is open fer-
mentation, simultaneous saccharification and alcoholic
fermentation. The mash is a high concentration mash fer-
mented at a low-temperature for a long time, thus produc-
ing a high concentration of alcohol. On the basis of
procedures, the fermentation methodology generally can
be divided into three categories: “sprinkled rice” method,
“spread rice” method, and “feed rice method.” The “sprin-
kled rice” method has already been described earlier under
the section of “jiu mo” production. The following describes
the traditional “spread rice” and “fed rice” methods.

1. “Spread Rice” Method

“Yuan hong jiu” is the most popular, and largest in quan-
tity produced “Shaoxing jiu” by following the traditional
production technology. Its fermentation technology is a
combination of “sprinkled rice” and “spread rice”
methodologies.

a. Equipment
The main equipment includes the large cistern (croak),
and small jugs. Generally, large cisterns are used for the
initial and main fermentation, and the small jugs are used
for the slow post-fermentation.

b. Flowchart
Figure 173.15 is a generalized schematic flowchart for the
production of “yuan hong jiu.”

c. Procedures

● Raw materials. The following raw materials
are used for each cistern: 144 kg glutinuous
rice, 2.5 kg of “wheat qu,” 5–8 kg of “sprinkled
rice,” 84 kg of “starchy water (slurry),” and
clear water 112 kg. Traditionally, a ratio of 3
portions of starchy water vs. 4 portions of clear
water is practiced. The “starchy water” con-
tains total acids of 0.7%. When a ratio of 3 por-
tions “starchy water” vs. 4 portions of clear
water is used, the total acids concentration is
about 0.3–0.4%, which is just right for yeast
reproduction.

● Procedures before loading cistern. See
above.

● Loading of cistern. The tools for loading the
cisterns must be sanitary or even sterilized.
After adding the clear water, it is followed by
the rice, “jiu mo,” mashed “wheat qu,” and lastly
the “starchy water.” The mixture is mixed thor-
oughly. Temperature at loading should be main-
tained at 24–26°C, with a maximum of 28°C.

● Saccharification and alcoholic fermentation.
After loading the cisterns, saccharification and
alcoholic fermentation start to proceed. In the
initial stage of fermentation, it is basically the
reproduction of yeast, and the temperature
increase is slow. Temperature should be main-
tained carefully. After 12 hours, the yeast pop-
ulation in the mash already reaches to a large
number, and the main fermentation is initiated.
Because of the vigorous yeast fermentation,
large amount of sugars are converted to alcohol
and carbon dioxide, with release of heat; tem-
perature rise is more rapid, even with “si si”
sound. Bubbles will push the mash to the top of
the liquid, forming a thick layer. At this time,
the taste of the mash is sweet with mild “jiu”
flavor. The temperature is 4–7°C higher than
loading the cisterns. At this stage, it is impor-
tant to check the temperature. When the tem-
perature reaches a certain level, harrowing
should be started.

Traditionally, the initiation of harrowing can be either
the high temperature process or the low temperature
process. For the high temperature process, the mash should
reach 35°C for the first harrowing in order to lower the
temperature. For the low temperature process, harrowing
of the mash is initiated at 30°C. Fermentation temperature
should not be higher than 30°C. Because of the differences
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in the initiation of harrowing, the flavor of the final prod-
ucts is affected. For the high temperature process,
because of the higher temperature, yeast ages early with
a decrease in fermentation activity. The final product has
more solutes with a rich sweet taste. This is commonly
called the “hotly made jiu” or “ sweet to the mouth jiu.”
In the low temperature process, the fermentation is com-
plete, with lower acid and higher alcohol contents. This
process can easily reach the sugarless stage, and the
product is dry, and is commonly called the “coolly made
jiu.”

Consumers usually prefer the “hotly made jiu.”
Therefore, it is common to harrow the mash at high 
temperature. After the first harrowing, product tempera-
ture starts to drop; thereafter, the following harrowing

depends on the situation. If the room temperature is low,
and the product temperature rises slowly, the time in
between for harrowing should be extended, and vice
versa. After the fourth harrowing, it is customary to har-
row the mash once in the morning and again in the
evening. The main reasons are to lower product tempera-
ture and proceed the saccharification and alcoholic fer-
mentation evenly. However, under low room temperature,
the number of times on harrowing should be reduced in
order to reduce the loss of alcohol. After 6–8 days, when
the product temperature and room temperature are getting
close, and the residues are sinking to the bottom, it is the
end of the main fermentation. Harrowing should also be
terminated and the mash is transferred to jugs to proceed
the post-fermentation.
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● Post-fermentation. After the main fermenta-
tion, the alcohol content in the mash is already
very high, but some starch and sugars are still
not fermented. Therefore, it requires post-fer-
mentation and continues the fermentation to
increase the alcohol content. Since the alcohol
content is already in the range of 13–14 v%,
fermentation is very slow, and therefore
requires a long time to achieve, usually 70–80
days. After the long fermentation period, the
“jiu” flavor is also better. Post-fermentation
usually is conducted in jugs as their mouth is
small and is easy to seal off, avoiding the
excessive evaporation of alcohol and the inva-
sion of undesirable microorganisms. The pro-
cedure to fill the jugs is to transfer the mash
from the cisterns to clean and sanitized small
jugs, each holding 25 kg of “jiu.” They are
piled in cellars or outdoors for post-fermenta-
tion. Every three jugs are piled up together, and
their mouths are sealed with paper, then the
ceramic cover. The product temperature fluctu-
ates with the outdoor temperature. In cold days,
the jugs can be piled up facing the sun, and in
warm days, they should be piled in the cool
shade or outdoor to avoid too high a tempera-
ture that can cause acid spoilage.

2. “Feed Rice” Method

This method is to divide the raw materials into batches. The
first batch is used to produce the “jiu mo,” and the rest of
the raw materials are added in batches to continue the fer-
mentation. The characteristics of this method is as follows:

● Because of numerous feeding of rice to the
mash, more raw materials can be used. This
allows the use of small amount of “jiu mo” and
produce large amount of “huang jiu.”

● The yeast will continuously receive new nutri-
ents, and conduct the reproduction several
times. Thus, as compared to common “jiu mo,”
more new yeast cells are produced and they
don’t age easier. The fermentation is always
vigorous.

● Because the raw materials are added in install-
ments, the yeast and acids in the “jiu mo” are
not extensively diluted at once. Yeast dominates
in the mash and prevents the growth of unde-
sirable microbes. The fermentation can be con-
ducted safely.

● It is easier to control the fermentation tempera-
ture and other technologies. This is beneficial
for the control and adjustment, and easier to
adapt to the environment.

● Because of the vigorous fermentation, the mash
is also turned over vigorously. Fermentation in
large cistern thus facilitates the natural harrow-
ing. It has been proven that “feed rice” method
fermentation is beneficial in lowering the prod-
uct temperature and controlling the fermenta-
tion temperature. The mash is not easy to have
acid spoilage. Yeast has a stronger fermentation
capacity, and the fermentation is more complete
with increases in “jiu” production rate and “jiu”
quality. Thus, the “feed rice” method is getting
more popular in the “huang jiu” factories.

In the Zhejiang area of China, there are more factories
using the “feed rice” method. In Japan, the production of
sake also applies the “feed rice” method. The detail pro-
cedures vary with the number of feedings and the ratio of
raw materials fed to the mash. Based on the experiences
in China and other countries, the following points need
special attention:

● It is better to limit the number of feedings to 2
to 3.

● The time between each feeding should be 24
hours.

● Among the various feeding, the ratio is less at
the beginning and more afterwards. With the
gradual increase in the amount of rice, it will
also increase the reproduction of yeast. In the
later stages, with larger amount of rice added,
the final product is also sweeter.

● For the first feeding, the amount should not be
too big to avoid the sudden proportional
decrease of acids and yeast. If the undesirable
microorganisms are not properly inhibited
before fermentation, acid spoilage occurs more
often.

● Temperature at the beginning of fermentation
should be lower, and increase gradually. After
the completion of the final rice feeding, temper-
ature should reach to the maximum as specified.

● Even though the total amounts of water and
“qu” added are the same, the appropriate
amounts added at the time of feeding can be
adjusted according to the actual situation.
However, the increased or decreased amount
should be proper and not vary too much.

3. Pressing, Filtration, and Sterilization

After the long fermentation, even though the mash con-
tains the basic ingredients of “huang jiu,” the “jiu” and 
its residues are mixed together, this mash can not be 
considered as a final product. In order to separate the liq-
uid and solids, it is necessary to proceed with pressing,

Chinese Wines: Jiu 173-31



and filtration. Sterilization and packaged in hermetically
sealed containers are also necessary to avoid quality
change and spoilage.

D. FAMOUS CHINESE “HUANG JIU”

“Shaoxing jiafan (additional rice) jiu” and “Fujian chen-
gang (sediment in cistern/croak) jiu” have been rated as
“National Famous Jiu” in every “Jiu” Conference in
China. There are many kinds of “huang jiu,” and their fer-
mentation technologies also vary considerably. The fol-
lowing are examples of fermentation technologies on
Chinese famous “jiu” and some with typical location
characteristics.

1. “Shaoxing Jiu”

There are many variations of “Shaoxing jiu.” Their fer-
mentation technologies basically are the “sprinkled rice”
method and the “spread rice” method. Based on the ratios
of their raw materials, there can be over 10 different kinds,
such as “Yuanhong (winner red) jiu,” Shanniang (well fer-
mented) jiu,” Xiangxue (flavored) jiu,” et al. The technol-
ogy for “Yuanhong jiu” fermentation has already been
described (see above). The following are the technologies
for three other “Shaoxig jiu.”

a. “Shaoxing jiafan jiu”
“Shaoxing jiafan jiu” is produced in the “Shaoxing Jiu
Fermentation General Company” in Shaoxing City,
Xijiang Province, China. “Shaoxing” is famous for its
“jiu” production. It was mentioned in one of the oldest
classics on Chinese history “ Lu’s Chun Qiu (Dynasties)”
over 2,000 years ago, and has been subsequently men-
tioned in the “Jiu Jing (Book of Jiu)” in the Tang Dynasty.
“Shaoxing jiu” also enjoyed a good reputation in the Ming
and Qing dynasties. It won the Gold Medal in the World
Expo in Panama in 1915. Since then, it was world famous
and is now exported to over 50 countries.

“Shaoxingjiafan jiu” uses glutinous rice as the raw
material, and the “wheat qu” and jiu yao” as the sacchar-
ifying and fermenting agents. After soaking, steaming,
saccharification and alcoholic fermentation, pressing and
storage, the “jiafan jiu” is thus produced. The storage
period is at least 3–5 years, with some 10–20 years. This
“jiu” is nutritious, with 17 amino acids, among them 7 are
essential; this exceeds beer and grape wines. It is named
as “liquid cake” and is equivalent to the Japanese national
alcoholic beverage, sake. The amino acid content in
“Shaoxing jiafan jiu” is 5,600 mg per liter, this is over
30% higher than the Japanese sake. “Shaoxing jiafan jiu”
belongs to the dry type “huang jiu,” the sugar content is
less than 1%, with alcohol content 16.5 to 17.5 v%, and
total acids � 0.45 g/100 ml. The product is orange-yellow
in color, transparent with luster, rich odor, savory, sweet
and smooth with long-lasting taste.

“Jiafan jiu” has in the ingredients additional cooked
rice. In reality, it is a thick mashed fermented “jiu.”

● Ingredients. The standard formula for each cis-
tern has the following ingredients: glutinous
rice 144 kg, “wheat qu” 25 kg, “starchy water”
50 kg, clear water 68.6 kg, and 50 v% residual
“jiu” 5 kg.

● Fermentation technology. The fermentation
technology is basically the same as “yuanhong
jiu” but with the following variations:
● Because the amount of rice is larger, the

mash viscosity is larger, and the temperature
during the main fermentation rises faster.
Therefore, the temperature of raw materials
entering the cistern should be 2–3°C lower
than in “yuan hong jiu,” and the temperature
maintenance criterion is less stringent.
Besides, for the ease of temperature control,
this product can be fermented in the very
cold period of the year.

● Because of the longer peiod of fermentation,
it takes 10–15 days for the rice kernels to be
completely settled to the bottom of the cis-
tern, before loading to the small jugs for
post-fermentation. Before loading into the
jugs, they are filled with 5 kg of 50 v%
“residue jiu” and small amount of mash liq-
uid from the “sprinkled rice jiu mo.” This is
to increase the alcohol content and the fer-
mentation capacity, and prevent the possibil-
ity of acid spoilage. The post-fermentation
period takes 80–90 days.

● Because the mash is more viscous, the fer-
mentation usually is not complete, resulting
in more residues and causing difficulty in
pressing. The pressing time usually is dou-
ble of that for “yuanhong jiu.”

b. “Shaoxing shanniang jiu”
“Shanniang jiu” is also called “tao (formulated) jiu,” and
uses “jiu” to replace the water in the “jiu” fermentation. It
is a semi-sweet “jiu.” The flavor of this “jiu” is sweet,
rich, and unique. Its nutritional values and mouth feel are
equivalent to high-quality sweet grape wine. In 1979, it
was named as one of the excellent quality “jiu.”

Ingredients. For every cistern, the ratio of ingredients
is as follows: glutinous rice 144 kg, “wheat qu” 25 kg,
“starchy water” 50 kg, “Sprinkled rice qu mo” 15 kg,
“yuanhong jiu” (aged for 3 years) 100 kg.

Fermentation technology. The technology is similar
to “yuanhong jiu.” The difference is that yeast reproduc-
tion is inhibited and the fermentation is slow due to the
large amount of “yaunhong jiu” added, and the mash has
an alcohol content of over 16%. The sugars cannot be
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digested and remain at over 7% during the whole process.
In order to facilitate the yeast reproduction and fermenta-
tion, it is required that the loading temperature for the cis-
tern is 1–2°C higher than that in the fermentation of
“yuanhong jiu;” also the temperature maintenance should
be strengthened. Besides, because of the alcohol content,
fermentation is slow, and the fermentation time requires
80 days. Because of the mash viscosity, the pressing time
also takes longer.

c. Shaoxing xiangxue jiu”
The fermentation technologies for “xiangxue jiu” and
“shanniang jiu” are similar, both replacing water with
“jiu” in the production process; however, “residue jiu” is
used instead of “yuanhong jiu.” In the production process,
“Sprinkled rice” method is used in the fermentation of
“xiangxue jiu.” Because “xiangxue jiu” is made with
sweet “jiu niang” together with “residue jiu,” both the
alcohol and sugar contents are increased. The production
is not limited by the weather, and a warm environment is
very suitable for the production of “jiu niang;” therefore,
it is commonly produced in the summer.

Even though the “xiangxue jiu” is made with “residue
jiu,” with its long fermentation, the mouth feel is sweet
and rich; it does not show the spicy hot taste as in “bai
jiu,” but provide the characteristic, rich “Shaoxing jiu”
flavor. The key to “xiangxue jiu” production is its appro-
priate time for saccharification. That is, when the sugar is
accumulated to a fairly high level, a large amount of
“residue jiu” is added, and inhibits the fermentation by
yeast. The sugar content in the mash is basically fixed,
and forms a “jiu” with very high levels of sugar and alco-
hol. The fermentation technology is as follows:

Figure 173.16 is a generalized schematic flowchart of
Shaoxing xiangxue jiu” production.

For each cistern, the ingredients are as follows: gluti-
nous rice 100 kg, “wheat qu” 10 kg, 50 v% aged “residue
jiu” 100 kg, and “jiu yao” 0.187 kg.

Fermentation technology. The procedures on form-
ing the concave shaped raw materials are the same as the
“sprinkled rice jiu.” Thirty-six to forty hours after this
stage, the sugary liquid in the concave raw materials fills
up the cavity. Ground up “wheat qu” is then added to the
sugary liquid, mixed with the rest of the raw materials,
and continues to maintain the temperature to facilitate the
saccharification. After another 24 hours, the sugars have
accumulated to a high level, and the 50 v% “aged residue
jiu” can be added. The mash is harrowed evenly, covered
and left standing without disturbance. The mash is har-
rowed every 3 days. After 2–3 harrowings, the cistern is
covered with another clean cistern. The exterior two
mouths of the cisterns are covered with lotus leaves as the
cushion, and sealed with a mixture of salt solution (nigari)
and earth. After 3–4 months, the mash is recovered for
pressing.

“Xiangxue jiu” does not require addition of caramel
for coloring and shows a transparent golden yellow color.
The filtrate is heat-treated to coagulate the colloidal mate-
rials and clarify the “jiu liquid.” Because the sugar and
alcohol contents are fairly high, they can be filled into
jugs without sterilization.

Table 173.2 is a comparison of the major chemical
components in several kinds of “Shaoxing jiu.”

2. Fujian Chengang Jiu

“Shenjang jiu” is a product of “Longyan Jiu Factory” in
the western part of Fujian Province, China. The produc-
tion of this “jiu” has a history of about 160 years.
Currently, the factory utilizes the water from Luopan
Fountain for the fermentation process. In the 2nd and 3rd
“Jiu” Evaluation Conference, this “chengang jiu” was
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named one of the famous “jiu” in China. The fermentation
technology for this “jiu” is unique using glutinous rice,
“hong qu” and specially made “yao xiao qu” as the sac-
charifying and fermenting agents, and precise procedures
in its production. In its production process, the mash has
to rise three times and settle three times. Lastly the residue
sediments sink to the bottom, thus the meaning of “shen-
jang” or “sediment to the bottom of the cistern jiu.” This
“Longyan chengang jiu” is a sweet “huang jiu,” with
sugar content as high as 24%, about 20% alcohol, and rich
in amino acids. It is nutritious, with reddish brown and
lustrous color, clear and transparent, rich and smooth with
a full body, balanced in flavor and long lasting. The fer-
mentation technology of this “jiu” is similar to “xiangxue
jiu,” utilizing the “sprinkled rice” method for the initial
fermentation, followed by the addition of distilled rice
“jiu” to form the sweet “jiu” with high alcohol and sugar
contents, but not very sweet.

a. Ingredients
For each cistern, the formulation is as follows: glutinous
rice 40 kg, “jiu yao” 0.186 kg, “hong qu” 2 kg, “bai qu
0.065 kg, 53% distilled rice “jiu” (“bai jiu”) 34 kg.

b. Fermentation essentials
The “bai jiu” is added in two increments. At the begin-
ning, only small amount of “bai jiu” is added, this is ben-
eficial for the saccharification and fermentation to
proceed. With proper control of temperature and preven-
tion of acid spoilage during fermentation, the rest of the
“bai jiu” is added to meet the specified alcohol content
and fix the sugar content in the mash. The production pro-
cedure for this product is to wait until the sugary liquid is
about three-fifths in the concave “nest,” then add in “hong
qu” and 17.6% or 6 kg of the 53 v% distilled rice “jiu”
(‘‘bai jiu”). The saccharification process is allowed to pro-
ceed for 3–4 days, and the rest of the “bai jiu” (26 kg) is
then added. Let stand for 50–60 days, then the mash is
pressed, the filtrate is heated, filled in the jugs, sealed, and
stored for a fixed period to form the product.

E. QUALITY OF “HUANG JIU”

1 The Color, Odor and Taste of “Huang Jiu”

a. Color
The color of “huang jiu” varies with the product, ranging
from light yellow to reddish brown or black. The color of
“huang jiu” may come from the red pigments of glutinous
rice and wheat, pigments from the “qu” such as the “red
pigments in “hong qu,” and the melanoids formed during
the storage period. Besides, large proportion of the
“huang jiu” has caramel added to improve its color. Iron,
copper and manganese ions can also form compounds that
give or facilitate the color.

b. Odor
There are many odorous compounds in “hunag jiu,” and
they vary considerably. However, there is no single com-
pound discovered that is outstanding, and these odorous
compounds among themselves can increase or decrease
the odor of the product. Therefore, the odor of “huang jiu”
is very complex, and quality “huang jiu” has its own odor
requirements with absence of undesirable odor. The main
odorous compounds in “huang jiu” are made up of mix-
tures of esters, acids, carboxyl compounds, and phenolic
compounds.

c. Taste
The taste of “huang jiu” is a balance of sweetness, sour-
ness, bitterness, astringency, and spicy hot sensation.

● Sweetness. Sweetness comes mainly from the
sugars, with dextrose the highest in content.
General “huang jiu” contains only limited sug-
ars, and is not too sweet. However, sweet “huang
jiu” contains more sugar, and its sweetness is
significant. Besides, “huang iu” contains gyc-
erol, 2,3-butanediol, and alanine that give sweet
taste, and a rich sensation to the product.

● Sourness. A common saying is that if there is
no acid, there is no “jiu.” Acids decrease the
sweetness and intensify the rich taste. The acids
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TABLE 173.2
Main Components in “Shaoxing Jiu”

Components Yuanhong Jiu Jiafan Jiu Shanniang Jiu Xiangxue Jiu

Specific gravity 0.992 0.995 1.0349 1.073
Alcohol (%, v/v) 15.60 17.80 16.70 19.40
Solubles (mg/100 ml) 3.325 4.450 15.65 24.44
Sugar (g/100 ml) 0.38 0.78 6.5 20.00
Total acids (g/100 ml) 0.48 0.46 0.46 0.28
Volatile acids (g/100 ml) 0.06 0.027 0.054 0.056
Nonvolatile acids (g/100 ml) 0.42 0.43 0.406 0.22



in “huang jiu” are mainly organic acids, and
they are formed mainly during the yeast fer-
mentation that produces alcohol. Lactic and
succinic acids have the highest contents.
Succinic acid not only gives “jiu” the sour
taste, but also together with glutamic acid,
guanylic acid, and inosinic acid gives the
umami (savory) taste. General “huang jiu”
should have total acids about 0.4%, and for
sweet “huang jiu” the total acids can be higher.

● Bitterness and astringency. The bitterness in
“huang jiu” comes mainly from some amino
acids, peptides, butanol, 5�-methyl sulfonic
acid, and amines. Some “hunag jiu” has burnt
rice or caramel that can also give bitterness.
The astringency in “huang jiu” comes from lac-
tic acid and amino-butyric acid, the added lime
also carries over to “jiu” the astringent taste.
Very small amounts of bitter and astringent
substances do not give the “jiu” undesirable
taste, but instead give “jiu” a rich and balanced
mouth feel. Most of the “huang jiu” do not
carry significant bitter or astringent taste.

● Spicy hot sensation. The spicy hot sensation
comes mainly from the alcohol, and also the
fusel oils. Newly fermented “jiu” usually gives
an irritating spicy hot sensation. After long
term storage, the spicy hot sensation decreases,
and instead gives a rich and smooth flavor. This
is due to the oxidation of alcohols to form alde-
hydes, and then organic acids. The ethanol and
fusel oils react with the organic acids to form
esters. In addition, the binding of alcohol mol-
ecules to the water molecules also reduces the
spicy hot sensation.

2. Quality Standards of “Hunag Jiu”

Currently, Chinese national standards for “huang jiu” do not
exist. However, the “huang jiu” standards from the Xijiang
Province, China can be used for reference (Table 173.3).

3. Sanitary Standards of “Huang Ju”

“Huang jiu” is fermented “jiu,” and fermented “jiu” must
meet the national GB2758-81 Fermented “Jiu” Sanitary
Standard (see Table 173.4).

IV. FERMENTATION OF “GUO (FRUIT)
JIU”

A. TRADITIONAL CHINESE “GUO JIU”

1. Selection of Raw Materials

All fruits contain sugars; with suitable treatment, they all
can be fermented into “jiu.” However, the cultivar and
quality of the fruit used for fermentation have significant
effects on the final products. The flavor components in
“guo jiu” is very complex, and there are two sources for
these compounds. One source is fermentation: the growth
activity of yeast and its related chemical reactions pro-
duce esters, alcohols, aldehydes and organic acids.
Another source is from the components of essential oils
from the fruits themselves; they are carried into the “guo
jiu” and contribute to the total flavor of the final products.
Until now, the flavor profiles of “guo jiu” can not be com-
pletely duplicated, and true “guo jiu” with good flavor can
not be made with other raw materials.

Although all fruits can be used for fermentation, the
use of quality raw materials is essential in the production
of quality “guo jiu.” The meaning of quality raw materials
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TABLE 173.3
Quality Standard for “Huang Jiu” in Zhejiang Province, China

Sensory Indicators Alcohol Total Acids Sugars

Product Color Aroma Taste (%, v/v) (g/100ml) (g/100 ml)

Shaoxing Orange-yellow, Typical “huang Absence of 15–16.5 �0.45 None
Yuanhongjiu clear jiu” smooth acid spoilage &

aroma, absence objectional
of objectional odor
odor

Shaoxing Same as Same as Same as 16.5–17.5 �0.45 None
Jiafan jiu above above above

Shaoxing Same as Same as Same as �15 �0.55 �6
Shanniang jiu above above above

Shaoxing Same as Same as Same as 18–22 �0.4 �19
Xiangxue above above above

Wuyi Same as Same as Same as 15–16.5 �0.5 None
Hongqujiu above above above



is that the fruits must meet certain criteria: the cultivar and
kind of fruit must have high sugar content and lots of juice,
and it is easy to extract the juice; in addition, the quantity
of acids, tannins, and pectins should also be considered.
Because the sugars are fermented into alcohol, they are
related to the production rate and quality of the final prod-
uct. Appropriate amounts of acids are beneficial to the
reproduction of yeast, inhibit the invasion of undesirable
microorganisms, facilitate the solution of plant pigments
and ferment the raw materials into tasty “guo jiu.” It can
also combine with the alcohols to form esters in the stor-
age and aging processes. “Guo jiu” with too little acids has
a flat taste, and too much acids give the “guo jiu” a sour
taste and lower the quality of the product. The amount of
tannins when appropriate can also inhibit the growth of
harmful microorganisms, and also facilitate the clarifica-
tion of “guo jiu.” However, if the tannin content is too
high, it inhibits the reproduction of yeast, and the “guo jiu”
will have an astringent taste, which is also undesirable.
With too much pectins, it creates difficulty in juice extrac-
tion and clarification; in addition, it also gives too much
methanol in the final product.

From the standpoint of world production of alcoholic
beverages from fruits, the majority is wine made from
grapes. However, from the standpoint of chemical compo-
sition, color, odor and taste, other fruits such as citrus
fruits (oranges, mandarin oranges, and tangerines), lizhi
(litchi, lychee), and pears are also suitable raw materials.
The fruits used for fermentation must be fully ripe in
order to obtain high sugar contents and their rich flavor
and color. Decayed fruits, in principle, are not suitable for
the production of “guo jiu.”

2. Flowchart for Production

In the production of “guo jiu,” it is generally divided into
two categories, one utilizing the pigments in the fruit skin,
and the other having the residues removes. They are
schematically shown in Figure 173.17.

3. Technology Essentials

a. Extraction of juice
Generally, in the production of “guo jiu,” juice is extracted
before fermentation. However, in the production of colored
“guo jiu” like the “yang mei (plum) jiu,” the extraction or
pressing process is conducted after the fermentation; the
fruits are crushed followed by fermentation to extract the
pigments from the skin. Before extraction of fruit juice,
wash the fruits to remove the dust, soil, and microorganisms.
For fruits on which pesticides have been sprayed, this is very
critical. Besides, the fruit skin, hearts and seeds have com-
plicated composition, and give undesirable flavor to the
product. Therefore, removal of skin, hearts, and seeds is a
necessary step to improve product quality. Fruit juice is usu-
ally extracted by pressing the crushed fruits mechanically.

b. Improving the fruit juice
Sugar and acid contents in fruits usually are not at the
desirable levels and ratios. In order to guarantee the
proper fermentation with expected product quality, it is
necessary to adjust the sugar and acid contents. Fruit juice
generally contains 10–15% sugars, and every 1.7 g glu-
cose (or 1.6 g sucrose) is needed to produce 1 ml ethanol.
This amount can only produce “guo jiu” with 6–9 v%
alcohol. “Guo jiu” with alcohol content lower than 10 v%
is called weak “jiu;” not only the taste is flat, it is also dif-
ficult to preserve. The standard “guo jiu” to go with meals
should have alcohol content above 14%, and fruit acids
0.5%. In order to meet these requirements, the sugar con-
tent in fruit juices should be 25% or higher with 0.5% fruit
acids. It is very difficult for natural fruit juice to reach
these requirements and therefore, adjustment of these con-
tents is common. It is also true for colored “guo jiu” fer-
mentations including the residues (skin, hearts and seeds).

The adjustment of sugar contents can be accomplished
in three ways: addition of sugar, addition of alcohol, and
increasing the raw materials (jiu niang). In the production
of “guo jiu” with alcohol content in the 16–18 v% range,
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TABLE 173.4
Sanitary Standard of Fermented “Jiu,” GB2758-81 (China)

Item Index

1. Sensory evaluation Clear liquid, absence of precipitates, foreign matters, objectional odor and taste.
2. Physicochemical analyses

Residual sulfur dioxide, �0.05
(g/kg, free sulfur dioxide)

Aflatoxin B1 (µg/kg) �5
3. Bacterial numbers Draft beer Regular beer “Huang jiu” Grape wine

Total bacterial counts (unit/ml) None �50 �50 �50
E. coli colonies (unit/100 ml) �50 �3 �3 �3

Note: Fermented “jiu” is an alcoholic beverage without distillation using sugar or starch as the raw materials gone through saccharification and fer-
mentation.



the only way is appropriate addition of alcohol or brandy
to increase the alcohol content, and sugar cannot be added
before the fermentation. This is because yeast in “guo jiu”
fermentation cannot reproduce and produce alcohol in an
environment of 15–16 v%. Addition of sugar to 27% is
practiced only in the production of sweet “guo jiu” so that
the residual sugar stays in the “guo jiu,” giving the product

a sweet taste. In the production of this kind of “guo jiu,”
when the alcohol content reaches to the desired alcohol
content, the mash is cooled immediate or is treated with
sulfur dioxide to terminate the fermentation, and proceeds
with the aging process. In the production of high quality
“guo jiu,” the sugar content is achieved by vacuum con-
centration of the fruit juice.
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The adjustment of acidity in fruit juice is accom-
plished by measuring first the total acids and converting
this total acidity into citric acid for most fruit juices, and
tartaric acid for grape juice, then adjusting the acidity
accordingly by various means. If the fruit juice is low in
sugar and acidity lower than 1%, addition of sugar is good
enough without adjusting the acidity. If the fruit juice has
normal sugar content but slightly higher acidity, the acid-
ity can be adjusted by neutralizing the acid with calcium
carbonate. For the removal of every 0.1% acidity in 100
liters of fruit juice, addition of 78.2 g calcium carbonate is
needed. If acidity is not that high, it is better to remove the
acids after fermentation. In the presence of suitable
amount of acids, this is beneficial for the yeast reproduc-
tion and fermentation, and at the same time, inhibits the
invasion of harmful microorganisms. In addition, this will
facilitate the solubilization of pigments, and have a posi-
tive effect on flavor formation. In the production of col-
ored “guo jiu,” water can be added to dilute the substrate
followed by addition of sugar, because addition of cal-
cium carbonate will change the color of the anthocyanin
pigments. If acid concentration is too low, citric acid,
malic acid or tartaric acid can be added according to the
fruit variety to total acids of 0.5% standard.

4. Fermentation of the Fruit Juice

a. Fermentation equipment

● Fermentation room and storage room.
Fermentation rooms should have the following
criteria: room temperature maintained at about
20°C with relative humidity at 75%, good ven-
tilation, no direct sunshine, and easy drainage.
Criteria for storage rooms are similar with
room temperature maintained at 10–15°C.
They are usually constructed at the lower level
of fermentation rooms.

● Fermentation containers. Tanks for main fer-
mentation and barrels for post-fermentation
storage can be made of hard wood. The fermen-
tation tanks can also be constructed with con-
crete, stones, or bricks. For smaller factories,
“gang,” jugs, or ceramic containers can be used.

● Fermentation systems. Open systems are used
for fermenting juice with fruit residues, and
closed systems are used for fermenting juice
without fruit residues.

● Fermentation methods. Fermentation meth-
ods can be natural, semi-natural, or artificial. In
natural fermentation, the fruit juice is not ster-
ilized and without addition of yeast, it relies on
the wild yeast adhered to the fruit surface. In
the semi-fermentation method, fruit juice is not
sterilized but yeast is added. In the artificial
method, the fruit juice is sterilized with addi-
tion of pure-cultured yeast. The oblong strains
of yeast for beer fermentation and the yeast for
grape juice fermentation (Saccharomyces
urarum) are suitable yeasts for “guo jiu” pro-
duction. Fruit juices can be sterilized by heat
treatment or sulfur dioxide treatment. Heat
treatment is pasteurization. In the sulfur diox-
ide sterilization, enough sulfiting agent(s) are
added to the crushed fruits or fruit juice at one
time. The sulfiting agent(s) can be 6% sul-
furous acid, liquid sulfur dioxide, or potassium
thiosulfite. Table 173.5 is a comparison of sul-
fiting agent(s) for various treatments.

Potassium bisulfite continues 57.5% sulfur dioxide in
the solid form. When added to fruit juice, it can release
sulfur dioxide. Six hours after addition of potassium
bisulfite, it can achieve the sterilizing effect. At this time,
5% yeast slurry can be added. The treated fruit juice con-
tains 100 ppm sulfur dioxide. It can inhibit 99.9% of the
wild yeast, bacteria, and mold; but the tamed yeast can
tolerate this amount of sulfur of dioxide. The yeast slurry
can be cultivated gradually to a larger scale through four
expansion stages.

● Fermentation process and management.
Main fermentation. Eight to twelve hours after

inoculation, yeast reproduction is very vigor-
ous, continuously producing carbon dioxide
with bubbles coming up to the surface. When
main fermentation enters the intermediate
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TABLE 173.5
Amount of Sulfur Dioxide Used before Fermentation (per 1,000 Liters of Fruit Juice)

Condition of Fruits 6% H2SO3 (Liters) Liquid SO2 (g) K2S2O5 (g)

Fruits in good clean condition, 1.1 65 12
about 20°C, total acids �0.8%

Fruits in good clean condition, 1.5 90 180
about 20°C, total acids 0.6–0.8%

Fruits in cracked, individually moldy, 4.2 250 380
above 25°C, total acids �0.6%



stage (large bubbles not common at this
stage), the containers must be sealed tightly
with bolts. During main fermentation, con-
trols of fermentation temperature and air
conditioning are important steps; room tem-
perature should be about 20°C, and product
temperature is maintained at 25–28°C. The
fermentation must be ventilated properly in
order to introduce clean air into the ferment-
ing mash. For smaller fermentation contain-
ers, they can be stirred or transferring to
different containers to achieve the introduc-
tion of air into the mash. At the end of the
intermediate stage of main fermentation,
there is no need for introduction of air. Under
normal situation, fermentation with residues
in mash takes 8–10 days to complete the
main fermentation with vigorous fermenta-
tion for 3–4 days. With residue removed, it
takes 12–15 days to complete with 5–6 days
of vigorous fermentation. At the end of main
fermentation, sugar content is about 1%, and
the concentration of the mash is close to
°Brix degree. Product temperature is the
same as room temperature, with minimal
carbon dioxide bubbles, and no noise heard.
Residue settles to the bottom of the con-
tainer, and the fermenting fluid is fairly clear.
The bottom of the fermentation container has
large amount of yeast sediment, indicating
the end of the main fermentation.

Post-fermentation. With the main fermenta-
tion completed, the fluid is transferred to
different containers promptly to remove the
dead yeast cells, insoluble minerals, pro-
teins, pigments, et al. The main purpose is to
allow the “guo jiu” absorb a certain amount
of oxygen which is beneficial to post-fer-
mentation; avoiding the autolysis of dead
yeast cells which can create turbidity and
undesirable odor in the product; and permit-
ting part of the tannins and pigments to oxi-
dize and sediment. When the “guo jiu” is
transferred to the storage barrels, the con-
tainers should be filled as full as possible to
exclude air and prevent growth of acetic
bacteria, newing bacteria, and other harmful
microorganisms. After the containers are
bolted, they are stored at 10–15°C in the
stored room to conduct the post-fermenta-
tion. This takes 20–30 days. In this post-fer-
mentation period, room temperature and
product temperature are the same, with min-
imal amount of carbon dioxide produced. At
the end of the process, no carbon dioxide is

produced; yeast cells, proteins, and tannins
combined together form the sediment; insol-
uble pigments and micro-fruit tissue parti-
cles also settle. The liquid is clear, and the
flavor is mature with increase in pleasant
odor but still “spicy hot.”

Clarifiction of “guo jiu.” Clarity is an impor-
tant indicator in “guo jiu.” Therefore, clarifi-
cation of the “go jiu” must be conducted
through either the natural or artificial method.
Natural clarification takes a long time, so arti-
ficial clarification is applied in most cases.
Artificial clarification can be conducted
through one of the following methods:

Filtration. Filtration applies porous materials to
separate the solids from the liquid; in “guo
jiu,” the suspended particles are separated
from the final product. Common filtration
medium usually presents a cloudy phe-
nomenum in “guo jiu;” when it is used in
combination with centrifugation, a better
effect can be achieved. However, if pretreat-
ment such as coagulation and chilling are not
applied, the resulting “gui jiu” even though it
has been clarified, its clarity is not stable.

Clarification. Clarification by means of coag-
ulation is a common practice in the produc-
tion of “guo jiu.” The principle is the
addition of hydrophilic coagulant(s) such as
gelatin, egg white, or marine colloid to inter-
act with the suspended particles in “guo jiu”
and precipitate out the suspended matter.

Enzymatic method. With “guo jiu” containing
more pectic substances such as apple jack,
citrus (i.e., orange or tangerine) “jiu,” appli-
cation of pectic enzymes to hydrolyze the
pectic substances is very effective in clarify-
ing the “guo jiu.”

● Formulation and aging.
Formulation. Standard “guo jiu” is also called

dry “guo jiu” containing 14% alcohol, less
than 1% sugars, and 0.5% acids. Some con-
sumers do not appreciate it. Therefore, it is
common to add sugar or brandy (or purified
alcohol) to formulate products containing
alcohol higher than 14% and sugar content
5% or above.

Aging. Newly fermented “guo jiu” has a spicy
hot sensation and the flavor is not that good.
They should be filled into storage rafters and
aged in low-temperature cellars to improve
the flavor. The product is called aged “guo
jiu.” “Liquid jiu” after post-fermentation, if
clarified, can be transferred into other con-
tainers. The residues has to be removed, the
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liquid “jiu” filled into bottles, and corked
with brandy as a liquid seal. If the “jiu” has
evaporated, it is replenished as needed to
avoid contamination of harmful microorgan-
isms, and the aging process is conducted. In
this aging period, “guo jiu” experiences a
series of slow oxidation, esterification, and
synthesis, and improves the flavor of “guo
jiu.” For colored “gui jiu,” the insoluble pig-
ments, tannins, et al., precipitate out during
this long aging period, and give the “guo jiu”
a transparent yellow or bright red color. In
addition, the solubilization of compounds
from the wooden rafters can also facilitate
the flavor. Therefore, aged “guo jiu” has a
smooth and pure taste, with rich fragrance,
and attractive color. In addition, because of
the binding action of alcohol with other com-
pounds, the irritating properties have
decreased considerably, and the product is
smooth and has a pleasant mouth feel. The
ideal environment for aging “guo jiu” is
10–15°C, relative humidity in the air is about
75%. Aging for “guo jiu” takes a longer
time, at least 6 months, with some 2–3 years.
This is not economical from the production
standpoint. Process used to shorten this
aging period is called accelerated aging. The
methods can be heat-treatment (25 days at
50°C), cold treatment (0.5°C which is higher
than the freezing point of “guo jiu” for 3–5
days), alternate cold and heat treatment, or
microwave treatment.

Bottling and sterilization of “guo jiu.” When
the “guo jiu” is mature, it can be bottled,
heated to 65°C in hot water for 15 minutes,
sealed when it is still hot, and have the mouth
covered with a plastic envelop. If the “guo
jiu” has higher alcohol content, or has a reser-
vation unit of 80 or higher, it can be preserved
without changes and does not require sterili-
zation. It can be bottled and sealed directly.

5. Examples of “Guo Jiu” Fermentation

a. Citrus “jiu”
Citrus production is large. Citrus includes mandarin
oranges, tangerine, oranges and lemon. Except for lemon
that is sour, all the other citrus fruits are suitable for fer-
mentation. The edible flesh in citrus fruits is about 65%,
and their chemical compositions differ because of kinds,
cultivars and maturity. As the fruit juice contains too little
sugar (8–10%), and too much acid (about 1%), it must be
adjusted for fermentation. The bitter substances (neohes-
peridin and naringin) in the citrus flesh must be removed

during fermentation. The aromatic compounds in citrus
fruits are very complex, and include water-soluble sub-
stances such as formic acid, acetaldehyde, ethanol, acetone,
and esters of olefine alcholols (enols), phenyl acetic acid,
formic acid, acetic acid and capric acid. Besides, small
amount of the essential oils in the citrus peels (mainly
capric and caprylic aldehydes) is mixed into the juice. The
fruit flesh also contains water-soluble pigments such as
anthocyanins and flavones, and fat-soluble carotenoids that
are oxygenated derivatives and show a yellowish color.
Fruit flesh is rich in vitamin A precursor and vitamin C.

Fermentation technology. Select citrus fruits (such as
mandarin orange, tangerine and orange) that are ripe, not
damaged, juicy and suitable for fermentation. The peels
are removed, fruit flesh are crushed but avoid crushing the
seeds (as citrus seeds contain the bitter substances naringin
and limonin), and juice extracted. The juice extraction rate
is about 70%, modified as needed, and sterilized or not
sterilized before filling the fermentation containers. Add
yeast at a rate of 5% and maintain the mixture at 20–25°C.
After 12 hours, fermentation starts with the vigorous
period in 5 days, and completes in 15 days. The mash can
then be transferred to other containers for post-fermenta-
tion at 10–15°C for about 1 month. With the completed
fermentation, the “jiu” is transferred for the second time,
and according to needs, add citrus brandy and sugar to
adjust the contents (for dry “jiu,” sugar is not added), and
proceed with the aging process for 6 months or longer. The
product “jiu” is clear, transparent, golden yellow, with
sweet and cool taste and characteristic citric aroma.

b. Lizhi (litchi, lychee) “jiu”
Lizhi is a typical Chinese fruit with fruit aroma like sweet
osmanthus, and very juicy. The sugar content is on the
high side (about 12–25%), and sugar-acid ratio is also
suitable for fermentation with minimal modification. It is
a better common fruit for fermentation. Lizhi “jiu” is rich
in aroma, smooth and has good mouth feel. It should be
pointed out that lizhi season is the hot summer. Lizhi has
less tannins, and the risk in fermentation is higher. Special
attention is needed.

Fermentation technology. Select thick fleshed,
undamaged, and ripe fruits. After removal of shell and
seeds, the juice is extracted, modified accordingly, steril-
ized with sulfur dioxide, filled into containers, and stirred
evenly. After 6 hours of still standing, add lizhi shell pre-
viously cleaned and soaked in alcohol for 30 minutes. The
amount is 1% of the fruit juice to increase the tannin in the
fruit juice. At the same time, seed yeast slurry of 5% is
added to initiate the fermentation. After 6 hours, fermen-
tation starts, and enters the vigorous period in 24 hours.
After 3–4 days, the fermentation slows down. The lizhi
shell can be dragged out, and after about 7 days, the main
fermentation is completed. The “jiu” is then transferred to
other containers for post-fermentation.
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The chemical composition of litchi varies consider-
ably among varieties. In general, the fruit flesh is about
72% of the fruit, the juice recovery rate is about 80%, and
the alcohol production rate is about 85%. For small sched-
ule fermentation of “lizhi jiu,” temperature control is more
difficult, and spoilage is fairly common. From preliminary
investigation, use of high sugar concentration (33%) for
fermentation, or even better use of lizhi syrup to dissolve
the sugar, and inoculation with high temperature-tolerant
yeast can provide successful fermentation. With post-
fermentation completed, the “jiu” does not require addi-
tional adjustment. The flavor of this kind of “lizhi jiu” is
better than the “jiu” produced by fermentation followed
by adjustment. This method is also suitable for prelimi-
nary preservation of peak season production of lizhi. That
is, enough sugar is added to the lizhi flesh at a ratio of 1
to 0.5–1, and proceeds with natural fermentation. This can
maintain the flavor, and this mixture can then be used for
fermentation to produce “lizhi jiu.”

c. Plum “jiu”
Plum has purplish red color and is juicy, with 8% sugars,
and 1.2% acids. It is also suitable for “jiu” fermentation.
The fermentation method can follow the technology with
residues, or follow the technology with residues removed,
and the latter is better. The uniqueness of this fermentation
is that the juice has more acids, and they cannot be neu-
tralized with alkaline. To avoid color change, the options
are addition of sugar to adjust the acidity, or dilution of
juice to modify the composition. The “guo jiu” produced
has bright red color with suitable mouth feel and charac-
teristic light aroma, light red grape wine (Figure 173.18).

d. Longan “jiu”
Longan is also called “dragon eye,” and is also one of the
typical Chinese fruits. The longan “jiu” produced has a
light aroma and a prospective future. The chemical com-
position of longan varies with cultivars. In general, the
fruit has about 55% flesh, 20% shell, and 25% seed. The
juice rate is about 70%, with about 15% sugars. Acids are
on the low side, (usually less than 0.3%), and have slightly
too much nitrogen ammonia (about 0.1%). Special atten-
tion should be paid to these characteristics.

Fermentation technology. Basically it is similar to
the technology for litchi “jiu.” Because the juice rate is
low and has more nitrogen ammonia, warm water in the
same amount of the juice is added to the residual pulp,
mixed and soaked for 1 hour for the second extraction.
The two extractions are combined, and adjust for sugar
and acid contents. Potassium dihydrogen phosphate
(0.05%) and a suitable amount of sulfur dioxide should
also be added before filling the fermentation rafters. After
6 hours of still standing, yeast slurry (5%) is added.
Proceed with fermentation. For each (metric) ton of lon-
gan, 650 kg of longan “jiu” can be produced.

B. CHINESE GRAPE WINES

1. Classification

There are numerous kinds of grape wines. There are four
ways of classifying them:

● Based on color. Red grape wines are produced
with grapes having pigments in their colored
skins and/or flesh. They can be dark red, bright
red, or ruby red. White grape wines are pro-
duced with grape juice from green or red
grapes. Their colors can be either light yellow
or golden yellow.
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● Based on sugar content. According to the
requirements established at the International
Grape Wine Conference in Madrid, Spain in
1973, they can be categorized into:
● sweet grape wine (sugar content higher than

5%);
● semi-sweet wine (sugar content between

1.2–5.0%);
● dry grape wine (sugar content less than

0.4%); and
● semi-dry grape wine (sugar content between

0.4–1.2%).
● Based on fermentation method. Based on the

fermentation methods, grape wines can be nat-
urally fermented or enhanced. For natural fer-
mented grape wines, they are produced using
grape juice only without the addition of alcohol
(brandy) or sugar. The enhanced fermentation
utilizes addition of alcohol (or brandy) to
increase the alcohol content (enhanced dry
grape wine), or addition of alcohol and sugar to
increase both the alcohol and sugar contents
(enhanced sweet grape wine).

● Based on the carbon dioxide content. Based
on the carbon dioxide content, grape wines can
be categorized into still wines without any car-
bon dioxide or sparkling wines containing car-
bon dioxide. The latter is again divided into
naturally sparkling (like the French champagne)
or artificially adding carbon dioxide (generally
called sparkling wine).

2. Fermentation of Red Grape Wine

Production of red grape wine can follow the technology
on wine with residues. Its technology includes the follow-
ing major steps:

● Crushing and removal of stem. Select good
quality red grapes for the fermentation. Use a
pulper to crush the grapes and remove the
stems. The pulp is checked for sugars and acids,
and adjusted accordingly, followed by addition
of sulfur dioxide. The adjusted pulp is filled into
fermentation tanks or barrels, about three-
fourths deep to avoid overflow of the skins in
the mash due to production of carbon dioxide.

● Main fermentation. Six hours after the filling
the fermentation tanks, a 5–10% cultured yeast
slurry is added, and sealed with bolts.
Fermentation temperature is controlled at
20–25°C. If temperature rises above 33°C,
cooling to lower the temperature is initiated.
The fermenting mash is stirred regularly, and
periodically checked for temperature, sugar and
alcohol contents. Main fermentation usually

takes 5–6 days at 25°C, 10–15 days at 20°C,
with residual sugar of about 1%.

● Post-fermentation. After the main fermenta-
tion, the liquid “jiu’ is immediately transferred
to the fermentation rafters with proper bolting
to conduct the post-fermentation. Post-fermen-
tation is weak, and should be conducted at
about 20°C. After 15–20 days, there should not
be any more carbon dioxide released, and the
sugar content is lowered to 0.1%. The post-fer-
mentation is then completed.

● Aging. Three to five days after the post-fermen-
tation, the residues in the fermenting mash
should be removed by transferring fermentation
rafters or barrels. During the transfer, the “jiu”
is in contact with air. This allows the dissolved
carbon dioxide to escape. After the removal of
residue, the containers are again bolted to pro-
ceed with the aging process at temperature con-
trolled between 10–15°C. The second transfer
of fermentation containers should be conducted
1.5–2 months after post-fermentation, usually in
early winter. At this point, the newly fermented
“jiu” is basically clear and transparent. After
this stage, the “jiu” is transferred to another
container at the end of spring and early winter
each year. The production rate of red grape wine
from completely sound grapes is 80 kg per 100
kg of grapes: 70 kg from the original fluid “jiu,”
and 10 kg from pressing the residues.

3. Fermentation of White Grape Wines

Green grapes or red grapes with white flesh can be used
for fermenting white grape wines. The fermentation tech-
nology usually follows that for fermentation with
residues. Management of the fermentation is basically
similar to red grape wine, but more precise. The technol-
ogy is as follows:

● Crushing, sprinkling with juice and pressing.
The grapes are crushed with a crusher, but the
stems are not removed. Sprinkling with juice is
generally conducted in a rotary sprinkler, the
juice recovered is generally slightly cloudy with
recovery rate of 50–55%. Pressing is usually
conducted with a continuous presser.

● Sulfiting, addition of tannins, and inocula-
tion with yeast. Grape juice recovered through
the sprinkler and presser are combined for fer-
mentation. Because green grape juice is defi-
cient in tannins, when it is used for
fermentation, 4–5 g of tannins per 100 liters of
juice is added followed by immediate sulfiting,
the sulfiting amount varies with the kinds of
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juice available. If the juice is clearer, 25–30 g
of sulfur dioxide per 100 liters of juice is
needed and the treated juice is transferred to the
fermentation tanks. Six hours after, 5% yeast
slurry is added. For cloudy juice, it has to be
clarified in a clarifying tank once before usage.
For 100 liters of juice, 40–50 g sulfur dioxide is
added and let stand for 24–48 hours of clarifi-
cation. The cleared liquid is then transferred to
the fermentation tanks with 8–10% yeast slurry
added to proceed with the fermentation.

● Main fermentation. Fermentation is conducted
in a closed system. Main fermentation starts
12–24 hours after the tanks are filled.
Fermentation temperature is lower than that for
red grape wine, at 18–20°C. Low temperature
fermentation results with a product lighter in
color with strong aroma. The main fermentation
takes 10–15 days. With the peak fermentation
(about 4–5 days after loading the tanks) passed,
the container are bolted. When the fermenting
mash shows a specific gravity of 1.005 to 1.006,
the fermentation almost stops. The newly fer-
mented liquid is transferred to another fermen-
tation tank with removal of the sediment. The
residue can be used for distillation of brandy.

● Post-fermentation and aging. The white grape
wine transferred to the new tanks still has small
amount of sugar, about 2–3%. The fermentation
is continued until the specific gravity is dropped
to 0.992–0.996 with a dry white grape wine
essentially free of sugar. Post-fermentation
takes about 20–30 days to complete. Its indica-
tor, besides specific gravity, is its clarity. At this
time, the white grape juice is transferred to
another tank until full, and bolted to proceed
with the aging process. When the weather is
coldest, the “jiu” is transferred to another fer-
mentation tank. Thereafter, the “jiu’ is trans-
ferred to different tanks twice each year. The
residues left from the old tanks and the turbid
“jiu” can be used for distillation of brandy.

4. Fermentation of Sweet Grape Wines

In the fermentation of sweet red and white grape wines,
the initial procedures are the same as that for dry red and
white grape wines. When they are fermented to the
required sugar contents, brandy or potable alcohol is
added to increase the alcohol content to 16% or higher,
and stop the fermentation. If the sugar content is not high
enough, concentrated grape juice is added to adjust
accordingly. For products with requirements that are not
that specific, sugar or inverted sugar can also be used for
adjustment.

One month after fermentation, the “jiu” is transferred
to another fermentation tank for aging. The “jiu” is trans-
ferred again to a new tank at the end of spring next year.
If the “jiu” is not clear, it can be clarified by a coagulation
process with appropriate coagulant, and the aging process
is then continued. Even though artificial accelerated aging
is generally not used in dry grape wines, the alternate heat
and cool process is used commonly in the aging of sweet
grape wines to significantly increase the quality.

5. Famous Chinese Grape Wines

There are many grape wines nationally recognized in
China and some received international awards. These are

● Yantai red grape wine: sweet, alcohol content
16 v%, acidity 0.7%, and sugar content 12%.

● Qingdao white grape wine: sweet, alcohol con-
tent 13 v%, and sugar content 12%.

● Beijing Chinese red grape wine: sweet, alcohol
content 16 v%, and sugar content 12%.

● Minquan white grape wine: sweet, alcohol con-
tent 12 v%, sugar content 10%, total acidity 0.6%.

● Tianjing Wangchao white grape wine: semidry
and semisweet, alcohol content 12 v%, sugar
content 0.5–1.2%.

● Shacheng white grape wine: dry, alcohol con-
tent 12 v%, sugar content less than 0.4%.

C. QUALITY OF “GUO JIU”

1. Sensory Quality Standards of Grape Wines
and “Guo Jiu”

● Appearance: clear, transparent, no sediment
and suspended matter, no loss of luster.

● Color: bright, balanced, lustrous, no loss or
change of color.

● Aroma: possess the original fruit’s aroma, soft
and balanced, long-lasting rich aroma, absence
of objectional odor, typical characteristics.

● Taste: pure, completely balanced, smooth,
clean, long-lasting, no objectional taste, typical
characteristics.

● Characteristics: typical for the product.

The above standards are suggested for grape wines
and “guo jiu.” When all the criteria are met, the product is
considered as having a full score.

2. Sanitary Standards of Grape Wines and 
“Guo Jiu”

Both grape wines and “guo jiu” are fermented products,
their processes should meet the GB2758-81 Fermented
“jiu” sanitary standards.

Chinese Wines: Jiu 173-43



V. FORMULATED “JIU”

Formulated “jiu” includes essence “jiu,” flavored “jiu,”
and Chinese herbal “jiu” or wines. Essence “jiu” is again
subdivided into “fruit essence jiu” and “flower essence
jiu.” The former is produced by adding fruit juice and
other ingredients to alcohol or “bai jiu;” the latter is pro-
duced by soaking flowers in alcohol or “bai jiu,” or distil-
lating flowers with alcohol or “bai jiu” and formulated.

A. TREATMENTS OF THE VARIOUS RAW MATERIALS

1. Alcohol and “Bai Jiu”

In the common alcohol, there are fixed amounts of
methanol, fusel oils, aldehydes, and ketones forming
undesirable odor and taste. They should be removed com-
pletely or reduced. Industrial ethanol must be purified to
the potable level before use. Generally, the crude alcohol
is treated with 0.01–0.05% potassium permanganate (pre-
dissolved in 10% solution), added slowly into the alcohol,
and stirred thoroughly. The mixture is let stand overnight;
0.08–0.09% sodium hydroxide is then added before distil-
lation. The beginning and ending distillates should be dis-
carded, with beginning distillate being 7% of total
alcohol, and ending distillate 8% of total alcohol. The
middle section is retained for use in formulation. For a
further purification, the alcohol collected can be treated
by activated carbon to remove odor at a range of 100–200 g
per 100 liters and left standing 36 hours before filtering.
The so-treated alcohol must meet the GB 394-81 National
Standard for Potable Alcohol. (Table 173.6)

Good quality “bai jiu” (especially brandy) does not
require purification. Common “bai jiu” particularly those
made from root crops and mollasses have to be purified.

The method is the same as that for potable alcohol.
However, because the alcohol content is lower (about 60
v%), the amounts of potassium permanganate and sodium
hydroxide used should be less, about two-thirds.

2. Fruit Juice

Fresh fruits are washed, drip-dried, crushed and pressed to
make the fruit juice. The fruits can also be cut into small
pieces and soaked in water or “jiu,” and then filtered. For
dried fruits, they generally are cut into pieces, and soaked
to extract the essence. The fresh or dried fruit pieces
should not be too small to avoid cloudy infusion liquid.
Fruit juices or extracts should be clarified before use.

3. Natural Spices

Rose flowers, clove, and mandarin orange or tangerine
peels, et al. can be extracted with alcohol and distilled, or
cooked in water to tender to form liquid essence.

4. Sugar and Organic Acids

Sugars and organic acids can be dissolved in water or
alcohol to form solutions, or added directly. If the fruit
juice has too much acids, avoid the use of neutralization,
and use dilution method in the formulation.

5. Water

Distilled water or potable water that has been boiled and
cooled.

6. Color(s)

Caramel or other colorings can be dissolved in small amount
of alcohol to form a solution, and added accordingly.
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TABLE 173.6
Standards for Potable Alcohol (Molecular Formula C2H5OH, M. W. 46.07) in China, GB 394-81

Class

Name of Index Excellent 1st Class 2nd Class

Appearance Transparent Transparent Transparent
Color, number �10 �10 �10
Odor Absence of Absence of Absence of

objectional odor objectional odor objectional odor
Alcohol, (%, v/v) �96.0 �95.5 �95
Sulfuric acid, number �10 �15 �100
Oxidation test, points �30 �25 �15
Aldehydes, % as acetaldehyde �0.0004 �0.0010 �0.0030
Fusel oils, % as isoamyl alcohol, �0.0004 �0.0025 �0.010

isobutanol
Methanol, % �0.06 �0.12 �0.16
Acids, % as acetic acid �0.0015 �0.0015 �0.002
Esters, %, as ethyl acetyl ester �0.0025 �0.0038 None
Nonvolatile matters, % �0.0020 �0.0020 �0.0025

Note: % � g/100 ml, except alcohol.



B. FORMULATION METHODS

In the formulation of “fruit essence jiu” it is important to
do preliminary formulation and sensory evaluation to
determine the ratios of various ingredients and essence
solution. After all the ingredients are mixed together to
form a concentrate, it is left 1–2 days before filtration.
Lastly, the pigment and essence solutions are added.

C. EXAMPLES OF PRODUCTION OF

“FRUIT ESSENCE JIU”

1. “Lizhi (Litchi, Lychee) Essence Jiu”

● Formula. Lizhi juice 100 liters, and 90 v%
alcohol 22 liter.

● Procedure. Select ripe lizhi fruits, remove the
shell, and extract the juice. Twelve grams of
sulfur dioxide per 100 kg fruit flesh can be
added to prevent spoilage. For 100 liters of fruit
juice, add 22 liters of alcohol. Mix thoroughly,
store in sealed containers for two months, filter
and pasteurize before bottling and capping.

Essence “jiu” of loquat, pineapple, mango, et al. can
be produced the same way. If the juice is not sweet enough,
sugar can be added accordingly. The “lizhi essence jiu”
from Zhangzhou City, Fujian is of supreme quality.

2. “Logan Essence Jiu”

● Formula. Logan fruit flesh 500 g, “bai jiu” 1 kg.
● Procedure. After removing the shells and

seeds, 500 g of the flesh is soaked in 1 kg of
quality “bai jiu” in sealed containers. Recover
the clear liquid after 15 days. The flavor is even
better if aged. This “jiu” is known in
Traditional Chinese Medicine as beneficial to
the heart and spleen. It can calm oneself and
cure insomnia, besides other claims.

3. “Loquat Essence Jiu”

● Formula. Loquat 350 g, vanilla beans 2 g, lemon
peels half of a fruit, sugar 250 g, potable alcohol
300 g.

● Procedure. Put the loquat fruits and sugar in
hot water (enough to cover), mash, and add the
vanilla beans. When the mixture is cooled, pour
into glass jugs, add alcohol and shredded lemon
peels, and seal the containers. Share the con-
tainers regularly. After one month, pour the liq-
uid into dark-colored bottles, seal and store for
another 4 months. This “loquat essence jiu”
helps digestion, sooths the throat and stops the
coughing. Alcohol content is 40 v%. It is a
good after-meal liqueur.

4. Green Plum “Jiu”

● Formula. Potable alcohol (65 v%), 27.75 liters,
green plum essence 27.5 liter, 2.4 g, citric acid 15
g, glycerol 300 g, sugar 16 kg, a green pigment,
distilled water enough to make up 100 liters.

● Procedure. The green plum essence is pro-
duced using the following procedure. Green
plum or dried green plum 17.65 kg in a cloth
bag together with 100 liters of 65 v% alcohol
are put in a kettle-type distiller for reflex of 1.5
hours. The distillate of 50 v% is the “green
plum essence.” Distillate below 50 v% is stored
for another distillation. After mixing 27.75
liters of potable alcohol and the ‘‘green plum
essence,” sugar is added followed by water to
make syrup. Glycerol and pigment are then
added. Enough distilled water is added to make
100 liters. After thorough mixing, it can be
stored for 3 months, filtered and bottled.

5. Strawberry “Jiu”

● Formula. Strawberries 100 kg, potable alco-
hol, 60 kg, sucrose 6 kg, citric acid appropriate
amount, and water.

● Procedure. Sound strawberry fruits that are
bright red, ripe, with proper sweetness and sour-
ness are used. Cultivars such as Shanghai,Yantai
Jiguan (cock comb red), Baojiao Early Cultivar,
et al., are suitable cultivars in China. The alco-
hol should be the residual distillate recovered
from the production of “huang jiu” – “jiu han
(sweat).” Its characteristic is its pure taste.

Fresh fruits should be processed immediately
to preserve its color and flavor. Strawberries, the
“jiu han” and sugar are mixed with a ratio of
10:6:0.6. The alcohol content after pressure fil-
tration should be controlled at about 20 v%. The
filtered strawbery “jiu” is stored for a definite
time to achieve the aging effect. The main com-
ponents in the “jiu” such as alcohol, sugar, and
acid must be prepared at the proper ratio. Except
for addition of citric acid to adjust the acid con-
centration, other additions are not permitted to
highlight the strawberry flavor, and natural color.
Brown bottles should be used to prevent the
color-fading effect of sunshine and strong light.

This strawberry “jiu” has a light brown color,
clear and transparent. Its has a strong straw-
berry aroma and also the pleasant “jiu’’ aroma.
The taste is pure and soft, with proper sugar-
acid ratio, pleasant mouth feel, and is absent
from undesirable odor. The product has
16.5–17 v% alcohol, 8–8.5% sugars, and
0.45–0.50% total acidity.
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D. EXAMPLES OF “FLOWER ESSENCE JIU”

“Flower essence jiu” utilizes alcohol or “bai jiu” as the
base; the flowers from various plants are soaked or dis-
tilled. The “flower essence jiu” is made after proper for-
mulation. The various treatments to produce “flower
essence jiu” are basically similar to “fruit essence jiu.”
The difference is that either fresh flowers or dried flowers
are used as the aromatic materials.

1. “Meiguilu (Rose Essence Jiu)”

Rose flowers have been claimed to reduce heart pain,
hyperchlolesterolemia, and chest pain, et al. Drinking of
rose flower tea is said to help the complexion, strength the
body, and stop diarrhea. “Meiguilu’’ is a combination of
the rose aroma and the “jiu” aroma, giving a product rich
in rose aroma and long-lasting, and slightly sweet.

a. Production technology

● Flower selection and picking. There is a wide
variation of color, size, and aroma in roses due
to cultivar differences. In order to better guar-
antee the unique “Meiguilu” flavor, only culti-
vars with main pedals plump and red are used.
The flowers are harvested in May, the peak
flowering season, and processed. The flowers
are harvested early in the morning when the
morning fog has not disappeared, the flowers
are just beginning to open and full of dews.
These flowers have the richest aroma because
the sun has not shone on them and evaporated
their aroma.

● Soaking of flowers. Harvested flowers are
sealed in containers and shipped back to the
factory for processing. The flowers are spread
in a cool, shaded area with good ventilation to
lower the temperature and prevent the petals
from getting soft and separating from the stem.
The flowers are then mixed with “jiu” at a fixed
ratio, mixed thoroughly and packed tightly in
the porcelain storage containers and sealed
with a plastic wrap, excluding air and prevent-
ing decay to occur. After several months of
soaking, the “flower jiu” is transferred to
smaller jugs and then sealed. They are stored
for the next year’s use.

● Preparation of the original aroma source.
Distillation is conducted in a copper distiller.
The completely “jiu”-soaked rose flowers are
loaded into the distiller, heated slowly to boil-
ing to completely extract the rose aromatic
compounds. It is even better if the beginning
and ending distillates are removed, with distil-
late maintained at 62 v% or above. The product

will have a delicate, conservatively soft aroma
with minimal undesirable odor.

● Selection of basal alcohol. It is very important
to select the proper basal “jui” with quality so
that the delicate rose flavor can be detected eas-
ily. It is better to use deodorized high quality
potable alcohol or “bai jiu” made from cereals
with clean aroma as the basal “jiu.” “Jiu” with
rich aroma or soy-paste aroma are not suitable
because the delicate rose aroma can easily be
covered by the rich cellar or soy-paste aroma,
and not show off the typical rose aroma.

● Formulation of various components. Before
formulation, calculations should be conducted
based on the physiochemical indicators of the
various components. Then follow the proper
sequence of combining the various components
together to formulate the final product. This
proper sequence of combination is important as
a different sequence can affect the physico-
chemical indices of the final product, especially
the mouth feel and appearance.

● Formulation procedures. The basal “jiu” is
pumped into the mixing chamber, then add the
rose distillate and mix thoroughly. The sugar is
dissolved in water in a double-jacketed steam
kettle, cooked to boiling to form a 65% syrup.
After filtering out the impurities, it is pumped
to the mixing chamber to mix with the basal
rose “jiu” with continuous stirring. Citric acid
is formulated to a 50% solution with additional
heating, and then added to the mixture.
Distilled water is then added to make up the
volume.

● Storage and aging. The various components in
the newly formulated “Meiguilu” is not com-
pleted synchronized, with alcohol and undesir-
able odor. In order to give the “Meiguilu” a
delicate aroma with smooth taste, it should be
sealed and stored. Impurities in newly formu-
lated “Meiguilu” will sediment in 7 days; and
after three months of aging, the quality is stabi-
lized.

● Filtration. When the storage period is com-
pleted, the “Meiguilu” is filtered through
diatomaceous earth to clarify the product. The
product should not be stored for a long time to
prevent the contact with oxygen and oxidized
to form extensive aged sensation. This is
because the main aromatic components in rose
aroma are the terpinenes. They can interact
with the alcohols, aldehydes, acetones and
form derivatives that are easily oxidized, and
thus affect the aroma and taste of the product.
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b. Quality standards
The final product should be a clear transparent liquid
with pleasant rose aroma. The flower aroma and “jiu”
aroma are synchronized. It should be slightly sweet with
long-lasting aroma. Its physicochemical indicators are:
alcohol �18�1% or higher, total sugar �8�1 g/100 ml,
total acids (calculated as citric acid) �0.4 g/100 ml. The
sanitary standard should meet the GB2758-81 standard
of PRC.

2. “Yulan Xianglu (Magnolia Aroma) Jiu”

● Formula. Air dried magnola flower petals 100 g
(fresh petal should be double), “gaoliang
(sorghum) jiu” 5 kg, rock sugar small amount,
glycerol small amount.

● Procedure. The magnolia petals are soaked in
the basal “gaoliang jiu” overnight, and scooped
out. They are steamed to extract the aroma by
collecting the distillate. The rock sugar and
glycerol are then added to taste. This interme-
diate product is sealed in containers for a few
months to age. The final product has alcohol 41
v%, and sugar 3%. The color is light yellow,
clear and transparent, slightly sweet, and has
magnolia aroma and “jiu” aroma with a bal-
anced soft aroma.

3. “Juhua (Chrysanthemum) Jiu”

● Formula. Chrysanthemum 80 g, sugar 40 g,
“bai jiu” 650 g, honey small amount.

● Procedure. The chrysanthemum flowers are
cleaned, drip-dried before putting into a con-
tainer. Sugar, honey and “bai jiu” are added.
The container is sealed and left in a cool and
shady area. After three months, filter through
cheesecloth, and store the filtrate for 15 days.
This product has typical chrysanthemum’s light
aroma, and the taste is rich and slightly sweet.
It is claimed that this “jiu” has certain curing
effect for headache and dizziness, and is good
for the eyes and stomach, improve appetite and
relieve fatique.

4. “Guihua (Sweet Osmanthus) Jiu”

● Formula. Sweet osmanthus flowers 16 kg, 65
v% alcohol 330–350 kg, sugar 150 kg, citric
acid 3 kg, glycerol 2 kg, distilled water enough
to make up 1,000 liters.

● Procedure. Remove foreign matters from col-
lected sweet osmanthus flowers. Add 32 kg 
65 v% alcohol to the flowers, soak and seal the
container for 7 days, filter, and soak the residue

again with 20 kg alcohol for one day, then fil-
ter. Combine the two filtrates. The sugar is dis-
solved to make a 86 °Brix syrup. The citric acid
is dissolved in 60°C hot water and is added
together with the glycerol to the flower infu-
sion. Mix thoroughly. Add the rest of the alco-
hol, filter and make up to 1,000 liters with
distilled water. Store for three months. Filter
again before bottling.

5. “Guihua (Sweet Osmanthus) Chen (Aged) Jiu”

● Formula. Good quality white grape wine 100 kg,
sweet osmanthus flowers appropriate amount.

● Procedure. Aged “guihua jiu” utilizes aged
white grape wine as the basal “jiu” with sweet
osmanthus flowers as the flavoring. The sweet
osmanthus flowers are of the common “jingui
(golden sweet osmanthus)” cultivar from the
Suzhou and Hanzhou areas, China. The fresh
budding flowers are collected during the flow-
ering season in November. The collected flow-
ers after processing (rinsing and removal of
foreign matters) are soaked in the aged white
grape wine. With careful formulation fully bal-
ancing the aroma and taste to meet the estab-
lished standard, the product has the required
characteristics. The characteristics of this
“Guihua chen jiu” are as follows: golden yel-
low, crystal clear, transparent, balanced fresh
sweet osmanthus aroma and the rich aroma of
white grape wine, slightly sweet and slightly
sour, pleasant and aromatic to mouth feel with
long-lasting aromatic taste. The product shows
the unique sweet osmanthus aroma, with 15
v%, sugar 14%, and total acids 0.65 g/100 mg.
This product contains glucose, fructose,
organic acids, and various vitamins. The prod-
uct is claimed to activate the blood circulation
system, smooth muscles, increases calories,
help digestion, increase appetite, and relief of
fatique. It is a product that does not contain any
medicinal herbs, but is a nutritious drink.

E. “JIAWEI (FLAVOR-ADDED) JIU”

“Gawei jiu” utilizes alcohol, “bai jiu,” and fruit wine as
the basal “jiu” with the addition of Chinese herbs or seeds
(dry nuts) as the aromatic material(s), and soaking of the
aromatic materials to produce. It is one of the formulated
“jiu.” The treatment of the raw materials are basically
similar to the fruit essence “jiu.” These aromatic compo-
nents give the products different flavor and claimed med-
ical effects. They are unique.

Chinese Wines: Jiu 173-47



1. Yantai Weimeisi (Vermouth) Jiu”

“Yantai Weimeisi jiu” is produced by the Zhangyu Grape
Wine Company in Yantai, Shandong Province, China. In
the early 20th century, it was called “Qiongyaojiang.” It
won the Golden Medal Award in the World Expo in
Panama, in 1915. The name was later changed to
“Weimeisi (vermouth).” It has been known as a famous
“jiu” in China for a long time. Since 1952, it was named
as a “National Famous Jiu” many times in the “Jiu”
Evaluation Conferences. Besides its national first–class
quality, its characteristics are also recognized worldwide 
as a Chinese vermouth, and enjoys an international 
reputation.

Chinese “Weimeisi jiu” utilizes superior grape culti-
vars such as ‘‘Longan,’’ “Baiya,” “Guirenxiang,” “General
Li,” “Baiyu” to extract the juices for the production of
grape wine. This grape wine is the basal “jiu,” has to be
stored for two years before formulated with valuable
Chinese herb extracts such as “honghua (Carthamus tinc-
torius L.),” “doukou (Amomum cardamomum L. or
Alpinia katsumadai Hayata),” cinnamon, clove, “dahuang
(Rhei Rhizoma, Rheum palmatum L., R. tanguticum
Maxim. Ex Reg., or R. officinale Baill),” “baichi
(Angelicae Radix, Angelica dahurica Benth et Hook, A.
anomala Lallem, or A. taiwaniana Boiss),” “longdanchao
(Gentianae Radix, Gentiana scabra Bunge, G. triflora, or
G. manshurica Kitag.),” chrysanthemum, et al. The
extracts are prepared individually by soaking and extrac-
tion to ensure the high-quality flavor, and the continuity of
the product.

“Yantai Weimeisi jiu” is dark brown in color, clear,
transparent, lustrous, has a balanced aroma from plants,
“jiu,” and fruits, and the taste is sweet, slightly sour, and
slightly bitter that are balanced and unique. The alcohol is
18 v%, with sugar 15%. This “jiu” is claimed to be appe-
tizing, strengthens the digestive system, drives off the
“wind” (Traditional Chinese Medicine terminology) and
the cold, relaxes the tendons, activates the blood circula-
tion system, and strengthens the blood and “qi (vital
energy).” It is promoted as a healthy drink, and good for
longevity.

2. “Zhuyeqing (Green Bamboo Leaf) Jiu”

“Zhuyeqing jiu” is one of the famous “jiu” produced in
the Fen Jiu Factory, Xinghua Village, Fenyang County,
Shanxi Province, China. It is an old and common “jiu” in
China. It is also produced in many provinces and cities in
China. It was also mentioned frequently in old Chinese
literature. However, the one produced in Fen Jiu Factory
of Shanxi Province enjoyed the best reputation from the
old days, like the “Fen jiu.” Since 1962, it has continu-
ously won the Golden Award at the National “Jiu”
Evaluation Conference, and is one of the famous “jiu”
titles in China.

Before the Tang and Song Dynasties, “Zhuyeqing jiu”
was produced in various places in China using “huangjiu”
as the basal “jiu.” The “Zhuyeqing jiu” produced in
Xinghua Village, Shanxi Province utilizes its “Fen jiu” as
the basal “jiu.” Fresh bamboo leaves from southern China
are chosen, with the addition of Chinese herbs: mandarin
orange peels, male clove flowers, “muxiang (Saussurea
lappa Clarke),” “tanxiang (sandal wood, Santalum album
L.),” “linglingxiang” (basil, Ocimum basilicum), “zhizi
(Gardenia jasminoides Ellis), “shannai (Kaempferia
galanga Linn.), “danggui [Angelica sinensis (Oliv.)
Diels.],” and “sharen (Amomum villosum Lour., A.
longiligulare T. L., or A. xanthiodes Wall), and rock sugar.
They are soaked together in the “fen jiu,” and processed
scientifically.

This “jiu” can be consumed independently, or as a
health tonic to improve body function. “Zhuyeqing jiu” is
light yellow with a green shade, clear, transparent and lus-
trous. It has unique aroma and “jiu” aroma, comfortable
and balanced. Its taste is softly sweet, and long-lasting. It
is said to be exceptional in color, aroma and taste. It has
alcohol 45 v%, and sugar 10%. This “jiu” is claimed to
balance the body organs, remove obstruction in “qi,” sup-
port the blood system, calm the heat, reduce inflamma-
tion, detoxify, be diuretic, nourish the liver, and
strengthen the digestive system. It is also claimed to be
beneficial to cardiovascular disease, hypertension, and
arthritis.

3. “Yuanlinqing Jiu”

“Yuanlinqing” is a product produced by the Yuanlinqing
Jiu Factory, Qianjiang City, Hubei Province. It is another
national famous “jiu.” “Yuanlinqing jiu” utilizes sorghum
as the raw material to produce a quality, lightly aromatic
“Kongming daqu jiu” as the basal “jiu.” Precious Chinese
herbs such as “tanxiang” (sandal wood, Santalum album
L.), clove, “sharen” (Amomum villosum Lour., A.
longiligulare T. L., or A. xanthiodes Wall), “danggui”
[Angelica sinensis (Oliv.) Diels.],” “zhizi” (Gardenia jas-
minoides Ellis), and other herbs, together with sugar are
used to formulate this “jiu.” This “jiu” combines “jiu,”
herbs, and sugar into one liquid, and at the same time
combining the color, aroma, and taste together.
Consuming it before meals can increase appetite, and
consuming it after meals can increase the digestion. It is
claimed that long-term consumption at suitable quantities
can nourish the liver and lung, strengthen the digestive
system and the body, supplement the “qi” and vitalize the
blood. “Yuanlinqing jiu” has golden yellow color with a
shade of green. It is clear and transparent. Its taste is a bal-
ance of the herb aroma and the “jiu” aroma; delicate,
richly sweet and long-lasting, smooth and clear to the
mouth, and overall long-lasting taste after consumption. It
has 39 v% alcohol.
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4. “Yinxing (Gingko Nut) Jiu”

● Formulation. Gingko nut (shell removed), 15 kg,
“Hancai” (Rorippa montan) 22.5 kg.

● Procedure. Soak the crushed gingko nut in 
65% alcohol for 24 hours, and then drip off the
infusion at a rate of 5 ml per kg per minute. The
ethanol is recovered for later use. The “Hancai”
is cooked in water twice for 2 hours each time.
The liquid is combined, filtered and concen-
trated to a ratio of 1:2. After cooling, alcohol is
added, mixed thoroughly, rested for 24 hours
and the clear liquid at the top is filtered out.
Alcohol is recovered from the filtrate for later
use. The filtrate is combined with the gingko
nut infusion, mixed thoroughly and let stand for
3 days to precipitate the residues before filtra-
tion. The filtrate is saved for later use. Ten kg
sugar is dissolved to form a syrup. Together
with a suitable amount of menthol, almond
essence oil, preservative and alcohol are added
to the filtrate. Add hot water to a volume of
31,500 ml. The product has a specific gravity of
1.15–1.18. This product is claimed to suppress
coughing, dissolve phlegm, and stop asthma. It
is used in acute or chronic bronchitis, ineffi-
cient removal of phlegm, and long-lasting
coughing and asthma in Traditional Chinese
Medicine.

F. CHINESE HERBAL WINES

Chinese herbal wines have a very long history. It was
mentioned in one of the oldest classics in Traditional
Chinese Medicine, “The Neijing Suwan,” as a solvent for
medications. In Traditional Chinese Medicine, alcohol
was believed to improve blood circulation, enhance the
effect of medications, warm the intestine and stomach,
and overcome the “wind” and “coldness.” Thus, herbal
wines have been viewed as important remedies by
Traditional Chinese Medicine practitioners, and also
enjoyed by consumers. The formulations for herbal wines
are included in the many Traditional Chinese Medicine
literatures, or handed down as folklore. It is not the inten-
tion of this chapter to have an extensive coverage of
Chinese herbal wines, and readers should refer to refer-
ences in this area for further information. However, a brief
introduction of the topic with a few common examples is
described below.

Chinese herbal wines can be viewed as a subcategory
of formulated wines, as their preparations are very similar.
The active compounds in the herbs are extracted by soak-
ing them in the basal wine. The tincture is then recovered
accordingly by filtering out the liquid and discarding the
solid herbs. Sometimes, the herbs are extracted for a second
time to extract the residual active components. The basal

wine can be the “bai jiu” (distilled spirits), “huang (yellow)
jiu” (rice wines), or fruit wines. The herbs used vary exten-
sively among the various herbal wines, from one herb to ten
or more herbs (see below) depending on the usage or effect
expected. They can be tonics, remedial, or just for pleasure
in nature. However, it is important to understand the nature
of the formulations and match the herbal wines with the
consumers’ body chemistry, as the wrong match can have
the negative effect, and may be harmful.

Chinese herbal wines can be sub-divided into different
groups based on their intended usage, such as those used
in internal medicine, and for treatment of obstetrics-gyne-
cology, dermatitis, tumors, orthodonics, artheritis, various
organs, OB, and tonics. The herbs selected are similar to
those commonly used in Traditional Chinese Medicine for-
mulations. Readers interested in this topic should consult
The English-Chinese Encyclopeida of Practical Traditional
Chinese Medicine, Vol. 9 Maintaining Your Health edited
by Xu Xiangcai et al. (1991), and other references on
Chinese Herb Formulations available elsewhere.

Several Chinese herbal tonic wines have been pro-
duced commercially for decades, such as the “Wujiapei
Jiu (or Wu Chia Pi Chiew),” “Ginseng Wine,” and the
“Shiquangdaibu Jiu (Or, Sze Chuan Dah Poo Chiew, Ten
complete herbs big tonic).” “Wujiapei Jiu” contains the
herb ‘‘Wujiapei” (Acanthopanax bark, Acanthopanacis
Cortex, Acanthopanax senticosus, A. gracilistylus, or A.
giradii); Ginseng Jiu contains the herb ginseng; and the
Shiquangdaibu Jiu contains ten herbs: Radix Ginseng (ren
shen), Rhizoma Atractylodis Macrocephalae (bai zhu),
Sclerotium Poriae Cocos (fu ling), Honey-fried Radix
Glycerrhizae Uralensis (zhi gan cao), Radix Rhemanniae
Glutinosae Conquitae (shu di huang), Radix Paeoniae
Lactiflorae (bai shao), Radix Angelicae Sinensis (dang
gui), Radix Ligustici Chuengxiong (chuan xiong), Cortex
Cinnamomi Cassiae (rou gui), Radix Astragali
Membranacei (huang qi).

Others are produced as needed according to the prac-
titioner’s guidance for special treatments. These are usu-
ally not produced commercially as the formulation is
designed for individual patient’s condition, even though
some formulations have been available in the literature.
Some consumers also produce their own herbal wines for
their own consumption.

VI. “JIU” FROM THE MINORITY GROUPS
IN CHINA

China is a multi-racial country with over 50 ethnic groups,
and each ethnic group has its own customs and a long his-
tory of “jiu” culture. For example, in Mongolia, it is cus-
tomary to have the whole family sitting in their tents at the
end of the year and drink through the night with “manai-
jiu (koumiss)” being their favorite. In Tibet, before their
New Year, it is customary for every family to brew the
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“qingkejiu (jiu made from a kind of wheat in Tibet, Avena
nuda L.).” This “qingkejiu” is slightly yellow in color,
sweet and sour, and the alcohol content is not high, like
the “huang jiu,” and is called by their foreign guests the
“Tibetan beer.” The other minority groups also have their
own customs and “jiu” in their culture. In general, every
minority ethnic group loves to make and consume “jiu.”
After all these centuries, there are considerable valuable
experiences in their fermentation technology with abun-
dant contents. However, the knowledge is only known at
the layman’s level, and lacks a systematic organization.
Some of the products are not commercialized but only
made at the household level for consumption. The follow-
ing are some better known examples.

A. “RU JIU (MILK WINE, KEFIR)” AND “MARUJIU

(MARE’S MILK WINE, KOMUISS)” OF THE

MONGOLIAN ETHNIC GROUP

“Ru (milk) jiu” is a group of fermented, alcoholic liquid
milks. It has its unique position between fermented milks
and alcoholic beverages. The common examples are
“kefir” in the Mongolian Self-governing District and
“koumiss” in the Xinjiang Weiwuer Self-governing
District in China. These alcoholic fermented milks con-
tain small amounts of alcohol, and can facilitate metabo-
lism, and adjust the circulation and nerve systems. They
have special physiological functions. In the rehabilitation
hospitals of the former Soviet Union, these alcoholic fer-
mented milks are used extensively in the treatment of gas-
trointestinal diseases, diabetes, hypertension, and
cardiovascular diseases. In the Xilinhaote City of Inner
Mongolia, there were also factories specially built for the
industrial production of alcoholic fermented milks to meet
the rehabilitation, dietary therapy and tourism industries.

In fact, kefir is a general name for “ru jiu” (milk wines),
it can be made either from cow’s, goat’s or mare’s milk;
with the addition of kefir grains, the kefir grains will con-
duct a special fermentation to form the alcoholic fermented
milk. Kefir originates in Europe, and has a long history. In
Japan, commercial production of kefir has already been
achieved. Initially, the alcohol content in kefir reached
1.2%; however, with the modern technology, the alcohol
content can be reduced to 0.01–0.05%. In China, there is no
commercial production of kefir, and most of the kefir is
produced by the herbsman, and is consumed as they are
produced. It is basically a homemade drink. Therefore, with
inheritance of the ancestor’s valuable experience, the devel-
opment and utilization of kefir has a prospective market in
the future. The modern production of kefir is as follows:

1. Microorganisms in the Kefir Grains

Kefir is produced through the fermentation of kefir grains.
The key is in the kefir grains. There are many kinds of

microorganisms in kefir grains with the presence of the
following microorganisms being known: lactostreptococ-
cus, lactobacillus, yeast, leuconostoc bacteria, and acetic
acid bacteria. There exists a very complex relationship
among these microorganisms. Under the condition of
digesting the peptone with the formation of vitamins, the
yeast and the acetic acid bacteria activate the lactic acid
bacteria; and only under the presence of lactic acid bacte-
ria, the non-lactose dependent fermentative yeast and
acetic acid bacteria can grow. With the large amount of
lactic acid accumulated, it provides a favorable environ-
ment for the yeast and acetic acid bacteria to grow. When
the fermentative lactic acid bacteria is inhibited, the accu-
mulation of alcohol from yeast also decreases.

2. Preparation of the Kefir Grains

The kefir grains from commercial suppliers usually are
freeze-dried products. They have irregular shapes and
sizes, some as large as walnuts, and the small ones as
small as wheat kernels. They show a yellow color with
some individual ones being white and creamy in color. A
fixed amount of kefir grains is soaked in sterilized saline
solution at a ratio of 1:10, and incubated at 20°C for 5
hours. The then expanded kefir grains are filtered through
metal sieves and rinsed with sterile water. The rinsed kefir
grains are then inoculated into sterilized milk at a ratio of
1:15, and incubated for 24 hours at 25°C, until grains are
formed. The kefir grains are then sieved again, rinsed, and
are incubated again (sometimes requiring several inocula-
tions). Kefir grains from the last incubation are preserved
for later use, and the filtrate is used for the inoculum for
the production of kefir.

3. Procedures for Kefir Production

Good quality milk must be used as the raw material for
kefir production. The raw material is generally not stan-
dardized. First, the milk is heated to 70°C, homogenized at
15 MPa pressure. The homogenized milk is then heated to
95°C for 10–15 minutes. The purposes for the heat treat-
ment are: sterilize harmful microorganisms, and denature
all the serum albumin. The denatured serum albumin has a
high water affinity. This avoids the separation of serum in
the product, and the viscosity can also be increased. Ultra-
high temperature can only denature the serum albumin
partially, and therefore is not applicable in this situation.
After heat treatment, the milk is cooled to 22–25°C.
Inoculation fluid at the rate of 3–5% is added and the mix-
ture is incubated at 22–23°C for 8–12 hours. When the
total acidity reaches to 90–100 T, the mixture is shared,
and slowly cooled for 10–12 hours to 4–6°C. The product
can then be packed and stored at low temperature.

The main products at the end of kefir fermentation are
lactic acid, ethanol, and carbon dioxide. There are also
traces of acetaldehyde, diacetyl, and acetone. Kefir is 
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generally viscous, with a certain amount of bubbles; the
product has a fresh sour taste and the light aroma of yeast.
This product is suitable for lactose intolerant consumers,
at the same time, prevents constipation and increases
appetite. The most valuable component in kefir is the
presence of 0.2–0.7% kefiran that can stimulate protein
digestion in the human body.

Strictly speaking, kefir is made from cow’s milk, and
koumiss is made from hare’s milk, and the lactose content
in hare’s milk is higher. Another alternative is to use skim
milk with addition of serum-type lactose to increase the
total solids. After fermentation, because it is also the
action of lactic acid bacteria and lactose fermenting yeast,
the product has lactic acid 0.8–1.0%, and alcohol about
2%, as compared to 0.6–0.9% lactic acid and about 1%
alcohol if cow’s milk is used as the raw material.

B. “JIANGMIJIU” [TIANJIUNIANG (SWEET JIU

FERMENTATION)]

1. Formulation

Good quality “jiangmi (glutinous rice)” 1.5 kg, “tian jiu
yao” (fermenting agent) 1 piece, and a small amount of
sweet ormanthus essence.

2. Procedures

● The “jiangmi” is cleaned from foreign matters,
soaked in a container for 24 hours, scooped out
and washed cleanly.

● The washed clean “jiangmi” is flatly loaded onto
a steamer lined with a piece of cloth. The rice is
steamed to completely cooked using high heat.

● The cooked rice is sprinkled with water from
deep wells once. If the temperature of the
cooked rice is too high, it can be sprinkled
again to lower the temperature. When the tem-
perature of cooked rice is lowered to about
30°C, the rice is transferred to another clean
wide-mouthed ceramic container.

● The “tian jiu yao” is ground to a fine powder,
and sprinkled on the cooked rice. The rice is
then pressed firmly, with a deep trough in the
center. The sweet osmanthus essence is sprin-
kled on the trough, and then some “tian jiu
yao.” Lastly, some cooled, boiled water is
sprinkled on it. The container cover is put on,
and the container is wrapped with a cotton
comforter, and left in a warm place. In the
northern provinces, they can be put on the
warming plates to increase the temperature, and
shorten the fermentation time. After 2–3 days,
the fermentation is mature. In the southern
provinces, the wrapped containers can be
stored by the side of cooking stoves.

3. Product Characteristics

The rice kernels are soft, and sweet with rich “jiu” aroma.
When it is consumed, it should not have sour taste;
instead, it should have a sweet aromatic taste. The product
can be consumed as such; it is clean, cool, and sweet,
especially good in the summer time. In the summer time,
it can also be mixed with mung bean soup, refrigerated
and consumed as a cold dessert. It has a clean aroma. This
“jiangmijiu” can also be mixed with wheat flour to make
cakes or steamed buns with pleasant “jiu” flavor. It is also
commonly consumed boiled with eggs poached in it; this
way of consumption is claimed to be good for the lactat-
ing mother with ample milk excreted. In the minority eth-
nic groups, it is common to treat honored guests with
“jiangmijiu” as snacks.

C. “CHONGYANG JIU” IN THE DONG MINORITY

ETHNIC GROUP

The “chongyang jiu” in the Dong Minority Group is basi-
cally made in the same way as the “jiangmijiu.” Using
glutinous rice, it is fermented in the ninth month of the
lunar calendar and consumed in the new year (lunar cal-
endar), thus the name “chongyang” meaning the ninth day
in the ninth month. The only exception is that it is aged in
a warm environment for extended fermentation for about
4 months. Its characteristics are that the product is very
viscous and forms threads when scooping out, even
sweeter than honey, rich in “jiu” aroma and pleasant to
mouth feel. For consumers with small alcohol capacity, it
is easy to get drunk by not noticing its potency.

D. “ZHUBEI (BAMBOO CUP) SHUI (WATER) JIU”
IN THE LISU MINORITY ETHNIC GROUP

Both males and females in the Lisu Minority Ethnic
Group enjoy drinking the “shui jiu.” It has its unique way
of manufacturing and consumption. “Shui jiu” is made in
every family in the ninth and tenth months (lunar calen-
dar) after the crops are harvested.

● Formula. Raw materials include corn,
sorghum, barnyard grass or others. It is best
made with barnyard grass.

● Procedure. The raw materials are crushed,
steamed, and inoculated with “jiu yao.” They
are filled into containers, sealed and stored for
fermentation. After a few score of days, they
can be opened and diluted before consumption.

● Method of consumption. After the fermenta-
tion container is opened, place a cooking pot on
a fire, add the pre-heated warm water in the pot.
The contents from the fermentation container
are scooped out, put into the warm water in the
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cooking pot, and stirred briefly. The host first
tastes the “shui jiu” for temperature and flavor.
If the “shuijiu” is acceptable, it is filtered and
filled into specially made “zhubei (bamboo
cups)” and served to the guest(s). When one pot
is consumed, the residue can be repeated 2–3
times. This product is sweet and rich in taste
with pleasant aroma; alcohol content is not
high, and it is clean to the mouth feel.

E. “MAGELI JIU” OF THE KOREAN MINORITY

ETHNIC GROUP

The manufacturing process for “Mageli jiu” is similar to
that for the “tianjiuniang” described earlier. It is a home-
made product using regular rice as the raw material in the
families of the Korean Minority Ethnic Group. The prod-
uct is light yellow, sweet with aroma, alcohol content
lower than regular “baijiu,” but higher than beer.

F. “XIAOBO (SMALL BOWL) GUIHUA (SWEET

ORMANTHUS) JIUNIANG”

This “xiaobao guihua juiniang” is made similar to the
“tianjiuniang” described earlier except that it is made in
small bowls and the sweet ormanthus is added later.

G. “QINGKE (A KIND OF WHEAT IN TIBET,
AVENA NUDA L.) JIU” IN THE TIBET AND

QINGHAI MINORITY ETHNIC GROUPS

● Formula. “Qingke” 500 g and suitable amount
of ferment “qu.”

● Procedure. The “qingke” is washed clean.
After it is cooked, the “jiu qu” is added and
mixed, allowing for saccharification to proceed
and form the sweet mash (product).
Fermentation temperature should be main-
tained at 15–18°C; too high a temperature will
lead to production of too much acid, and too
low a temperature will lead to flat taste product
that is not sweet. It is important to cook the
“qingke” thoroughly and soft, the cooked
“qingke” should look like fruit flesh with a
light “jiu” aroma.

● Product characteristics. The sweet mash is
the final product. It is sweet and thick, with yel-
low color, and the aroma is light and sweet. It
is appetizing and helps digestion, with rich
highlander’s flavor. In Qinghai province, the
product is consumed as a common homemade
product; however, the pressed filtrate is what
the Tibetans will drink regularly, it is sweet and
soothing.

H. QUALITY STANDARD OF “JIU” FROM THE

MINORITY ETHNIC GROUPS

At this time, there is no national standards for ‘jiu” from
the Minority Ethnic Groups. However, the sanitary stan-
dard must follow the GB2757-81 (see Table 173.1) for
distilled “jiu” and “formulated “jiu,” or meet the GB2758-
81 (see Table 173.4) for fermented “jiu.”
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I. INTRODUCTION

It is the nature of change that big events erupt suddenly
and noisily, grab the headlines and shake the world.
Changes that often have more impact on mankind’s long-
term future tend to take place much more slowly and qui-
etly. It is in our nature to pay too much attention to
short-term events and tentative viewpoints; larger, seismic
shifts happen on a scale too great for us to easily bring into
focus. Futurists concur that the world at the start of the
third millennium is on the verge of an era of massive and
unprecedented change, change so dynamic and far-reach-
ing as to make many facets of society virtually unrecog-
nisable during the next few decades. We are already
starting to feel tremors from what will be tectonic trans-
formations. In this context, we might remind ourselves of
the adage ‘the future belongs to those who prepare for it.’

In an attempt to establish a compass with which the
wine industry can navigate through the enormous chal-
lenges of the 21st century, a number of major wine-produc-
ing countries have made in-depth analyses of global trends
in the wine business environment, and have begun to plan
for the most probable scenarios. With the threat of growing
wine surpluses hovering ominously, they have formulated
visions and put together long-term strategies to deal with
the confusing fog of technological innovations and shifting
consumer preferences, recognising the consequences, both
for their industry and their countries, of failure to adjust. 

Change in the wine industry is not new. The funda-
mental principles of vineyard cultivation and vinification
have remained largely unaltered over the past 7000 years,
while the role of wine has changed completely. At the start
of the 17th century, wine was regarded as a practical bev-
erage, wholesome and uniquely storable. Today, con-
sumers consider wine to be a luxury product associated
with a convivial lifestyle. This dramatic shift in image and
function has placed wine in the center of a high voltage
field between the forces of market pull and technology
push. Here tradition and innovation must become properly
polarized to attract rather than repel each other to meet the
demands of wine producers and the preferences of wine
consumers. On the one hand, the continued existence and
welfare of the producer is directly dependent on the sus-
tainable profitability of the wine industry; on the other, the
increasingly health- and environment-conscious wine con-
sumer is looking for a diverse range of quality products at

the right price. The weight is increasingly moving to the
side of demanding consumer preferences, and this places
the producer under pressure.

There is an increasing gap between wine production and
wine consumption in today’s competitive, global economic
system. This mismatch of demand and supply is exacerbated
by two major factors: a worldwide decrease in the con-
sumption of alcoholic beverages, and a rapid expansion of
wine production in the New World countries (Argentina,
Australia, Canada, Chile, New Zealand, South Africa, USA,
etc.). These countries, which now produce about 20% of the
world’s wine, have been quick to respond to market forces
and shifting perceptions of wine quality. As a result they
have gained significant market share in the past few decades,
moving from 2 to 15% of the world export market (1).
During the same period, the per capita consumption of wine
in the Old World producing countries (France, Italy, Spain,
Portugal, Germany, etc.), which now produce slightly more
than half of all the world’s wine, has fallen by 40 to 50% (1).
There is now a fundamental realignment of wine-producing
countries around the global wine league table. Leading tra-
ditional, production-oriented wine industries need to trans-
form themselves into market-driven enterprises.

Approximately 27 billion liters of wine are produced
annually from about 8 million hectares of vineyard
throughout the world (2–4). This is about 5000 million
liters more than the market can absorb, and the surplus,
which fluctuates between 15 and 20% of the total produc-
tion, has given rise to keen competition for market share
(1). This excess is concentrated in the basic bulk wine cat-
egory, an indication that there has been a significant shift in
consumer preference from basic commodity or ‘economy’
wines to premium, super-premium, ultra-premium and
even icon wines. Globalization and the information explo-
sion have given today’s consumers a far more sophisticated
understanding of product quality and value, and they have
high expectations in all price categories. The demand for
artisan wines, currently only 2–3% of the market (5), is
growing, yet another indication, if one is needed, that the
market is driven by consumer choice, not by producers, and
surpluses are nothing more than bad management. In the
wine industry, gone are the days typified by Henry Ford’s
famous quote ‘you can have any color you want as long as
it is black’ (or in the case of wine, white or red).

The marketplace for today’s wine industry is image
conscious and price sensitive; the rules have changed to
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the degree that quality is defined as sustainable customer
and consumer satisfaction (1). It is a market that demands
products with strong brand names and continuous renewal
with regard to wine style, quality, purity, uniqueness and
diversity. The successful and enterprising winemaker has
become consumer driven and customer responsive, striv-
ing for products of outstanding quality that can be offered
at every price point. Innovation at all levels of the total
value chain is no longer an option for the wine industry,
but a necessity; it is the only route to the consumers, who
relentlessly vote with their wallets. A profitable and
socially responsible wine industry will make a total com-
mitment to quality, style and innovation from the vineyard
to the consumer’s palate.

It is clear that technological innovation is one of the
cornerstones on which the successful wine industries of
the 21st century will build toward global influence and
sustainable profitability. Market-oriented, biotechnologi-
cal innovation will focus on overcoming problems in the
wine industry and creating and realizing new, strategically
important opportunities. Biotechnological innovations
can harmonize meaningfully with a complex of market,
cultural, social, environmental and technical factors, with-
out stripping the ancient art of winemaking of its charm-
ing mysticism and romanticism.

Despite the current scepticism of some consumer
groups about genetically modified organisms (GMOs) and
GM products, there is no doubt that the application of gene
technology in the wine industry holds great potential. To be
technologically equal to the tremendous consumer chal-
lenge, the world’s pacesetting wine industries increasingly
are focusing on the genetic programming and improvement
of the three main organisms involved in the production of
wine, namely grapevine, wine yeast and malolactic bacteria.

This overview highlights the most important exam-
ples of the way in which Vitis vinifera grape varieties,
Saccharomyces cerevisiae wine yeast strains and
Oenococcus oeni malolactic bacterial strains are currently
being designed with surgical precision to meet market
demand for the cost-effective, sustainable and environ-
mentally friendly production of healthy, top-quality
grapes and wine.

II. THE POTENTIAL OF GENETICALLY
IMPROVED GRAPEVINE CULTIVARS

A. GRAPEVINE SPECIES AND CULTIVARS

Economically, the grapevine constitutes the most impor-
tant fruit species globally and has been linked to agricul-
tural and religious activities in the earliest writings and
chronicles. This ancient species has evolved over the ages
from a bushy, sun-loving plant to a trailing climber. The
grapevine has been domesticated with ease, giving rise to

approximately 8 million hectares of intensely pruned and
manicured grapevines that are typical of vineyards across
the world (3,4).

Grapevines are classified into the genus Vitis, consist-
ing of two sub-genera, Euvitis and Muscadinia, of which
the former comprises the bulk of the Vitis species. A sin-
gle Vitis species, Vitis vinifera, originated in Europe,
whereas more than 30 species are native to China and a
further ∼34 species have been characterized in North and
Central America. The scientific record of the origin of
grapevine cultivars is at best rather fragmentary, but it is
generally accepted that V. vinifera (the most cultivated
Vitis species) comprises approximately 5000 true cultivars
used in the wine, table and dried-grape industries of the
world (6). Improvements to these cultivars initially relied
largely on arbitrary selections of natural mutations that
enhanced cultivation or some aspect of fruit and/or wine
quality and were later followed by the more directed,
clonal selection schemes. Grapevine improvement has
curiously been “untouched” by classical breeding pro-
grams, in the sense that relatively few new cultivars
became commercial successes, especially in the wine
industry, where a few select and ancient cultivars are
relied on for commercial production. However, breeding
programs significantly impacted on the development of
rootstock varieties resistant to soil-borne pests and
pathogens, as well as to negative abiotic conditions (7). 

When cultivar improvement is considered, the
table/dried-grape and wine industries have different goals.
The former industries market their products directly and
have to provide the consumer with new, exciting and
excellent-quality products, whereas the wine industry typ-
ically relies on established varietal names and predictable
wine styles to sell its products. Genetic transformation
technology has been heralded as having high potential in
grapevine improvement programs in all three of these
industries. Some of the advantages linked to this technol-
ogy and its application in grapevine production will be
discussed in the following sections.

B. GENETIC FEATURES AND TECHNIQUES FOR THE

ANALYSIS AND DEVELOPMENT OF GRAPEVINE

VARIETIES

The fact that several plant genomes have been fully
sequenced and that genome-wide, proteomic and
metabolomic analyses are becoming more accessible con-
firms that a more advanced phase of plant improvement
through molecular biology and genetic transformation is
dawning. The accessibility of the grapevine genome in
terms of molecular biology applications is currently much
more restricted than that of wine yeast due to the size 
of the genome (ca. 470–483 mb divided into 38–40
chromosomes) and its complexity (only 4% of the
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genome is transcribed) (4). The grapevine genome, how-
ever, is currently targeted for intense study, with multina-
tional consortia collaborating in several initiatives to
render molecular markers as well as the complete
sequencing of the Vitis genome (8).

The technology to add genes of interest under the con-
trol of regulatory elements of choice into plant genomes
has opened up various possibilities for plant improvement,
and a wide range of economically important plant species
have been targeted in this regard. Agrobacterium-mediated
and biolistic bombardment technologies have ensured that
an ever-growing list of plant species are accessible for
genetic transformation. Noteworthy, however, is the fact
that the grapevine has been considered recalcitrant to
genetic transformation due to various difficulties, amongst
others in obtaining regenerable tissue-culture systems that
can withstand Agrobacterium or biolistic transformation
and the subsequent selection regimes (3,4,9). 

The first significant progress was made when embry-
onic cell lines were used as target tissue for grapevine
transformations, leading to several laboratories (both pri-
vate and public) routinely producing transgenic
grapevines. In this regard, the term ‘‘routinely’’ includes
only a few commercially important grapevine scion and
rootstock cultivars. Since 1989, when the first successful
grapevine transformations were performed, the focus has
gradually shifted from the development of grapevine
transformation technology to the implementation of the
technology in the generation of useful plant lines.

C. TARGETS FOR THE GENETIC IMPROVEMENT OF

GRAPEVINE VARIETIES

Integrally linked to the prospect of rendering genetically
improved grapevines is the use of molecular biology to
study the fundamental processes in grapevine that underpin
the physiological responses targeted for improvement.
Initially, when limited genetic resources were available,
genes with known function were introduced into plant
species in the hope of developing ‘‘improved’’ phenotypes.
This shotgun approach has taught us valuable lessons, espe-
cially about complications regarding transgene silencing,
but has also proven that true and sustainable progress can
only be made when basic knowledge is combined with
application. Grapevine transformations are co-entering an
exciting era with the plant sciences, as a growing list of
genes and their regulatory sequences are becoming available
from economically important species, including grapevine.
Table 174.1 lists important focus areas of studies relevant to
the potential targets for the grapevine improvement.

1. Improving Grapevine Health

It is generally accepted that plant disease is the exception
rather than the rule, due to the very efficient mechanisms
of plants defending themselves against pests and

pathogens (10). Agricultural monoculture, however, is
under constant threat by various pathogens and pests, and
mechanisms to curb viral, bacterial, fungal and insect
pathogens remain the major focus of the genetic engi-
neering of crop plants. The current approach of 
single-gene transfers into plant genomes is perhaps also
best-suited to the aim of enhanced disease tolerance, since
single genes can confer disease resistance to plants. 

Several different approaches have been used to
enhance disease tolerance in plants, but almost all of them
make use of some part of the natural interaction between
host and pathogen (11). This interaction is complex and
highly fluid due to the fact that the host and pathogen co-
evolve in the battle for survival. Most transformation
strategies involve a gene product with known anti-
pathogen activity that is introduced at high copies or in an
inducible manner into the host of choice in an attempt to
optimize parts of the plant’s innate defence response.
Examples of pathogenesis-related defence proteins in
plants are glucanases, chitinases, thaumatin-like proteins,
defensins, cyclophilin-like proteins, polygalacturonase-
inhibiting proteins (PGIPs) and ribosome-inactivating
proteins (RIPs) (12–14). Obtaining transgenic plants
resistant to pathogenic bacteria has been less successful;
the expression of the lytic peptide Shiva-1 has been
reported (15), and induced expression of several defence
genes have been detected in response to bacterial
pathogens (13,16).

The other major approach of manipulated disease tol-
erance in grapevine (and other plants) relies on pathogen-
derived resistance (PDR) and various applications thereof.
In this approach, a pathogen-derived gene and its encod-
ing product is expressed at an inappropriate time or in an
inappropriate form or amount during the infection cycle,
thus preventing the pathogen from maintaining infection
(10). Most of the antiviral strategies rely on some aspect
of PDR and constitute a major portion of the activity in
the genetic transformation of grapevine varieties. One
example of the PDR approach is the expression of a
Closteroviral coat protein in grapevine in an attempt to
combat leafroll disease (17). Some research groups are
also endeavoring to express antisense to viral movement
and replicase proteins to curtail the spread of viral infec-
tion in plants (18).

A range of transgenic plant species has been devel-
oped by this approach, with varying success. Some of the
first transgenic grapevines expressing heterologous anti-
fungal and antiviral genes are currently undergoing field-
testing (19). These first “prototypes” of manipulated
disease tolerance in grapevine, as in other plant species,
are the beginning of a new era in plant cultivation, as old
problems are being addressed in new ways. The technol-
ogy will undoubtedly improve in sophistication, with the
possibility of multiple gene transfers and the long-term
and stable expression of transgenes, with the use of highly
specific inducible regulatory sequences. 
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Much knowledge has been gained about the nature of
plant-pathogen interactions and the disease resistance
pathways that operate in plants by generating and
analysing transgenic plants. Model plants transformed
with the various targeted genes become important
resources if the nature of the manipulations and their effect
in planta are further analysed with state-of-the art tech-
nologies, such as proteomics and microarray chips (20). 

A range of Arabidopsis thaliana mutants blocked in cer-
tain pathways of pathogen defence also provide extremely
valuable information regarding the functions of genes
(21). The research has developed to the point where the
disease pathways are fairly well characterized and much
emphasis is currently placed on the elucidation of the trig-
ger systems of defence and the subsequent signal trans-
duction processes leading to the various forms of defense.
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TABLE 174.1
Targets for the Genetic Improvement of Grapevine Cultivars and Rootstocks 

Desirable Properties Focus Area Examples of Current and Potential Target Genes

Improving Grapevine Health
Fungal tolerance Grapevine defense and defense signaling Glucanase- and chitinase-encoding genes from fungi,

in response to fungal pathogens; yeast and plants; ribosome inactivating proteins (RIPs);
pathology of the various fungal thaumatin-like protein (Vvtl1); antifungal peptide 
pathogens; innate resistances encoding genes from plants and insects; genes encoding
(molecular basis) of various species    polygalacturonase-inhibiting proteins (PGIPs), stilbene 
towards fungal pathogens phytoalexins (stilbene synthases: stsy, vst1, vst2); 

phenylalanine ammonia lyase (pal) CuZnSOD
(putative CuZn superoxide dismutase); detoxification 
enzyme-producing genes (NADPH-dependent aldehyde
reductase, Vigna radiata-Eutypine reducing enzyme)

Bacterial tolerance Grapevine defense and defense signaling Anti-microbial peptides (lytic peptide, Shiva-I,
in response to bacterial pathogens; pathology defensins); dysfunctional import and integration
of the various bacterial pathogens; innate protein encoding gene (virE2delB) from 
resistances (molecular basis) of various Agrobacterium
species towards bacterial pathogens

Viral tolerance Epidemiology of virus infections and Virus coat proteins (translatable, anti-sense, non-
vectors; molecular biology on infecting translatable); virus movement proteins (anti-sense); 
virus; pathogen-derived resistance strategies replicase (RNA-dependent RNA polymerase),
(coat-proteins; movement proteins) proteinases (2,5 oligoadenylate synthase)

Improving Grapevine Cultivation
Resistance to water stress Aquaporins; isolation of root-specific TIPs (tonoplast integral proteins); PIPs (plasma 

promoters membrane integral proteins)

Oxidative damage Carotenoid biosynthesis and control Carotenoid biosynthetic genes; Adh (alcohol dehydro-
(several putative genes and promoters genase) genes; SODs (cystosolic  CuZnSOD, chloroplast-
have been cloned); anaerobiosis residing CuZnSOD, mitochondrial-residing MnSOD)

Osmotic stress and other abiotic Proline accumulation; polyamines and Vvp5cs (∆1-pyrroline-5-carboxylate); Vvoat (δ-ornithine
stresses their role in stress aminotransferase); FeSOD, glycine betaine, antifreeze

genes from Antarctic fish (freezing tolerance)

Improving Grape Quality
Color development Ripening-related processes and signals, ufgt (UDP-glucose:flavanoid 3-O-glucosyltransferase)

anthocyanin biosynthesis and control (several and/or regulatory sequences of ufgt; production of 
genes and some promoters have been cloned);  pelargonidin-based anthocyanins for novel berry 
isolation of berry-specific promoters color; anthocyanin methyl-transferases 

Sugar accumulation and transport Phloem loading/unloading; invertases; Invertases from plants and yeast to study phloem 
sugar transporters; isolation of berry- loading/unloading; sucrose transporters  (Vvsuc11,
specific promoters Vvsuc12,Vvsuc27); hexose transporters (Vvht1, Vvht2)

Reduced browning Oxidation reactions Silencing of polyphenol oxidase
(table and dried grapes)

Seedlessness (table grapes) Seed-formation; isolation of seed-specific Baranase gene
promoters



2. Improving Grapevine Cultivation

Genetic transformation technology carries with it the tan-
talizing prospect of developing plant lines able to adapt to
adverse climatic conditions, enhanced by greater
understanding of stress tolerance in plants and basic
knowledge of key aspects of plant growth and develop-
ment. Ongoing efforts to develop transgenic grapevines
with improved cultivation prospects are focusing on
processes such as carbon-partitioning, modes of sugar
translocation, water transport and the role of aquaporins,
as well as the regulation of these processes. These efforts
also deal with important limitations to cultivation such as
drought and salt stress, photo-damage and freezing toler-
ance (22).

To date, a transgenic grapevine expressing antifreeze
genes from Antarctic fish has been reported as a mecha-
nism to provide cold tolerance (22). However, plant stress
responses are complex pathways of interacting proteins
driven by a range of signals attenuated or amplified by
equally complex processes. This biological interaction is
more difficult to manipulate with single or even multiple
gene additions; knowledge of the control mechanisms and
alterations thereof might prove more feasible. With this
view, the accumulation of proline and polyamines are two
examples in grapevine that have been studied. The regula-
tion of key genes in these biosynthetic pathways is pro-
viding insight into their involvement in abiotic stress
(23,24). Furthermore, the expression of several 
stress-related genes has been shown to be activated during
grape ripening (25,26).

Crop prediction is another area of attention. One of
the most difficult issues facing viticultural production is
the understanding and management of crop load and qual-
ity in the face of seasonal and environmental variation and
change in market demand. Most recently, a study of how
related genes in grapevine are organized and interact was
made possible by the identification of the genes involved
in flowering and fruitfulness in A. thaliana. For example,
the chimera that results in pinot meunier can be separated
into a conventional pinot and a mutant pinot form in
which fruitfulness is dramatically increased even in juve-
nile plants. This dramatic change is the result of a single
DNA base change in a single gene affecting vegetative
and floral development of the vine (27).

3. Improving Grape Quality

The description of quality in grapevine products differs in
the three grapevine industries. The wine industry regards
small, well-colored fruit complying with optimal ripeness
indicators (sugars/acids/phenolics) as desirable, whereas
the appearance and optimal size of table grape bunches are
of prime importance. Basic quality factors, such as good
color and sugar development, are of generic importance
and are currently targeted in grapevine molecular biology.

The basic processes of berry ripening and, more impor-
tantly, the elusive ripening signal(s) are being researched
(28,29). The hormonal, environmental and biochemical
signals impacting on the key ripening processes, such as
pigment production, sugar accumulation and transport, as
well as aroma component formation, are studied in
grapevine as an example of a non-climacteric fruit. The
ultimate aim of this type of approach is to change the meta-
bolic flux through the important biosynthetic pathways
that are active in the ripening berry to increase the forma-
tion of desirable or novel metabolites linked to the quality
parameters of grapes.

The means of glucose/fructose accumulation during
ripening is coming to light with the identification and
analysis of grape berry genes encoding invertases and
sugar transporters (30). The expression of flavenoid
biosynthetic genes, responsible for color development,
coincide with hexose accumulation in berries (31–33).
The importance of UDP glucose flavonoid-3-glucosyl
transferase (UFGT) in the control of berry color has been
highlighted by comparison of gene expression in red and
white grapes (34,35), and recent results indicate that Myb
genes are involved in regulating UFGT (36). A number of
genes that influence grape berry softening have also been
isolated (37–39). Auxin and abscisic acid (natural hor-
mones regulating growth and physiology) affect the
expression of genes involved in the ripening process and
have been implicated in the control of grape berry ripen-
ing (40). The aim of this approach is to meet the quality
parameters of grapes with the formation of desirable or
novel products by changing the metabolic flux through
the important biosynthetic pathways active in the ripening
berry.

Grapevine biotechnology, however, is in its infancy in
this regard (as in most other crops) and will have to draw
on significant elucidation of the underpinning physiologi-
cal processes as well as improvements in transformation
technology to reach these goals. Targeted gene insertion
and deletion technologies are some of the tools that would
make these and other innovative prospects, such as the
manipulation of biochemical pathways to produce novel
products and metabolites, more feasible.

III. THE POTENTIAL OF GENETICALLY
IMPROVED WINE YEAST STRAINS

A. YEAST SPECIES AND STRAINS

Yeasts are predominant during wine fermentation. In
spontaneous fermentations, there is a progressive growth
pattern of indigenous yeasts originating from the surfaces
of grape berries and the winery equipment (41–43). Yeasts
of the genera Kloeckera, Hanseniaspora and Candida
predominate in the early stages, followed by several
species of Metschnikowia and Pichia in the middle stages,
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when the ethanol rises to 3–4%. The latter stages of spon-
taneous wine fermentations are invariably dominated by
the alcohol-tolerant strains of Saccharomyces cerevisiae,
which therefore is known universally as the “wine yeast”
(41,44). The indigenous yeasts present in spontaneous
wine fermentations are thought to produce wines with a
fuller, rounder palate structure. However, spontaneous fer-
mentations are usually protracted and the outcome is
highly unpredictable. Therefore, spontaneous fermenta-
tions are most often used in some Old World and boutique
wineries that depend more on vintage variability and that
are willing to accept these risks to achieve distinct styles
of wines that reflect the yeast diversity of that specific
region.

In modern, large-scale wineries, where rapid and
reliable fermentations are essential for consistent wine
flavor and predictable quality, specially selected starter
culture strains of S. cerevisiae with known ability are
used (41). In addition to the primary function of these
active dried wine yeast starter culture strains to catalyze
the rapid, efficient and complete conversion of grape
sugars to alcohol without the development of off-fla-
vors, today’s pioneering winemakers demand starter
culture strains with a whole range of specialized prop-
erties that can add value to the final product. This quest
for wine yeast strains that are optimized for specific
tasks set by winemakers has led to dedicated yeast
breeding and genetic engineering. For reviews see
(1,2,41,42,45–58).

B. THE GENETIC FEATURES AND TECHNIQUES FOR

THE ANALYSIS AND IMPROVEMENT OF WINE

YEAST STRAINS

The majority of laboratory-bred strains of S. cerevisiae
are either haploid or diploid, whereas industrial wine yeast
strains are predominantly diploid or aneuploid, and occa-
sionally polyploid. The nucleotide sequence of the entire
genome of S. cerevisiae is known. It has a relatively small,
compact genome (ca. 13 000 kb), a large number of chro-
mosomes (16 linear chromosomes varying in length from
200 to 2200 kb), a small number of genes (ca. 6000
protein-encoding genes), little repetitive DNA and few
introns (59–62).

Powerful classical and molecular genetic methods
exist with which wine yeast strains can be analyzed and
modified. Initially, tetrad analysis with the aid of a micro-
manipulator was used for the genetic identification, char-
acterization and mapping of yeast genes. Recently,
technology has been developed to provide a direct link
between the genome (full set of genes) and the transcrip-
tome (full set of transcripts) of a wine yeast strain. The
genomic sequence has been used to design and synthesize
high-density oligonucleotide arrays to monitor the levels
of expression of nearly all the genes of yeast cells grown

under fermentation conditions (reviewed in (63)).
Furthermore, when the current deciphering of the function
of the 6000 S. cerevisiae genes is completed in the near
future, the entire proteome (full set of proteins) will
become accessible for the unlocking of wine yeast’s
complex metabolome (metabolic activities and metabo-
lites) (50,64–67).

The information obtained from the analysis of the
entire genomes, transcriptomes, proteomes and
metabolomes of wine yeasts undoubtedly will increase the
specificity of the current methods with which starter
strains are genetically selected and tailored for the produc-
tion of particular types and styles of wine. At the moment,
the classical strain selection and modification methods,
such as variant selection, mutagenesis, hybridization (mat-
ing, spore-cell mating, rare mating, cytoduction and spher-
oplast fusion), are based mainly on a “shotgun” approach
(68). With this approach, random genes are affected in an
unpredictable way, or large genomic regions or entire
genomes are recombined or rearranged. These methods,
therefore, are not specific enough to modify wine yeasts in
a well-controlled manner and they may bring an improve-
ment in some of the yeast strain’s properties, while com-
promising other desired traits. The only advantages of
these methods are that they can be used to improve and
combine traits under polygenic control and that they do
not give rise to products that are included in the statutory
definition of GMOs. Therefore, variants, mutants, hybrids,
cytoductants and fusants are not subject to the same strict
statutory regulations that pertain to GMOs and are also not
treated with the same level of public suspicion as are wine
yeasts that have been transformed with a single gene.
However, genetic engineering remains the only reliable
method that offers the possibility to modify an existing
property, to introduce a new characteristic and to eliminate
an unwanted trait without adversely affecting other desir-
able properties. Several effective transformation methods
and plasmid vectors, as well as expression and secretion
cassettes for the expression of heterologous genes and the
secretion of their encoded proteins, have been developed
for S. cerevisiae. This has offered wider applicability and
a higher degree of specificity in the development of
improved wine yeasts (2).

C. TARGETS FOR THE GENETIC IMPROVEMENT OF

WINE YEASTS

Generally, the targets of yeast strain development all
relate to improved economics of production and wine
quality. Table 174.2 highlights some of the improvements
that can be achieved using genetically engineered wine
yeasts. These targets include increasing the efficiency of
the fermentation process, the processing of wine and con-
trol of microbial spoilage, as well as enhancement of the
wholesomeness and sensory quality of wine (2,54,55).
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TABLE 174.2
Targets for the Genetic Improvement of Wine Yeast Strains

Desirable Properties Focus Areas Examples of Potential Target Genes

Improving Fermentation Performance
Improved general resilience and Stress response, sterol, Modification of glycogen or trehalose metabolism [for example 

stress tolerance glycogen and trehalose acting on GSY1 and GSY2 (glycogen synthase), TPS1 (trehalose-6-
accumulation phosphate synthase), TPS2 (trehalose-6-phosphate phosphatase)] 

Improved efficiency of sugar Hexose transporters, hexose Overexpression and modification of HXT1-HXT18, SNF3, FSY1
utilisation  kinases and use of heterologous transporters and kinases

Improved efficiency of nitrogen Improved utilisation of less Proline catabolism [PUT1 (proline oxidase) and PUT2 (pyrroline-
assimilation efficient N-sources 5-carboxylate dehydrogenase)] and use of heterologous catabolic genes

Improved ethanol tolerance Sterol formation, membrane Modification of the expression of PMA1 and PMA2 (ATPase),
ATPase activity sterol anabolic genes

Increased tolerance to Resistance to killer toxins, Inclusion of KIL2 (zymocin and immunity factor), overexpression 
antimicrobial compounds sulfur dioxide, agrochemicals of CUP1 (copper chelatin)

Reduced foam formation Cell surface proteins Deletion of FRO1 and FRO2 (froth proteins)

Improved Wine Processing
Improved protein clarification Proteases Overexpression of PEP4 (protease A) and secretion of other proteases

Improved polysaccharide Glucanases, pectinases, Overexpression of END1 (endoglucanase), EXG1 (exoglucanase),
clarification xylanases, CacEL1 (cellodextrinase), BGL1 (β-glucosidase, cellobiase),

arabinofuranosidases PEL5 (pectate lyase) and PEH1 (polygalacturonase), XYN1-5
(xylanases), ABF2 (arabinofuranosidase)

Controlled cell sedimentation and Flocculins Late expression of flocculation genes (FLO1, FLO5,
flocculation MUC1/FLO11) under control of promoters (HSP30) imparting 

desired expression 

Controlled cell flotation and flor Cell wall hydrophobic Late expression of MUC1/FLO11 under control of promoters 
formation proteins (HSP30) imparting desired expression pattern 

Improving Wine Preservation 
Wine yeasts producing Lysozyme, glucanases, Expression of HEL1 (hen egg white lysozyme), CTS1 (chitinase),

antimicrobial enzymes chitinases EXG1 (exoglucanase) and other antimicrobial enzymes

Wine yeasts producing Bacteriocins Expression of PED1 (pediocin), LCA1 (leucocin) and other 
antimicrobial peptides heterologous bacteriocin and zymocin genes

Wine yeasts producing sulfur Sulfur metabolism and SO2 Overexpression of MET14 (adenosylphosphosulfate kinase) and 
dioxide formation MET16 (phospho adenosylphosphosulfate reductase), and 

deletion of MET10 (sulfite reductase)

Improving Wine Wholesomeness
Increased production of Stilbene synthesis Expression of 4CL9/216 (co-enzyme A ligase), VST1 (stilbene 

resveratrol synthase)

Reduced formation of ethyl Amino acid metabolism, Deletion of CAR1 (arginase) or expression of URE1 (urease)
carbamate urea formation

Reduced formation of biogenic Bacteriolytic enzymes, Expression of HEL1 (hen egg white lysozyme), PED1 (pediocin),
amines bacteriocins LCA1 (leucocin) and other bacteriocins

Decreased levels of alcohol Carbon flux, glycerol Overexpression of GPD1 and GPD2 (glycerol-3-phosphate 
metabolism and glucose dehydrogenase), modification of FPS1 (glycerol transport 
oxidation facilitator), expression of GOX1 (glucose oxidase)

Improving Wine Sensory Attributes
Enhanced liberation of grape Glycosidases, glucanases, Overexpression of END1 (endoglucanase), EXG1 (exoglucanase),

terpenoids arabinofuranosidases CEL1 (cellodextrinase), BGL1 (β-glucosidase, cellobiase), PEL5
(pectate lyase) and PEH1 (polygalacturonase), ABF2

(arabinofuranosidase)

(Continued)



1. Improving Fermentation Performance

Wine fermentations generally proceed at a rate greater
than desired and are usually controlled by lowering the
fermentation temperature. “Runaway” fermentations have
a commercial implication, as fermentor space is reduced
because of foaming and volatile aroma compounds are
lost by entrainment with the evolving carbon dioxide. On
the other hand, wine fermentation sometimes ceases pre-
maturely or proceeds too slowly. The financial losses
caused by “stuck,” “sluggish” or “incomplete” wine fer-
mentations are usually attributed to inefficient utilization
of fermentor space and wine spoilage as a result of the low
rate of protective carbon dioxide evolution and high resid-
ual sugar content (41). Therefore, the predictability of fer-
mentation and the quality of the wine are directly
dependent on wine yeast attributes that assist in the rapid
establishment of numerical and metabolic dominance in
the early phase of wine fermentation and that determine
the ability to conduct an even and efficient fermentation
with a desirable residual sugar level. Many factors affect
the fermentation performance of wine yeasts. Among the
general targets for the improvement of fermentation per-
formance are increased resilience and stress resistance of
active dried yeast cells; improved grape sugar and nitro-
gen uptake and assimilation; enhanced resistance to
ethanol and other microbial metabolites and toxins; resist-
ance to sulfite, heavy metals and agrochemical residues;
and reduced foam formation (2).

As sterols, trehalose, glycogen and aquaporins fulfil
multiple roles in increasing the survival of S. cerevisiae
cells exposed to several physical and chemical stresses,
they have important implications for the general stress tol-
erance, resilience, fitness and vigour of active dried wine
yeast starter cultures upon reactivation (69). As a result,
there is a strong incentive to develop wine yeast strains with

a superior ability to accumulate these compounds and pro-
teins. However, due to the complex stress response mecha-
nisms in yeasts, it is not yet clear whether the deletion of
the ATH1 trehalase gene and the modification of the
expression levels of the genes involved in the metabolism
of trehalose (TPS1, TPS2, ATH1) (70,71), glycogen (GSY1,
GSY2) (72) and sterols (ERG1, ERG11, SUT1, SUT2) (73),
and in the synthesis of aquaporins (AQY1, AQY2) (74) will
result in an improvement in yeast viability and vitality.

An imbalance in the high levels of carbon and low
levels of nitrogen in grape must is the most common cause
of poor fermentative performance (41). Sluggish or stuck
fermentations occur because nitrogen depletion irre-
versibly arrests hexose transport. The main focus to
ensure the efficient utilization of grape sugar (glucose and
fructose) under conditions of nitrogen limitation is to
increase the rate of glycolytic flux by replacing any non-
functional mutant alleles of genes encoding the key gly-
colytic enzymes, to enhance the efficiency of hexose
(especially fructose) uptake, and to alleviate the assimila-
tion of proline and arginine (accounting for 30 to 65% of
the total amino acid content of grape juice) from nitrogen
catabolite repression (2,54,55). In the case of incomplete
fermentations, the preference of wine yeasts for glucose
over fructose can lead to excessive residual fructose levels
that compromise the quality of the wine. It is hypothe-
sized that the rate of alcohol production by wine yeast is
limited primarily by the rate of sugar uptake, especially
the uptake of fructose in the presence of high sugar levels
during the early phase of fermentation and during the final
stages of nitrogen depletion coupled to nutrient limitation.
Therefore, the research of several laboratories focus on
phosphorylation by the HXK1- and HXK2-encoded hex-
okinases and the GLK1-encoded glucokinase, as well as
on hexose transporters encoded by HXT1-HXT18 and
SNF3. The low affinity hexose transporter Hxt3p and high
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TABLE 174.2
(Continued )

Desirable Properties Focus Areas Examples of Potential Target Genes

Enhanced production of desirable Esterases Modified expression of ATF1 (alcohol acetyl transferase) and 
volatile esters other alcohol transferases, IAH1 (esterase) and other esterases

Optimized fusel oil production Amino acid metabolism Deletion of the ILE, LEU and VAL genes

Enhanced glycerol production Glycerol metabolism Overexpression of GPD1 and GPD2 (glycerol-3-phosphate dehydro-
genase), FPS1 (glycerol transport facilitator), and deletion of ALD6

Bio-adjustment of wine acidity Maloethanolic and Expression of MAE1 (malate permease), together with MAE2
malolactic fermentation, (malic enzyme) or mleS (malolactic enzyme), or LDH1
lactic acid production (lacticodehydrogenase) 

Optimization of phenolics Phenolic acid metabolism Modified expression of PAD1 (phenyl acrylic acid decarboxylase), pdc
( ρ-coumaric acid decarboxylase), padc (phenolic acid decarboxylase)

Reduced sulfite and sulfide Sulfur metabolism, Deletion of MET14 (adenosylphosphosulphate kinase) and MRX1
production hydrogen sulfide formation (methionine sulfoxide reductase)



affinity transporters Hxt6p and Hxt7p play particularly
important roles in wine fermentation (75). It is possible
that increased expression of these transporters will
decrease the occurrence of stuck fermentation. Two hex-
ose transporter homologues, Snf3p and Rgt2p, are
required for glucose sensing. Snf3 is specifically required
for inducing a number of HXT genes under low glucose
conditions. Dominant SNF3 mutants constitutively
express hexose transporters and are resistant to transla-
tional inhibition upon glucose withdrawal, providing a
potential mechanism for wine yeast improvement (76,77).
Furthermore, genes encoding fructose-specific trans-
porters could also be sourced from other yeasts, such as
S. pastorianus, S. bayanus and Zygosaccharomyces bailii.
For instance, the S. pastorianus FSY1-encoded
fructose/H� symporter could be overexpressed in wine
yeast together with the other HXT3, HXT6, HXT7 and
SNF3-encoded hexose transporters and the HXK1-
encoded hexokinase (with the highest affinity for fructose,
but still a significantly lower affinity than for glucose),
thereby attempting to improve glucose and fructose
uptake during wine fermentations. Regarding nitrogen
assimilation during wine fermentations, the deletion of
the URE2-encoded repressor of the PUT1-encoded pro-
line oxidase and PUT2-encoded pyrroline-5-carboxylate
dehydrogenase represents the first step towards the devel-
opment of wine yeasts that can efficiently assimilate the
abundant supply of proline and arginine in grape juice
under fermentative conditions (78–80).

Another thrust to improve the fermentation perform-
ance of wine yeasts is to increase their resistance to toxic
microbial metabolites (e.g., ethanol, acetic acid, medium
chain fatty acids, etc.), zymocins (yeast-derived killer tox-
ins), chemical preservatives (e.g., sulfite) and agrochemi-
cals containing heavy metals (e.g., copper). For example,
modification of the expression of the SUT1, SUT2, PMA1
and PMA2 genes results in increased sterol accumulation
and cell membrane ATPase activity, thereby increasing the
resistance to ethanol. Also, the mycoviral determinants
and other genes encoding killer toxins (zymocidal pep-
tides) and immunity factors can be incorporated into wine
yeasts to make them insensitive to the zymocins of con-
taminating wild yeasts (81–83). With respect to resistance
to agrochemicals, an increase in the copy number of the
CUP1 copper chelatin gene enables wine yeasts to toler-
ate higher levels of copper residues in the grape must 
(2,54,55).

2. Improving Wine Processing 

The main objectives of fining (addition of an adsorptive
compounds followed by settling or precipitation) and clar-
ification (e.g., sedimentation, racking, centrifugation, fil-
tration, etc.) during wine processing include the removal of
excess amounts of certain components and microbial cells

to achieve clarity and to ensure the physicochemical sta-
bility of the end product (2). The fining and clarification of
wine often includes expensive and laborious practices that
generate large volumes of lees for disposal, thereby caus-
ing a loss of wine and removing important aroma and fla-
vor compounds from the remaining wine. To minimize the
disadvantages of these harsh fining and clarification prac-
tices, an increasing spectrum of relatively expensive com-
mercial enzyme preparations (e.g., proteases, pectinases,
glucanases, xylanases, arabinofuranosidases, etc.) are fre-
quently added to the grape must and wine (84,85). As an
alternative strategy to the addition of costly enzyme prepa-
rations that often contain unwanted contaminating or side
activities, wine yeasts are being developed to secrete pro-
teolytic and polysaccharolytic enzymes that would remove
haze-forming proteins and filter-clogging polysaccharides,
respectively. To this end, the overexpression of several
bacterial, fungal and yeast genes resulted in the develop-
ment of proteolytic, pectinolytic, glucanolytic and
xylanolytic wine yeast strains. Under winemaking condi-
tions, proteases have been unsuccessful in degrading haze
proteins (86). However, a number of glycoproteins have
been found to visibly reduce haze formation in wine,
including yeast invertase (SUC2) (87) and two mannopro-
teins from S. cerevisiae known as haze protection factors
(HPF1 and HPF2) (88).

A second target for the improvement of clarification
and filtration aims at efficiently removing all yeast cells
from the liquid phase of the tank or barrel. Regulated
expression of the flocculation genes is important to guar-
antee a high suspended yeast count for a rapid fermenta-
tion rate during the fermentation process, while efficient
settling is needed to minimize problems with wine clarifi-
cation at the end of sugar conversion. Yeast flocculation is
especially important for the production of bottle-fer-
mented sparkling wine, and the controlled onset of yeast
flocculation at the appropriate time during sparkling wine
production can simplify this costly process. The expres-
sion of the FLO1 flocculin gene, linked to the late-fer-
mentation HSP30 promoter, can be induced by a
heat-shock treatment (89), confirming that controlled
flocculation is indeed possible during fermentation. Cell
aggregation also plays a key role in the production of flor
sherry, during which a related cellular process results in
the flotation of the yeast cells, thereby forming a velum
(biofilm) on the surface of the wine. By placing the
MUC1 (also known as FLO11) mucin gene under the con-
trol of the HSP30 promoter, the formation of the biofilm
can be promoted at the end of fermentation, thereby sim-
plifying the development of the flor (90,91). 

3. Improving Wine Preservation

Uncontrolled microbial growth before, during or after wine
fermentation, can alter the chemical composition of the end
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product, thereby detracting from its sensory properties of
appearance, aroma and flavor. Healthy grapes, cellar
hygiene and sound oenological practices are the corner-
stones of the winemaker’s strategy against the uncontrolled
proliferation of spoilage microbes. Added safety is pro-
vided by the addition of chemical preservatives, such as sul-
fur dioxide, dimethyl dicarbonate, benzoic acid, fumaric
acid and sorbic acid, which control the growth of unwanted
microbial contaminants. However, excessive use of these
chemical preservatives is harmful to the quality of the wine
and is confronted by mounting consumer resistance.
Consumer preferences have shifted to products that are less
heavily preserved with chemicals, less processed, of higher
quality, more natural and healthier. Therefore, biopreserva-
tion with yeast-derived metabolites (e.g., formation of
sulfite or hydrogen peroxide during wine fermentations),
antimicrobial enzymes (e.g., lysozyme, chitinases,
endoglucanases, etc.) and peptides (zymocins and bacteri-
ocins) is currently being considered as an alternative strat-
egy to chemical preservation (92). However, the use of
purified antimicrobial enzymes and bacteriocins is expen-
sive, resulting in an increase in retail costs. This problem
might be circumvented by expressing effective antimicro-
bial enzymes and peptides in wine yeast starter culture
strains, thereby addressing the wine industry’s call for
wines of higher quality and purity. To this end, the hen egg
white lysozyme gene (HEL1), the Pediococcus acidilactici
pediocin gene (PED1) and the Leuconostoc carnosum leu-
cocin gene (LCA1) have been used to engineer bactericidal
yeasts (93–95). The antifungal yeast CTS1-encoded chiti-
nase and EXG1-encoded exoglucanase have also been over-
expressed in S. cerevisiae (96). The main approach in the
construction of zymocidal strains entails the inclusion of a
combination of mycoviral killer toxin determinants of
S. cerevisiae (e.g., a K1/K2 double killer) and zymocin-
encoding genes from other yeasts (e.g., Hanseniaspora,
Kluyveromyces, Pichia, Willopsis, etc.) (97) into wine
yeasts. The ideal would be to incorprate all of these antimi-
crobial activities into a single wine yeast, thereby counter-
acting all contaminating spoilage bacteria (e.g.,
Acetobacter, Gluconobacter, Lactobacillus, Pediococcus,
etc.), yeasts (e.g., Brettanomyces/Dekkera, Pichia,
Zygosaccharomyces, etc.) and molds (Aspergillus, Botrytis,
Penicillium, Trichoderma, etc.) in winemaking.

4. Improving Wine Wholesomeness 

It is generally accepted that moderate wine drinking can
be socially beneficial and can be effective in the manage-
ment of stress and the reduction of coronary heart disease.
The principal protective compounds found in wine
include the phenolic compounds, resveratrol, salicylic
acid and alcohol (98). However, prudent wine drinkers are
increasingly fastidious about the presence of undesirable
compounds in wine. These unwanted compounds include

ethyl carbamate, biogenic amines, and chemical preserva-
tives (92). The most finicky among these fussy wine
drinkers are even concerned about high levels of alcohol
in wine. When wine yeast strains are developed, it there-
fore is of the utmost importance to focus on these health
aspects and to develop yeasts that may enhance the bene-
fits (e.g., production of resveratrol, carnitine, etc.) and
reduce the risks (e.g., eliminating ethyl carbamate and
biogenic amines, and reducing the levels of alcohol) asso-
ciated with moderate wine consumption. 

With regard to the production of resveratrol during fer-
mentation, progress has already been made by constructing
a wine yeast that expresses the 4CL9/216 co-enzyme A
ligase and VST1 stilbene synthase genes (99). The
development of a bactericidal yeast, which is deleted for the
CAR1 arginase gene (blocking the secretion of urea, the
precursor for the formation of ethyl carbamate) (100) or
which is transformed with heterologous urease genes
(enabling the degradation of urease) would reduce the
requirement for added sulfite, yeast-derived ethyl carba-
mate and bioamines formed by bacterial contaminants
(101,102). The bioreduction of the levels of alcohol in fer-
mented beverages can be achieved by redirecting the car-
bon flux away from ethanol formation and towards the
production of glycerol and gluconic acid. A significant
increase in the level of extracellularly accumulated glycerol
and concomitant decreases in ethanol concentrations have
been achieved by the overexpression of the endogenous
GPD1 and GPD2-encoded glycerol-3-phosphate dehydro-
genase isozymes of S. cerevisiae (103–105), together with
the constitutive expression of its FPS1-encoded glycerol
transport facilitator. Similar decreases in ethanol levels
have been achieved by the expression of the Aspergillus
niger GOX1 glucose oxidase gene in S. cerevisiae (106).

5. Improving Wine Sensory Attributes

The single most important factor in winemaking is the
organoleptic quality (appearance, aroma and flavor) of the
final product. The endless variety of flavours stem from a
complex, completely non-linear system of interactions
among many hundreds of compounds. The bouquet of a
wine is determined by the presence of a well-balanced ratio
of desirable flavor compounds and metabolites and the
absence of undesirable ones (107). With the exception of
terpenes in the aromatic grape varieties and alkoxypyrazines
in the herbaceous cultivars, perceived flavor is the result of
absolute amounts and specific ratios of many of these inter-
active compounds, rather than being attributable to a single
“impact” compound. Subtle combinations of trace compo-
nents (accumulated secondary metabolites) derived from the
grapes usually elicit the characteristic flavor and aroma
notes of wine, whereas the products of yeast fermentation
(e.g., esters, alcohols, etc.) contribute to the generic back-
ground flavor and aroma, as well as to the complexity and
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intensity of the aroma and taste of the final product (5). Yeast
can also be responsible for the production of unwanted
byproducts, such as hydrogen sulfide.

There is an obvious need for the development of wine
yeasts that could impart specific desirable characteristics
to a wine. To this end, significant progress has been
made in the construction of yeasts producing color- and
aroma-liberating enzymes (e.g., pectinases, glycosidases,
glucanases, arabinofuranosidases, etc.) (85,108) and ester-
modifying enzymes (e.g., alcohol acetyl transferases,
esterases, isoamyl acetate hydrolysing enzyme, lyases,
etc.) (109–111). Furthermore, yeasts producing optimal
levels of glycerol (the overexpression of GPD1, GPD2 and
FPS1, together with the deletion of the ALD6 acetaldehyde
dehydrogenase gene) (112), fusel oils (e.g., isobutyl
alcohol, isoamyl alcohol, etc.), and phenolic acids (modi-
fied expression of the yeast PAD1 phenyl acrylic acid
decarboxylase gene, as well as the expression of bacterial
pdc p-coumaric acid decarboxylase and padc phenolic acid
decarboxylase genes) have been developed (113). In addi-
tion, wine yeasts carrying disrupted alleles of the MET14
adenosylphosphosulfate kinase or MRX1 methionine sul-
foxide reductase have been constructed (114).

The bioadjustment of acidity in wine can be achieved
by recombinant wine yeasts containing combinations of
genes cloned from Schizosaccharomyces pombe and lactic
acid bacteria. A wine yeast that contains the S. pombe
mae1 malate permease gene and the mae2 malic enzyme
gene converts malic acid to ethanol (maloethanolic fer-
mentation) (115), whereas a transformant carrying the
mae1 gene together with the Oenococcus oeni (mleA),
Lactococcus lactis (mleS) or Lactobacillus delbrueckii
(mleS) malolactic enzyme gene converts malic acid into
lactic acid (malolactic fermentation) (116). The mal-
oethanolic wine yeast would be preferred for low pH wines
from the cooler wine-producing regions, while the malo-
lactic wine yeast would provide the best solution for high
pH wines from the warmer regions. In the case of high pH
wines, the production of additional lactic acid during fer-
mentation can be achieved by incorporating the
Lactobacillus casei LDH1 lacticodehydrogenase gene into
the malolactic wine yeast strain (117). These yeasts also
preclude the requirement for the use of bioamine-forming
malolactic bacteria in red wine and certain styles of white
wine that are required to undergo malolactic fermentation.

IV. THE POTENTIAL OF GENETICALLY
IMPROVED MALOLACTIC BACTERIA

A. LACTIC ACID BACTERIAL SPECIES AND STRAINS

Malolactic fermentation, conducted by malolactic bacte-
ria, is an important step in the grape vinification process,
particularly in red wines. Most often malolactic fermenta-
tion will occur after the alcoholic fermentation; however,

it is not limited to this stage of winemaking. The role of
malolactic fermentation is threefold: wine deacidification
by the conversion of L-malic acid to the ‘‘softer’’ L-lactic
acid, microbial stability and wine flavor modification.

The wine bacteria associated with spontaneous malo-
lactic fermentation belong to the family of lactic acid bacte-
ria, encompassing four genera, Lactobacillus (Lb.),
Leuconostoc (Lc.), Oenococcus (O.) and Pediococcus (P.).
The species in these genera can be characterized by their
ability to tolerate low pH, high ethanol concentration and to
grow in wine. Those most commonly associated with wine
are Lb. brevis, Lb. plantarum, Lb. hilgardii, Lc. mesen-
teroides, O. oeni, P. damnosus and P. pentosaceus. Even
though it is postulated that species of Lactobacillus and to a
lesser extent Pediococcus species may conduct the deacidi-
fication reaction in spontaneous malolactic fermentation,
species of these two genera are more likely to be associated
with spoilage of wine than with positive sensory attributes.
Oenococcus oeni, formerly known as Leuconostoc oenos
(118), is the species most commonly responsible for malo-
lactic fermentation, as it is particularly well adapted to the
harsh wine environment (low pH, high ethanol content, low
nutrients) (119). Several selected strains of O. oeni have
been commercialized to initiate malolactic fermentation.

B. GENETIC FEATURES AND TECHNIQUES FOR

THE ANALYSIS AND DEVELOPMENT OF

MALOLACTIC BACTERIA

The sequence of the O. oeni genome is almost complete,
adding to the limited number of genes that have been
characterized (120–123). Though O. oeni is an important
organism in winemaking, knowledge of its genetics is
limited. To date, however, a genetic transfer mechanism
into O. oeni does not exist.

Considerable research has been done on other lactic
acid bacteria, particularly those from the dairy industry.
Substantial work has been devoted to the genetics of
Lactobacillus species but to a lesser extent in Pediococcus
species. Numerous vectors have been constructed to intro-
duce modified genes into Lactobacillus species and
strains. These vectors are designed to enable easy move-
ment between Gram-positive and Gram-negative organ-
isms utilizing dual replicons (origin of replication) and
antibiotic markers. Also available are temperature sensitive
features on a few of these plasmids. Some of these plas-
mids/vectors also function in Leuconostoc species, which
is the closest lactic acid bacterial genus to Oenococcus.
Many of these vectors may be suitable for O. oeni. 

Another approach to improving industrially important
O. oeni strains is the use of a new technology known as
genome shuffling (124,125). This technique involves
using a classical strain improvement method to generate
populations with subtle improvements. Next, these popu-
lations are shuffled by recursive pool-wise protoplast
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fusions. Genome shuffling has been successfully applied
to improve acid tolerance in a poorly characterized indus-
trial Lactobacillus strain (126) and appears to be broadly
useful for the rapid development of tolerance and other
complex phenotypes in industrial organisms. 

C. TARGETS FOR THE GENETIC IMPROVEMENT OF

MALOLACTIC BACTERIA

The ability to genetically alter the malolactic bacterial
genome will depend upon the development of a suitable
genetic transfer system (transformation, conjugation or
transduction), which currently is unavailable. Potential
improvements to malolactic fermentation by the genetic
modification of O. oeni are summarized in Table 174.3.
It would be of obvious interest to construct an O. oeni

strain which is able to ward off potential competitors,
improve its ability to cope with the harsh wine environ-
ment, increase its efficiency in the bioacidification of
wine - conversion of malic acid to lactic acid, and/or to
provide mechanisms to improve the organoleptic qualities
of wine. Such an organism would not necessarily possess
all these attributes, but generating a selection of improved
O. oeni would be of great benefit to the wine industry.

1. Improving Malolactic 
Fermentation Performance

It has been demonstrated that O. oeni responds to various
environmental stresses, such as high alcohol, acid and
sulfur dioxide concentrations, by producing heat shock
and stress proteins (hsp18, clpX and trxA) (127), as well
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TABLE 174.3
Targets for the Genetic Improvement of Malolactic Bacteria

Desirable Properties Focus Area Examples of Potential Target Genes

Improved Fermentation Performance
Increased ethanol, low pH, non-optimal Protease associated with the ATPase complex, hsp 18, clpX, trxA, fstH 

temperature resistance heat shock  proteins and stress proteins
Efficient malic acid degradation Malolactic fermentation and increased mleA, mleR, mleP and genes involved in oleic

strain viability acid assimilation
Improved tolerance to antibacterial Resistance against bacteriocins, Desired bacteriocin resistance gene

compounds sulfur dioxide, agrochemicals
Improved tolerance against growth- Protease associated with the ATPase complex ftsH 

inhibitory compounds such as  
tannins, fatty acids

Improved Processing Efficiency
Improved protein clarification Proteases Target genes not yet identified
Improved polysaccharide clarification Glucanases, pectinases, arabinofuranosidases Target genes not yet identified

Improved Wine Flavor or Other Sensory Attributes
Optimized production of glycerol Glycerol metabolisms Glycerol dehydratase enzyme 
Enhanced liberation of monoterpenes β-glycosidases, glucanases, bgl (β-glycosidases) and other genes required 

arabinofuranosidases for sequential release of monoterpenes 
from glycoside

Optimized levels of aldehydes Enzymes involved in acetaldehyde  Target genes not yet identified
metabolism and catabolism

Optimized levels of phenolics Phenolic acid metabolism Modified expression of pdc 
Optimized levels of diacetyl Enzymes involved in citrate fermentation alsS, alsD (α-acetolactate synthase and 

decarboxylase), diacetyl reductase, citrate 
permease (citP), citrate lyase

Optimized levels of esters Lipases and esterases Increase in acyl transferases and decrease in
esterase activities

Improved Wine Wholesomeness
Reduced formation of biogenic amines Amino acid decarboxylases Deletion of hdc and tdc genes 
Reduced formation of ethyl carbamate Arginine degradation Deletion of the arginine deiminase and 

ornithine carbamyl transferase
Reduced formation of glyoxal and Metabolism of glyoxal and methylglyoxal Target genes not yet identified

methylglyoxal levels



as the protease-associated with the ATPase complex (fstH)
(128). The manipulation of these genes could lead to
improved tolerance of O. oeni to wines with conditions at
the upper limit of O. oeni tolerance. The elevated expres-
sion of these stress proteins may also aid the commercial
production of O. oeni for direct inoculation into wine, by
better preparing the bacterial cells for the harsh wine envi-
ronment.

The genes for malate metabolism have been cloned
from O. oeni and three genes mleR (regulator), mleA
(enzyme) and mleP (permease), have been identified
(115). In order for malate metabolism to be initiated and
to proceed efficiently in wine, a bacterial population den-
sity of at least one million cells/mL is needed. To increase
the conversion efficiency of L-malate to L-lactate, it is
necessary to understand the regulation of mleA by mleR
and determine the rate-limiting step for malate metabo-
lism, especially important at low cell density. A rapid
adaptation of the O. oeni cell to its harsh wine environ-
ment may also ultimately enhance the catabolism of 
L-malate.

2. Improving Wine Wholesomeness

The role that malolactic fermentation plays in ethyl carba-
mate formation remains unclear. Arginine, a quantitatively
important amino acid of grape must and wine, is a precur-
sor to ethyl carbamate. Lactic acid bacteria vary in their
ability to degrade arginine; experiments conducted in a
synthetic and a laboratory vinified wine demonstrated a
correlation between arginine degradation, citrulline pro-
duction and ethyl carbamate formation during malolactic
fermentation conducted by an O. oeni and Lb. buchneri
strain (129–131). The arginine catabolism (arc) gene clus-
ter of O. oeni has been cloned and characterized, thus pro-
viding a basis for manipulating the arc genes and reducing
the potential of ethyl carbamate production (132). 

Biogenic amines have undesirable physiological
effects when consumed at high concentrations. The major
biogenic amines in wine are histamine, phenylethylamine,
putrescine and tyramine (133–135). Their concentration is
lowest after alcoholic fermentation and increases variably
in most wines during malolactic fermentation (136).
Wine-associated lactic acid bacteria, including O. oeni,
have been shown to decarboxylate amino acids to their
corresponding amines. This decarboxylation reaction is
purported to favor growth and survival in acidic media,
since it induces an increase in pH and can also provide
energy to the lactic acid bacteria (102,137). Lactic acid
bacteria vary in their ability to produce the various amines. 

The O. oeni histidine decarboxylase gene (hdc) has
been cloned and characterized (138). A PCR-based test
has also been developed for the detection of amino acid
decarboxylating genes in lactic acid bacteria (139). The
manipulation of the hdc gene in O. oeni strains with other

desirable characteristics would ensure that reduced con-
centrations of histidine are present in wine.

The removal or reduction of spoilage bacteria (in par-
ticular Lactobacillus and Pediococcus species) which can
potentially produce off-flavors and undesirable biogenic
amines during grape vinification could be beneficial to the
final wine product. The use of bacteriocin-producing
species/strains of lactic acid bacteria in other food indus-
tries, especially the dairy industry, has met with consider-
able success. A pediocin producing Lb. plantarum strain
was shown to efficiently combat the spoilage of cheese by
Listeria monocytogenes (140). Furthermore, the expres-
sion of pediocin PA-1 from Pediococcus acidilactici or
plantaricin 423 from Lb. plantarum by the introduction of
the respective genes into S. cerevisiae has been shown to
effectively eliminate lactic acid bacteria from an alcoholic
fermentation (94). A similar strategy could be used to
introduce the necessary genes into O. oeni.

3. Improving Wine Sensory Attributes

One of the most important flavor compounds associated
with malolactic fermentation is diacetyl (a diketone, 2,3-
butanedione), which can impart a ‘‘buttery’’ or ‘‘butter-
scotch’’ flavor to wine (141–143). Diacetyl is principally
formed during malolactic fermentation by the bacterial
metabolism of citric acid. This diketone is also an impor-
tant flavor compound in the dairy industry, providing the
characteristic ‘‘buttery’’ flavor of many fermented milk
products.

The metabolism of diacetyl is well understood
(144–146) and the environmental factors that influence its
formation and degradation in wine have been established
(147,148). The diacetyl pathway has been amenable to
genetic manipulation in Lactococcus lactis, leading to
overproduction of diacetyl (149). With the inactivation of
the lactate dehydrogenase gene (ldh) in L. lactis, there
was an accompanying alteration to the metabolic flux,
eliminating lactic acid as a metabolic end product and
producing ethanol, formate and acetoin. Acetoin is a
degradation product of diacetyl and is considered flavor-
less in wine because of its high aroma threshold. The over
expression of α-acetolactate synthase (ilvBN genes in 
L. lactis) leads to an increased production of acetoin (the
reaction is driven towards acetoin and away from
diacetyl), whereas the inactivation of the aldB gene
(encoding α-acetolactate decarboxylase) resulted in an
increased production of α-acetolactate and diacetyl at the
expense of acetoin. The latter scenario is quite desirable in
the dairy industry. The analogous genes [alsS (α-aceto-
lactate synthase) and alsD (α-acetolactate decarboxy-
lase)] have been cloned and sequenced from O. oeni
(150) providing a means of altering diacetyl concentra-
tions in wine. An alternative strategy would be to inacti-
vate the citrate permease gene (citP), thus removing the
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initial substrate for diacetyl. Such a natural mutant of
O. oeni has been isolated and is commercially available. 

Many potential aroma and flavor compounds are
found in grapes and wine as glycosidically bound agly-
cons (monoterpenes, norisoprenoids, benzene derivatives
and aliphates). Though β-glucosidase activity has been
demonstrated in S. cerevisiae and O. oeni (151), both
have limited ability to release the disaccharide glycosides.
Improving release of glycosides in O. oeni strains fol-
lowing malolactic fermentation using similar methods to
those described in yeast could lead to enhanced grape
variety aroma in the wine.

Various sensory studies pre- and postmalolactic fer-
mentation have shown that the fruity qualities of a wine
may be enhanced after malolactic fermentation (152,153).
An improved understanding of the formation and further
metabolism of esters [acyl alcoholtransferase (ester syn-
thesizing enzymes) and esterases (ester catabolizing
enzymes)] in O. oeni could lead to the enhancement of
specific, desirable esters.

Bitterness is a spoilage problem, primarily in red
wine, which can be associated with lactic acid bacteria,
including O. oeni strains. The fermentation of glycerol
can lead to the formation of acrolein, which when it reacts
with phenolic hydroxyl groups, results in wine bitterness.
The manipulation of glycerol catabolism, for example the
glycerol dehydratase, may lead to reduced acrolein for-
mation. The presence of certain peptides is also a poten-
tial cause of bitterness in wine. Bitterness due to
proteolytic action and formation of short peptides has
been studied extensively in dairy-associated lactic acid
bacteria. There appears to be minimal proteolytic activity
associated with O. oeni and the peptide transport system
of O. oeni is poorly understood. A better understanding
of potential bitter wine peptides and their formation could
reduce the occurrence of bitterness in some wines.

Numerous malolactic fermentation sensory studies and
anecdotal evidence point to changes in the texture and body
of the wine following malolactic fermentation, with reports
indicating a fuller, richer, longer aftertaste (152). The
chemical changes contributing to these favorable mouth-
feel properties are poorly understood. The deacidification
process itself contributes substantially to changes in mouth-
feel, with the consequent increase of pH and decrease in
titratable acidity. In addition, lactic acid feels softer than
malic acid. Other contributors to wine mouth-feel or taste
perception have been suggested, including polysaccharides,
glycerol and mannoproteins. The contribution of malolactic
fermentation in this area remains to be studied. 

Malolactic fermentation has great potential to further
enhance wine qualities by retaining or altering the
aroma/flavor profile of the wine as well as by conferring
microbial stability. However, the genetics of O. oeni for
all these processes are still not well understood. With the
availability of the complete O. oeni genome sequence,

the development of an efficient gene transfer system into
O. oeni and the understanding of the various pathways,
‘‘tailor made’’ O. oeni strains will become possible. 

V. CHALLENGES FACING THE
COMMERCIALIZATION OF
GENETICALLY IMPROVED
GRAPEVINE CULTIVARS AND
MICROBIAL STARTER STRAINS

A. SCIENTIFIC AND TECHNICAL HURDLES

Despite the strong and persuasive scientific case for the use
of gene technology in the improvement of grapes and wine,
the wine industry has entered the 21st century without a
transgenic grapevine variety or a recombinant microbial
starter strain being used on a commercial scale (4). This is
partially due to the complex chemical origins of wine qual-
ity, which has made the definition of specific and detectable
genetic quality improvements difficult. An additional com-
plexity in improving grapevine and wine yeast and bacteria
entails the kaleidoscopic sequences of metabolic changes
that occur throughout the successive stages of grape ripen-
ing and fermentation, respectively. However, considerable
progress has been made over the last few years to overcome
the technical hurdles in defining the wine industry’s require-
ments genetically and improving grapevine varieties, wine
yeast strains and strains of malolactic bacteria accordingly.
The development of genetic transformation methods for S.
cerevisiae (in 1978) and V. vinifera (in 1989), and the
advent of technology with which entire genomes, transcrip-
tomes, proteomes and metabolomes can be analyzed, have
undoubtedly opened up new horizons for the wine industry.
However, it is important to note that the information and
technology that currently exist for model plant, yeast and
bacterial systems have yet to be expanded to the much more
complex genomes of grapevine and industrial strains of
wine yeast and malolactic bacteria before all of the require-
ments and concerns of the producers, consumers and regu-
latory authorities can be addressed satisfactorily (4). The
recent promising “prototypes” of genetically engineered
grapevine cultivars and microbial starter strains have
brought these objectives within the realms of possibility.

B. LEGAL AND REGULATORY HURDLES

The initial problems with statutory approval for the use
of genetically engineered plants and organisms in the
agro-industry are now slowly being dissolved by a grow-
ing consensus that risk is primarily a function of the
characteristics of a product, rather than the use of genetic
modification per se (2). The concept of “substantial
equivalence” is widely used in the determination of safety
by comparison with analogous conventional food and
beverage products. When substantial equivalence can be
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demonstrated, no further safety considerations usually are
necessary. When substantial equivalence is not convinc-
ingly shown, the points of difference must be subjected to
further safety scrutiny. 

The legislation and regulations, although differing in
detail, are broadly similar in most countries. Guidelines
for the approval of GM products and the release of GMOs
usually require a number of obvious guarantees. These
include a complete definition of the DNA sequence intro-
duced and the elimination of any sequence that is not
indispensable for expression of the desired property; the
absence of any selective advantage conferred on the trans-
genic organism that could allow it to become dominant in
natural habitats; no danger to human health and/or the
environment from the transformed DNA; and a clear
advantage to both the producer and the consumer (2). 

C. INTELLECTUAL PROPERTY AND

PATENTING HURDLES

Patents covering many of the genetic tools (e.g., DNA
sequences, gene promoters, marker genes, vectors, etc.)
and methods (e.g., transformation protocols) commonly
used in genetic engineering leave little ‘‘freedom to oper-
ate’’ (3,4). It is therefore imperative to address intellectual
property issues such as patents or other forms of protec-
tion of genes, promoters and technologies through formal
agreements (19). If ownership of a genetically improved
grapevine, wine yeast or malolactic bacterium is in dis-
pute, the release of such genetically improved grapevine
plantlets and microbial strains might cause serious imped-
iment to the commercialization process. On the other
hand, genetically tailored grapevines, wine yeasts and
malolactic bacteria (with “sufficiently distinct” properties)
must also be protected in some way by the developer.
However, whether improved grapevine varieties or strains
of wine yeast and malolactic bacteria can be patented itself
or protected in other ways may also depend on the legisla-
tion and regulations in each wine-producing country (19). 

D. POLITICAL AND ECONOMIC HURDLES

It is well known that economies are driven by different
forces and therefore go through life cycles (54,55). For
example, in terms of resources, the Industrial Economy
was ‘‘the economics of scarcity,’’ because everything that
fueled the economy was in short supply and available to
only a few nations. The current Information Economy,
which was built on the successes of the Industrial
Economy, is driven by “the economics of plenty” and,
thanks to communications, computer technologies and the
Internet, information is no longer a scarce resource.
Furthermore, it is already being speculated that the
Information Economy is only the first phase of the
Bioeconomy, which rests on the pillars of both Information

Technology and Biotechnology (4). There is ample evi-
dence that the Info-Bioeconomy has already brought about
more economic transformation in the past few decades
than was brought by the Industrial Economy in the previ-
ous centuries. Not everybody perceives all of these trans-
formations as positive changes. Some critics and activists
are whipping up public alarm and fueling political agendas
and protests against globalization and a universal “border-
less” economy. Certain lobby groups also claim that
patents on genetically engineered organisms confer an
unfair advantage to certain producers, thereby concentrat-
ing economic power in the hands of a few large multina-
tional producers (2). Therefore, it can be expected that the
commercialization of genetically improved grapevines and
wine yeasts would not escape political meddling from the
vested interests of economic and agricultural protection-
ism. The swelling tide in an overflowing ocean of wine is
likely to increase the temptation for some to twist scientific
data and misuse consumer confusion to justify trade bans
and technical barriers to free trade.

E. MARKETING HURDLES

The marketing of wine relies a great deal on label integrity
and product identity. Therefore, it is of the utmost impor-
tance that genetically improved grapevines and yeasts do
not interfere with the established varietal names and pre-
dictable wine styles. For example, the wine industry relies
heavily on a few select cultivars and would therefore be
very hesitant to introduce new varietal names (3,4,19). In
the most profitable market segments, the varietal name
(especially the names of the so-called “Big Five,” namely
Cabernet Sauvignon, Shiraz, Merlot, Chardonnay and
Sauvignon Blanc), together with the origin of production
and the vintage, form the cornerstones of the information
that is presented on the bottle label to the increasingly
brand-conscious customers and consumers. The outcome
of the current debate on the description and naming of
transgenic grapevines therefore will determine not only
the procedure for the description of genetically modified
grape varieties, but also, to a large extent, their acceptance
by grapegrowers and winemakers and their commercial
value in the marketplace (3,4).

This debate on the naming issue entails a number of
factors, such as the source of gene(s) introduced into a
particular grapevine, the “true-to-typeness” of the trans-
genic vine when compared to the original cultivar/clone
and the organoleptic and sensory qualities of the resulting
wine (3,4). Given the immense marketing value contained
in varietal names, there is an urgent need for consensus
that genetically modified grapevines are little different to
grapevine clonal selections, which have been selected on
the basis of beneficial, spontaneous genetic variations
(e.g., a change in plant performance). When clonal selec-
tions are used, the identity may be known to the grape
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grower, but the wine is still marketed under the varietal,
and not the clonal (typically specified by a clone number)
name (19).

It is important to note that many of our modern and
most highly regarded wine grapevine cultivars (e.g.
Cabernet Sauvignon, Chardonnay, Syrah, etc.) are the
product of accidental crosses between varieties grown
close to each other, probably in the same vineyard, a com-
mon practice in medieval times. The parents of many of
today’s cultivars are often obscure and sometimes humble
varieties. Therefore, we do well to remember that much of
the wine that we drink and value today is made from vari-
eties that were already “genetically modified” many
centuries ago. However, it remains to be seen whether
transgenic grapevines with altered fruit qualities, such as
improved color and flavour compound composition, will
have to be assigned a new varietal name or just a new
clonal number. These uncertainties, together with the
impractical, but strong, calls for all products that are pro-
duced by gene technology to be labelled specifically,
aggravate the wine industry’s hesitance to adopt trans-
genic grapevines and recombinant strains of wine yeast
and malolactic bacteria in the face of those who cannot
resist riding the dangerous “backlash” market with labels
stating that a particular wine product is “GM free” (2,4).

F. TRADITIONAL AND CULTURAL HURDLES

The future application of gene technology in the wine
industry will have to overcome some more specific hurdles.
Foremost, national and, even more relevant, regional wine
industries possess strong identities and deep cultural roots,
as illustrated by proudly maintained local traditions.
Furthermore, wine is generally viewed as a natural bever-
age produced by time-honored procedures. As a conse-
quence, the industry is less receptive to technologies that
promise revolutionary changes. In this context, it is also
feared that gene technology may accelerate the tendency to
standardize wines to satisfy large supermarket chains and
the “average” international consumer, leading to loss of
local identity, variety and uniqueness (4). The successful
application of recombinant DNA technology in the wine
industry will depend on assuring commercial users of
transgenic grapevines and recombinant microbial starter
strains that existing, desirable characteristics have not been
damaged, that the requirements of beverage legislation are
met and that the engineered cultivar and strain will be sta-
ble in practice, with suitable procedures for monitoring.
Once the traditionalists are convinced of a clear organolep-
tic, hygienic or economic benefit of a transgenic grapevine
variety or recombinant microbial starter strain, they would
be in a strong position to implement such a vine or yeast,
because most of the wine enterprises are fully integrated
agro-industries that could exert direct control over the
development of new, specialized niche markets for “GM

wine products.” Wine consumers in such types of niche
markets are frequently passionate, well informed, well edu-
cated and, above all, very curious. Therefore, GM wines
produced by a limited number of interested producers
would certainly attract widespread attention and could pos-
sibly create a new, successful niche market. Based on such
small beginnings, the broader benefits conferred by GM
technologies could become apparent to grapegrowers and
winemakers, and the technology could move rapidly from
satisfying niche markets to general acceptance (4). 

G. PUBLIC PERCEPTION HURDLES

The emotive, fear-mongering qualms and myths of the
immorality of “unnatural” genetic interference with
Nature, of unsafe “Frankenfood” and global havoc caused
by GMOs have spread more readily than good sense or
wise science, and far enough to masquerade in the cultural
folklore as truth (2). Therefore, public perception of risk
with regard to GM food has, so far, outweighed its view
of possible benefits. Regulatory authorities appear more
willing to approve the use of GMOs than the public is to
use them. A significant proportion of the public still sus-
pects that GM food will prove unhealthy in the long term
and that the escape of GMOs will damage the environ-
ment and result in a loss of biodiversity (154). They also
doubt that there is sufficient legal and practical protection
against accidents involving GMOs. 

It is clear that consumer education is essential to
remove this fear of the unknown. Scientists must consis-
tently inform the public and remain open about experi-
ments, research and products. The consumer should be
reassured of first-class, transparent regulatory systems and
the meticulous implementation of biosafety legislation with
clear technical standards and definitions with respect to GM
products. The consumer should be persuaded by proper risk
assessment and clear demonstration of safety, and thus be
empowered to make informed decisions. Assurance must
be given that GM wine and other grape-derived products
will not be “force-fed” to consumers’ for profit when there
is no clear advantage for the consumer (4).

VI. CONCLUSIONS AND 
FUTURE OUTLOOK

The image of wine is romantic and appealing, a harmo-
nious blend of nature, art and science.  Wine has been
called bottled poetry. But underneath the romance is ten-
sion, brought about by the classic clash between tradition
and innovation, and no tension in the business of making
wine is greater than that created by 21st century grape and
wine biotechnology (5).

The production of wine requires a unique integration of
artistic, scientific and economic aspects, individual
creativeness and innovative technology pursuing perfection
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(5). Most modern beverages rely upon bold, consistent fla-
vors to attract and maintain a customer base; by contrast
wine’s attraction is a subtle assortment of changing sensa-
tions that makes its charming romanticism difficult to
define (5). Historically the definition of wine quality has
been the prerogative of the wine producer, but, in the mod-
ern globalized market, the control of this definition has
shifted to the consumer. Consumers are purchasing sensory
experiences when they buy wine, not standardized com-
modities; the winemaker with the best understanding of the
biology of human perception and flavor and olfactory pref-
erences will be most able to satisfy the consumer (5). There
is even increasing evidence that different evolutionary pres-
sures have shaped the chemosensory repertoire of the vari-
ous human population groups (155). This will become an
important factor for the exploration of untapped markets,
Asia in particular, and for winemakers to offer styles cus-
tomised for the different “noses and tongues” of the emerg-
ing markets.

In addition to wanting a product that is enjoyable in
all its sensory aspects, today’s consumers increasingly
expect wines to be healthful and produced in an environ-
mentally sustainable manner (5). The wine producers of
the third millennium must understand the fundamental
motivation that underpins consumer choice, and to pro-
duce wines of enhanced attractiveness while simultane-
ously developing and implementing sustainable
production practices for both grapegrowing and wine-
making. The stakes of success in meeting these consumer
expectations are high; wine exports are crucial to the
economies of many wine-producing countries. 

As winemaking continues to evolve from cottage
industries in a few countries into today’s global network
of producers, ultimate success (read profitability) will
increasingly become reliant on biotechnological innova-
tions (54,55). Expanding knowledge of senso-chemistry,
fundamental molecular genetics and bioinformatics
(including genomics, transcriptomics, proteomics and
metabolomics) will continue to accelerate the pace of
improving grapevines and microbial starter strains for a
market-driven and quality-focused industry. Genetically
tailored grapevine cultivars, wine yeast and malolactic
bacteria promise to help the wine industry meet the con-
sumers’ demand for nutritional benefits and sound envi-
ronmental practices. 

There is a multitude of complex scientific, technical,
economic, marketing, safety, legal and ethical issues to be
overcome (2,4). To our knowledge, no transgenic
grapevine, wine yeast or malolactic bacterium has been
used for the production of commercial wine; this will con-
tinue to be the case until both consumers and industry are
satisfied that GM products are safe, of high quality and ben-
eficial. Given current concerns, it is perceived as commer-
cial suicide to prematurely market the first wine made from
transgenic grapes or fermented with recombinant yeast. 

It would, however, be crippling to the entire wine sec-
tor to ignore the phenomenal potential of gene technology;
it could propel the wine industry with quantum leaps into
the era of “designer” products. That benefit will be real-
ized, however, only if the application is judicious, system-
atic, and done with high regard for the unique nature of the
product. The first GM wine products should unequivocally
demonstrate minimal resource inputs, low environmental
impact and organoleptic, hygienic and economic advan-
tages for the wine producer and the consumer (54,55).
Furthermore, wine’s most enthralling and fascinating
aspect, its diversity of style, should never be threatened by
the use of tailored grapevines and wine yeasts. In fact,
gene technology should rather be harnessed to expand the
diversity of high quality wines. These are very large chal-
lenges that will require a substantial and sustained effort to
overcome. The rewards for success in this endeavour, how-
ever, are correspondingly large (54,55).

ACKNOWLEDGEMENTS

The authors thank Elsevier for granting permission to repro-
duce the content of two articles that were previously pub-
lished in Trends in Biotechnology (volume 20, pp. 426–432
and vol 21, pp. 472–478). This chapter is therefore a merged,
updated and expanded version of these two publications by
Pretorius and Bauer (2002) and Vivier and Pretorius (2002).

This chapter is reprinted with permission from Elsevier
as an updated, reworked, and expanded version of two arti-
cles that were published in Trends in Biotechnology,
Volume 20, Number 10 (I.S. Pretorius and F.F. Bauer;
Meeting the consumer challenge through genetically cus-
tomized wine yeast strains) and Number 11 (M.A. Vivier
and I.S. Pretorius; Genetically tailored grapevines for the
wine industry), Copyright 2002.

Research conducted at The Australian Wine Research
Institute is supported by Australia’s grapegrowers and
winemakers through their investment body the Grape and
Wine Research and Development Corporation, with match-
ing funds from the Federal Government. Research con-
ducted in the Institute for Wine Biotechnology is supported
by grants from the National Research Foundation (NRF)
and the South African Wine Industry (Winetech). 

REFERENCES

1. Pretorius IS, Bauer FF. Meeting the consumer challenge
through genetically customized wine-yeast strains.
Trends Biotechnol 20:426–432, 2002.

2. Pretorius IS. Tailoring wine yeast for the new millen-
nium: novel approaches to the ancient art of winemak-
ing. Yeast 16:675–729, 2000.

3. Vivier MA, Pretorius IS. Genetic improvement of
grapevine: tailoring grape varieties for the third millen-
nium. S Afr J Enol Vitic 21:5–26, 2000.

174-18 Handbook of Food Science, Technology, and Engineering, Volume 4



4. Vivier MA, Pretorius IS. Genetically tailored grapevines
for the wine industry. Trends Biotechnol 20:472–478,
2002.

5. Bisson LF, Waterhouse AL, Ebeler SE, Walker MA,
Lapsley JT. The present and future of the international
wine industry. Nature 418:696–699, 2002.

6. Jackson RS. Grapevine species and varieties. Wine
Science: Principles and application, Academic Press,
1994, pp 11–31.

7. Mullins MG, Bouquet A, Williams LE. Biology of the
grapevine, Cambridge University Press, 1992.

8. Sefc KM, Lefort F, Grando MS, Scott KD, Steinkellner
H, Thomas MR. Microsatellite markers for grapevine: A
state of the art. Molecular Biology & Biotechnology of
the Grapevine:433–463, 2001.

9. Iocco P, Franks T, Thomas MR. Genetic transformation
of major wine grape cultivars of Vitis vinifera L.
Transgenic Res 10:105–112, 2001.

10. Agrios GN. Plant Pathology (ed 4th), Academic Press,
1997.

11. Colova-Tsolova V, Perl A, Krastanova S, Tsvetkov I,
Atanassov A. Genetically engineered grape for disease
and stress tolerance. In Roubelakis-Angelakis KA (Ed.):
Molecular Biology & Biotechnology of the Grapevine,
Kluwer Academic, 2001, pp. 411–432.

12. Bezier A, Lambert B, Baillieul F. Study of defense-
related gene expression in grapevine leaves and berries
infected with Botrytis cinerea. Eur J Plant Pathol
108:111–120, 2002.

13. Robert N, Ferran J, Breda C, Coutos-Thevenot P,
Boulay M, Buffard D, Esnault R. Molecular characteri-
zation of the incompatible interaction of Vitis vinifera
leaves with Pseudomonas syringae pv. pisi: Expression
of genes coding for stilbene synthase and class 10 PR
protein. Eur J Plant Pathol 107:249–261, 2001.

14. Tattersall DB, Pocock KF, Hayasaka Y, Adams K, van
Heeswijck R, Waters EJ, Høj PB. Pathogenesis related
proteins - Their accumulation in grapes during berry
growth and their involvement in white wine heat insta-
bility. Current knowledge and future perspectives in rela-
tion to winemaking practices. In, Roubelakis-Angelakis
KA (Ed.): Molecular Biology & Biotechnology of the
Grapevine, Kluwer Academic Publishers, 2001, pp
183–201.

15. Scorza R, Cordts JM, Gray DJ, Gonsalves D, Emershad
RL, Ramming DW. Producing transgenic ‘Thompson
Seedless’ grape (Vitis vinifera L) plants. J Am Soc Hort
Sci 121:616–619, 1996.

16. Robert N, Roche K, Lebeau Y, Breda C, Boulay M,
Esnault R, Buffard D. Expression of grapevine chitinase
genes in berries and leaves infected by fungal or bacte-
rial pathogens. Plant Sci 162:389–400, 2002.

17. Ling KS, Zhu HY, Alvizo H, Hu JS, Drong RF,
Slightom J.L, Gonsalves D. The coat protein gene of
grapevine leafroll associated closterovirus-3: Cloning,
nucleotide sequencing and expression in transgenic
plants. Arch Virol 142:1101–1116, 1997.

18. Martinelli L, Candioli E, Costa D, Minafra A. Stable
insertion and expression of the movement protein gene

of Grapevine Virus A (GVA) in grape (Vitis rupestris
S.). Vitis 41:189–193, 2002.

19. Kikkert JR, Thomas MR, Reisch BI. Grapevine genetic
engineering. In KA Roubelakis-Angelakis (Ed.),
Molecular Biology & Biotechnology of the Grapevine,
Kluwer Academic Publishers 2001, pp 393–410. 

20. Schenk PM, Kazan K, Wilson I, Anderson JP, Richmond
T, Somerville SC, Manners JM. Coordinated plant
defense responses in Arabidopsis revealed by microarray
analysis. Proc Natl Acad Sci 97:11655–11660, 2000.

21. Holub EB. The arms race is ancient history in
Arabidopsis, the wildflower. Nat Rev Genet 2:516–527,
2001.

22. Tsvetkov IJ, Atanassov AI, Tsolova VM. Gene transfer
for stress resistance in grapes. Acta Hort 528:389–396,
2000.

23. van Heeswijck R, Stines AP, Grubb J, Moller IS, Høj
PB. Molecular biology and biochemistry of proline
accumulation in developing grape berries. In, KA
Roubelakis-Angelakis (Ed.), Molecular Biology &
Biotechnology of the Grapevine, Kluwer Academic
Publishers 2001, pp 87–108. 

24. Paschalidis KA, Aziz A, Geny L, Primikirios NI,
Roubelakis-Angelakis KA. Polyamines in grapevine.
In, KA Roubelakis-Angelakis (Ed.), Molecular Biology
& Biotechnology of the Grapevine, Kluwer Academic
Publishers 2001, pp 109–151.

25. Davies C, Robinson SP. Sugar accumulation in grape
berries. Cloning of two putative vacuolar invertase
cDNAs and their expression in grapevine tissues. Plant
Physiol 111:275–283, 1996.

26. Pratelli R, Lacombe B, Torregrosa L, Gaymard F,
Romieu C, Thibaud JB, Sentenac HA. Grapevine gene
encoding a guard cell K(�) channel displays develop-
mental regulation in the grapevine berry. Plant Physiol
128:564–577, 2002.

27. Boss PK, Thomas MR. Association of dwarfism and flo-
ral induction with a grape ‘green revolution’ mutation.
Nature 416:847–850, 2002.

28. Boss PK, Davies C. Molecular biology of sugar and
anthocyanin accumulation in grape berries. In, KA
Roubelakis-Angelakis (Ed.), Molecular Biology &
Biotechnology of the Grapevine, Kluwer Academic
Publishers 2001, pp 1–33.

29. Terrier N, Romieu C. Grape berry acidity. In, KA
Roubelakis-Angelakis (Ed.), Molecular Biology &
Biotechnology of the Grapevine, Kluwer Academic
Publishers 2001, pp 35–57.

30. Fillion L, Ageorges A, Picaud S, Coutos-Thevenot P,
Lemoine R, Romieu C, Delrot S. Cloning and expression
of a hexose transporter gene expressed during the ripen-
ing of grape berry. Plant Physiol 120:1083–1094, 1999.

31. Boss PK, Davies C, Robinson SP. Analysis of the
expression of anthocyanin pathway genes in developing
Vitis vinifera L. cv Shiraz grape berries and the implica-
tions for pathway regulation. Plant Physiol
111:1059–1066, 1996.

32. Sparvoli F, Martin C, Scienza A, Gavazzi G, Tonelli C.
Cloning and molecular analysis of structural genes

The Tailoring of Designer Grapevines and Microbial Starter Strains 174-19



involved in flavonoid and stilbene biosynthesis in grape
(Vitis vinifera L.). Plant Mol Biol 24:743–755, 1994.

33. Ford CM, Boss PK, Høj PB. Cloning and characteriza-
tion of Vitis vinifera UDP-glucose:flavonoid 3-O-gluco-
syltransferase, a homologue of the enzyme encoded by
the maize Bronze-1 locus that may primarily serve to
glucosylate anthocyanidins in vivo. J Biol Chem
273:9224–9233, 1998.

34. Boss PK, Davies C, Robinson SP. Expression of antho-
cyanin biosynthesis pathway genes in red and white
grapes. Plant Mol Biol 32:565–569, 1996.

35. Kobayashi S, Ishimaru M, Ding CK, Yakushiji H, Goto
N. Comparison of UDP-glucose:flavonoid 3-O-
glucosyltransferase (UFGT) gene sequences between
white grapes (Vitis vinifera) and their sports with red
skin. Plant Sci 160:543–550, 2001.

36. Kobayashi S, Ishimaru M, Hiraoka K, Honda C. Myb-
related genes of the Kyoho grape (Vitis labruscana) reg-
ulate anthocyanin biosynthesis. Planta 215:924–933,
2002.

37. Davies C, Robinson SP. Differential screening indicates
a dramatic change in mRNA profiles during grape berry
ripening. Cloning and characterization of cDNAs
encoding putative cell wall and stress response proteins.
Plant Physiol 122:803–812, 2000.

38. Nunan KJ, Davies C, Robinson SP, Fincher GB.
Expression patterns of cell wall-modifying enzymes
during grape berry development. Planta 214:257–264,
2001.

39. Barnavon L, Doco T, Terrier N, Ageorges A, Romieu C,
Pellerin P. Involvement of pectin methyl-esterase during
the ripening of grape berries: partial cDNA isolation,
transcript expression and changes in the degree of
methyl-esterification of cell wall pectins. Phytochemistry
58:693–701, 2001.

40. Davies C, Boss PK, Robinson SP. Treatment of grape
berries, a nonclimacteric fruit with a synthetic auxin,
retards ripening and alters the expression of develop-
mentally regulated genes. Plant Physiol 115:1155–
1161, 1997.

41. Henschke PA. Wine Yeast, in Zimmermann FK, K.-D. E
(eds): Yeast Sugar Metabolism. Pennsylvania,
Technomic Publishing Co., 1997, pp 527–560.

42. Querol A, Ramón D. The application of molecular tech-
niques in wine microbiology. Trends Food Sci Tech
7:73–78, 1996.

43. Pretorius IS, van der Westhuizen TJ, Augustyn OPH.
Yeast biodiversity in vineyards and wineries and its
importance to the South African wine industry. S Afr J
Enol Vitic 20:61–74, 1999.

44. Fleet G, Heard G. Yeasts–growth during fermentation. In,
GH Fleet (Ed.): Wine Microbiology and Biotechnology:
Reading, Harwood Academic, 1993, pp 27–54.

45. Pretorius IS, van der Westhuizen TJ. The impact of
yeast genetics and recombinant DNA technology on the
wine industry - A review. S Afr J Enol Vitic 12:3–31,
1991.

46. Barre P, Vezinhet F, Dequin S, Blondin B. Genetic
improvements of wine yeasts. Harwood Academic
Publishers, 1993, pp 265–287.

47. Colagrande O, Silva A, Fumi MD. Recent applications
of biotechnology in wine production. Biotechnology
Progress 10:2–18, 1994.

48. Grossmann MK, Pretorius IS. Verfahren zur
Identifizierung von Weinhefen und Verbesserung der
Eigenschaften von Saccharomyces cerevisiae. Die
Weinwissenschaft 54:61–72, 1999.

49. Pretorius IS. Engineering designer genes for wine
yeasts. Aust NZ Wine Indust J 14:42–47, 1999.

50. Ostergaard S, Olsson L, Nielsen J. Metabolic engineer-
ing of Saccharomyces cerevisiae. Microbiol Mol Biol
Rev 64:34–50, 2000.

51. Rainieri S, Pretorius IS. Selection and improvement of
wine yeasts. Ann Microbiol 50:15–31, 2000.

52. Dequin S. The potential of genetic engineering for
improving brewing, wine-making and baking yeasts.
Appl Microbiol Biotechnol 56:577–588, 2001.

53. Pretorius IS. Gene technology in winemaking: New
approaches to an ancient art. Agriculturae Conspectus
Scientificus 66:27–47, 2001.

54. Pretorius IS. The genetic improvement of wine yeasts.
In, Arora D, Bridge PD, Bhatnagar D (Eds.): Handbook
of Fungal Biotechnology. (ed 2nd). New York, Marcel
Dekker, Inc., 2003.

55. Pretorius IS. The genetic analysis and tailoring of wine
yeasts. In, de Winde JH (Ed.): Topics in Current
Genetics. Genetics and Genomics of Industrial Yeasts,
vol 2. Heidelberg, Germany, Springer Verlag, 2003, pp
99–142.

56. Pretorius IS, du Toit M, van Rensburg P. Designer yeasts
for the fermentation industry of the 21st century. Food
Technol Biotechnol 41:3–10, 2003.

57. Pretorius IS, Høj PB. Grape and wine biotechnology:
challenges, opportunites and potential benefits. Applied
Biotechnology, Aust J Grape Wine Res, in press, 2005.

58. Dequin S, Salmon JM, Nguyen H-V, Blondin B. Wine
yeasts. In, Boekhout T, Robert V (Eds.): Yeasts in food:
Beneficial and detrimental aspects. Cambridge,
Woodhead Publishing Limited, 2003, pp 389–412.

59. Goffeau A, Barrell BG, Bussey H, Davis RW, Dujon B,
Feldmann H, Galibert F, Hoheisel JD, Jacq C, Johnston
M, Louis EJ, Mewes HW, Murakami Y, Philippsen P,
Tettelin H, Oliver SG. Life with 6000 genes. Science
274:546–567, 1996.

60. Oliver SG. From DNA sequence to biological function.
Nature 379:597–600, 1996.

61. Kellis M, Patterson N, Endrizzi M, Birren B, Lander
ES. Sequencing and comparison of yeast species to
identify genes and regulatory elements. Nature
423:241–254, 2003.

62. Rokas A, Williams BL, King N, Carroll SB. Genome-
scale approaches to resolving incongruence in molecu-
lar phylogenies. Nature 425:798–804, 2003.

63. Pérez-Ortin JE, Garcia-Martinez J, Alberola TM. DNA
chips for yeast biotechnology. The case of wine yeasts.
J Biotechnol 98:227–241, 2002.

64. Winzeler EA, Shoemaker DD, Astromoff A, Liang H,
Anderson K, Andre B, Bangham R, Benito R, Boeke
JD, Bussey H, Chu AM, Connelly C, Davis K, Dietrich
F, Dow SW, EL Bakkoury M, Foury F, Friend SH,

174-20 Handbook of Food Science, Technology, and Engineering, Volume 4



Gentalen E, Giaever G, Hegemann JH, Jones T, Laub
M, Liao H, Liebundguth N, Lockhart DJ, Lucau-Danila
A, Lussier M, M’Rabet N, Menard P, Mittmann M, Pai
C, Rebischung C, Revuelta JL, Riles L, Roberts CJ,
Ross-MacDonald P, Scherens B, Snyder M, Sookhai-
Mahadeo S, Storms RK, Veronneau S, Voet M,
Volckaert G, Ward TR, Wysocki R, Yen GS, Yu KX,
Zimmermann K, Philippsen P, Johnston M, Davis RW.
Functional characterization of the S. cerevisiae genome
by gene deletion and parallel analysis. Science
285:901–906, 1999.

65. Delneri D, Brancia FL, Oliver SG. Towards a truly inte-
grative biology through the functional genomics of
yeast. Curr Opin Biotechnol 12:87–91, 2001.

66. Bro C, Regenberg B, Nielsen J. Yeast functional genomics
and metabolic engineering: past, present and future. In,
de Winde JH (Ed.): Topics in Current Genetics. Genetics
and Genomics of Industrial Yeasts, vol 2. Heidelberg,
Germany, Springer Verlag, 2003, pp 331–360.

67. Huh W-K, Falvo JV, Gerke LC, Carroll, AS, Howson,
RW, Weissmann, JS, O’Shea, EK. Global analysis
of protein localization in budding yeast. Nature
425:686–691, 2003.

68. Snow R. Genetic improvement of wine yeast. In,
Spencer JFT, Spencer DM, Smith ARW (Eds.): Yeast
Genetics –– Fundamental and Applied Aspects. New
York, Springer-Verlag, 1983, pp 439–459.

69. Bauer FF, Pretorius IS. Yeast stress response and 
fermentation efficiency: How to survive the making 
of wine –– A review. S Afr J Enol Vitic 21:27–51,
2000.

70. Kim J, Alizadeh P, Harding T, Hefner-Gravink A,
Klionsky DJ. Disruption of the yeast ATH1 gene confers
better survival after dehydration, freezing, and ethanol
shock: potential commercial applications. Appl Environ
Microbiol 62:1563–1569, 1996.

71. Shima J, Hino A, Yamada-Iyo C, Suzuki, Y, Nakajima,
R, Watanabe, H, Mori, K, Takano, H. Stress tolerance in
doughs of Saccharomyces cerevisiae trehalase mutants
derived from commercial Baker’s yeast. Appl Environ
Microbiol 65:2841–2846, 1999.

72. Pérez-Torrado R, Gimeno-Alcaniz JV, Matallana E. Wine
yeast strains engineered for glycogen overproduction dis-
play enhanced viability under glucose deprivation condi-
tions. Appl Environ Microbiol 68:3339–3344, 2002.

73. Veen M, Stahl U, Lang C. Combined overexpression of
genes of the ergosterol biosynthetic pathway leads to
accumulation of sterols in Saccharomyces cerevisiae.
FEMS Yeast Res 4:87–95, 2003.

74. Tanghe A, Van Dijck P, Dumortier F, Teunissen A,
Hohmann S, Thevelein JM. Aquaporin expression cor-
relates with freeze tolerance in baker’s yeast, and over-
expression improves freeze tolerance in industrial
strains. Appl Environ Microbiol 68:5981–5989, 2002.

75. Luyten K, Riou C, Blondin B. The hexose transporters
of Saccharomyces cerevisiae play different roles during
enological fermentation. Yeast 19:713–726, 2002.

76. Ashe MP, De Long SK, Sachs AB. Glucose depletion
rapidly inhibits translation initiation in yeast. Mol Biol
Cell 11:833–848, 2000.

77. Ozcan S, Dover J, Rosenwald AG, Wolfl S, Johnston M.
Two glucose transporters in Saccharomyces cerevisiae
are glucose sensors that generate a signal for induction
of gene expression. Proc Natl Acad Sci U S A
93:12428–12432, 1996.

78. Martin O, Brandriss MC, Schneider G, Bakalinsky AT.
Improved anaerobic use of arginine by Saccharomyces
cerevisiae. Appl Environ Microbiol 69:1623–1628, 2003.

79. Salmon JM, Barre P. Improvement of nitrogen assimila-
tion and fermentation kinetics under enological condi-
tions by derepression of alternative nitrogen-assimilatory
pathways in an industrial Saccharomyces cerevisiae
strain. Appl Environ Microbiol 64:3831–3837, 1998.

80. Poole K. Enhancing yeast performance under oenologi-
cal conditions by enabling proline utilisation. Ph.D.,
University of Adelaide, Adelaide, 2002.

81. Fichtner L, Frohloff F, Burkner K, Larsen, M, Breunig,
KD, Schaffrath, R. Molecular analysis of KTI12/TOT4,
a Saccharomyces cerevisiae gene required for
Kluyveromyces lactis zymocin action. Mol Microbiol
43:783–791, 2002.

82. Lowes KF, Shearman CA, Payne J, MacKenzie D
Archer DB, Merry RJ, Gasson MJ. Prevention of yeast
spoilage in feed and food by the yeast mycocin HMK.
Appl Environ Microbiol 66:1066–1076, 2000.

83. Weiler F, Rehfeldt K, Bautz F, Schmitt MJ. The
Zygosaccharomyces bailii antifungal virus toxin
zygocin: cloning and expression in a heterologous fun-
gal host. Mol Microbiol 46:1095–1105, 2002.

84. Pretorius IS. Utilization of polysaccharides by
Saccharomyces cerevisiae. In, Zimmermann FK, Entian
K-D (Eds.): Yeast Sugar Metabolism. Pennsylvannia,
Technomic Publishing, 1997, pp 459–501.

85. Van Rensburg P, Pretorius IS. Enzymes in winemaking:
Harnessing natural catalysts for efficient biotransforma-
tions. S Afr J Enol Vitic 21:52–73, 2000.

86. Pocock KF, Høj PB, Adams KS, Kwiatkowski MJ,
Waters EJ. Combined heat and proteolytic enzyme treat-
ment of white wines reduces haze formating protein
content without detrimental effect. Aust J Grape Wine
Res 9:56–63, 2003.

87. Moine-Ledoux V, Dubourdieu D. An invertase fragment
responsible for improving the protein stability of dry
white wines. J Sci Food Agr 79:537–543, 1999.

88. Dupin IV, McKinnon BM, Ryan C, Boulay, M,
Markides AJ, Jones GP, Williams PJ, Waters EJ.
Saccharomyces cerevisiae mannoproteins that protect
wine from protein haze: their release during fermenta-
tion and lees contact and a proposal for their mechanism
of action. J Agric Food Chem 48:3098–3105, 2000.

89. Verstrepen KJ, Derdelinckx G, Delvaux FR, Winderickx,
J, Thevelein, JM, Bauer, FF, Pretorius, IS. Late fermen-
tation expression of FLO1 in Saccharomyces cerevisiae.
J Am Soc Brew Chem 59:69–76, 2001.

90. Alexandré H, Blanchet S, Charpentier C. Identification
of a 49-kDa hydrophobic cell wall mannoprotein present
in velum yeast which may be implicated in velum for-
mation. FEMS Microbiol Lett 185:147–150, 2000.

91. Reynolds TB, Fink GR. Bakers’ yeast, a model for fun-
gal biofilm formation. Science 291:878–881, 2001.

The Tailoring of Designer Grapevines and Microbial Starter Strains 174-21



92. du Toit M, Pretorius IS. Microbial spoilage and preser-
vation of wine: Using weapons from Nature’s own arse-
nal –– A review. S Afr J Enol Vitic 21:74–96, 2000.

93. Ibrahim HR, Yamada M, Kobayashi K, Kato A.
Bactericidal action of lysozyme against Gram-negative
bacteria due to insertion of a hydrophobic pentapeptide
into its C-terminus. Biosci Biotech Biochem
56:1361–1363, 1992.

94. Schoeman H, Vivier MA, Du Toit M, Dicks LMT,
Pretorius IS. The development of bactericidal yeast
strains by expressing the Pediococcus acidilactici
pediocin gene (pedA) in Saccharomyces cerevisiae.
Yeast 15:647–656, 1999.

95. Van Reenen CA, Chikindas ML, Van Zyl WH, Dicks
LMT. Characterization and heterologous expression of a
class IIa bacteriocin, plantaricin 423 from Lactobacillus
plantarum 423, in Saccharomyces cerevisiae. Int J Food
Microbiol 81:29–40, 2003.

96. Carstens M, Vivier MA, van Rensburg P, Pretorius IS.
Overexpression, secretion and antifungal activity of the
Saccharomyces cerevisiae chitinase. Ann Microb
50:15–28, 2003.

97. Yap NA, de Barros Lopes M, Langridge P, Henschke
PA. The incidence of killer activity of non-
Saccharomyces yeasts towards indigenous yeast species
of grape must: potential application in wine fermenta-
tion. J Appl Microbiol 89:381–389, 2000.

98. Armstrong GO, Lambrechts MG, Mansvelt EPG, Van
Velden DP, Pretorius IS. Wine and Health. S Afr J Enol
Vitic 97:279–282, 2001.

99. Becker JVW, Armstrong GO, van der Merwe MJ,
Lambrechts MG, Vivier MA, Pretorius IS. Metabolic
engineering of Saccharomyces cerevisiae for the syn-
thesis of the wine-related antioxidant resveratrol. FEMS
Yeast Res 4:79–85, 2003.

100. Kitamoto K, Oda K, Gomi K, Takahashi K. Genetic
engineering of a sake yeast producing no urea by suc-
cessive disruption of arginase gene. Appl Environ
Microbiol 57:301–306, 1991.

101. Guerrini S, Mangani S, Granchi L, Vincenzini M.
Biogenic amine production by Oenococcus oeni. Curr
Microbiol 44:374–378, 2002.

102. Lonvaud-Funel A. Biogenic amines in wines: role of
lactic acid bacteria. FEMS Microbiol Lett 199:9–13,
2001.

103. Michnick S, Roustan JL, Remize F, Barre P, Dequin S.
Modulation of glycerol and ethanol yields during alco-
holic fermentation in Saccharomyces cerevisiae strains
overexpressed or disrupted for GPD1 encoding glycerol
3-phosphate dehydrogenase. Yeast 13:783–93, 1997.

104. de Barros Lopes M, Rehman A-U, Gockowiak H,
Heinrich AJ, Langridge P, Henschke PA. Fermentation
properties of a wine yeast over-expressing the
Saccharomyces cerevisiae glycerol 3-phosphate dehy-
drogenase gene (GPD2). Aust J Grape Wine Res
6:208–215, 2000.

105. Remize F, Roustan J-L, Sablayrolles J, Barre P, Dequin S.
Glycerol overproduction by engineered Saccharomyces
cerevisiae wine yeast strains leads to substantial changes
in by-product formation and to a stimulation of fermenta-

tion rate in stationary phase. Appl Environ Microbiol
65:143–149, 1999.

106. Malherbe DF, du Toit M, Cordero Otero RR, van
Rensburg P, Pretorius IS. Expression of the Aspergillus
niger glucose oxidase gene in Saccharomyces cerevisiae
and its potential applications in wine production. Appl
Microbiol Biotechnol 61:502–511, 2003.

107. Lambrechts MG, Pretorius IS. Yeast and its importance
to wine aroma. S Afr J Enol Vitic 21:97–129, 2000.

108. Laing E, Pretorius IS. Co-expression of an Erwinia
chrysanthemi pectate lyase encoding gene (pelE) and an
Erwinia carotovora polygalacturonase-encoding gene
(peh1) in Saccharomyces cerevisiae. Appl Microbiol
Biotechnol 39:181–188, 1993.

109. Fujii T, Nagasawa N, Iwamatsu A, Bogaki T, Tamai Y,
Hamachi M. Molecular cloning, sequence analysis, and
expression of the yeast alcohol acetyltransferase gene.
Appl Environ Microbiol 60:2786–2792, 1994.

110. Lilly M, Lambrechts MG, Pretorius IS. Effect of
increased yeast alcohol acetyltransferase activity on fla-
vor profiles of wine and distillates. Appl Environ
Microbiol 66:744–753, 2000.

111. Yoshimoto H, Fukushige T, Yonezawa T, Sone H.
Genetic and physiological analysis of branched-chain
alcohols and isoamyl acetate production in
Saccharomyces cerevisiae. Appl Microbiol Biotechnol
59:501–508, 2002.

112. Eglinton JM, Heinrich AJ, Pollnitz AP, Langridge P,
Henschke PA, de Barros Lopes M. Decreasing acetic
acid accumulation by a glycerol overproducing strain of
Saccharomyces cerevisiae by deleting the ALD6 alde-
hyde dehydrogenase gene. Yeast 19:295–301, 2002.

113. Smit A, Cordero Otero RR, Lambrechts MG, Pretorius
IS, van Rensburg P. Manipulation of volatile phenol
concentrations in wine by expressing various phenolic
acid decarboxylase genes in Saccharomyces cerevisiae.
Appl Microbiol Biotechnol 15:4909–4915, 2003.

114. Donalies UE, Stahl U. Increasing sulphite formation in
Saccharomyces cerevisiae by overexpression of MET14
and SSU1. Yeast 19:475–484, 2002.

115. Volschenk H, Viljoen M, Grobler J, Petzold B, Bauer F,
Subden RE, Young RA, Lonvaud A, Denayrolles M, van
Vuuren HJ. Engineering pathways for malate degrada-
tion in Saccharomyces cerevisiae. Nat Biotechnol
15:253–257, 1997.

116. Volschenk H, Viljoen-Bloom M, Subden RE, van
Vuuren HJJ. Malo-ethanolic fermentation in grape must
by recombinant strains of Saccharomyces cerevisiae.
Yeast 18:963–970, 2001.

117. Dequin S, Baptista E, Barre P. Acidification of grape
musts by Saccharomyces cerevisiae wine yeast strains
genetically engineered to produce lactic acid. Am J Enol
Vitic 50:45–50, 1999.

118. Dicks LMT, Dellaglio F, Collins MD. Proposal to
reclassify Leuconostoc oenos as Oenococcus oeni [cor-
rig.] gen. nov., comb. nov. Int J Sys Bacteriol
45:395–397, 1995.

119. Wibowo D, Eschenbruch R, Davis CR, Fleet GH, Lee
TH. Occurrence and growth of lactic acid bacteria in
wine: A review. Am J Enol Vitic 36:302–313, 1985.

174-22 Handbook of Food Science, Technology, and Engineering, Volume 4



120. Ribérau-Gayon J, Dubourdieu D, Doneche B, Lonvaud-
Funel A. Lactic Acid Bacteria. In, Ribérau-Gayon J,
Maujean A, Dubourdieu D (Eds.): Handbook of Enology:
The Chemistry of Wine and Stabilization and Treatments,
vol 2, John Wiley & Sons, Ltd, 2000, pp 107–128.

121. Axelsson LT. Lactic acid bacteria: classification and phys-
iology, In, Salminen S, von Wright A (Eds.): Lactic Acid
Bacteria. New York, Marcel Dekker Inc., 1993, pp 1–63.

122. Ze-Ze L, Teneiro R, Brito L, Santos MA, Paveia H.
Physical map of the genome of Oenococcus oeni PSU-
1 and localization of genetic markers. Microbiology
144:1145–1156, 1998.

123. Ze-Ze L, Teneiro R, Paveia H. The Oenococcus oeni
genome: physical and genetic map of strain GM and
comparison with the genome of a ‘divergent’ strain,
PSU-1. Microbiology 146:3195–3204, 2000.

124. Zhang YX, Perry K, Vinci VA, Powell K, Stemmer WP,
del Cardayre SB. Genome shuffling leads to rapid phe-
notypic improvement in bacteria. Nature 415:644–646,
2002.

125. Stemmer WP. DNA shuffling by random fragmentation
and reassembly: in vitro recombination for molecular
evolution. Proc Natl Acad Sci USA 91:10747–10751,
1994.

126. Patnaik R, Louie S, Gavrilovic V, Perry K, Stemmer
WP, Ryan CM, del Cardayre S. Genome shuffling of
Lactobacillus for improved acid tolerance. Nat
Biotechnol 20:707–712, 2002.

127. Guzzo J, Jobin M-P, Delmas F, Divies C. Study on phys-
iology and molecular response to stress in the malolac-
tic bacterium, Oenococcus oeni. Revue des Oenologues
et des Techniques Vitivinicoles et Oenoloques
86:26–28, 1997.

128. Bourdineaud J-P, Nehme B, Tesse S, Lonvaud-Funel A.
The ftsH gene of the wine bacterium Oenococcus oeni
is involved in protection against environmental stress.
Appl Environ Microbiol 69:2512–2520, 2003.

129. Mira de Orduna R, Liu S, Patchett ML, Pilone GJ. Ethyl
carbamate precursor citrulline formation from arginine
degradation by malolactic wine lactic acid bacteria.
FEMS Microbiol Lett 183:31–35, 2000.

130. Mira de Orduna R, Liu S-Q, Patchett ML, Pilone GJ.
Kinetics of the arginine metabolism of malolactic wine
lactic acid bacteria Lactobacillus buchneri CUC-3 and
Oenococcus oeni Lo111. J Appl Microbiol 89:547–552,
2000.

131. Liu S-Q, Pritchard GG, Hardman MJ, Pilone GJ.
Citrulline production and ethyl carbamate (urethane)
precursor formation from arginine degradation by wine
lactic acid bacteria Leuconostoc oenos and Lactobacillus
buchneri. Am J Enol Vitic 45:235–242, 1994.

132. Divol B, Tonon T, Morichon S, Gindreau E, Lonvaud-
Funel A. Molecular characterization of Oenococcus
oeni genes encoding proteins involved in arginine trans-
port. J Appl Microbiol 94:738–746, 2003.

133. McDaniel M. Trained panel evaluation of Pinot noir fer-
mented with different strains of malolactic bacteria.
Oregon Wine Advisory Board: 6, 1986.

134. Deng W-L, Chang H-Y, Peng H-L. Acetoin catabolism
system of Klebsiella pneumoniae CG43: sequence,

expression and organization of the aco operon. 
J Bacteriol 176:3527–3535, 1994.

135. Klijn N, Weerkamp AH, de Vos WM. Identification of
mesophilic lactic acid bacteria by using polymerase
chain reaction-amplified variable regions of 16S rRNA
and specific DNA probes. Appl Environ Microbiol
57:3390–3393, 1991.

136. Soufleros E, Barrios M-L, Bertrand A. Correlation
between the content of biogenic amines and other wine
compounds. Am J Enol Vitic. 49:266–278, 1998.

137. Henick-Kling T, Cox DJ, Olsen EB. Production de l’en-
ergie durant la fermentation malolactique. Symposium
132:63–66, 1991.

138. Coton E, Rollan GC, Lonvaud-Funel A. Histindine car-
boxylase of Leuconostoc oenos 9204: purification,
kinetic properties, cloning and nucleotide sequence of
the hdc gene. J Appl Microbiol 84:143–151, 1998.

139. Le Jeune C, Lonvaud-Funel A, ten Brink B, Hofstra H,
van der Vossen JMBM. Development of a detection
system for histidine decarboxylating lactic acid bacteria
based on DNA probes, PCR and activity test. J Appl
Bacteriol 78:316–326, 1995.

140. Loessner M, Guenther S, Steffan S, Scherer S. A pediocin-
producing Lactobacillus plantarum strain inhibits Listeria
monocytogenes in a multispecies cheese surface microbial
ripening consortium. Appl Environ Microbiol
69:1854–1857, 2003.

141. Ribérau-Gayon J, Penaud E. Caracteres, transforma-
tions et traitements des vins. In, Ribérau-Gayon J,
Penaud E (Eds.): Traite d’Oenologie, vol Tome 2.
dunod, Paris, France, 1961, p 67.

142. Davis CR, Wibowo D, Eschenbruch R, Lee TH, Fleet
GH. Practical implications of malolactic fermentation: a
review. Am J Enol Vitic 36:290–301, 1985.

143. Martineau B, Henick-Kling T. Performance and diacetyl
production of commercial strains of malolactic bacteria
in wine. J Appl Bacteriol 78:526–536, 1995.

144. Cogan TM. Co-metabolism of citrate and glucose by
Leuconostoc spp.: effects on growth, substrates and
products. J Appl Bacteriol 63:551–558, 1987.

145. Ramos A, Lolkema JS, Konings WN, Santos H. Enzyme
basis for pH regulation of citrate and pyruvate metabo-
lism by Leuconostoc oenos. Appl Environ Microbiol
61:1303–1310, 1995.

146. Ramos A, Santos H. Citrate and sugar cofermentation in
Leuconostoc oenos, a 13C nuclear magnetic resonance
study. Appl Environ Microbiol 62:2577–2585, 1996.

147. Bartowsky EJ, Henschke PA. Management of malolac-
tic fermentation for the ‘buttery’ diacetyl flavour in
wine. The Australian Grapegrower and Winemaker
438a:58–67, 2000.

148. Bartowsky E, Costello P, Henschke P. Management of
malolactic fermentation - wine flavour manipulation.
The Australian Grapegrower and Winemaker
461a:7–12, 2002.

149. Gasson MJ, Benson K, Swindell S, Griffin H. Metabolic
engineering of the Lactococcus lactis diacetyl pathway.
Lait 76:33–40, 1996.

150. Garmyn D, Monnet C, Martineau B, Guzzo, J, Cavin,
J-F, Diviès, C. Cloning and sequencing of the gene

The Tailoring of Designer Grapevines and Microbial Starter Strains 174-23



encoding α-acetolactate decarboxylase from
Leuconostoc oenos. FEMS Microbiology Letters
145:445–450, 1996.

151. D’Incecco N, Bartowsky EJ, Kassara S, Lante A,
Spetolli P, Henschke PA. Release of Chardonnay gly-
cosiducally bound flavour compounds by Oenococcus
oeni during malolactic fermentation. Food Microbiol
21:257–265, 2004.

152. de Revel G, Martin N, Pripis-Nicolau L, Lonvaud-Funel
A, Bertrand A. Contribution to the knowledge of 

malolactic fermentation influence on wine aroma. J
Agric Food Chem 47:4003–4008, 1999.

153. Sauvageot F, Vivier P. Effects of malolactic fermenta-
tion on sensory properties of four Burgundy wines. Am
J Enol Vitic. 48:187–192, 1997.

154. Arvanitoyannis IS. Genetically engineered/modified
organisms in foods. Appl Biotechnol Food Sci Pol
1:3–12, 2003.

155. Menashe I, Man O, Lancet O, Gilad Y. Different noses
for different people. Nature Genetics 34:143–144, 2003.

174-24 Handbook of Food Science, Technology, and Engineering, Volume 4



I. INTRODUCTION

Whisky is one of the world’s most loved alcoholic drinks.
The word ‘whisky’ itself derives from the Gaelic ‘uisge
beatha,’ or ‘water of life.’ The traditional Latin name for a
distilled spirit is aqua vitae, ‘water of life’ is equivalent to
the Gaelic ‘uisge beatha.’ Before the 11th century,
alchemists invented by accident and gave this name (1).

The Irish were drinking a form of whisky in the 12th
century. Henry II of England said that the distillation of
the spirit ‘usquebaugh’ was well established in Ireland
when he invaded there in 1172 (2). Distilling was cer-
tainly then brought from Ireland to Scotland in the early
Middle Ages, although it seems to have been known in the
Far East at a very early date among alchemists (3).

Scotch whisky was well established in Scotland by the
end of the 15th century. The first record of a commercial
transaction involving the supply of whisky (aqua vitae) was
in the year 1494. The manufacture of whisky was brought
to America in the 17th to 18th century and further devel-
oped to the manufacture in Canada. The whisky manufac-
ture was also brought to Japan in the early 20th century.
These five countries produce about 95% of the total pro-
duction in the world and, therefore, they are known to be the
five largest international whisky-distilling countries (4,5).

The appellation of whisky, spelled without an ‘e’ in
Scotland, Canada and Japan but with an ‘e’ in Ireland and
America, is the generic name for a distilled product made
from saccharified and fermented cereal extracts.

Figure 175.1 is an exhibition of the tools used by the
alchemists to make whisky.

II. SCOTTISH MALT WHISKY 

The word ‘Scotch’ is, of course, a contraction of
‘Scottish.’ It was first used in the mid-19th century (6).
Scotch whisky is a spirit produced by human art well
established in Scotland by the end of the 15th century and
now sold in vast quantities all over the world (2).

Barley, water and peat are the materials to produce the
malt whisky of Scotland. Local barley grown in the north-
east of the country was originally used and some of the
greatest Highland distilleries today use the imported bar-
ley. Barley with high starch and low protein is preferred.
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The first process in making the whisky is malting, the
turning of barley into malt. Malt is essentially barley that
has been promoted to germinate by soaking in water and
has then been dried by the application of heat (2). The
soaking period in the tank named ‘steep’ is usually 2 to 3
days, then the water is drained off and the grain is spread
out to a depth of 20 to 30 cm on a concrete floor in the
malting house. Water content of barley raises to approxi-
mately 43% by this soaking. Barley starts to develop the
germination on the malting floor and generates energy that
rises the temperature. Maltman turned the barley every 4 or
6 hours in order to maintain temperature to be approxi-
mately 16°C and to prevent growing roots tangling each
other. After 7 to 10 days, the growing stem of the barley
becomes half to five-eighths of the length of the seed (4).
Some distilleries now adopt huge revolving drums with
which aeration and temperature are automatically con-
trolled by computer. These labor-saving drums hold 10 to
50 tons of barley (in case of floor malting 8 to 12 tons).

The germinated green malt is transferred to the drying
kiln that has a unique chimney-like oriental pagoda. The
floor of the kiln is a drain board made of perforated iron
or wire mesh. The green malt is spread on this floor at a
depth of 70 cm to 1 m and dried in the smoke arising from
a peat fire below the floor (4). Figure 175.2 is a sample of
the peat to dry malt. 

Besides peat, anthracite and coke are also often used
for the fuel and the barley is dried for 40 to 55 hours until
the moisture content becomes 3 to 4%. The peat smoke
gives a special smoky flavor to the malt and to the final
product mature whisky. 

A growing number of distilleries no longer do their
own malting, but buy their malt ready-made from malt-
sters, peated to the desired degree. The building of kiln is
kept for the symbol of such distilleries (7). 

The dried malt is moved to the maltmill and ground to
fine grist that consists of husk, grits and flour in the ratio
of 2:7:1, respectively (4). The malt grist is placed in a 

container known as a mash tun and hot water is added.
The shape and size of mash tuns vary and they are made
from stainless steel, copper and cast iron and usually have
a lid (Figure 175.3). The malt is extracted for three or
sometimes four times with hot water, each time at a dif-
ferent temperature, ranging from about 60°C, for the first
to 100°C for the last (2). Mashing with hot water dissolves
the starch from the malt and also activates the amylase
that decomposes the starch to maltose. 

The resultant liquid, wort, is drawn off from the base
of the mash tun through the finely slotted bottom, cooled,
and passed into fermentation vessels, or washbacks. The
solids, draff, are removed from the mash tun and used as
cattle feed (8). Mashing technology has made consider-
able advances in the brewing industry where the factors of
conversion and filtration have tended to become distinct
processes (7). The wort is run into a refrigerator and
immediately cooled to about 21°C. If the wort is not
cooled properly, the maltose would be decomposed and
the yeast used in the next process, fermentation, would be
killed by the heat.
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FIGURE 175.2 Peat used to dry malt. (Courtesy of Suntory
Yamazaki Distillery.)

FIGURE 175.3 Mash tun made from stainless steel. (Courtesy
of Suntory Yamazaki Distillery.)

FIGURE 175.4 Wooden fermentation vessel, washback.
(Courtesy of Suntory Yamazaki Distillery.)



Yeast is added in liquid or solid form to the liquid
wort and fermentation takes place at 17 to 35°C for an
average of 48 hours in large wooden or stainless 
steel washbacks (Figure 175.4). The lid of washback
incorporates a rotating blade that prevents the foam pour-
ing over the sides. 

The inoculated yeast converts maltose into glucose,
and then alcohol and carbon dioxide are produced from
glucose. Yeast also produce small amounts of other com-
pounds such as wide range of esters, aldehydes, acids and
higher alcohols. Many of these are flavor elements. The
fermented wort, wash, is a sweet peaty beer with an alco-
holic content of 7 to 8% (4). The next process, distillation,
is what actually produces the whisky. 

Scotland malt whisky has been traditionally distilled
in pear-shaped stills (pot stills) which are large copper
kettles with narrow necks called lyne arms or lyne pipes
that curved and enter the condenser. The shape and size of
the pot still affect the quality of the whisky produced.
Stills come in three basic designs; the ‘onion’ being the
most common, the ‘boil-ball’ and the ‘lantern’ shape
(Figure 175.5). The way these designs are interpreted - as
to capacity, height, method of heating, angle of the lyne
arm etc. differs from one distillery to another, and varies
on the quantity of volatiles that will end up in the spirits
(9,10). While many distilleries have retained or even
switched back to direct firing either by coal or gas, a large
number of distilleries now heat the stills by means of
internal steam exchangers (7). 

Another key aspect of still design is the area of cop-
per that comes into contact with the wash and low wines.
Copper dissolves easily and has an important influence on
the quality of the spirit, since it removes sulfury or veg-
etable aromas by chemical reaction (10).

Since malt whisky is usually produced after two times
distillation (occasionally a third still is installed), every
distillery must have at least two such stills.

After fermentation, the wash passes through the wash
charger, into the wash still (or singling still) for the first

distillation. The charged volume is between half and two-
thirds capacity, in order to allow for the expansion of the
wash and the froth which builds up as it heated (10). In the
still, the wash is heated and the alcoholic vapors that are
boiling at a lower temperature (78.3°C) than water pass up
the neck of the still and down through the worm (coiled
copper pipe) within a water jacket (worm tub or con-
denser). The distillate from the wash, low wines, consists
of 21 to 24% by volume of alcohol (ABV). A wash still of
30 000 liters capacity, charged with 20 000 liters, will
remove alcohol and water at about 1,000 to 1,500 liters
per hour. At the end of the run about a third of the wash
will have become low wines (10). 

This distillation process is repeated in the low wine still
(or double still) which is smaller than wash still. During the
second distillation, the stillman monitors its progress care-
fully as it runs through the spirit safe (Figure 175.6). The
spirit safe contains several glass bowls into which the spirit
can be directed using external faucets by the stillman. The
stillman will start to test the spirit as soon as the condensed
vapors pass through the spirit safe. The first liquid to the
glass bowls, known as foreshots or head, turns cloudy
when water is added (called demisting test) as they are still
impure. The aldehyde, esters, furfural and other com-
pounds of hydrogen, oxygen and carbon formed in the
process of distilling the wash and known generally as con-
generic are present in excess in the foreshots but they also
give pot-still malt whisky its special bouquet and flavor (2).
The foreshots are directed into the low wine charger to be
redistilled in the low wine still. The stillman will continue
to test the spirit in the spirit safe by adding water at regular
intervals and checking the specific gravity.

As soon as the spirit ceases to turn cloudy with the
addition of water, the stillman will immediately turn the
faucets on the outside of the spirit safe and direct the spirit
into the spirit receiver (8). When the spirit starts to
weaken, this weakened spirit, called feints or tail, is run
into the feints receiver. Stillmans stop collecting the spirit
at the point when the alcohol content is as high as 69% by
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FIGURE 175.5 Pot stills with various shape and size.
(Courtesy of Suntory Yamazaki Distillery.)

FIGURE 175.6 The spirit safe — the apparatus to control the
distillation. (Courtesy of Suntory Yamazaki Distillery.)



volume of alcohol for the lighter whisky character while
as low as 60% for the heavier whisky character (10). The
collected foreshots and feints will be added to the next
wash for the distillation. The residue in the low wine still,
spent lees, is little more than water, with a very small
amount of copper from the still in solution: it is of no use
or value and is gone to waste (10).

The spirit directed to the spirit receiver is called hearts
or middle cut which consists of about 70% by volume of
alcohol. The amount of the hearts is approximately a third
of the spirit distilled. The immature spirit, called new pot or
new spirit, is piped to the filling station, where it is diluted
with water until its strength is reduced to 63.5% by volume
of alcohol (4), prior to being run into casks which are made
from American white oak (Quercus alba) or European oak
(Quercus robur). Oakwood is thought to be desirable for
maturing whisky because of its chemical complexity. The
casks are second-hand that have once stored mainly either
sherry or bourbon, and in rare cases port or other wines. 

New spirits filled in casks are matured in bonded
warehouses called ‘dunnage’ warehouses at least three
years and after that they can be legally called Scotch
whisky. If they are to be used for ‘single malt’ or for
‘deluxe blend,’ the cask will be stored for at least 10 to 15
years (8). But there is always the danger of the whisky
acquiring a slightly ‘woody’ flavor after 15 years (2).

Whisky maturation is influenced by the factors such
as the nature and history of the cask, the style of ware-
house and its location, the outside microclimate of casks
and maturation period. Oak casks that have previously
been filled with sherry give a splendid mellowing effect
(color, softness, richness, and smoothness) to the mature
whisky while bourbon casks give a typically vanilla-like
aroma. The process of charring the inside walls of bour-
bon cask prior to their first use also contributes to the fla-
vor of malt whisky. This releases vanillin into the spirits
and assists in removing undesirable off-notes. Oakwood
also facilitates oxidation, which remove harshness,
increases fruitiness and adds complexity (10). 

The smaller the cask, the faster the maturing and the
larger the amount of whisky lost through absorption by the
porosity of the wood of cask. The degree of humidity in the
warehouse where the casks lie during the maturation also
affects the degree the loss of maturing whisky both its vol-
ume and its strength: the greater the humidity the more it
loses strength, and the drier the more it loses volume (2).
This is known as “angel’s share,” losing 1 to 3% every year
(4). After ten year’s maturation, alcohol content decreases
to around 60%; the volume becomes 80% of the initial fill-
ing. The longer whisky is matured in the cask, the more
changes of color and flavor will take place. Whisky is fur-
ther diluted with water until its strength is reduced to 40 to
60% by volume of alcohol, prior to being run into bottles.
Soft water free from organic and mineral impurity is the
preferred water used for the whisky production.

Once run into the bottles, whisky does not further
mature but some chemical changes will occur.

Since whisky when distilled is almost colorless, some
degree of coloring is often added. Although malt whisky
may acquire a certain amount of color while it is being
matured in old oak sherry casks, it is an open secret that this
can also be due to caramel or even sherry (11). Recently, a
light colored whisky is becoming popular in the United
States and Japanese markets. The manufacturer will also
bear in mind the color of whisky preferred by the consumer.

Single malt whisky is the product of the single distill-
ery. The age shown on the bottle label means the length of
the youngest whisky’s maturation period. 

A vatted malt whisky is the product that is married
together with various malt whiskies from different distill-
eries. A vatted malt whisky is labeled ‘Pure Malt’ or
‘Scotch Malt Whisky.’ It is impossible to determine the
optimum age for whisky in general terms; so much
depends on the individual case. 

There are about 110 malt whisky distilleries in
Scotland and about 80 to 90 distilleries are now in opera-
tion (12–14).

The traditional division of Scotch whisky is into
Highland Malts, Lowland Malts, Campbeltown and Islays
(15–18).

III. SCOTTISH GRAIN WHISKY

Scottish grain whisky is produced largely from maize
with a small amount of malted barley that is not dried over
peat fires. (The unmalted barley is also sometimes used
with the maize.) The unmalted cereal is crushed and then
pressure-cooked in batch cookers to gelatinize the starch
so that it can be released and solubilized. Wet ground
malted barley is added one-fifth of the amount of the
unmalted cereal, then hot water; and the mixture is stirred
(2). Amylase from malted barley converts the starch to
fermentable sugars, maltose.

While many distillers retain this system, there is an
increasing use of continuous operation for the cooking and
conversion process (7). Fermentation of the wort is done in
the same way by the action of inoculated yeast as the case of
the making of malt whisky. The fermented wort, wash, is
pumped into the patent still or Coffey still which can distil-
late with a different system from the distillation with pot still.

The patent still was first invented by Robert Stein in
1826 and was improved by Aeneas Coffey in 1831.
According to the invention of patent still, making whisky
has become quicker, cheaper, and in greater amounts. Its
product has no peaty flavor, for the malt has not been dried
over peat fires (2,4). The patent still basically consists of
two linked copper columns, 12 to 15 m high; these are the
analyzer and the rectifier. Each is divided horizontally into
tens of chambers by perforated copper plates (Figure
175.7). Steam is led into the analyzer and proceeds up the
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analyzer and then through the linking pipe into the recti-
fier.

The wash is continuously pumped into the rectifier that
comes down in a coiled copper pipe and then by the con-
necting wash pipe into the top of the analyzer. The heated
wash moves down, chamber by chamber in the analyzer
and all the alcohol contained is vaporized before the wash
reaches to the base of the analyzer. The steam and alcohol
vapors, which rise up through the analyzer, go down the
connecting vapor pipe (which emerges from the top of the
analyzer) into the base of rectifier. As the alcohol vapor and
the steam come more up to the rectifier, chamber by cham-
ber, the new incomes wash, coming down the rectifier in its
winding pipe, is then cooled, so that condensation takes
place (2,16). Around 95% alcohol can be obtained when the
vapor is drawn off through a cooling worm to the stainless
steel spirit receivers. [Alcohol strength for making whisky
is regulated below 94.8% by the law of Scotland (4).]
Figure 175.8 shows one of the modern plants of patent still
which uses more than two columns.

The spirit is then diluted with water around 70% by
volume of alcohol, prior to being run into the secondhand
oak casks that were previously used for the mature of malt
whisky. The spirit-filled casks are stored in the warehouse
for at least 3 years, the same as malt whisky (4). The grain
whisky, being nearer neutral spirits than pot-still malt
whisky, takes less time to mature and changes less in matur-
ing. There are two types of grain whisky, one is single grain
whisky produced in one distiller and the other is that pro-
duced by vatting the whiskies distilled in different distiller-
ies. Only eight grain-distilleries are in operation and seven
distilleries among these are located in Lowland (6).

IV. SCOTTISH BLEND WHISKY

Blending can involve combining around 20 to 50 different
malt whiskies with 2 to 5 grain whiskies to produce a

whisky with a more rounded character (2,16). Blends are
central to the Scotch whisky market, outselling malt
whiskies at a ratio of around nine bottles of blended
whisky to one bottle of malt whisky. Andrew Usher, in
Edinburgh pioneered blending in the early 1860s (4).
Today, blending provides the distiller with an opportunity
to create a product with unique and recognizable flavor
attributes. It also enables product consistency. The pro-
portion is 60 grain to 40 malt, and that the proportion of
grain has risen since the earlier day of blending, when it
was more likely to be 50:50 (2). Deluxe blended whiskies
generally contain a higher ratio of malt to grain than stan-
dard blends (1).

The blended whisky is stored in oak casks (generally
plain oak) for between 6 months and a year in order to
optimize the product quality. Some blenders ‘marry’ the
malts and the grains separately and bring them together
only in bottling. Prior to bottling, the whisky is usually
diluted to market strength, caramel is added to ensure con-
tinuity of coloring, and finally the spirit is filtered to pre-
vent cloudiness from developing when water is added by
the consumer (1). As for blends, the age (if any) stated on
the label is the age of the youngest whisky in the blend. A
flow diagram for the production of Scotch whisky is
shown in Figure 175.9. 

V. IRISH WHISKEY

Irish whiskey is whiskey distilled in Ireland. It is well
known that the whiskey distilling originated in Ireland.
The Irish were drinking a form of whiskey in the 12th cen-
tury and the skills of whiskey making were brought to
Scotland (1,2,16). The extra ‘e’ in the name is traditional,
but gives no special meaning (6).

Malt and unmalted barley are what is needed to pro-
duce the malt whiskey of Ireland. Much of the current
productions also use oats, wheat, and rye with barley. The
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FIGURE 175.7 A copper plate of patent still. (Courtesy of
Suntory Hakushu Distillery.)

FIGURE 175.8 A large plant of patent still. (Courtesy of Sun
Grain Ltd.)



size and design of Irish pot stills are quite different from
Scottish pot stills. The size of pot stills in Scotland is in
the range of 2,000 to 30,000 liters, while Irish stills are in
the range of 50,000 to 150,000 liters. Irish stills are
attached with the purifiers that remove congenerics such
as the aldehydes, esters, furfural and other compounds of

hydrogen, oxygen and carbon formed in the process of
distilling of wash (2).

The distillation profiles of Irish whiskey are also dif-
ferent from that of Scotch whisky. The low wines obtained
from the wash still are separated into two fractions
according to the difference of alcohol concentration. The
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weak low wines are distilled in a low wines still to obtain
further fractionation, strong and weak feints. The weak
feints are redistilled with the next batch of weak low
wines, while the strong feints are added to the strong low
wines for the third distillation (Figure 175.10). 

The alcohol concentration (about 80% ABV) of the
new spirit is much higher than the equivalent Scottish
malt (6). New spirits that are reduced to 63.5% ABV are
filled into secondhand casks of bourbon, rum and sherry
for at least 3 years (usually 5 to 7 years). These straight
Irish whiskeys are blended with grain whiskey before bot-
tling. The more temperate climate of Ireland produces
whiskeys with a slightly spicier taste and a crisp finish (8).
Although the market of Irish whiskey is limited, it is inter-
nationally recognized as a distinct generic brand (5).

VI. AMERICAN WHISKEY

Contrary to what many people believe, Bourbon is one of a
number of American whiskeys and its name was taken from
Bourbon County in the state of Kentucky. By law, Bourbon
must be produced from a mash of not less than 51% corn
grain, and is usually made from between 70% and 90%
corn, with some barley malt and rye or wheat (6,19).

The sour mash technique is one of the distinctive
styles of American whiskey. The lactic acid bacteria is
inoculated in order to prevent the bacterial contamination,
then the residue (called backset or setback) of former dis-
tillation is added prior to yeast fermentation. If no sour
mash is added at the start of fermentation, the result is
called sweet-mash straight whiskey (6).

The distillation is done in column stills (patent stills)
which is in common with nearly all American whiskeys.
Spirits are collected at relatively low alcohol concentra-
tions from 64 to 70% by volume. Therefore various flavor
components are also included, hence the product has dis-
tinct aroma. The spirit is matured at least for 2 years in
new white-oak barrels that have been charred. Charring
has been used as a means of disinfecting barrels since the
early 19th century. In bourbons, the definite characteris-
tics are the tones of vanillin and caramel that the whiskey
takes from the wood. It is bottled at over 40% by volume
of alcohol (Figure 175.11).

Tennessee whiskey, which is legally classified as
bourbon, is produced in the state of Tennessee in the same
way as the method of Kentucky bourbon. The new spirit
is filtered through the maple charcoal, prior to the matu-
ration in the barrel. It has a mellow taste.
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Rye whiskey is made from a mix of grains containing
a minimum of 51% rye and straight rye is matured at least
for 2 years in the charred white-oak barrels.

Corn whiskey is made from a mixture of grains con-
taining a minimum of 80% corn. The product matured at
least for 2 years in the oak barrels is called straight corn
whiskey (16).

A neutral grain spirit is also made in the United States
and it is exclusively used in blends. 

VII. CANADIAN WHISKY

Canadian whisky is the whisky that is distilled in Canada.
Hiram Walker in 1858 founded the first distillery and the
product was launched as Canadian Club brand in 1884
(6). It is produced from corn, rye and barley malt. When

rye is used over 51%, its product can be named ‘rye
whisky.’

There are two types: one is the flavoring whisky that
is produced mainly from rye and the other is the base
whisky that is made mainly from corn. Both are distilled
in column stills. Flavoring whisky is matured in a charred
barrel (new or old) and the base whisky is matured in
regenerated bourbon barrels. Both are matured in the
small barrels (smaller than 180 liters) for at least 3 years,
then blended to make various brands. Canadian whisky is
characteristic as flavory, light and mild, as compared to
other whiskies (17).

Canadian whisky has been industrially developed to
supply mainly the USA market. Today, there are a dozen
or so distilleries across the country (6).

VIII. JAPANESE WHISKY

Although the whisky industry of Japan was not founded by
Scottish/Irish immigrants, Japanese and Scottish distillers
have strong ties. The first distillers were trained in
Scotland and took their newly found knowledge to tradi-
tional sake distilleries in Japan (Figure 175.12) (5,8).

The first Japanese distillery was established in 1923 in
the valley of Yamazaki on the outskirts of Kyoto. Its first
whisky was launched in 1929. This whisky was a blended
product of malt and unmatured neutral spirit and the neu-
tral spirit has been replaced with a matured grain whisky
made from North American maize.

The Japanese distilling industry have renewed their
bonds with Scotland by buying into Scottish distillery
operations. Other Japanese businesses and trading houses
have also participated in the growth of whisky distilling,
either by setting up joint venture companies or by
importing Scotch whisky. They set out to produce the best
raw materials, distilling technology, and maturing condi-
tions required in producing a ‘Scotch malt’ type of whisky.
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The landscape of the northern island, Hokkaido, is
very similar to that of the Highland of Scotland with peat
bogs, mountains, and cool, fresh streams, which flow over
granite rocks (5,7). The peat produces a less intensive
aroma than Scotland peat. Yoichi distillery of Nikka
Company on the island Hokkaido east of the city Sapporo
makes the most peaty of Japanese single malts (6).

Malt is imported, with a large proportion coming from
Scotland and an increasing amount from Australia. Malt
whisky was (and still is) fermented in wooden wash backs
with cultured yeast, and distilled in traditional copper
wash and spirit pot stills.

The grain whisky is made using North American
maize, which is mashed and distilled conventionally. As in
Scotland, malt and grain whiskies are matured in oak
casks before blending (Figure 175.13).

The most popular brands are blends, but the Suntory
and Nikka companies have been successfully developed
single malts. They are indeed whiskies in their own right,
not just as copies of Scotch as some people claim, even if
a small number of Japanese blends and pure malts are
based on Scotch single malts (6).

Most Japanese whisky businesses now fully own dis-
tilling, maturation and blending facilities in Scotland, set-
ting a consumer trend that will continue into the future
(Figure 175.14) (5). 

IX. CONCLUSION 

Whisky is world’s most consistently successful and popu-
lar alcoholic drink that was commenced in Scotland in
1494 according to documentary records. Scotland,
Ireland, the United States, Canada and Japan are now con-
sidered to be the five major whisky-producing countries.
They developed their own individual style of whisky into
something approaching a fine art.

Recently the ‘light’ whiskies that have light flavor,
color and body are pushed mainly in the United States and
Japanese markets. And the proportion of single malts to
blends consumed, even in Scotland, is very small; but
there is nevertheless a steady rise in the availability and
the consumption of single malts both in Britain and in cer-
tain overseas countries (2). The marketer must have eyes
to lookout the consumer trends and make an effort to meet
their needs. However, each country’s particular style will
remain basically unchanged. 
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I. INTRODUCTION

The use of microorganisms to process or preserve foods is
an ancient technique. Yeast was the first microorganism
used in the production of wine, beer and the leavening of
dough. These techniques have been known for at least
4,000–5,000 years. When these processes are underway,
bubbles form as in gentle boiling. This bubbling is due to
the liberation of carbon dioxide gas from the degradation

of sugar. The word fermentation signifies the gentle bub-
bling or boiling condition in these processes. 

The nature of the fermentation reaction did not
become clearly understood until the late part of the 19th
century when Louis Pasteur discovered the relationship
between living cells and fermentation. In 1854, Pasteur
demonstrated the relationship between yeast and this reac-
tion. The word fermentation became associated with
microorganisms. Pasteur also showed that true
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fermentation occurs only in the absence of free oxygen.
He called life without air anaerobiosis. Actually, the defi-
nition of fermentation in biochemistry is the extraction of
energy from carbohydrates and other organic substrates
without using O2 as an electron acceptor. Hence fermenta-
tion is an energy-yielding catabolic pathway that proceeds
with no net change in the oxidation state of the products
compared to that of the substrate. The common usage of
the word fermentation frequently overlooks the strict bio-
chemistry definition. A broad sense was adopted, that is, a
process in which microorganisms produce chemical
changes in organic substrates through the action of
enzymes produced by these microorganisms. According
to the common usage, the term “fermented foods” is used
to describe a special class of foods that contain a complex
mixture of carbohydrates, proteins, fats, etc., undergoing
simultaneous modification under the action of a variety of
microorganisms and enzymes. Reactions involving carbo-
hydrates and carbohydrate-like materials are referred to as
“fermentative.” Changes in proteinaceous materials are
designated “proteolytic,” and the breakdown of fatty sub-
stances are described as “lipolytic.” When complex foods
are “fermented” under natural conditions, they invariably
undergo different degrees of each type of change.
Whether fermentative, proteolytic, or lipolytic end prod-
ucts dominate will depend upon the nature of the food, the
types of microorganisms present and the environmental
conditions affecting their growth and metabolic patterns. 

The basic concept of fermentation is to facilitate the
proliferation and predomination of desirable microorgan-
ism in the raw plant materials. The desirable microorgan-
isms will metabolize sugars into chemicals such as
lactate, ethanol and acetate that infuse the plant materials
with various characteristics. The addition of salt and the
inoculation of a defined microbial culture are the two
basic methods for controlling the growth of microorgan-
isms during fermentation. In this chapter, we will describe
the predominant bacterial strains occurring in some popu-
lar fermented vegetables, illustrate their sugar metabolic
reactions, and discuss how fermentation is manipulated
with these organisms. 

II. THE FERMENTATION OF VEGETABLES

At present only cabbage (sauerkraut and Korean kimchi),
cucumbers (pickles), and olives are of real economic
importance. In this chapter, the discussion is focused on
these vegetable products. In addition to these vegetables,
fermented carrots, the potential new products, and fer-
mented bamboo shoots will be described. 

A. CABBAGE FERMENTATION

Sauerkraut is a fermented product made from fresh
cabbage. In the cabbage fermentation process lactic acid

bacteria are favored. The addition of 2.25–2.5% salt
restricts the activities of undesirable gram-negative bacte-
ria. The fermentation is started by Leuconostoc mensen-
teroids. This bacterium converts sugar to lactic acid,
acetic acid, alcohol, CO2, and other products that con-
tribute to the flavor of sauerkraut. CO2 helps maintain the
anaerobic conditions necessary in fermenting cabbage. As
the acids accumulate, Leu. mensenteroids is inhibited, but
the fermentation continues with Lactobacillus brevis,
Pediococcus cerevisiae, and finally, Lactobacillus plan-
tarum. Lb. plantarum and Lb. brevis effect the final stages
of sauerkraut production. P. cerevisiae and Enterococcus
faecalis may also contribute to product development (1).

Kimchi is a traditional Korean fermented vegetable
product. Kimchi fermentation is the Korean method for
preserving a fresh and crispy vegetable texture for con-
sumption during the winter when fresh vegetables are not
available. Although the history of kimchi fermentation in
Korea can be traced to the 3rd and 4th centuries, the ear-
liest description of the processing methods is found in
17th century works of literature (2). The fresh cabbage is
cut in half or shredded, soaked in brine with an approxi-
mately 10% salt concentration overnight and then washed
and drained. The minor ingredients (garlic, red pepper,
green onion, ginger) are chopped and mixed with shred-
ded radish and stuffed between the salted cabbage leaves.
The kimchi is packed in an earthen jar, buried in the
ground, and pressed with a stone placed inside in order to
keep the ingredients immersed in the juice. Before ripen-
ing, Leu. mensenteroides is the dominant microorganism,
while Lactobacillus spp. are the major organisms in over-
ripened kimchi. Lactobacillus species may be dominant in
the later stages of kimchi fermentation depending on the
temperature (2).

The difference between sauerkraut and kimchi is the
of fermentation end-point. The best-tasting kimchi is
attained before Lb. brevis and Lb. plantarum overgrowth
occurs with an optimal pH of 4.5. The Lb. brevis and 
Lb. plantarum overgrowth diminishes the product quality,
but sauerkraut production depends on these organisms. 

B. CUCUMBER FERMENTATION

In the natural fermentation of pickles, selected cucumbers
are placed in brine with about 5% NaCl. The brine strength
is gradually increased during fermentation until it reaches
around 16% NaCl. The sugars that diffuse from the cucum-
bers are fermented sequentially by Leu. mensenteroides, P.
cerevisiae, Lb. brevis, and Lb. plantarum. Depending on
the of fermentation condition, about 0.6 to 1.2 % lactic acid
is formed in about 7 to 14 days. When the pH is lowered to
3.2, the metabolism of Lb. plantarum is inhibited and the
fermentation is completed. In this process, the high salt
level is used to protect against spoilage. The fermented
cucumber must be desalted before being used in products.
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However, the NaCl level in the desalting solution creates a
serious dumping problem. Procedures have been developed
for brining cucumbers in closed anaerobic tanks at sub-
stantially lower salt concentrations (3). This approach to
fermentation has the potential to allow cucumber fermen-
tation and storage at sufficiently low salt concentrations
that require no desalting. 

In natural fermentation, bloating in defective pickles
often occurs. Bloating is due to the accumulation of CO2

gas inside the cucumber during fermentation. The respira-
tion of cucumber tissue and fermentation by P. cerevisiae
and Lb. plantarum produce sufficient CO2 to cause bloat-
ing (4). The degradation of malic acid to lactic acid is a
major source of CO2 when Lb. plantarum ferments brined
cucumbers. Research has demonstrated that using a mixed
culture with a malolactic-deficient mutant and normal
malolactic strain of Lb. plantarum in brined cucumber fer-
mentation could reduce the level of released CO2 (5). 

In cucumber fermentation, yeast has conventionally
been viewed as undesirable because it produces CO2.
However, when N2 is used in purging cucumber fermenta-
tion tanks to prevent bloater damage, using yeast
(Saccharomyces cerevisiae or S. rosei) in the mixed cul-
ture can facilitate complete sugar metabolization (6).  

Softening in defective pickles is another problem.
Softening is attributed to pectinolytic enzymes that
degrade the cucumber tissue. The source of these enzymes
may be the microorganisms growing in or on the cucum-
bers. To reduce fermentation defects, a controlled fermen-
tation process is used. The controlled fermentation
method employs a chlorinated brine with 25° salinometer,
acidification with acetic acid, the addition of sodium
acetate, and inoculation with P. cerevisiae, and Lb. plan-
tarum (7). 

C. OLIVE FERMENTATION

Olive fermentation is similar to that in sauerkraut except
that the olives are soaked in a 1.6 to 2.0% lye solution
before brining. The lye treatment is necessary to remove
oleuropein, a bitter factor in the olives. The olives are
brined in containers following the complete removal of
lye by rinsing the olives in fresh water. The brine concen-
tration varies from 5 to 15%, depending on the variety and
size of the olives (8).  Lactic acid bacteria become promi-
nent during the intermediate stage of fermentation. Leu.
mensenteroides and P. cerevisiae are the first lactic acid
bacteria to become prominent. These bacteria are fol-
lowed by lactobacilli, with Lb. plantarum and Lb. brevis
being the most important (9). The lye treatment may
affect the microbial flora. Inoculation with Lb. plantarum
may be required. A study has showed that using a strain of
Lb. plantarum with the capability to produce bacteriocin
as a starter controls lactic acid fermentation much better
(10). The entire fermentation process may take two weeks

to several months. The acid content of the final product
varies from 0.18 to 1.27% (11).

D. CARROT FERMENTATION

Carrots are not a traditional vegetable for fermentation.
Until 1969, carrots were fermented using a home-based
process (12). Fermentation provides a simple method to
preserve raw carrots. The raw carrot slices contain a high
level of reducing sugar that might cause Maillard reac-
tions and produces dark compounds with a burnt smell
during thermal processes. Using lactic acid fermentation,
the reducing sugar content in the raw carrot can be
decreased to a level that allow the carrot slices to be
processed using high temperature deep-frying to yield
chips. The deep-fried carrot chips have a light red-yellow
color and pleasant taste that makes them a potential new
product (13).

A mixed culture of Lb. plantarum, Lb. brevis, P. cere-
visiae and Leu. mesenteriodes is used to ferment carrots
(14). Use of carrot-adapted inocula significantly reduced
the lag period for early acid production despite the salt
concentration. The repressive effects of increased salt
concentrations on the rate of fermentation is that carrots
treated with the lowest level of salt, 1.5%, require only 10
days incubation to produce a 1.0% acid level, whereas a
3.0% salt concentration requires 18 days incubation to
reach a similar acid value. The acidic properties of fer-
mented brines resemble the fermentation properties of the
cabbage head brining solution (15). 

A new process for carrot fermentation using an alka-
line treatment with lye before inoculating a pure culture of
Lb. plantarum was developed (16). The alkaline treatment
helps inoculum establishment over the natural flora in the
fermentation. However, most of the sucrose remains
unmetabolized after 7 days of fermentation. Thus, long-
term stability in the fermented carrots is not ensured. A
high risk of secondary fermentation may present in the
package product. This process was further modified using
a mixed culture of Lb. plantarum and S. cerevisiae to
replace the single culture of Lb. plantarum. The result
indicated that the mixed culture was able to completely
use up all of the sugars and, at same time, improve the fla-
vor of the fermented carrots (17). 

E. BAMBOO SHOOT FERMENTATION

People in the bamboo-growing regions of Asia have tradi-
tionally consumed fermented bamboo shoots. Dried Ma-
bamboo (Dendrocalamus latiflorus) shoot is a special
product of Taiwan (18). Mesu is a similar product from
India (19). Both are produced by using non-salted fer-
mentation with natural cultures. 

Using mesu as a pickle and as the base for curry is a
tradition in the Darjeeling hills and Sikkim area of India.
A study has shown that a total of 327 strains of lactic acid
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bacteria, representing Lb. plantarum, Lb. pentosaceus
were isolated from 30 samples of mesu. These species
were present in all of the raw bamboo shoot samples
tested. Mesu is dominated by Lb. plantarum followed by
L. brevis. P. pentosaceus was isolated less frequently and
recovered from only 40–50% of the mesu samples.
Fermentation is initiated by P. pentosaceus, followed by
L. brevis, and finally succeeded by L. plantarum species.
During the fermentation, the titrable acidity increased
from 0.04 to 0.95%, resulting in a decline in pH from 6.4
to 3.8 (20). Ma-bamboo shoots are fermented using a tra-
ditional natural culture. After 10 days of fermentation, the
fermented bamboo shoots contain about 109 cfu/g of lac-
tic acid bacteria, and 104–106 cells/g of yeast and mold.
The final pH was 3.3 to 4.1, and the titrable acid was
1.05–1.20% (19).

III. FERMENTATION TECHNIQUES

The procedures for vegetable fermentation are varied and
complicated. Basically, vegetable fermentation can be
considered as a three-staged process. 

A. STAGE 1 CONSISTS OF THE PRETREATMENT STEPS

In this stage, the common operations include sorting and
grading raw vegetables, cleaning the selected vegetables,
specific pretreatment, such as peeling carrots, blanching
green beans, shredding cabbage, or lye-treating olives.

B. STAGE 2 IS THE FERMENTATION ENVIRONMENT

ADJUSTMENT OPERATION

Adding salt and inoculating the defined starter culture are
two methods to set up a suitable environment around the
vegetables to allow the desirable microflora proliferate
and predominate. 

Salt addition is necessary in most kinds of vegetable
fermentation. The major contributions of salt are: to
inhibit the growth of pathogens and destroy spoilage
microorganisms; to exert a selective effect on the microor-
ganisms present on vegetables; to enhance the release of
tissue fluids from the fermenting vegetables, and to
impose a special flavor on the fermented vegetables. The
amount of salt used depends on the particular vegetables.
In the fermentation of cucumbers and olives, the salt con-
centration is 5–8% at equilibrium. For cabbages the salt
concentration is less than 2.5% at equilibrium. The differ-
ence in salt concentration between that used in sauerkraut
fermentation and pickle fermentation probably accounts
for the difference in the types of lactic acid bacteria that
grow in each fermentation environment (21). 

The application of a defined starter culture is an
another method to facilitate the predomination of desir-
able microflora in the fermenting vegetables. The lactic

acid bacteria used for this purpose include Lactobacillus
species (Lb. plantarum and Lb. casei are the most often
used.), Lactococcus lactis, and Leu. mensenteroides. The
defined starter cultures are capable of growing rapidly and
are highly competitive under the environmental condi-
tions used to ferment products.

C. STAGE 3 IS THE VEGETABLE

FERMENTATION PROCESS

Temperature, pH value and anaerobiosis maintenance are
major factors that influence the course of fermentation.
The temperature range for vegetable fermentation is 16 to
35°C. Vegetables fermenting at 10°C lead to good-quality
products. Usually, the optimal temperature is between 15
and 20°C. Various microorganisms may dominate a mixed
fermentation depending on the temperature. For sauer-
kraut fermentation, the preferred temperature is 18°C or
lower. The predominant strain Leu. mensenteroides grows
optimally at a lower temperature than the homofermenta-
tive Lb. plantarum, presumably resulting in a higher ratio
of volatile/nonvolatile acids than at higher temperatures.
For cucumber fermentation, the predominant cultures of
P. pentosaceus and Lb. plantarum are capable of rapid
growth at 18°C (22). The optimal temperature for veg-
etable fermentation depends on the predominant cultures
during the fermentation.

The buffering capacity of the vegetable affects the
extent of proliferation of the predominant culture used to
ferment the natural sugars. Several methods have been
adopted to maintain the pH during fermentation. Sodium
acetate (23) and calcium acetate (24) have been used as
buffering agents to assure complete sugar utilization
during the primary fermentation of cucumbers. Acid
neutralization during fermentation with a pH controller
has also been used to assure complete sugar utilization
(25). In the fermentation of carrots, sodium hydroxide
treatment of peeled and trimmed carrots is a useful alter-
native to pasteurization to achieve controlled fermenta-
tion. Subsequent neutralization of the NaOH by adding
acetic acid to the brine could lead to the formation of a
buffer system in the brine. The buffer system benefits
greater utilization of the fermentable sugars by the 
starter culture (26). For preserving fermented vegetables
for long periods of time, the pH should be controlled
below 4.0 (27).

During fermentation, to maintain anaerobic condi-
tions the plant materials must be totally covered by the
brine in the vessels. Open filled vessels are normally cov-
ered with plastic sheets or wooden plates weighted down
with stones or heavy matter to exclude oxygen from the
air. For cucumber fermentation, anaerobic tanks provide
more suitable anaerobic conditions (23). Anaerobic tanks
replaced open tanks in the olive fermentation industry of
the USA and Spain many years ago (28).
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IV. VEGETABLE FERMENTATION
MICROORGANISMS

Fresh plant material harbors numerous and varied types of
microorganisms. The microflora in vegetables and fruits
is largely made up of Pseudomonas spp., Erwinia her-
bicola, Flaeobacterium, Xanthomonas, and Enterobacter
agglomerans as well as various molds. Lactic acid bacte-
ria, such as Leu. mesenteroids and Lactobacillus spp., are
also commonly found, as are several species of yeasts
(29). Between 40% and 75% of the bacterial flora in peas,
snap beans and corn was shown to consist of leuconostocs
and streptococci, whereas many of the gram-positive,
catalase-positive rods resembled corynebacteria (30,31).
An analysis of 30 different samples of white cabbage from
four growing seasons has shown that the microflora nor-
mally is dominated by aerobic bacteria(e.g., pseudomon-
ads, enterobacteria, and coryneforms) and yeasts, while
lactic acid bacteria represent 0.15 to 1.5% of the total bac-
terial population (32). Vegetable fermentation involves
controlling specific microorganisms or a succession of
microorganisms that dominate the microflora in vegeta-
bles. Although lactic acid bacteria are present as a small
population, the metabolic activities of this microorganism
are indispensable in the vegetable fermentation process.
Lactic acid fermentation is the most important contribu-
tion to the fermentation of vegetables. 

A. THE MAJOR LACTIC ACID BACTERIA IN

VEGETABLE FERMENTATION

The major lactic acid bacteria involved in vegetable fer-
mentation are located in three genera, Lactobacillus,
Leuconostoc, and Pediococcus. Among the lactobacilli, sev-
eral species and strains have been isolated from fresh veg-
etables. These include the homofermentative species Lb.
plantarum, Lb. casei, Lb. arabinosus, and Lb. homohiochii,
and the heterofermenters Lb. brevis, Lb. fermentum, and Lb.
buchneri. The genus Pediococcus comprises two species, P.
pentosaceus and P. acidilactici. Currently, Leuconostoc
comprises a single species, Leu. mensenteroides (33). 

The lactic acid bacteria share some common features:
Gram positive; mesophilic but some can grow at temper-
atures as low as 5°C or as high as 45°C; growing at pH
4.0–4.5, some are active at pH 9.6 and others at pH 3.2;
generally weakly proteolytic and lipolytic and require pre-
formed amino acids, purine and pyrimidine bases and B
vitamins for growth; do not contain a citric acid cycle or a
cytochrome system no energy derived from oxidative
phosphorylation, but energy is obtained via substrate level
phosphorylation during the fermentation of sugars into
lactic acid, ethanol or acetate, and CO2.

There are four important species of lactic acid bacteria
associated with vegetable fermentation: Leu. mensen-
teroides, Lb. brevis, P. pentosaceus, and Lb. plantarum.

These species are successively predominant during sauer-
kraut fermentation in the approximate order listed (7). 
Lb. brevis, P. pentosaceus, and Lb. plantarum have also been
reported to ferment cucumbers (34) and olives (35). The
properties of these four species are described as follows.

1. Leu. mensenteroides

The colorless bacterial cell is spherical or egg-shaped and
appears usually in pairs. The size of the bacterium is
0.5–0.7µm. Leuconostoc is distinguished among the lac-
tic acid bacteria in being heterofermentative and also in
lacking aldolase, a key enzyme in glycolysis. Under
anaerobic condition, this bacterium metabolizes glucose
via phosphoketolase pathway, and produces D-lactate. At
the temperature range of 20 to 25°C, this bacterium pro-
duces dextrans from sucrose. This bacterium is capable of
metabolizing citrate into CO2 and diacetyl, which is an
important flavor component in many dairy products. 

2. Lb. plantarum

Lb. plantarum is the final and predominant lactic acid bac-
terium species at the completion of fermentation in many
vegetables. This is attributed to its metabolic diversity and
tolerance for low pH conditions. The optimal growth tem-
perature for this bacteria is 30°C. The bacterial cell is a
short to medium rod usually in single, but sometimes in
pairs or short chains. The size of the bacterium is 0.9–1.2
(width) × 3–8 (length) µm. This bacterium is classified as
a facultative heterofermenter according to the metabolism
of hexoses (36). This bacterium possesses both aldolase
and phosphoketolase. Its homofermentative action on glu-
cose with aldolase results in producing up to 1.5% 
DL-lactate. The lactate can be further metabolized to ace-
toin, formate, and acetate under certain conditions. In the
heterofermantation of pentose via the phosphoketolase
pathway, this bacterium produces lactate, acetate and
CO2. Strains are often adopted as acid producers in starter
cultures. This bacterium is the first species recognized to
possess the unique ability to protect against oxygen-free
radicals by a nonenzymatic superoxide reduction medi-
ated by manganese (37). 

3. Lb. brevis

This bacterium has a short rod shape, occurring singly or in
short chains. The size of the rod cell is 0.7–1.0 (width)× 2.0–
4.0 (length)µm. The optimal temperature for growth is
30°C. This bacterium is heterofermentative, and metabo-
lizes glucose to DL-lactate, ethanol, acetate, and CO2. This
bacterium is able to reduce fructose to mannitol.

4. P. pentosaceus

This is a spherical bacterium, occurring in pairs, tetrads, or
cluster. The size of  the coccus is 0.8–1.0 µm in diameter.
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This bacterium cannot grow at temperatures over 45°C.
The optimum growth temperature is in the range of
28–30°C. The optimum and final pHs are 6.5–6.0 and 4,0
respectively. This bacterium is homofermentative and pro-
duces DL-lactate from glucose. Most strains ferment ara-
binose, ribose, maltose, fructose, galactose and glucose to
produce DL-lactate. Strains that are capable of fermenting
xylose and lactose are known. Some strains produce bac-
teriocins during fermentation.

B. THE LACTOCOCCI IN VEGETABLE FERMENTATION

Although lactococci are not major lactic acid bacteria in
the fermentation of vegetables, this bacteria support the
fermentation with proteolytic activity (38) and the capa-
bility to break down citrate (39). Recently, some strains of
Lactococcus lactis subsp. lactis with the capability of pro-
ducing bacteriocin were isolated from minimally
processed fresh vegetable and fruit products. Some
researches have used these bacteriocin-producing lacto-
coccal cultures as biopreservative in minimally processed
fresh vegetables and fruits (40,41). Lactococci are spheri-
cal or ovoid cells that occur singly, in pairs, or as chains.
They grow at 10°C but not at 45°C. They are homofer-
mentative and produce L-lactate as the predominant end
product of sugar fermentation. 

C. THE YEASTS IN VEGETABLE FERMENTATION

Various groups of yeast are present at the beginning of
vegetable fermentation. Sometimes, these yeasts become
predominant in the fermentation. For example, in the fer-
mentation of olives, yeasts are the predominant microor-
ganisms in spontaneous fermentation, because the
polyphenol compounds in olives affect the microflora by
inhibiting the growth of lactic acid bacteria but not yeasts
(42). As a result, the final product has a shriveled form, a
high salt content and the principle bitterness does not dis-
appear completely from the product. To limit the negative
effects of yeast on the product quality, it is necessary to
remove the polyphenols, acidify the cover brine and lower
the salt content to enhance lactic acid bacterial growth
(43). It is well known that yeast can proliferate under low
pH conditions which usually inhibits the growth of lactic
acid bacteria. In the spontaneous fermentation of tart
carambola, which contains affluent organic acid with a pH
is as low as 1.37–2.01, the yeasts Candida pelliculosa, C.
inconspicua, C. ciferrii, and S. cerevisiae become predom-
inant in the brine with 7–10% salt (44). In the cucumber
fermentation, yeasts can affect the fermentation by utiliz-
ing sugars that would otherwise be metabolized to lactic
acid by the lactic acid bacteria. The yeasts can also utilize
the produced lactic acid, raise the pH, and allow other
microorganisms to grow. The yeasts produce large
amounts of gas. This is associated with pickles that bloated
or have hollow defects. Although fermentative yeasts have
been viewed as undesirable in vegetable fermentation,

yeasts may facilitate the removal of fermentable sugars. In
the cucumber fermentation, when N2 is used to purge the
cucumber fermentation tanks to prevent bloater damage, a
selected yeast (S. cerevisiae or S. rosei) in a mixed culture
with Lb. plantarum can help to exhaust the fermentable
sugars rapidly and improve the quality of the products (6). 

V. FERMENTATION BIOCHEMISTRY

Lactic acid bacteria are the dominant microflora in most
fermented vegetables. Under normal food fermentation
conditions, the main product from lactic acid bacteria
metabolism is lactic acid with other products formed as
by-products, such as acetic acid, acetaldehyde, ethanol,
and diacetyl. All of these products contribute to control
the growth of spoilage microorganisms and the specific
flavor of the fermented products. Lactic acid bacteria are
divided into two groups based on glucose metabolism end
products. Those that produce lactic acid as the major or
sole product of glucose fermentation are designated
homofermentative. Pediococcus, Lactococcus, and some
lactobacilli belong to this group (homolactics). Those
organisms that produce equal molar amounts of lactate,
carbon dioxide and ethanol from hexoses are designated
heterofermentative. Leuconostoc and some lactobacilli are
heterofermentative (heterolactics). The major metabolitic
pathways of these organisms are described as follows.

A. CARBOHYDRATES METABOLISM

In general, approximately 75% of the solids in plants are
carbohydrates. Total carbohydrates generally consist of
simple sugars, starches, pectic substances, lignin and cel-
lulose. Cellulose, pectic substances and lignin occur in all
plants as the principal structural component of the cell
walls. These structural polysaccharides contribute greatly
to the characteristic texture of plant foods. These struc-
tural polysaccharides are usually not fermentable. The
most common fermentable carbohydrates in vegetables
are glucose, fructose, sucrose and starch.

1. Glucose Metabolism

Glucose is the major fermentable sugar in vegetables.
Homolactics metabolize glucose via the glycolytic path-
way to yield pyruvate. Pyruvate is further reduced to lac-
tic acid via the enzyme lactate dehydrogenase. The
pathway that converts glucose to lactic acid is called lac-
tic acid fermentation. 

Heterolactics produce lactic acid via the phosphoketo-
lase pathway. This pathway involves the initial splitting of
CO2 from the glucose molecule, followed by a further
splitting of the resulting pentose (xylulose-5-phosphate)
into two-carbon and three-carbon fragments in a
phosphoroclastic reaction catalyzed by phosphoketolase,
yielding glyceraldehyde-3-phosphate and acetylphosphate
respectively. The three-carbon fragment is eventually
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reduced to lactate in the same way as homolactics, and the
two-carbon fragment is reduced to ethanol. Products other
than lactate are generated, the pathway is, therefore, called
the heterofermentative pathway. Because lactic acid bacte-
ria lack functional heme-linked electron transport chains
and a functional Krebs cycle, they obtain energy via sub-
strate level phosphorylation. In the heterofermentative
pathway, 1 mole of ATP is produced per mole of glucose
metabolized compared with 2 mol in the homofermenta-
tive pathway. Thus, the fermentation of glucose via the het-
erofermentative pathway is only half as efficient as in the
homofermentative pathway.

2. Fructose Metabolism

Fructose is the second major sugar substrate for lactic acid
fermentation in vegetables. Lactic acid bacteria contain
fructokinase and phosphoglucoisomerase to phosphorylate
fructose to fructose-6-phosphate and then isomerize to glu-
cose-6-phosphate. In the homofermentative pathway, glu-
cose-6-phosphate is further metabolized to pyruvate via
glycolysis. The pyruvate is then reduced to lactate via lactate
dehydrogenase. In contrast to homolactics, heterolactics
contain mannitol dehydrogenas which catalyze the reduc-
tion of fructose to mannitol and oxidize NADH under anaer-
obic conditions (45). In this reaction a small amount of
fructose is used as an electron acceptor with the remaining
fructose converted to lactate, ethanol, acetate, and CO2 (46).

3. Sucrose Metabolism

The sucrose content is less than the glucose and fructose
content in most vegetables. The metabolism of sucrose in
vegetable fermentation is usually incomplete in the final
stage. For example, when beets containing 3.8% sucrose
were fermented using Lb. plantarum for 12 days, the fer-
mented beets still contain 2.8% residual sucrose. Using
the same starter to ferment carrots for 35 days, 1.96% of
the sucrose was reduced to 0.91% but the glucose and
fructose in the fermented carrots were exhausted at the
same time (47). Sucrose does not seem to be an optimal
fermentable sugar for lactic acid bacteria. Actually, only a
few lactic acid bacteria possess the ability to ferment
sucrose. A screen test report showed that among 14 strains
of lactic acid bacteria Lb. cellobiosus appeared to be the
only species that metabolizes all of the sucrose in green
bean juice. Under the same conditions, Lb. buchnerii,
Lb. fermentum, and Leu. mensenteroides ferment about
half of the sucrose in green bean juice (48). These lactic
acid bacteria are able to hydrolyze sucrose with β-glu-
cosidase. These products, glucose and fructose, can be
metabolized via the pathways previously mentioned. 

4. Starch Metabolism

The starch content in most fermented vegetables is limited,
hence the amylolytic ability of lactic acid bacteria is a

characteristic with little demand. Although hydrolyzing
starch to simple sugars is not important in traditional fer-
mented vegetables, a few amylolytic lactic acid bacteria
have been isolated from starchy raw materials. An investi-
gation of Mexican pozol, a fermented maize dough, indi-
cates that lactic acid bacteria accounted for 90–97% of the
total active microflora. Strains of lactic acid bacteria were
isolated and identified including Leu. mesenteroides, Lb.
plantarum, Lb. confusus, L. lactis and L. raffinolactis (49).
From sour cassava starch fermentation Lb. plantarum and
Lb. manihotivorans were isolated. Lb. manihotivorans grow
and convert starch into lactic acid more rapidly and effi-
ciently than Lb. plantarum (50) (51). During fermentation,
these amylolytic lactic acid bacteria degrade the starch first,
and then the resulting sugars allow a secondary flora to
develop. An acidophilic starch-hydrolysing enzyme secreted
from a strain of L. plantarum was isolated and partially puri-
fied. This enzyme has a molecular mass of approx. 230 kDa
and is capable of hydrolysing soluble starch, amylopectin,
glycogen and pullan. The major reaction products from sol-
uble starch were maltotriose, maltotetraose and maltopen-
taose. These reaction products suggest that this enzyme may
hydrolyses both α-1,6- and α-1,4-glucosidic linkages (52). 

B. ORGANIC ACIDS METABOLISM

Citrate and malate are the most abundant organic acids in
plants. Citrate metabolism is important in fermented dairy
products while malate metabolism is important in wine.

The organisms responsible for citrate metabolism in
starter cultures are leuconostoc and Cit+ lactococci. Citrate
is hydrolyzed to oxaloacetate and acetate by citrate lyase.
Citrate lyase is inducible in leuconostocs and constitutive
in Cit+ lactococci (53). The oxaloacetate is decarboxylated
to pyruvate, which can undergo several further transforma-
tions to diacetyl, acetoin, and 2,3-butylene glycol (54).

Malic acid is fermentable by lactic acid bacteria. Both
homolactics and heterolactics are able to decarboxylate
malic acid to lactic acid and CO2. Minimal CO2 produc-
tion has been ascribed a beneficial role in maintaining
anaerobiosis in sauerkraut. In cucumber fermentation,
CO2 production causes bloater damage. The decarboxyla-
tion of malic acid is undesirable in cucumber fermenta-
tion. Lb. plantarum produces most of CO2 during
cucumber juice fermentation via the decarboxylation of
malic acid (55). Strains of L. plantarum that do not decar-
boxylate malic acid (MDC�) might improve cucumber
fermentation. Some MDC� mutants have been obtained
through N-methyl- N�-nitro-N-nitrosoguanidine mutagen-
esis of MDC+ parent strains. These mutants did not pro-
duce significant amounts of CO2 when they fermented
cucumber juice containing native malate (56). 

C. BIOGENIC AMINES BIOSYNTHESIS

Fermented vegetables usually contain small amounts of bio-
genic amines. An excessive intake of biogenic amines may
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cause food poisoning. Biogenic amines may also be consid-
ered carcinogens because of their ability to react with nitrites
to form potentially carcinogenic nitrosamines (57). Most
biogenic amines present in fermented vegetables are formed
by the action of microorganisms through the decarboxyla-
tion of amino acids during fermentation. Sauerkrauts and
sauerkraut-like products are popular fermented vegetables in
many countries. Thus, sauerkraut could represent an impor-
tant source of biogenic amines in daily diets. The biogenic
amine content in commercial sauerkraut products is approx-
imate 540 mg/kg (58). The main biogenic amines in sauer-
kraut are histamine, tyramine, putrescine and cadaverine
derived from histidine, tyrosine, ornithine, and lysine,
respectively. Biogenic amine formation in the initial stage of
a spontaneous fermentation is correlated with the growth of
Leu. mensenteroides. Pedicoccus species are also responsi-
ble for the formation of biogenic amines. It was observed
that the production of histamine was associated with the vig-
orous growth of the Pedicoccus species (32). Lb. plantarum
starter cultures were able to suppress the formation of tyra-
mine, putrescine, and cadaverine by raising the pH to
impede the growth of biogenic amine producers (59). Hence,
it is possible to decrease the biogenic amine content in fer-
mented vegetables by using lactic acid bacteria inoculates.

VI. STARTER CULTURE IMPROVEMENT

In vegetable fermentation starter cultures with certain
beneficial bacteria are desirable. Cultures with desirable
characteristics can be achieved through genetic modifica-
tions. Artificial mutagenesis and DNA recombination
techniques are two available methods to generate geneti-
cally modified strains. 

References on using mutagenesis to improve starter
cultures for the vegetable fermentation are rare. One (60)
of these researches describes procedures to obtain L. plan-
tarum mutants that have lost the ability to decarboxylate
malic acid (MDC�) from the parent strain (MDC+). In this
research, the parent strain was mutagenized with 
N-methyl-N�-nitro-N-nitrosoguanidine, and the derived
mutants were then screened with designed media to select
the MDC� mutants (60). The MDC� mutants do not pro-
duce CO2 from the degradation of malic acid. When using
MDC� culture in cucumber fermentation, the cucumbers
were shown to be less susceptible to bloating (61).
Another research involving mutation involved cultivating
variant L. delbrueckii strains that were able to tolerate
high concentration of lactic acid (62). Treatment with
ethyl methanesulfonate mutated the parent strain. The lac-
tic acid tolerant mutants were then selected using an accli-
mation and selection procedure. This procedure was
reported to be successful in consistently producing stable
mutants with enhanced lactic acid production capacity.

Recently the DNA recombinant technique has super-
seded classic mutagenesis in the field of industrial strain

improvement. In industrial food fermentation, new
genetic techniques have already been applied to lactic acid
bacteria to generate desirable starter cultures (63). No
customized genetically modified strains for vegetable fer-
mentation have yet been developed. However, some 
Lb. plantarum strains used as grass silage starters have
been genetically modified by introducing heterologous
genes to gain desirable attributes. Because Lb. plantarum
is also a dominant microorganism in the fermentation of
vegetables the genetic modification of the silage starter
Lb. plantarum will be a useful model for cultivating desir-
able vegetable fermentation cultures in the future. 

It has been customary to add soluble carbohydrate to
silage to facilitate rapid fermentation. If a starter with the
ability to hydrolyze cellulose was used in the fermentation
of silage, rapid fermentation might be achieved even with-
out adding carbohydrates. According to this thinking, a
genetically modified Lb. plantarum with the ability to
degrade cellulose was cultivated. An Lb. plantarum strain
was transformed by inserting the celE gene coding
endoglucanase from Clostridium thermocellum (64). A
transformed Lb. plantarum strain possessing endoglu-
canase activity may be useful in improving the fermenta-
tion of olives and cabbage by producing acids rapidly,
because this strain is able to supply mono- and disaccha-
rides through the hydrolysis of cellulose. 

A combination of polysaccharides metabolism and
lactic acid fermentation trait is desirable for a starter strain
to ferment plant material. For this objective, an Lb. plan-
tarum silage starter strain was transformed by electropora-
tion with plasmids containing an α-amylase gene from
Bacillus stearothermophilus and an endoglucanase gene
from Clostridium thermocellum (65). The transformed
Lb. plantarum is a turely cellulolytic and amylolytic silage
starter bacterium with the ability to produce lactic acid
from the fermentation of cellulose and starch materials. 

Increasing ethanol levels in lactic acid fermentation
may be valuable in developing vegetable juice products. A
strain of Lb. plantarum deficient in both D- and L-lactate
dehydrogenase activity was constructed by using a two
homologous recombination processes (66). Following
cloning a alcohol dehydrogenase gene and pyruvate
decarboxylase gene originating from Zymomonas mobilis
in this lactate dehydrogenase-negative strain resulted in an
ethanol production of more than 400 mM (almost 2%).
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I. INTRODUCTION

Fermentation is a process in which microorganisms, in the
absence of oxygen, generate energy by oxidizing carbohy-
drates and related compounds. It has been used since
ancient times as an important method for preserving food.
Vegetables, fruits, cereals, milk and other raw materials
have been treated in special ways in order to promote the
growth of beneficial microorganisms while inhibiting the
growth of deteriorating and pathogenic microorganisms.
Fermentation will preserve the food and enhance the taste,
aroma, texture and nutritional value of the product. The
preservation effect is the result of synthesis of lactic acid
and by heterofermentation also, acetic acids and, some
times, antimicrobial substances. Besides lowering the pH
level, the organic acids are also toxic for many microorgan-
isms. It is also important that the fermentable carbohydrates

are completely utilized by the fermenting microorganisms
and thereby made unavailable for the undesirable microor-
ganisms. In some product the addition of salt will increase
the shelf life of the products by lowering of the water activ-
ity. The natural habitats of lactic acid bacteria, yeast and
mold are most often plant materials. However, the type of
organisms can vary considerably [1], depending on type of
plant, climatic conditions, and available nutrients in the raw
material. During some fermentation (e.g., fermentation of
plant material such as cabbage, cucumbers, olives, soya
beans, and coffee), several different types of microorgan-
isms are required at the various stages of the fermentation
process. In other fermentations (e.g., production of yogurt
and beer), only a few different microorganisms are
required.

Even though the involvement of microorganisms and
their importance for the fermentation process was not
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known until relatively recently, it was found by practice
that for some fermentations the addition of a portion of a
previous fermentation was beneficial for the process. With
the utilization of pasteurization of the milk in the late 19th
century, it was discovered that bacteria was necessary for
the souring of milk for production of butter. In 1878,
Joseph Lister isolated a pure culture from sour milk and
named it Bacterium lactis [2]. Later Sigurd Orla-Jensen
(see Figure 177.1) classified this bacteria bacterium as
Streptococcus lactis (see Figure 177.2) [3]; today it is clas-
sified as Lactococcus lactis subsp. Lactis [4]. In the late
19th century Vilhelm Storch (see Figure 177.1) in
Denmark, Herman Weigmann in Germany and H.W. Conn
in USA [5] independently introduced the addition of pure
cultures to milk in order to improve fermentation. In 1896
Storch was granted a USA patent on production of starter
cultures. The Danish pharmacist Chr. D. A. Hansen (see
Figure 177.1) pioneered the production of commercial
starter cultures as he initiated the production of liquid and
dried cultures as early as the late 1880s. Most of the bac-
teria used for milk fermentations were named lactic acid
bacteria (LAB) because they mainly produce lactic acid by

their catabolism of the milk sugar (lactose) and because
they were used to start or begin the fermentation, they were
termed starters or starter cultures [6].

A breakthrough in the history of wine occurred when
Louis Pasteur described “life without oxygen” and of
brewing fermentation when Emil Christian Hansen (see
Figure 177.3) at Carlsberg brewery (Copenhagen) in the
late 19th century isolated a pure yeast culture from single
cells. Alfred Jørgensen (see Figure 177.3), another Dane,
managed to introduce pure yeast cultures as starter cul-
tures in brewing all over the world. For wine making the
concept of inoculating wine fermentations with pure yeast
starter cultures was introduced by Müller-Thurgau in
1890 and in 1965 the first commercial dried starter cul-
tures were produced for a large Californian winery [7]. In
1920 the “fed-batch” process was introduced for the pro-
duction of baker’s yeast and that resulted in a significant
increase in the industrialised production of baker’s yeast
[8]. The involvement of molds (mycelial fungi) in food
fermentation goes back to the first records on blue and
white molded cheeses. The first records for the production
of well-known cheeses such as Gorgonzola and Roquefort
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FIGURE 177.1 Photos of the Danish scientists Vilhelm Storch (1837–1918), Sigurd Orla-Jensen (1870–1949), and Chr. D.A. Hansen
(1843–1916) important for isolation, identification and classification of lactic acid bacteria and their utilization as starter cultures.



is dated to 879 and 1070 respectively [8]. Eventually, the
cultures involved in the fermentation were purified and
starter cultures are now commercially available for cheese
and meat even though not developed to a great extent. 

Over the years the concept of utilization of starter cul-
tures for the production of fermented food, especially 
of bread, beer, fermented milk products and cheeses, and
for the production of sausages has gained increased
attention.

II. FERMENTATION PROCESSES

Fermentations can basically be performed either by spon-
taneous fermentation, by back-slopping or by addition of
starter cultures. By spontaneous fermentation the raw
material, and its initial treatment, will encourage the
growth of an indigenous flora [9]. For most spontaneous

fermentations a microbial succession takes place, quite
often LAB will initially dominate followed by various
species of yeasts. Molds will only grow aerobically which
limits their occurrence in certain types of fermented prod-
ucts. LAB produce lactic acid and other antimicrobial
substances that will inhibit the growth of harmful bacteria,
along with reducing the sugar content and, thereby, pro-
longing the shelf-life of the product. Yeasts mostly pro-
duce aroma components and alcohols [10]. When molds
are involved in the fermentation they generally contribute
by producing both intra- and extracellular proteolytic and
lipolytic enzymes which highly influence the flavour and
texture of the product [8].

In back-slopping, a part of a previous batch of a
fermented product is used to inoculate the new batch. This
procedure produces a higher initial number of beneficial
microorganisms than found in raw material and ensures a
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Streptococcus lactis 
(now Lactococcus lactis) 
Agar stab 30°C 

Thermobacterium lactis  
(now Lactobacillus delbrueckii subsp. lactis)
Agar streak, 1 day 40°C 

Thermobacterium helveticum
(now Lactobacillus helveticus)  
Whey, 2 day 40°C 

Streptobacterium casei 
(Lactobacillus casei ) 
Agar streak, 2 days, 30°C 

Streptobacterium plantarum 
(now Lactobacillus plantarum)
Agar streak, 2 days, 30°C 

Bifidobacterum longum  
Agar streak 1 day, 40°C 

FIGURE 177.2 Micrographs of different lactic acid bacteria made by S. Orla-Jensen in 1919 (From ref. [3]). The magnification is
1000 times.



faster and more reliable fermentation than occurs in
spontaneous fermentation. This procedure probably also
favors the growth of bacteria producing antimicrobial
substances, ensuring the growth of the same bacteria every
time. Examples of back-slopping are home-made fermenta-
tion of milk, vegetables and cereals. Industrial production
of sourdough bread is often also done by back-slopping; a

sample of the previous days sourdough is used to inoculate
a new batch of dough [8]. 

Addition of starter cultures is most often used when it
is possible to inactivate the indigenous flora by heat
treatment of the raw material, permitting the growth of
only the added starter microorganisms. However, it is not
always possible to heat treat the raw material (e.g., fruits
and vegetables) without influencing the texture of the
final product [11]. Nevertheless, the addition of starter
cultures—especially those containing a bacteriocin-
producing strain alone or in combination with selected
bacteriocin-resistant strains––may in fermentations of
plants yield a greater possibility that the desirable flora
will dominate in the fermentation [12–14]. Starter cul-
tures can basically be classified as shown in Table 177.1. 

Single strain starter cultures are primarily used for
yeasts and molds in the production of beer and wine, and
LAB for the production of a few dairy products, sausages
and sauerkraut. Multiple starter cultures are used for dairy
products, sourdough, sausages and wine. Mixed unde-
fined bacterial starter cultures, also called traditional or
artisanal starters [15], are primarily used in the dairy
industry and in sourdough production.

III. BACTERIAL STARTER CULTURES

A. INTRODUCTION

Starter cultures can also be classified according to their
optimal growth temperature as shown in Table 177.2. The
most important bacteria for food fermentation are desig-
nated lactic acid bacteria (LAB). They are gram-positive
rods or cocci, non-spore formers, catalase negative, oblig-
atory fermentative, microaerophilic, usually non-motile
bacteria having extensive growth requirements. They pro-
duce mainly lactic acid from glucose fermentation. The
first classification of LAB was made in 1919 made by S.
Orla-Jensen (see Figure 177.2) [3]. However, utilization
of DNA technology and molecular typing methods has
had a great impact on the taxonomy of bacteria and has
led to a great deal of taxonomic revision. Table 177.3
shows a list of common LAB which have received new
names within the last two decades. Table 177.4 shows the
genera into which the LAB are presently divided. Table
177.4 also shows which pathways LAB use for fermenta-
tion of glucose.

Homofermentative LAB mainly makes lactic acid as
their final product, whereas heterofermentative LAB
makes equal amounts of lactic acid, acetic acid and CO2.
Other bacteria like Acetobacter, Bifidobacterium,
Micrococcus, and Staphylococcus are also used as starter
cultures for food and beverage fermentations;
Brevibacterium and Propionibacterium are used as sec-
ondary or adjunct cultures. Some Lactobacillus species
are also used as adjunct cultures.
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Emil Chr. Hansen 

 
Alfred Jørgensen 

FIGURE 177.3 Photos of the Danish scientists Chr. Emil
Hansen (1842–1909) and Alfred Jørgensen (1848–1925) signif-
icant for isolation of a pure culture of yeast and its utilization as
starter cultures within brewing.



B. CULTURES FOR MILK FERMENTATION

The utilization of starter cultures in industrial milk fer-
mentation is widespread. The most important starter cul-
tures are the LAB. These cultures often consist only of

mesophilic or thermophilic LAB, however, mixtures can
also occur. Mesophilic starter cultures originate from
North and East Europe. They consist primarily of
Lactococcus lactis subsp. cremoris (L. cremoris),
Lactococcus lactis subsp. lactis (L. lactis), Lactococcus
lactis subsp. lactis biovar. diacetylactis (L. diacetylactis),
Leuconostoc mesenteroides subsp. cremoris and
Leuconostoc lactis. Especially, L. cremoris and L. cre-
moris are capable of rapid acidification of milk. 
L. diacetylactis, Leuconostoc mesenteroides subsp. cre-
moris and Leuconostoc lactis can catabolize citrate into
CO2 and diacetyl. CO2 is responsible for the production of
holes in the cheeses, while diacetyl, the characteristic fla-
vor of butter, is important for the flavor of many cheeses
and fermented milk products. The diacetyl producing
organisms are often called the aroma producers or L. lac-
tis subsp. lactis (citrate +). Lactobacillus paracasei and
Lactobacillus casei are the most frequent mesophilic lac-
tobacilli found in many cheeses and are in some cases
used as adjunct cultures [16–19]. Lactobacillus rhamno-
sus, Lactobacillus plantarum and Lactobacillus curvatus
are also found in many chesses [17,18,20]. The dairy pro-
pionibacteria Propionibacterium shermanii and
Propionibacterium freudenreichii are used in some Swiss
type cheeses such as Emmental, Gruyère and Comté, in
which they slowly catabolize lactate to propionate, acetate
and CO2. This is important for the production of holes and
taste of the cheeses [20,21]. Micrococcacaceae and
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TABLE 177.1
Definitions of Starter Cultures

Name Contains

Single strain starter A single well defined strain with known 
technological properties 

Multiple starter cultures 2–6 well defined strains with known techno-
logical properties 

Mixed strain starter An unknown number of undefined strains

TABLE 177.2
Types of Starter Cultures

Type Optimum Temperature Typical Growth Temperature

Mesophilic 25–34°C 18 to 30°C
Thermophilic 37–44°C 40 to 44°C

TABLE 177.3
Name Changes of Common Lactic Acid Bacteria
Resulting from Taxonomic Reversions*

New Names Old Names

Carnobacterium divergens Lactobacillus divergens
Carnobacterium piscicola Lactobacillus carnis
Lactobacillus delbrueckii Lactobacillus bulgaricus

subsp. bulgaricus
Lactobacillus delbrueckii Lactobacillus lactis

subsp. lactis
Lactobacillus rhamnosus Lactobacillus casei subsp. rhamnosus 
Lactobacillus sakei Lactobacillus sake and most strains of 

Lactobacillus bavaricus
Lactobacillus sanfranciscensis Lactobacillus sanfrancisco
Lactococcus lactis subsp. Streptococcus cremoris

cremoris
Lactococcus lactis subsp. lactis Streptococcus lactis
Lactococcus lactis subsp. Streptococcus diacetylactis

lactis biovar. diacetylactis
Leuconostoc mesenteroides Leuconostoc citrovorum

subsp. cremoris
Leuconostoc mesenteroides

subsp. dextranicum Leuconostoc dextranicum
Oenococcus oeni Leuconostoc oeni
Streptococcus thermophilus Streptococcus salivarius subsp. 

thermophilus
Tetragenococcus halophilus Pediococcus halophilus
Weissella confusa Lactobacillus confusus
Weissella paramesenteroides Leuconostoc paramesenteroides

* Not all of these listed bacteria are used as starter or adjunct cultures;
some have only been isolated from fermented food and beverage prod-
ucts. An updated list is present on http://www.bacterio.cict.fr.

TABLE 177.4
Genera of Lactic Acid Bacteria

Number Sugar 
Name Old Name of Species Fermentation

Lactococcus lactic or group 5 Homo
N Streptococcus

Enterococcus1 faecal Streptococcus 14 Homo
Streptococcus2 39 Homo 
Leuconostoc Betacoccus 9 Hetero
Oenococcus Leuconostoc 1 Hetero
Pediococcus 6 Homo
Tetragenococcus Pediococcus 1 Homo
Lactobacillus >60 Group I: Homo

Group II:
Facultative 

hetero3

Group III: Hetero
Carnobacterium Lactobacillus 6 Homo
Weisella 1 previously  7 Hetero

Leuconostoc,
5 previously 
Lactobacillus

1 Several are pathogenic.

2 Many are pathogenic.

3 Ferment glucose by the homofermentative pathway and pentoses and
6-P-glyconate by the heterofermentative pathway.



Brevibacterium are used as surface flora in various
chesses [22], they are important for cheese ripening.

Different types of mixed starter cultures have been
developed. The composition of the different mesophilic
starter cultures, and examples of products for which they are
used is shown in Table 177.5. The most abundant cheese
produced is cheddar cheese. It is commonly produced by the
use of a multiple strain starter culture of Lactococcus lactis
subsp. cremoris and Lactococcus lactis subsp. lactis with or
without Streptococcus thermophilus. However, a mixed 
O-culture, TK5, has also been developed [23,24]. 

Thermophilic cultures originate from South and East
Europe. They consist mainly of Streptococcus thermophilus,
Lactobacillus delbrueckii subsp. bulgaricus and lactis, and
Lactobacillus helveticus. The thermophilic LAB are used for
rapid acidification or as adjuncts in cheeses. Streptococcus
thermophilus, Lactobacillus delbrueckii subsp. bulgaricus
and some Lactobacillus delbrueckii subsp. lactis catabolize
lactose into lactate and galactose, which may be secreted.
The residual galactose can give problems (e.g., growth of
undesirable bacteria) in cheese and influences the browning
of pizza cheese. Lactobacillus helveticus can use galactose
as a carbon source and thereby remove the residual galac-
tose. Furthermore, some strains of Lactobacillus helveticus

are very proteolytic, thereby influencing the taste and texture
of cheese [25,26]. Thermophilic LAB can also produce
acetaldehyde, which is the characteristic flavor of yogurt.
The composition of these starter cultures varies. Both
defined single or multiple starter strain cultures and mixed
undefined cultures are used. Mozzarella and yogurt is com-
monly produced by single or multiple strain starters which
contain one or more S. thermophilus and Lactobacillus del-
brueckii subsp. bulgaricus strains, but many cooked cheeses
are produced with mixed cultures. They are used either as
milk cultures or whey cultures, with or without rennet.
Thermophilic cultures and some examples of their products
are shown in Table 177.6. 

Other cheeses or fermented milk products are made
with both mesophilic or thermophilic LAB starter cul-
tures, or by addition of other LAB such as Enterococcus
faecium, Lactobacillus acidophilus or other genera of
bacteria (e.g., Bifidobacterium). Yeast and mold can
also be added. Table 177.7 gives examples of dairy
products provided with different combinations of
microor-ganisms. 

1. Starter Culture and Bacterophage

One of the disadvantages of using pure bacterial starter cul-
tures is that they are more sensitive to bacteriophages than
undefined mixed starters [23] or indigenous flora, where
there will always be strains present that can survive phage
attack and continue fermentation. Lactic acid fermentations
of milk for cheese production are especially susceptible to
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TABLE 177.6
Composition of Different Thermophilic Cultures and
Some Examples of Their Products

Organisms Products

Streptococcus thermophilus* Yogurt 
Lactobacillus delbrueckii subsp. bulgaricus
+/- Lactobacillus helveticus#

Streptococcus thermophilus, Mozarella cheese
+/- Lactobacillus delbrueckii subsp. bulgaricus Pizza cheese 

or Lactobacillus helveticus Provolone
Streptococcus thermophilus* Emmental, Comté,

Gruyère Jarslberg
+/- Lactobacillus delbrueckii subsp. lactis Hartkäse,

Berg-Alpkäse
+/- Lactobacillus helveticus Pecorino Romano
Streptococcus thermophilus* Gorgonzola
+ Lactobacillus delbrueckii subsp. lactis Bleu de Bresse

or Lactobacillus helveticus# Bleu de Gex
Fourme d’Ambert

* some of the Streptococcus thermophilus ought to be classified as
Streptococcus macedonicus in the future.

# a Gal- variant of Lactobacillus helveticus previous designated
Lactobacillus jugurti is sometimes used for yogurt and Gorgonzola.

TABLE 177.5
Composition of Different Types of Mesophilic Starter
Cultures and Some Examples of Their Products

Type Organisms Composition Products

O Lactococcus lactis subsp. lactis 5–10% Cheddar
Lactococcus lactis subsp. cremoris 90–95% Cottage

cheese
Feta
Quarg

L Lactococcus lactis subsp. lactis 5–10% Lactic butter
Lactococcus lactis subsp. cremoris 80–90% Feta
Leuconostoc mesenteroides subsp. 

�
5–10% Cheddar

cremoris
Leuconostoc lactis

D Lactococcus lactis subsp. lactis 5–10% Lactic butter
Lactococcus lactis subsp. cremoris 70–85%
Lactococcus lactis subsp. lactis

biovar. diacetylactis 10–20% 
DL Lactococcus lactis subsp. lactis 5–10% Continental

cheese 
Lactococcus lactis subsp. cremoris 60–80% (with eyes)
Lactococcus lactis subsp. lactis 10–20% Mold

biovar. diacetylactis ripened
cheese  

Lactic butter
Leuconostoc mesenteroides

�
5–10% Cultured

subsp. cremoris buttermilk
Leuconostoc lactis Creme

fraiche,
ymer



phages and special precautions have to be taken in order to
exclude them. The use of phage resistant starter cultures, a
high level of cleaning and sanitation, use of closed vats
equipped with filters, specially designed pipelines, equip-
ments and facilities, minimal access of persons and high
personal hygiene are all recommended to achieve this. In
this way it was possible to use a mixed O-culture, TK5, for
production of cheddar cheese in Denmark for 11 years
before bacteriophages able to inhibit acidification appeared
[27,28]. Unfortunately, the phages became so virulent that
after 12 years of production it was not possible to use the
TK5 starter culture any longer in the dairy [23].

C. CULTURES FOR FERMENTATION OF VEGETABLES,
FRUITS AND GRAINS

Plant fermentations involve either lactic acid, acetic acid or
alcoholic fermentation or a combination of these fermenta-
tion types. In alcoholic fermentation it is mainly yeast
(Saccharomyces cerevisiae) and fungi (Aspergillus oryzae)
that participate; however, lactobacilli and Pediococcus can
also be involved. This fermentation is described in more
detail in this chapter section IV. Acetic acid fermentation,
used for production of vinegar, is a two stage fermentation
process, in which the first stage includes an alcoholic fer-
mentation followed by the oxidization of ethanol via
acetaldehyd to acetic acid [29]. The typical raw materials are
grapes, potatoes or rice. Different subspecies of Acetobacter
(A. acati, A. pasteurianus and A. hansenii) and
Gluconobacter oxydans are used for vinegar production.
Pure cultures are not widely employed in the acetic acid fer-
mentation industry [29,30]. Interestingly, Nanda et al. [31]
found that the Acetobacter strain responsible for the rice
vinegar “Komesu” and “Kurosu” spontaneously established
an almost pure culture during its long production time. 

Traditional fermentations of vegetables, fruits and
grains most often include a lactic acid fermentation
involving many different species of LAB which are active
at different stages of the fermentation process; this is 
followed by fermentation by yeast and mold [30,32–34].

Lactobacillus plantarum and Leuconostoc mesenteroides
are the major microorganisms, however, many other LAB
e.g. Lactobacillus species and Pediococcus may be
involved. 

Fermentation of vegetables is difficult to control [35]
because it depends on the quality of the raw material, the
harvesting condition and the temperature, which are vital
in providing the optimal conditions for growth of the
desirable microorganisms. The addition of salt, either as
dry salt (2–3% w/v) or in solution (4–10% w/v) (called
brining) and the creation of an anaerobic condition is
commonly the initial step in fermentation of vegetables.
One obstacle is that raw vegetables cannot normally be
pasteurized without adverse influence on the product tex-
ture [11]. Another issue is that vegetable fermentation
often relies on a very complex process in which many dif-
ferent bacteria succeed each other in very specific ways. 

Many different plant fermentations are commercially
produced [35] and most often on a small scale. Currently
only olives, pickled cucumbers, sauerkraut and kimchi are
industrially produced in economically important large
amounts [36]. Commonly, the fermentations are
performed by spontaneous fermentation or back-slopping.
In a few cases utilization of LAB as single-strain cultures
has been tried successfully. For production of sauerkraut,
Lactobacillus plantarum [37,38], Lactobacillus curvatus
[37], and Leuconostoc mesenteries alone [30] or
combined with Lactococcus lactis [39] have been tried.
Lactobacillus plantarum and Lactobacillus pentosus have
been used in olive fermentation [40–44]; Lactobacillus
plantarum [45–48], Lactobacillus pentosus [48],
Pediococcus pentosaceus [48] successfully for pickled
cucumbers. Examples of plant fermentations in which
starter cultures have been used are shown Table 177.8.

Different grains (e.g., maize, rice, sorghum [49–64])
and legumes (e.g., soybeans, lupins, peas, lentils [65] can be
fermented and most do not involve addition of starter cul-
tures, but are fermented by spontaneous fermentation or
back-slopping. However, starter cultures are used for pro-
duction of sourdough from wheat or rye [30]. They are used
as either single- or multiple-strains starters, with or without
the addition of yeast. The LAB used in starter cultures are
shown in Table 177.8. However, back-slopping using a
batch of dough derived from a previous fermentation to
inoculate the next batch of dough is still a common practice
in industrial production in Denmark, Finland and Germany.
Another way to start the fermentation is by addition of dried
dough [66]. Many different LAB (especially Lactobacillus
species) have been isolated from sour dough [67–69].

D. CULTURES FOR MEAT FERMENTATION

Starter cultures for meat fermentation are mainly used in
the production of fermented sausages. These cultures are
either single- or multiple-strain cultures of LAB and/or
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TABLE 177.7
Examples of Fermented Milk Products and the
Composition of Their Added Starter Cultures

Fermented Milk Products Microorganisms

Acidophilus milk DL starter, Lb. acidophilus
Villi DL starter, Geotricium candidum
Langfil D, L or DL culture
Cultura, AB-milk Lb. acidophilus, Lb. johnsonii, Lb.

gasseri, Bifidobacterium
Yogurt variants S. thermophilus, Lb. acidophilus
Yogurt variants S. thermophilus, Bifidobacterium
Gaio S. thermophilus, E. facium
Yakult Lb. casei



staphylococci. However, sausages may also be produced
without the addition of starter cultures and rely instead on
the indigenous microflora in the meat [70]. However,
starter cultures provide technological advantages such as
rapid and uniform acidification, good texture and slice-
ability, production of desirable flavor compounds,
enhanced safety [71,72], good color formation and stabil-
ity, and better control over the fermentation process.
Staphylococci are important for the aroma and color for-
mation and stability; LAB are central for the other prop-
erties. Because meat contains extremely low amounts of
sugar, the addition of carbohydrate influences the final
pH. There are two main types of sausages, the northern
European type in which the sausages are smoked and
dried, and the southern European sausages that are dried
with or without mold present [35]. Generally the sausages
from southern Europe are drier than the sausages from
northern Europe (semidry). Most fermentations are car-
ried out at 17–24°C, although variations occur. For exam-
ple, the American pepperoni sausages are fermented at
40°C. Table 177.9 shows which microorganisms are used
as starter cultures for the production of sausages.

IV. YEASTS USED AS STARTER CULTURES

A. INTRODUCTION

Yeasts are involved in both spontaneous and controlled
fermentations. For spontaneous fermentation processes
the yeasts are introduced by either the raw materials or via
the process equipment [74–76]. When yeast are used as
starter cultures, they are in general used as single cultures
and may be introduced either to initiate the fermentation

process or at a later stage in the fermentation to ensure
optimal aroma production and so forth. Most yeast
species are able to grow under both aerobic and anaerobic
conditions. However, some yeast species are specifically
respiratory yeasts whereas others are fermentative yeasts
for which respiration is repressed even at aerobic condi-
tions. Primarily, yeasts utilize carbohydrates as carbon
source, which are converted into alcohols and CO2 as well
as a number of secondary metabolites such as esters,
organic acids, aldehydes, ketones a.o. [77].

Yeasts involved in the fermentation of foods and bev-
erages belong primarily to the ascomycetous yeasts.
Among these, the most well described yeast species is
undoubtedly Saccharomyces cerevisiae. This species is
used worldwide for the production of bread, wine, beer,
cheese etc. and is overall the predominant starter culture
in use. Other important yeast species are Saccharomyces
pastorianus, used for production of lager beer, and
Debaryomyces hansenii, used for production of cheese
and fermented meat products. A microscopic picture of D.
hansenii cells is shown in Figure 177.4. Yeast species
other than the above mentioned are potential starter cul-
tures and do often occur in high numbers during sponta-
neous fermentations (Table 177.10). The evolvements of
DNA technologies and molecular typing techniques have
over the recent decades influenced significantly the taxo-
nomic position of many yeast genera and further reorgan-
izations are expected in the future. For a current
taxonomic description of yeast species the taxonomic
keys of Kurtzman and Fell [78] and Barnett et al. [79]
should be consulted.

The benefits obtained by moving from spontaneous
fermentations to controlled fermentations are many and,
therefore, there seems to be a growing interest in the use
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TABLE 177.8
Examples of Lactic Acid Bacteria Used as Starter
Cultures or Occurring Spontaneously in High
Number in Fermented Plant Material

Dominating Microorganisms or 
Raw Material Starter Culture Products

Cabbage Leuconostoc mesenteroides*, Sauerkraut
Lb. plantarum*, Lb. curvatus*,
Lb. brevis, P. cerevisiae

Cucumber Lb. brevis, P. cerevisiae¸ Salted/pickled
Lb. Plantarum*, Lb. pentosus*, P. cucumber
pentosaceus, yeast

Olives Lb. brevis, P. pentosaceus¸ Lb. Olives
plantarum*, Lb. pentosus, yeast

Fruit juice Lb. casei, Lb. plantarum, Fruit juice
Lb. xylosus, Lb. sakei

Wheat and rye Lb. sanfranciscensis*, Lb. brevis*, Sourdough
Lb. plantarum*, Lb. fermentum*,
Lb. fructivorans*, Lb. delbrueckii*,

* Have been used as starter culture.

TABLE 177.9
Examples of Fermented Meat Products and
Composition of their Added Starter Cultures

Products Microorganisms Comments

Semidry sausages Staphylococcus carnosus
+/- Lactobacillus pentosus 
+/- Pediococcus pentosaceus

Dry sausages Staphylococcus xylosus
+/- Pediococcus pentosaceus

Special cultures Lactobacillus pentosus
Lactobacillus sakei Bioprotection
Pediococcus pentosaceus
Pediococcus acidilactici High temperature
Pediococcus acidilactici 
Lactobacillus curvatus Enhanced safety
Lactobacillus plantarum [1,2]
Lactobacillus sakei [1,2]
Lactobacillus curvatus [1,2]

+/-, with or without.



of yeasts as purified starter cultures, not only in the con-
trol of existing fermentation processes but also in the
development of new food products. In controlled fer-
mentation, the habitat of the yeast species as well as the
various functions of different yeast species should be
taken into consideration as well as any probiotic prop-
erty [80] [81] or possible pathogenic hazard [82] [83].
Also the taxonomic position of the starter cultures must
be clarified and methods for typing at subspecies level
introduced.

Especially for brewing, wine and baker’s yeasts,
efforts have been made to improve the technological prop-
erties of the strains by formation of genetic modified
organisms (GMO). However, in most cases the GMOs
have not been used in industrial food fermentations due to
consumer resistance and statutory regulations [7].

B. BREWING YEASTS

The brewing industry has a long tradition of the use of sin-
gle starter cultures of brewing yeast based on single cell
cultures. Worldwide, up to a thousand different brewing
yeast cultures have been described. The brewing yeast
strains vary in their technological properties including
aroma production, rate and degree of attenuation, floccu-
lation, oxygen requirement and reproduction [84].
During brewing fermentation maltose is the most domi-
nant carbon source but sucrose, glucose, fructose and mal-
totriose will also be present and utilized. Brewing yeast
strains have been shown to vary in their ability to utilize
maltose and genotypic variations in their number of malt-
ose transporter genes have been reported [85]. 

Two types of Saccharomyces yeasts are involved in
beer fermentation: ale yeasts (also known as top ferment-
ing yeasts) and lager yeasts (also known as bottom fer-
menting yeasts) [84]. Ale yeasts have, since the last
century, been classified as S. cerevisiae, whereas lager
yeasts have been known under a variety of names such as

Saccharomyces carlsbergensis, Saccharomyces uvarum
and S. cerevisiae. The development of molecular typing
techniques has revealed several genetic differences
between ale and lager brewing yeasts [86–90], and
according to recent classifications, lager yeasts are now
considered to belong to Saccharomyces pastorianus [91]
even though they often are still referred to as
Saccharomyces carlsbergensis [92]. However, some con-
fusion still exists regarding the phylogenetic relationship
between lager yeasts and other yeast within the genus
Saccharomyces. It appears to be generally accepted that
lager yeasts are alloploid and contain parts of two diver-
gent genomes [93,94], one from S. cerevisiae and one
from another Saccharomyces species, most likely S.
bayanus [88,95,96] or to a specific strain of
Saccharomyces monacensis [92,97], which according to
recent taxonomic keys, now also belongs to S. pastori-
anus [91]. 

Starter cultures of S. cerevisiae have also been
reported to be used in the production of South African
sorghum beer [98] and in addition to its use as an indus-
trial starter culture S. cerevisiae has been isolated from a
variety of different indigenous spontaneously fermented
beers or beer-like beverages [75]. 

C. WINERY YEASTS AND YEASTS USED FOR THE

PRODUCTION OF DISTILLED ALCOHOLS

Traditionally, wine is produced by spontaneous fermenta-
tion and several yeast species have been reported to be
involved in the fermentation. The predominant microor-
ganisms on the grapes vary according to the grape variety,
climatic conditions, soil quality, development and physi-
cal quality of the grapes as well as the amount of fungi-
cides applied to the vineyards. Nevertheless, the
predominant yeast genera on grapes are reported to be
Kloeckera and Hanseniaspora, whereas Saccharomyces
cerevisiae is not observed or observed at only very low
concentrations on healthy undamaged berries. The yeast
genera associated with wine making include: Candida,
Cryptococcus, Debaryomyces, Dekkera (teleomorphic
form of Brettanomyces), Hanseniaspora (teleomorphic
form of Kloeckera), Kluyveromyces, Metschnikowia,
Pichia, Rhodotorula, Saccharomyces, Saccharomycodes,
Schizosaccharomyces and Zygosaccharomyces. Some of
these yeast genera are thought to be essential for the wine
fermentation, while others are regarded as transient organ-
isms. Due to the low pH and high sugar content of grape
juice a natural yeast selection will take place during spon-
taneous wine fermentation. At the early stages of the fer-
mentation yeast of the genera Candida, Hanseniaspora
and Kloeckera will dominate, followed by species of
Metschnikowia and Pichia. The latter stages of the fer-
mentation will be dominated by alcohol-tolerant strains of
S. cerevisiae [7]. 
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FIGURE 177.4 Cells of Debaryomyces hansenii. The magni-
fication is 1000 times.



Within the last decades there has been in wine-mak-
ing an increasing interest in the use of starter cultures and
today most large-scale productions are carried with starter
cultures of primarily S. cerevisiae. Several different phys-
iological variants of S. cerevisiae have been reported for
the production of different types of wine and S. bayanus
has been used as a starter culture especially for wine par-
tially produced at low temperatures (e.g., Sauternes,
Tokay, Muscat and Amarone) [99,100]. Recently, genera

other than Saccharomyces have been reported to be bene-
ficial in the production of wine in order to enhance the
taste and flavor of the wine [101] [102].

Yeasts are involved in the production of several spe-
cial other types of alcoholic beverages, besides wine,
including a large number of indigenous alcoholic bever-
ages produced by spontaneous fermentation [9]. In most
cases, the yeast species responsible for the fermentation is
S. cerevisiae. However, yeast species belonging to genera
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TABLE 177.10
Examples on Yeast Species Used as Starter Cultures or Occurring Spontaneously at High
Numbers in Fermented Products

Fermented Foods and Beverages Yeast Speciesa Products

Beer Saccharomyces cerevisiae* Ale, stout, porter,
Saccharomyces pastorianus* Pilsner 

Wine Saccharomyces cerevisiae* Red and white wine,
Saccharomyces bayanus* sherry
Candida spp. 
Hanseniaspora spp.

Kloeckera spp.
Metschnikowia spp.
Pichia spp.

Indigenous fermented beverages Saccharomyces cerevisiae* Kaffir beer,
Candida spp. plantain beer,
Galactomyces geotrichum (G. candidum) palm wine,
Hanseniaspora uvarum (K. apiculata) sugar cane wine, sake
Kluyveromyces africanus
Pichia spp.
Rhodoturula spp.
Saccharomyces spp.
Schizosaccharomyces pombe
Schizosaccharomyces japonicus
Torulaspora delbrueckii (C. colliculosa)

Distilled alcohol Saccharomyces cerevisiae* Whisky, rum,
Schizosaccharomyces pombe aquavit 

Bread Saccharomyces cerevisiae* Wheat bread,
Saccharomyces exiguous (C. holmii) rye bread

Cheese Debaryomyces hansenii (C. famata)* Surface-ripened cheeses,
Galactomyces geotrichum (G. candidum)* Camembert,
Saccharomyces cerevisiae* Gorgonzola and 
Yarrowia lipolytica (C. lipolytica) other blue veined cheeses
Kluyveromyces lactis (C. spherica)
Kluyveromyces marxianus (C. kefyr)

Fermented milk Galactomyces geotrichum (G. candidum)* “Villi,” kefir,
Candida spp. indigenous sour milk
Kluyveromyces marxianus (C. kefyr)
Saccharomyces unisporus
Saccharomyces spp.
Torulaspora spp.

Meat products Debaryomyces hansenii (C. famata)* Sausages,
Candida zeylanoides cured ham, bacon
Debaryomyces polymorphus
Pichia guilliermondii (C. guilliermondii)
Pichia membranifaciens (C. valida)
Cryptococcus spp.

a,* indicate that commercial starter cultures are available; anamorph form is given in parentheses.



other than Saccharomyces have been reported – for exam-
ple, for the production of sherry where a secondary fer-
mentation by so-called flor yeast occurs. At the early stage
of the secondary fermentation the yeast forms a surface
film on the top of the wine; several yeast species, includ-
ing Pichia anomala and Pichia membranifaciens yeast
have been reported to be involved in this secondary fer-
mentation. However, during the fermentation a microbial
succession takes place and S. cerevisiae is now believed to
be the most important flor yeast for sherry production
[103]. Non-Saccharomyces yeasts have been reported to
be especially involved in the early stages of indigenous,
spontaneously fermented beverages [104]. But, at the 
later stages of the fermentations S. cerevisiae will nearly
always dominate, as is the case for brewing of sake 
where isolates of S. cerevisiae, previously known as
Saccharomyces saké, is used [105]. For distilled alcohols
the vast majority of modern distilleries use starter cultures
of S. cerevisiae; exceptions are Schizosaccharomyces
pombe, used for production of specific spirits and lactose-
fermenting yeasts, used in the production of neutral spirit
from whey [106]. 

D. BAKER’S YEAST

Baker’s yeast is traditionally used throughout Europe and
the United States as starter culture for the production of a
large variety of wheat-based breads. In Scandinavia and
the northern part of Europe, sourdough bread made from
rye by back-slopping is also popular. The European tradi-
tion for production of bread seems to have spread now all
over the world, including Southeast Asia and Africa [8]. In
all cases the dominant yeast used as starter culture is
Saccharomyces cerevisiae Meyen ex. E.C. Hansen, as
described by Vaughan-Martini and Martini [91] and
Barnett et al. [79]. As an alternative baker’s yeast
Saccharomyces exiguus has been used [107]. 

Baker’s yeast is produced as a bulk product. The
global yearly production amount to 2 million tons and a
yearly growth of approximately 4% has been reported
[108]. The propagation of baker’s yeast is based on a 
fed-batch process characterized by aerobic conditions and
low carbohydrate concentrations [109]. Except for the
utilisation of carbohydrates, optimization of baker’s
yeasts seems to focus on other aspects quite different from
those of brewing yeasts. Also, the number of commer-
cially available baker’s yeast appears to be limited com-
pared to brewing yeasts. Beside efficient utilization of
maltose, maltotriose and other fermentable carbohydrates
present in the dough, the important technological proper-
ties of baker’s yeasts appear to be biomass yield, forma-
tion of CO2, influence on dough structure, aroma
formation and a high resistance to stress conditions such
as oxidative stress, drying, freezing and thawing
[8,110,111]. The latter results in a demand for high yeast

concentrations of trehalose as a protective agent [112].
Also, the ability of the yeast strains to adapt, from the
conditions during propagation and production, to the con-
ditions in the dough needs to be considered [109]. 

Types of fermented cereals other than traditional
wheat bread are seen especially in areas where European
style bread is not traditionally produced as e.g. in a great
part of Africa. Examples of indigenous fermented cereals
are products based on fermented maize, millet and
sorghum. These products are most often produced by
spontaneous fermentation where S. cerevisiae is the dom-
inant yeast species, in co-existence with LAB especially
[9,50,74,113].

E. YEASTS USED FOR DAIRY PRODUCTS

For dairy products yeasts are mainly used in cheese pro-
duction but may also be involved in the production of fer-
mented milk. Yeasts are primarily used as single-starter
cultures but many products are still produced by 
back-slopping or spontaneous fermentation. A mixture
between the used starter culture and a dominant indige-
nous flora is also seen in many dairy products. Yeasts are
in most cases used as secondary starter cultures in order to
enhance the aroma production or to facilitate the growth
of other microorganisms. In general the functions of
yeasts during cheese production and their influence on the
cheese quality are poorly investigated [114]. 

The occurrence and functions of yeasts have been
especially studied for the production of surface ripened
cheeses such as Brick, Limburger, Port Salut, Taleggio,
Tilsitter, Trappist, and the Danish Danbo cheese. The
surface smear of these cheeses is found to consist of a
mixed flora comprising both yeasts and bacteria. For
cheese such as the Danish Danbo, the osmotolerant yeast
Debaryomyces hansenii has been found almost exclu-
sively [76], whereas in other types of surface ripened
cheeses, yeasts such as Candida zeylanoides, Yarrowia
lipolytica, Kluyveromyces lactis and others have been
found [115–117]. The yeasts initiate the ripening
process by degradation of lactate, thereby increasing the
pH on the cheese surface and allowing the growth of a
more acid-sensitive bacterial flora comprising, amongst
others, Brevibacterium linens [118]. It should be men-
tioned that the species D. hansenii has been divided into
two varieties, D. hansenii var. hansenii and D. hansenii
var. fabryii [119]; apparently the predominant variety
seen in cheese production is D. hansenii var. hansenii
and isolates of this variety have been introduced as
starter culture [76,118]. K. lactis has further been found
to occur in high numbers in soft cheeses such as
Camembert [20]. S. cerevisiae has also been used as a
starter culture in the production of especially
Gorgonzola, but it apparently also occurs spontaneously,
together with other yeasts, as an integral part of the
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microflora of both blue-veined cheeses and some types
of soft cheeses [20,120]. Saccharomyces cerevisiae has
been reported to stimulate mycelial growth and conidia
formation of Penicillium roqueforti as well as influenc-
ing aroma formation and having some proteolytic activ-
ity [120,121]. 

Even though previously considered as a mold,
Galactomyces geotrichum (Geotrichum candidum) is now
considered as a yeast species [122] and will be considered
as such in the following. G. geotrichum is associated with
milk and the dairy environment. It is known as a starter
culture for several types of mold-ripened cheeses (e.g.,
Camembert), surface ripened cheeses and cheeses as the
French St. Albray. On the other hand, G. geotrichum has
also been shown to be a potential spoilage organism. 
G. geotrichum is sometimes used in combination with
other microorganisms such as Penicillium camemberti or
Brevibacterium linens for the production of surface-
ripened cheeses.

Even though not used as a starter culture in the dairy
industry, Yarrowia lipolytica is often found in soft, blue
veined and surface-ripened cheeses. Y. lipolytica is char-
acterized by having a quite pronounced lipolytic and 
proteolytic activity [123] that might be difficult to control
if used as a starter culture for cheese production.
Furthermore, Y. lipolytica is known to produce brownish
pigments in cheeses.

For fermented milk yeasts within the genera Candida,
Galactomyces, Kluyveromyces, Saccharomyces and
Torulaspora are generally used [124]. G. geotrichum
(G. candidum) is used as commercial starter culture in the
production of viili, a Scandinavian fermented milk prod-
uct and Saccharomyces unisporus and Kluyveromyces
marxianus (Candida kefyr) are used as commercial starter
cultures in the production of milky kefir. S. cerevisiae has
also been reported to be involved in the fermentation of a
number of indigenous African fermented milk products
known under names such as amasi, nono and rob
[125,127]. 

F. YEASTS USED FOR MEAT PRODUCTS

The use of yeasts in the fermentation of meat products is
not well developed. An exception is the use of the osmo-
tolerant yeast D. hansenii for the production of sausages
and a few other meat products [128]. D. hansenii is aero-
bic and, therefore, primarily found on the outer parts of
the fermented meat products; its depletion of oxygen has
a color stabilizing effect. Further, D. hansenii is reported
to have proteolytic activity against sarcoplasmic proteins
and several peptides [128] and to have lipolytic activity
against pork fat [129]. Several meat products, including
high quality products such as Parma and Serano ham, are
still spontaneously fermented and yeasts are also involved

in these types of fermentation. In addition to D. hansenii,
Candida zeylanoides has been found to be involved in the
ripening of Iberian dry-cured ham [130], C. zeylanoides
and Pichia membranifaciens in British sausages [131] and
Cryptococcus laurentii, Cryptococcus humicolus,
Debaryomyces polymorphus and Pichia guilliermondii in
Portugese cured ham and bacon [132].

V. MOLDS USED AS STARTER CULTURES

A. INTRODUCTION

In Europe starter cultures of molds are primarily used for
the production of cheese and meat, and worldwide the
production of a variety of indigenous foods is based on
spontaneous mold fermentations (Table 177.11). Molds
only grow in the presence of oxygen which limit their
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TABLE 177.11
Examples of Mold Species Used as Starter Cultures or
Occurring Spontaneously at High Numbers in
Fermented Products

Fermented Foods 
and Beverages Mold Speciesa Products

Cheese Penicillium roqueforti* Roqueforti,
Penicillium camemberti* gorgonzola,

Danish blue,
camembert

Meat Penicillium camemberti* Meat sausage,
Penicillium chrysogenum* dry cured ham
Penicillium nalgiovense*
Penicillium aurantiogriseum
Penicillium commune 
Penicillium olsonii
Penicillium solitum
Eurotium rubrum

Wine Botrytis cinerea Sauternes, Tokay
Indigenous Aspergillus oryzae* Soy sauce,

fermented foods Aspergillus sojae* tempe,
Actinomucor spp. Chinese soybean
Mucor spp. paste (“sufu” or
Rhizopus oligosporus “furu”), Japanese
Rhizopus oryzea “miso” and 
Rhizopus spp. “shoyu”

Fermented fish Aspergillus penicillioides Indonesian dried 
Aspergillus wentii salted fish
Eurotium rubrum

Indigenous Aspergillus oryzae Sake, Chinese,
fermented beverages Aspergillus spp. Indian and Thai

Mucor spp. spirits, wine and 
Rhizupus spp. beers

a,* indicate that commercial starter cultures are available.



applications. In general molds are known as effective pro-
ducers of enzymes and their proteolytic and lipolytic
activities are often high; several molds also have extracel-
lular glycoamylase activity. Furthermore, molds are
known to produce a variety of different aroma compounds
of which the best known are alcohols and organic acids.
Molds preferentially grow on carbohydrates but may also
grow in protein-rich media without carbohydrates in
which they use amino acids as carbon source [133]. The
taxonomy of molds is primarily based on their micromor-
phology and growth characteristics on different media,
but their production of secondary metabolites can also be
used as taxonomic characters [134]. Unfortunately, DNA
technology and the use of molecular typing techniques
have not developed as fast for molds as for yeasts and the
typing of molds used as starter cultures is still based pri-
marily on phenotypic criteria. A taxonomic description of
food borne fungi is given by Samson et al. [135].

B. MOLDS USED FOR DAIRY PRODUCTS

The use of such molds as Penicillium roqueforti and
Penicillium camemberti has a long history in the produc-
tion of cheese and their use as starter cultures goes back to
the beginning of 19th century. Penicillium roqueforti is
used as a secondary starter culture in the production of
blue-veined cheeses but it may also occur spontaneously in
a number of other foods and for some types of cheeses it is
regarded as a contaminant. The fact that P. roqueforti is
able to grow at high NaCl and low O2 concentration and at
a relative high CO2 concentration makes it suitable for the
production of blue-veined cheese. During cheese matura-
tion P. roqueforti produces a number of extracellular pep-
tidases and proteinases that are mainly responsible for the
extensive proteolysis of blue-veined cheese. Large differ-
ences in proteolytic [136] and lipolytic activity [137] have
been reported between different commercial strains of P.
roqueforti. The lipolytic enzymes especially seem to be
responsible for the characteristic flavor and taste of blue-
veined cheeses through their production of high concen-
trations of methyl ketones [137]. P. camemberti is used as
a starter culture for the production of Camembert and sim-
ilar types of surface-ripened cheeses, and is highly
restricted to the production of cheese and is seldom
observed in other foods or in the environment [8]. 
P. camemberti is able to grow on the cheese surface due to
its high NaCl tolerance. On the cheese surface, it degrades
lactate, resulting in an increased pH. When the lactate is
depleted, the proteinases from P. camemberti then degrade
casein, resulting in a further increase in pH and the release
of ammonia. Besides its pronounced proteolytic activity,
P. camemberti also produces lipases that are involved in
aroma formation. Figure 177.5 shows the mycelial growth
of P. camemberti on a soft cheese surface.

C. MOLDS USED FOR MEAT PRODUCTS

The use of molds as starter cultures for fermentation of
meat is mainly concentrated in such European regions as
Italy, Spain, France, Germany and Hungary. Penicillium
spp. are mainly involved in the fermentation and the meat
products produced typically are sausages and ham.
Common molds used for fermentation of meat include
Penicillium nalgiovense, Penicillium chrysogenum and
Penicillium camemberti [8,138,139]; but also other species
might be used. Penicillium commune and Penicillium
olsonii have been reported to be involved in the sponta-
neous fermentation of Spanish meat sausage [140],
Penicillium aurantiogriseum in the fermentation of dry
sausages [141] and a variety of Penicillium spp. including
Penicillium aurantiogriseum, P. chrysogenum, P. com-
mune, Penicillium echinulatum and Penicillium expansum
have been found during spontaneous fermentation of dry-
cured Iberian ham [142]. For the latter, nontoxigenic
strains of P. chrysogenum have been recommended as
starter cultures [142]. Eurotium rubrum and Penicillium
solitum were found to be the dominant species during pro-
duction of traditional Tyrolean smoked and cured ham
[143]. Aspergillus spp. are not used as starter cultures for
meat fermentation but may be observed during production
of cured ham where they can grow at low water activity.

Besides influencing the appearance, molds contribute
to the characteristic aroma and flavor of the product 
by production of extracellular proteinases and lipases
[144]. Also, the molds inhibit the growth of unwanted
microorganisms and have an antioxidative effect. Strains of
both P. chrysogenum and P. nalgiovense are known peni-
cillin producers and the latter, at least, has been shown to be
able to produce penicillin when growing on meat surfaces
and to secrete it into the product [145]. Therefore, starter
cultures of molds must be carefully analyzed by both chem-
ical and biological tests to ensure that they do not form nei-
ther penicillin nor mycotoxins in the product [139].
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FIGURE 177.5 Growth of Penicillium camemberti on a soft
cheese surface. The magnification is 250 times.



D. MOLDS IN WINE PRODUCTION

Molds are not used as starter culture for wine production,
but the growth of Botrytis cinerea may be required for the
production of certain types of wine. In general the growth of
B. cinerea is unwanted, as it will rot the grapes. However,
for the production of sweet white wine such as French
Sauternes and Hungarian Tokay, the development of B.
cinerea on the matured grapes is required and known as
“noble or vulgar rot;” this results in overripening and dehy-
dration leading to increased sugar content in the grapes.
Also, the growth of B. cinerea adds a characteristic flavor to
the wine produced from these grapes. Specific environmen-
tal conditions such as alternating dry and humid periods are
required for reaching the perfect stage of maturation and the
development of B. cinerea [146,147]. Biological control of
the growth of B. cinerea on matured grapes has been
obtained by use of the yeast Pichia membranifaciens; its
antagonistic effect against B. cinerea appears to be related to
its secretion of exo- and endo-β-1,3-glucanases [148].

E. MOLDS USED FOR FERMENTATION OF

INDIGENOUS FERMENTED FOODS AND

BEVERAGES

The most well known indigenous fermented products,
where molds are involved in the fermentation, are proba-
bly soy sauce and tempeh. Soy sauce is of Chinese or
Japanese origin and is produced by an initial solid stage
mold fermentation of equal parts of cooked soybeans and
roasted and crushed wheat, inoculated with conidia of
Aspergillus oryzae and Aspergillus sojae. After fermenta-
tion for 3 days the material is placed in brine (22–25%
(w/v) NaCl) for 6–8 month. During this phase halophilic
LAB and yeasts (Zygosaccharomyces rouxii) occur either
spontaneously or are added as starter cultures. Finally, the
soy sauce is harvested by pressing and is then pasteurized.
Tempeh originates from Java and Indonesia and is a 
solid-stage mold fermentation of soaked and cooked soy-
beans or other leguminous seeds or cereals. After boiling
and cooling, the beans are inoculated with Rhizopus
oligosporus and Rhizopus oryzae and packed. After fer-
mentation for 24–48 hr the beans are tighten together due
to mycelial growth. The fresh tempeh can be eaten after
cooking or frying [146]. Other examples of indigenous
mold fermented foods are sufu or furu, a Chinese soybean
pasta produced by Actinomucor spp., Mucor spp. or
Rhizopus spp. [149], and Japanese miso and shoyu pro-
duced by Aspergillus oryzae and Aspergillus sojae [150].
Xerophilic molds such as Eurotium rubrum, Aspergillus
wentii and Aspergillus penicillioides have also been
reported to be involved in the fermentation of Indonesian
dry salted fish [151].

Especially in the Asia, species of Aspergillus, Mucor
and Rhizopus are used as amylase producers for fermented

beverages that are based on rice or wheat [150]. An exam-
ple is the production of sake in which spores of Aspergillus
oryzae are used to breakdown starch to fermentable carbo-
hydrates that are then converted to alcohol by S. cerevisiae.
Similarly, Aspergillus spp., Mucor spp. and Rhizopus spp
are used in the production of Chinese, Indian and Thai
spirits, wines and beers [152]. 
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I. INTRODUCTION

The availability of fermented foods has a long history
among the different cultures. Acceptability of fermented
foods also differs because of cultural habits. A product
highly acceptable in one culture may not be so acceptable
by consumers in another culture. The number of fermented
food products is countless. Manufacturing processes of
fermented products vary considerably owing to variables
such as food group, form, and characteristics of final prod-
ucts; kind of ingredients used; and cultural diversity. It is
beyond the scope of this chapter to address all the manu-
facturing processes used to produce fermented foods.
Instead, this chapter is organized to address fermented
food products based on food groups such as dairy, meat,
cereal, soy, and vegetables. Within each food group, man-
ufacturing processes of typical products are addressed.
This chapter is only an introduction to manufacturing
processes for selected fermented food products. Readers
should consult the references below and other available lit-
erature for detailed information.

II. FERMENTED DAIRY PRODUCTS

A. INGREDIENTS AND KINDS OF PRODUCTS

Fermented dairy products are commonly produced in
milk-producing countries and by nomadic peoples. These
products are highly acceptable in these cultures. They
have been gradually accepted by other cultures because of
cultural exchange. It is generally accepted that most fer-
mented dairy products were first discovered and devel-
oped by nomadic peoples. The production of a fermented
dairy product nowadays can be a highly sophisticated
process. However, the production of another fermented
dairy product can still be conducted in a fairly primitive
manner in another location. The quality of a fermented
dairy product varies due to the milk, microorganisms, and
other ingredients used in the manufacturing process.
Many factors affect the gross composition of milk (15, 32,
34, 55, 62). The factors most significant to the processing
of milk products are breed, feed, season, region, and herb
health. Reviews of animals’ milk are available in the liter-
ature. Table 178.1 lists the approximate composition of
cow’s milk (15, 32, 34, 48, 55, 62). In industrial countries,
milk composition is standardized to meet a country’s
requirements. However, it is understood that the require-
ments in one country may not be the same as those in
another; thus, the composition may vary for the same
product. International agreements to standardize some

products are now available. However, products produced
in different locations still can vary because of microor-
ganisms and culturing practices used in their production.

Fermented dairy products can be grossly divided into
three big categories: cheeses, yogurts, and fermented liq-
uid milks. Within each of these categories, there are 
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TABLE 178.1
Approximate Composition of Milk

Average Average Content
Content in Range in Dry Matter

Components Milk (% w/w) (% w/w) (% w/w)

Water 87.1 85.3–88.7
Solid-not-fat 8.9 7.9–10.0 (69)
Fat in dry matter 31 22–38 (31)
Lactose 4.6 3.8–5.3 36
Fat 4 2.5–5.5 31
Protein 3.25 2.3–4.4 25
Caesin 2.6 1.7–3.5 20
Mineral substances 0.7 0.57–0.83 5.4
Organic acids 0.17 0.12–0.21 1.3
Miscellaneous 0.15 1.2

Source: References 15, 32, 34, 48, 55, 62.

TABLE 178.2
Kinds of Fermented Dairy Products with Examples

Kinds Examples

Fermented Liquid Milks
Lactic fermentation Buttermilk, Acidophillus,
With alcohol and lactic acid Kefir, Koumiss
With mold and lactic acid Villi
Concentrated Ymer, Skyr, Chakka

Yogurts
Viscous/liquid Yogurt
Semisolid Strained yogurt
Solid Soft/hard frozen yogurt
Powder Dried yogurt

Cheeses
Extra hard Parmesan, Romano, Sbrinz
Hard with eyes Emmental, Gruyere, Swiss
Hard without eyes Cheddar, Chester, Provolone
Semi-hard Gouda, Edam, Caerphilly
Semi-hard, internally

mold ripened Roquefort, Blue, Gorgonzola
Semi-soft, surface-ripened

with bacteria Limburger, Brick, Munster
Soft, surface mold ripened Brie, Camebert, Neufchatel
Soft, unripened Cream, Mozzarella, US-Cottage

Source: References 15, 32, 34, 48, 55, 62.
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subcategories. Table 178.2 presents examples for each of
these categories (15, 32, 34, 48, 55, 62).

In the manufacturing of fermented dairy products,
various ingredients such as the milk itself, microorgan-
ism(s), coagulants, salt, sugar, vitamins, buffering salts,
bleaching (decolorizing) agents, dyes (coloring agents),
flavoring compounds, stabilizers, and emulsifiers may be
used. The use of these ingredients in fermented liquid
milks, yogurts, and natural and processed cheeses are
summarized in Table 178.3 (15, 32, 34, 48, 55, 62).

Various microorganisms such as lactic acid bacteria,
yeasts, and molds are used in the manufacturing of fer-
mented dairy products to produce the various characteris-
tics in these products. Table 178.4 lists some of the more
common dairy microorganisms and their uses in fer-
mented liquid dairy products, yogurts, and cheeses (12,
31, 49).

Cultures of the different microorganisms are available
in various forms, such as liquid, frozen, or freeze-dried.
Examples of their usage in the manufacturing of fer
mented dairy products are listed in Table 178.5 (15, 32,
34, 48, 55, 62 ).

Because the starter cultures are available in various
forms, the preparation steps for these cultures, before

inoculation, are different. Table 178.6 lists some of the
preparation procedures used in the industry for different
forms of starter cultures (15, 32, 34, 48, 55, 62).

Different microorganisms have different temperature
requirements for their optimum growth and functioning.
Some fermented dairy products, such as mold-ripened
cheeses, may require more than one microorganism to
complete the manufacturing process. These molds func-
tion best during the long ripening period and therefore
have standard incubation temperatures in the refrigerated
range. This is also true for some cheeses that require long
ripening periods. Microorganisms requiring higher incu-
bation temperatures are used in the production of fer-
mented liquid milks that require only a short incubation
time. Table 178.7 lists some of the dairy microorganisms
used in some products and their incubation temperatures
(12, 17, 31, 35, 42, 52, 54).

B. CHEESES

Cheeses can be classified into different categories based
on their moisture, the way the milk is processed, and the
types of microorganisms used for the ripening process
(Table 178.8) (15, 32, 48).
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TABLE 178.3
Ingredients for Fermented Dairy Food Production

Fermented Liquid Natural Processed
Ingredients Milk Products Yogurt Cheese Cheese Products

Milk
Raw Optional Optional Optional Optional
Standardized (fat and milk solids) Preferred Preferred Preferred Preferred
Milk powders Optional Optional Optional Optional

Microorganisms
Starter bacteria Required Required Required Required
Mold Optional Optional Optional Optional
Yeast Optional Optional Optional Optional
Genetically modified microorganisms Optional Optional Optional Optional

Coagulant
Rennet Preferred Preferred Preferred Preferred
Acid Optional Optional Optional Optional
Microbial protease(s) Optional Optional Optional Optional

Common salt (sodium chloride) No No Required Required
Sugar Optional Optional No No
Vitamins Preferred Preferred Preferred Preferred
Buffering salts (calcium chloride Optional Optional Optional Optional

hydroxide phosphates, sodium
or potassium phosphates)

Bleaching (decolorizing) agents No No Optional Optional
Antimicrobial agents Optional Optional No Preferred
Dyes (coloring agents) No No Optional Optional
Flavoring compounds (spices, spice Optional Optional Optional Optional

oils, fruits, fruit flavors, artificial smoke)
Stabilizers No Preferred No Preferred
Emulsifiers Optional Optional No Preferred

Source: References 15, 32, 34, 48, 55, 62.



178-4 Handbook of Food Science, Technology, and Engineering, Volume 4

TABLE 178.4
Some Common Organisms Used in Fermented Milk Products

Fermented
Microorganisms Buttermilk Cream Milk Yogurt Kefir Cheese

Bifidobacterium bifidum X X X

Enterococcus durans X

Enterococcus faecalis X

Geotrichum candidum X

Lactobacillus acidophilus X

Lactobacillus casei X

Lactobacillus delbrueckii X X X

subsp. bulgaricus

Lactobacillus heleveticus X

Lactobacillus kefir X

Lactobacillus lactis X

Lactobacillus lactis X X

biovar. diacetylactis

Lactobacillus lactis X X X

subsp. cremoris

Lactobacillus lactis X

subsp. lactis

Lactobacillus lactis X

var. hollandicus

Leuconostoc mesenteroidis X

subsp. cremoris

Leuconostoc mesenteroides X

subsp. dextranicum

Propionibacterium freudenreichii X

subsp. shermanii

Penicillium camberberti X

Penicillium glaucum X

Penicillium roqueforti X

Streptococcus thermophilus X X

Source: References 12, 31, 49.

TABLE 178.5
Dairy Starter Cultures

Physical Form Usage

Liquid cultures in skim milk or whole milk For inoculation of intermediate cultures

(antibiotic free)

Liquid culture—frozen For inoculation of intermediate cultures

For inoculation into bulk cultures

Dried culture—from normal liquid culture For inoculation of intermediate culture

Spray dried cultures For inoculation into bulk cultures

For direct-to-vat inoculation

Frozen cultures in special media For inoculation into bulk cultures

(frozen at �40°C) For direct-to-vat inoculation

Frozen concentrated culture For inoculation into bulk cultures

(in sealed containers at �196°C) For direct-to-vat inoculation

Single strain lypholized cultures For inoculation into bulk cultures

(in foil sachets with known activity) For direct-to-vat inoculation

Source: References 15, 32, 34, 48, 55, 62.



In the processing of cheese, the amount of curd used
for each block of cheese to be made differs considerably,
(Table 178.9) (15, 32, 34, 35, 42, 48, 52, 54). Harder
cheeses have much larger blocks than the soft cheeses.
This may be due to the ease of handling after ripening.

Cheeses are packaged in different forms to satisfy
consumer consumption patterns and, to some extent, to
be compatible with the way the cheese is ripened and for
marketing purposes. The various packaging materials are
selected to protect the cheeses in a sanitary condition,
extend shelf life, and delay the deterioration of the final
products. Table 178.10 lists some of the requirements of

cheese packaging materials (15, 17, 34, 42, 48, 52, 54,
55, 62).

All cheeses produced must be coagulated from accept-
able milk to form curd, followed by removal of the whey.
Most cheeses are made from standardized and pasteurized
milk. Nonpasteurized milk is also used in some exceptional
cases, provided they do not carry pathogens. The majority
of cheeses are made from cow’s milk. Milks from other ani-
mals are also used for specialty products. The coagulation
process is conducted through the addition of coagulant (ren-
nin or chymosin) and incubation of appropriate lactic acid
bacteria in milk to produce enough acid and appropriate pH
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TABLE 178.6
Types of Starter Cultures and Their Preparation Prior to Usage

Kinds Preparation Steps Timing

Regular starter culture Preparation of starter culture blanks 8:00 a.m.
Storing milk blanks 11:00 a.m.
Activating lypholized culture powder 3:00 p.m.
Daily mother culture preparation 3:00 p.m.
Semibulk and bulk starter preparation 3:00 p.m.

Frozen culture and bulk starter application Store frozen culture at �40°C or less
Warm to 31°C and use directly

Reconsitituted milk or whey-based starter Reconstitution 8:00 a.m.
Heating and tempering 8:30 a.m.
Inoculating and incubating 10:00 a.m.

Bulk starter from ultrafiltrated milk Ultrafiltration 1:00 p.m.
Heating and tempering 3:30 p.m.
Inoculating and incubating 5:00 p.m.

Source: References 15, 32, 34, 48, 55, 62.

TABLE 178.7
Temperature Requirements and Acid Production for Some Dairy Microbes

General Maximun
Standard Temperature Titratable Acidity

Microorganisms Product Groupa for Incubation,°C Produced in Milk, %

Bacteria
Bifidobacterium bifidum 1 36–38 0.9–1.0
Lactobacillus acidophilus 1 38–44 1.2–2.0
Lactobacillus delbrueckii 1 43–47 2.0–4.0

subsp. bulgarius
Lactobacillus lactics 2 22 0.9–1.0

subsp. cremoris
Lactobacillus subsp. lactis 2 22 0.9–1.0
Leuconostoc mesenteroides 2 20 0.1–0.3

subsp. cremoris
Streptococcus durans 2 31 0.9–1.1
Streptococcus thermophilus 2 38–44 0.9–1.1

Molds
Penicillium roqueforti 3 11–16 NA
Penicillium camerberti 3 10–22 NA

Source: References 12, 17, 31, 35, 42, 49, 52, 54.
a Product group: 1 = yogurt, 2 = fermented liquid milk, 3 = cheese.



for curdling the milk. After the casein is recovered, it is
salted and subjected to fermentation, with or without inoc-
ulation with other microorganisms to produce the desirable
characteristics of the various cheeses. Variations in the 

different manufacturing steps a wide variety of cheeses with
various characteristics. Table 178.11 summarizes the basic
steps in the cheese manufacturing process (12, 15, 31, 32,
34, 42, 48, 52, 54, 55, 62). Table 178.12 summarizes the
ripening conditions for various cheeses. Selected examples
are introduced below to provide an overview of the com-
plexity of cheese manufacturing (12, 15, 31, 32, 34, 42, 48,
49, 50, 52, 54, 55, 62).

1. Cottage Cheese Manufacturing

Cottage cheese is a product with very mild fermentation
treatment. It is produced by incubating (fermenting) the
standardized and pasteurized skim milk with the starter
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TABLE 178.8
Classification of Cheese According to Moisture Content, Scald Temperature, and
Method of Ripening

Hard Cheese (Moisture 20–42%; Fat in Dry Matter, 32–50%, Minimum)
Low Scald, Medium Scald, High Scald, Plastic Curd,

Lactic Starter Lactic Starter Propionic Eyes Lactic Starter or 
Propionic Eyes

Gouda Cheddar Parmesan Provolone
Cheshire Svecia Beaufort Mozzarella

Semi-Hard Cheese (Moisture 45–55%; Fat in Dry Matter, 40–50%, Minimium)
Lactic Starter Smear Coat Blue-Veined Mold
St. Paul Limburg Roquefort
Lanchester Munster Danablue

Soft Cheese (Moisture >55%; Fat in Dry Matter, 4–51%, Minimum)
Acid-Coagulated Smear Coat or Surface Mold Normal Lactic Starter Unripened Fresh

Surface Mold
Cottage cheese Brie Camembert Quarg Cottage 

(USA) (UK)
Quesco-Blanco Bel Paese Neufchatel Petit Suisse York

Source: References 15, 32, 48.

TABLE 178.9
Approximate Weight of Cheese Varieties

Cheese Variety Approximate Weight (kg)

Hard to Semi-Hard or Semisoft
Wensleydale 3–5
Caerphilly 3–6
White Stilton 4–8
Single Gloucester 10–12
Leichester 13–18
Derby 14–16
Sage Derby 14–16
Cheddar 18–28
Cheshire 20–22
Dunlap 20–27
Double Gloucester 22–28
Lancashire 22

Internally Mold-Ripened (Blue-Veined) Cheese
Blue Wensleydale 3–5
Blue Vinney 5–7
Blue Stilton 6–8
Blue Cheshire 10–20

Soft Cheese
Colwich 0.25–0.50
Cambridge 0.25–1.0
Melbury 2.5

Source: References 15, 32, 34, 35, 42, 48, 52, 54.

TABLE 178.10
Requirements of Cheese Packaging Materials

Low permeability to oxygen, carbon dioxide, and water vapor
Strength and thickness of film
Stability under cold or warm conditions
Stability to fats and lactic acid
Resistance to light, especially ultraviolet
Ease of application, stiffness, elasticity
Ability to seal and accept adhesives
Laminated films to retain laminated
Low shrinkage or aging unless shrinkage is a requisite
Ability to take printed matter
Should not impart odors to the cheese
Suitability for mechanization of packaging
Hygienic considerations in storage and use
Cost effectiveness as a protective wrapping

Source: References 15, 17, 34, 42, 48, 52, 54, 55, 62.



lactic acid bacteria to produce enough acid and appropriate
pH for the curdling of milk. The curd is then recovered and
washed, followed by optional salting and creaming. The
product is then packed and ready for marketing. No further
ripening is required for this product. This is different from
most fermented cheeses that require a ripening process.
Table 178.13 lists the various steps involved in the produc-
tion of cottage cheese (15, 34, 42, 48, 52, 55, 62).

2. Cheddar Cheese Manufacturing

Cheddar cheese is a common hard cheese without eyes used
in the fast-food industry and in the household. Its production
process is characterized by a requirement for milling and
cheddaring of the curd. This cheese can be ripened with a
wax rind or rindless (sealed under vacuum in plastic bags.)
It is also categorized into regular, mild, or sharp based on the
aging period (45–360 days). The longer the aging period,
the sharper the flavor. It is packaged as a large block or in
slices. Table 178.14 lists the basic steps in the manufactur-
ing of cheddar cheese (15, 34, 42, 48, 52, 55, 62).

3. Swiss Cheese Manufacturing

Swiss cheese is also a common cheese used in the fast-
food industry and in the household. It is characterized by
having irregular eyes inside the cheese. These eyes are
produced by Propionicbacterium freudenreichii subsp.
shermanii, which produces gases trapped inside the block
of cheese during fermentation and ripening. A cheese with
eyes like Swiss cheese has become the icon for cheese in
graphics. Swiss cheese is also characterized by its propi-
onic acid odor. The salting process for Swiss cheese uti-
lizes both the dry- and brine-salting processes. Like
cheddar cheese, it can be categorized into regular, mild,
and sharp, depending on the length of the curing process.
Table 178.15 lists the basic steps in the manufacture of
Swiss cheese (15, 34, 42, 48, 52, 55, 62).

4. Blue Cheese

Blue cheese is characterized by its strong flavor and by
blue mold filaments from Penicillium roqueforti inside the
cheese. It is commonly consumed as cheese or made into
a salad dressing. In the manufacturing of blue cheese, as
in that of Swiss cheese, salting is accomplished by the
application of dry-salting and brining processes. It is char-
acterized by a cream bleaching step to show off the blue
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TABLE 178.11
Basic Cheese Making Steps

Standardize cheese milks
Homogenize cheese milks
Heat-treat or pasteurize cheese milks
Add starter
Add color and additives
Coagulation/Curdling:

Cut coagulum/curd
Stir and scald
Wash curd cheese

Salt cheese
Press cheese
Coat, bandage, and wrap cheese
Let cheese ripen
Package for retail
Store

Source: References 12, 15, 31, 32, 34, 42, 48, 49, 52, 54, 55, 62.

TABLE 178.12
Cheese Ripening Conditions

Storage Relative

Types of Period Temperature Humidity

Cheese (days) (°C) (%)

Soft 12–30 10–14 90–95
Mold ripened 15–60 4–12 85–95
Cooked, e.g., Emmental

Cold room 7–25 10–15 80–85
Warm room 25–60 18–25 80–85

Hard, e.g., Cheddar 45–360 5–12 87–95

Sources: References 12, 15, 31, 32, 34, 42, 48–50, 52, 54, 55, 62.

TABLE 178.13
Basic Steps in Making Cottage Cheese

Standardize skim milk
Pasteurize milk with standard procedure and cool to 32°C
Inoculate with Active Lactic Starter, Add Rennet, and Set Curd:

Rennet addition—at 2 ml single strength (prediluted, 1:40) per 1000
kg milk within 30 minutes of starter addition

Specifications Short Set Medium Set Long Set
Starter concentration 5% 3% 0.5%
Temperature of milk set 32°C 27°C 22°C
Time from setting to cutting 5 hr 8 hr 14–16 hr

Final pH and whey titratable acidity—4.6 and 0.52%, respectively
Cut curd with 1.3, 1.6, or 1.9 cm wire cheese knife
Cook Curd:

Let curd cubes stand for 15–30 minutes and cook to 51–54°C at
1.7°C per 10 minutes

Roll the curds gently every 10 minutes after initial 15–30 minute wait
Test curd firmness and hold 10–30 minutes longer to obtain proper

firmness
Wash Curd:

First wash with 29°C water temperature
Second wash with 16°C water temperature
Third wash with 4°C water temperature

Drain washed curd (by gravity) for about 2.5 hours
Salt and cream at 152 kg creaming mixture per 454 kg with final

0.5–0.75% salt content and 4% fat content (varies with products and
optional)

Package in containers
Storage at refrigerated temperature

Source: References 15, 34, 42, 48, 52, 55, 62.



mold filament with a lighter background and by needling
the block of curd to spread the blue mold filaments. It also
has a soft and crummy texture due to the needling process
and to the gravity draining procedure used to drain the
curd. The curing period of two to four months is shorter
than for hard cheeses. Its shelf life of two months is also
shorter than that of its harder counterparts. Table 178.16
lists the basic steps in the manufacture of blue cheese (15,
34, 42, 48, 52, 55, 62).

5. American Style Camembert Cheese

American style camembert cheese is categorized as a soft
cheese. It is characterized by a shell of mold filament on the
surface produced by Penicillium camembertii. Brie cheese
is a similar product. Addition of annatto color is optional.
Like blue cheese, it is gravity drained. Therefore it has a
soft, smooth texture. This cheese is surface salted and has a
total curing period of three weeks before distribution. It is
usually cut into wedges and wrapped individually for direct

consumption. Table 178.17 lists the basic steps in the man-
ufacture of American style camembert cheese (15, 34, 42,
48, 52, 55, 62).

6. Feta Cheese Manufacturing

Feta cheese is a common cheese in the Mediterranean
countries. It is a soft cheese characterized by its brine cur-
ing (maturation) process, which is not common in cheese
making. Instead, it has a similarity to the manufacture of
sufu (Chinese fermented tofu, see below in this chapter).
Like other soft cheese, the curing period is only two to
three months. Table 178.18 lists the basic steps in the
manufacture of Feta cheese (50).

C. YOGURT

Yogurt can be considered as a curdled milk product. 
Plain yogurt is yogurt without added flavor, stabilizer, or
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TABLE 178.14
Basic Steps in Making Cheddar Cheese

Standardize cheese milk.
Homogenize milk.
Pasteurization and additional heating of milk.
Cool milk to 31°C.
Inoculate milk with lactic starter (0.5–2% active mesophilic lactic

starter).
Add rennet or other protease(s)—198 ml single strength (1:15,000)

rennet per 1000 kg milk. Dilute the measured rennet 1:40 before use. 
Agitate at medium speed.
Set the milk to proper acidity—25 minutes.
Cut the curd using 0.64 cm or wider wire knife. Stir for 5 minutes at

slow speed.
Cook the curd at 38°C for 30 minutes with 1°C for every 5 minute

increment. Maintain temperature for another 4–5 minutes and 
agitate periodically at medium speed.

Drain the curd at 38°C.
Cheddar the curd at pH 5.2–5.3.
Mill the curd slabs.
Salt the curd at 2.3–3.5 kg salt per 100 kg curd in three portions in 30

minutes.
Waxed Cheddar Cheese:

Hoop and press at 172 kPa for 30–60 seconds then 172–344 kPa
overnight.

Dry the cheese at 13°C at 70% RH for 2–3 days.
Paraffin the whole cheese at 118°C for 6 seconds.

Rindless Cheddar Cheese:
Press at 276 kPa for 6–18 hours.
Prepress for 1 minute, followed by 45 minutes under 686 mm vacuum.
Remove and press at 345 kPa for 60 minutes.
Remove and vacuum seal in bags with hot water shrinkage at

93°C for 2 seconds.
Ripen at 85% RH at 4°C for 60 days or longer, up to 9–12 months,

or at 3°C for 2 months then 10°C for 4–7 months, up to 6–9
months.

Source: References 15, 34, 42, 48, 52, 55, 62.

TABLE 178.15
Basic Steps in Making Swiss Cheese

Standardize cheese milk to 3% milk fat—treatment with H2O2-catalase
optional.

Pasteurize of the milk.
Inoculate with Starters:

Streptococcus thermophilus, 330 ml per 1000 kg milk
Lactobacillus delbruechii subsp. bulgaricus, 330 ml per 1000 kg

milk
Propionibacterium freudenreichii subsp. shermanii, 55 ml per 1000

kg milk
Add rennet, 10–20 minutes after inoculation—154 ml single-strength

(1:15,000) rennet extract per 1000 kg milk, prediluted 1:40 with tap
water before addition. Stir for 3 minutes.

Let milk set (coagulate) for 25–30 minutes.
Cut the curd with 0.64 wire knife; let stand undisturbed for 5 minutes;

stir at medium speed for 40 minutes.
Cook the curd slowly to 50–53°C for about 30 minutes and stir at

medium speed, then turn off steam and continue stirring for 30–60
minutes with pH reaching 6.3–6.4.

Allow the curd to drip for 30 minutes.
Press the curd—with preliminary pressing, then at 69 kPa overnight.
Salt the Curd:

First salting—in 23% salt brine for 2–3 days at 10°C
Second salting—at 10–16°C, 90% RH. Wipe the cheese surface

from the brine soaking, then sprinkle salt over cheese surface
daily for 10–14 days

Third salting—at 20–24°C, 80–85% RH. Wash cheese surface
with salt water and sprinkle with dry salt 2–3 times weekly for
2–3 weeks

Rinded Block Swiss Cheese:
Cure—at 7°C or lower (USA) or 10–25°C (Europe) for 4–12

months.
Package in container and store at cool temperature.

Rindless Block Swiss Cheese:
Wrap or vacuum pack the blocks.
Cure stacked cheese at 3–4°C for 3–6 weeks.
Store at cool temperature.

Sources: References 15, 34, 42, 48, 52, 55, 62.



coagulant. Its acceptance is limited to those who really
enjoy eating it. With the development of technology, other
forms of yogurt, such as flavored and sweetened yogurt,
stirred yogurt, yogurt drinks, and frozen yogurt, are now
available. Its popularity varies from location to location. It
is considered as a health food when active or live cultures
are added to the final product. Table 178.19 lists the basic
steps involved in the manufacture of yogurt. Table 178.3,
presented earlier, should also be consulted for reference to
other ingredients (9, 58).

Most commercially produced yogurt and its products
contain sweeteners, stabilizers, or gums (Table 178.20);
fruit pieces; natural and synthetic flavors (Table 178.21);
and coloring compound (Table 178.22) (9, 58).

Different countries also have different standards on
the percent fat and percent solids-not-fat (SNF) contents
in their yogurt products (Table 178.23) (9, 58).

The different variables described above make the sit-
uation complicated. The term “yogurt” in one country
may not have the same meaning in another country. This
creates difficulties for international trade. Consensus or
agreement among countries, and proper labeling are
needed to identify the products properly.
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TABLE 178.16
Basic Steps in Making Blue Cheese 

Milk Preparation:
Separate cream and skim milk.
Pasteurize skim milk by HTST, cool to 30°C.
Bleach cream with benzoyl peroxide (optional) and heat to 63°C for

30 seconds.
Homogenize hot cream at 6–9 mPa and then 3.5 mPa, cool, and mix

with pasteurized skim milk.
Inoculate milk at 30°C with 0.5% active lactic starter. Let stand for 1

hour.
Add rennet—158 ml single strength (prediluted 1:40) per 1000 kg

milk. Mix well.
Let Coagulate or set, 30 minutes.
Cut curd with 1.6 cm standard wire knife.
Cook curd at 30°C, let stand 5 minutes, and then agitate every 5

minutes for 1 hour. Whey should have 0.11 to 0.14 titratable acidity.
Drain whey by gravity for 15 minutes.
Inoculate with Penicillium roqueforti spores—2 kg coarse salt and 28 g

P. requeforti spore powder per 100 kg curd followed by thorough
mixing. Add food grade lipase (optional).

Salting:
First salting—dip the curd in 23% brine for 15 minutes, then press

or mold at 22°C, turning every 15 minutes for 2 hours and every
90 minutes for rest of day.

Second salting—salt cheese surface everyday for 5 days at 16°C,
85% RH.

Final dry salting or brine salting in 23% brine for 24–48 hours. Final
salt concentration about 4%.

Incubate for 6 days at 16°C, RH 
Wax and needle air holes or vacuum pack and need air holes.
Mold filament development in air holes at 16°C for 6–8 days.
Cure at 11°C and 95% RH for 60–120 days.
Cleaning and Storing:

Strip off the wax or vacuum packaging bag.
Clean cheese, dry, and repack in aluminum foil or vacuum packaging

bags.
Store at 2°C.

Product shelf life—2 months.

Source: References 15, 34, 42, 48, 52, 55, 62.

TABLE 178.17
Basic Steps in Making American Style Camembert
Cheese

Standardize milk.
Homogenize milk.
Pasteurize milk at 72°C for 6 seconds.
Cool milk to 32°C.
Inoculate with 2% active lactic starter followed by 15–30 minutes acid

ripening to 0.22% titratable acidity. 
Add annatto color at 15.4 ml per 1000 kg milk (optional).
Add rennet —220 ml single-strength (prediluted 1:40) rennet per

1000 ml, then mix for 3 minutes and let stand for 45 minutes.
Cut curd with 1.6 cm standard wire knife.
Cook curd at 32°C for 15 minutes with medium speed stirring.
Drain curd at 22°C for 6 hours with occasional turning.
Inoculate with Penicillium camemberti spores by spray gun on both

sides of cheese once.
Press and mold curd by pressing for 5–6 hours at 22°C without any

weight on surface.
Surface salt cheese; let cheese stand for about 9 hours.
Cure—at 10°C, 95% RH for 5 days undisturbed, then turn once and

continue curing for 14 days.
Packaging, Storage, and Distribution:

Wrap cheese and store at 10°C, 95–98% RH for another 7 days.
Move to cold room at 4°C and cut into wedges, if required, and

rewrap.
Distribute immediately.

Source: References 15, 34, 42, 48, 52, 55, 62.

TABLE 178.18
Basic Steps in Making Feta Cheese 

Standardize milk with 5% fat, enzyme treated and decolorized.
Homogenize milk.
Pasteurize by standard procedure and cool to 32°C.
Inoculate with 2% active lactic starter as cheddar cheese and allow to

ripen for 1 hour.
Add rennet at 198 ml single-strength rennet (prediluted, 1:40) per 1000

kg milk and let set for 30–40 minutes.
Cut the curd with 1.6 cm standard wire knife and let stand 15–20 minutes.
Allow curd to drip for 18–20 hour at 12–18 kg on 2000 cm2, with pH

and titratable acidity developed to 4.6 and 0.55%, respectively.
Prepare cheese blocks of 13 � 13 � 10 cm each.
Salt in 23% salt brine for 1 day at 10°C.
Can and box cheese blocks in 14% salt brine (sealed container).
Cure for 2–3 months at 10°C.
Soak cured cheese in skim milk for 1–2 days before consumption to

reduce salt.
Yield—15 kg/100 kg of 5% fat milk.

Source: Reference 50.



D. FERMENTED LIQUID MILKS

In milk-producing countries, it is common to have fer-
mented milk products. These products were first discov-
ered or developed by accident. Later, the process was
modified for commercial production. Fermented liquid
milks are similar to plain yogurt drinks. It is basically
milk that has gone through an acid and or alcoholic fer-
mentation. The final product is maintained in the liquid
form rather than in the usual soft-gel form of yogurt.
There are different fermented liquid milks available, but
only sour milk, kefir, and acidophilus milk are discussed
below. Readers should refer to the references listed
below and other available literature on related products.

1. Sour Milk Manufacturing

Table 178.24 presents the basic steps in the manufacturing
of the most basic fermented liquid milk, sour milk. The
milk is standardized, pasteurized, inoculated, incubated,
homogenized, and packaged. It is a very straightforward

procedure compared to those for the other two products,
kefir and acidophilus milk (12, 15, 31, 32, 34, 49, 55, 62).

2. Kefir Manufacturing

Kefir is a fermented liquid milk product characterized by
the small amount of alcohol it contains and its inoculant,
the kefir grains. It is a common product in the Eastern
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TABLE 178.19
Basic Steps in the Production of Yogurt

Standardize liquid milk.
Homogenize liquid milk.
Heat-treat or pasteurize liquid milk at 90°C for 5 minutes or equivalent.
Cool pasteurized milk to 1–2°C above inoculation temperature.
Add starter (inoculation), 1–3% operational culture.
Add flavor, sweetener, gums, and/or color (optional).
Incubate at 40–45°C for 2.5–3.0 hours for standard cultures.
Break curd (optional).
Cool to 15–20°C in 1–1.5 hours.
Add live culture (optional).
Package.
Store at �10°C.

Source: References 9 and 58.

TABLE 178.20
Some Common Gums that Could Be Used in Yogurt
Manufacturing

Kind Name of Gum

Natural Agar
Alginates
Carrageenan
Carob gum
Corn starch
Casein
Furcelleran
Gelatin
Gum arabic
Guar gum
Karaya gum
Pectins
Soy protein
Tragacanth gum
Wheat starch

Modified gums Cellulose derivatives
Dextran
Low-methoxy pectin
Modified starches
Pregelatinized starches
Propylene glycole alginate
Xanthin

Synthetic gums Polyethylene derivatives
Polyvinyl derivatives

Sources: References 9 and 58.

TABLE 178.21
Some Common Flavors for Yogurt

Natural Characteristic—Impact Synthetic Flavoring Compound
Retail Flavor Compound Available

Apricot NA g-Undecalactone
Banana 3-Methylbutyl acetate NA
Bilberry NA NA
Black currant NA trans- and cis- p-Methane-8-thiol-3-one
Grape, Concord Methyl antranilate NA
Lemon Citral 15 compounds
Peach g-Decalactone g-Undecalactone
Pineapple NA Allyl hexanoate
Raspberry 1-p-Hydroxyphenyl-3-butanone NA
Strawberry NA Ethyl-3-methyl-3-phenylglycidate

Source: References 9 and 58.



European countries and is considered to have health 
benefits. Among all the fermented dairy products, only
this and similar products contain small amounts of alco-
hol. Also, in all the other fermented dairy products, pure
cultures of bacteria, yeasts, and/or molds are used, but in
kefir, the kefir grains are used and recycled. Kefir grains
are masses of bacteria, yeasts, polysaccharides, and other

products of bacterial metabolism, together with curds of
milk protein. Production of kefir is a two-step process: (1)
the production of mother kefir and (2) the production of
the kefir drink. Table 178.25 lists the basic steps in kefir
manufacturing (12, 15, 18, 31, 32, 34, 48, 49, 55, 62).

3. Acidophilus Milk

Acidophilus milk is considered to have probiotic benefits.
Like yogurt, it is advertised as having live cultures of
Lactobacillus acidophilus and Bifidobacterium bifidum
(optional). These live cultures are claimed to provide the
benefit of maintaining a healthy intestinal microflora.
Traditional acidophilus milk has a considerable amount of
lactic acid and is considered to be too sour for the regular
consumers in some locations. Therefore, a small amount
of sugar is added to the final product to make it more
palatable. This later product is called sweet acidophilus
milk. Table 178.26 lists the basic steps in the manufacture
of acidophilus milk (12, 15, 31, 32, 34, 48, 49, 55, 62).

III. MEAT PRODUCTS

A. INGREDIENTS AND TYPES

Fermented meat products such as ham and sausages have
been available to different cultures for centuries. It is inter-
esting to learn that the ways these products are produced
are basically very similar in different cultures. Besides the
meat, nitrite and salt, and sugar (optional), pure cultures are
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TABLE 178.22
Permitted Yogurt Colorings

Name of Color Maximum Level (mg /kg)

Intigotine 6
Brilliant black PN 12
Sunset yellow FCF 12
Tartrazine 18
Cochineal 20
Carminic acid 20
Erythrosine 27
Red 2G 30
Ponceau 48
Caramel 150

Source: References 9 and 58.

TABLE 178.23
Existing or Proposed Standards for Commercial
Yogurt Composition [% Fat and % Solid-Not-Fat
(SNF)] in Selected Countries

% Fat

Country Low Medium Normal % SNF

Australia NA 0.5–1.5 3 NA
France 0.5 NA 3 NA
Italy 1 NA 3 NA
Netherlands 1 NA 3 NA
New Zealand 0.3 NA 3.2 NA
UK 0.3 1.0–2.0 3.5 8.5
USA 0.5–1.0 2 3.25 8.5
West Germany 0.5 1.5–1.8 3.5 8.25–8.5
FAO/WHO 0.5 0.5–3.0 3 8.2
Range 0.3–1.0 0.5–3.0 3–3.5 8.2–8.5

Source: References 9 and 58.

TABLE 178.24
Basic Steps in Sour Milk Processing

Standardize milk.
Heat milk to 85–95°C, then homogenize.
Cool milk to 19–25°C and transfer to fermentation tank.
Add 1–2% start culture (inoculation).
Allow shock-free fermentation to pH 4.65–4.55.
Homogenize gel.
Cool to 4–6°C.
Fill bottles, jars, or one-way packs or wholesale packs.

Source: References 12, 15, 31, 32, 34, 49, 55, 62.

TABLE 178.25
Basic Steps in Kefir Processing

Preparation of Mother “Kefir”
Standardize milk for preparation of mother “kefir.”
Pasteurize milk at 90–95°C for 15 minutes and cool to 18–22°C.
Spread kefir grains at the bottom of a container (5–10 cm thick) and 

add pasteurized milk (20–30 times the amount of kefir grains).
Ferment for 18–24 hours, mixing 2–3 times. Kefirs grains float to the

surface.
Filter out the kefir grains with a fine sieve, wash the grains with water,

and save for the next fermentation.
Save the fermented milk for the next-step inoculation.

Preparation of Drinkable Kefir
Blend fermented milk from above with 8–10 times fresh, pasteurized,

untreated milk.
Pour into bottles, then close the bottles and ferment mixture for 1–3

days at 18–22°C.
[Another option is to mix the fermented milk with fresh milk at
1–5% and ferment at 20–25°C for 12–15 hours (until pH 4.4–4.5 is
reached), then ripen in storage tanks 1–3 days at 10°C. Product is
not as traditional but is acceptable.]

Cool to refrigerated temperature.
Store and distribute.

Source: References 12, 15, 18, 31, 32, 34, 48, 49, 55, 62.



sometimes used, especially in fermented sausages.
Microorganisms do not merely provide the characteristic
flavor for the products; the lactic acid bacteria also produce
lactic and other acids that can lower the pH of the products.
Pure cultures are sometimes used in hams to lower the pH
and thus inhibit the growth of Clostridium botulinum. The
raw meat for ham manufacturing is basically a large chunk
of meat, and it is difficult for microorganisms to penetrate

into the center, unless they are injected into the interior.
Microbial growth is mainly on the surface, and the micro-
bial enzymes are gradually diffused into the center. By con-
trast, in sausages the cultures, if used, are mixed with the
ingredients at the beginning, and the fermentation is carried
out without difficulty. Besides, sausages are much smaller
than hams. Table 178.27 lists some of the ingredients used
in the manufacture of hams and sausages (6, 24, 28, 29, 51,
53, 60, 61, 64).

B. HAMS

Hams, as indicated earlier, are made from large chunks of
meat. Western cultures manufacture ham using either a
dry cure and or a brine cure process, sometimes followed
by a smoking process. Tables 178.28 and 178.29 list the
basic steps involved with the dry cure and brine cure of
hams, respectively. These two processes are similar
except for the salting step (6, 61).

Chinese hams are basically manufactured using a dry
curing process. Procedures differ slightly, depending on
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TABLE 178.27
Raw Ingredients for Fermented Meat Products

Ingredient Ham Sausage

Meat
Pork Yes Yes
Beef No Optional

Casing No Yes
Salt Yes Yes
Sugar Optional Optional
Starter microorganisms Optional Optional

Lactobacillus sakei, L. curvatus,
L. plantarum, L. pentosus, L. pentoaceus
Pediococcus pentosaceus, P. acidilactic
Staplyococcus xylosus, S. carnosus
Kocuria varians
Debaryomyces hansenit
Candida famata
Penicillium nagiovense, P. chrysogenum

Spices Optional Optional
Other flavoring compounds Optional Optional
Moisture retention salts Optional Optional
Preservatives No No

Source: References 6, 24, 28, 29, 51, 53, 60, 61, 64.

TABLE 178.28
Basic Steps in Dry Cured Ham Processing

Prepare pork for dry curing.
Mix the proper ratio of ingredients [salt, sugar, nitrite, and inocula

(optional)].
Rub the curing mixture into the meat.
Stack the green ham for initial dry curing at 36–40°C.
Rerub the green ham and stack for additional curing at 36–40°C.
[The ham should be left in the cure for the equivalent of 3days per

pound of meat.]
Soak the cured ham for 2–3 hours, then thoroughly scrub.
Place green ham in tight-fitting stockinette and hang in smokehouse to

dry overnight.
Smoke at about 60 or 80°C with 60% RH for 12–36 hours.
Cool.
Vacuum pack and place in cool storage.

Source: References 6 and 61.

TABLE 178.29
Basic Steps in Brine Cured Ham Processing

Prepare pork for brine curing.
Mix the proper ratio of ingredients (salt, sugar, and nitrite with inocula

optional): 5 gallons of brine for 100 pounds meat.
Soak the meat in the prepared brine, or stitch pump the brine into the

meat (10% of the original weight of the meat) followed by soaking
in the brine for 3–7 days vacuum tumbling or massaging (optional).

Remove the meat from the cover brine and wash.
Place green ham in tight-fitting stockinette and hang in smokehouse to

dry overnight.
Smoke at about 60 or 80°C and 60% RH for 12–36 hours.
Cool.
Vacuum pack and place in cool storage.

Source: References 6 and 61.

TABLE 178.26
Basic Steps for Sweet Acidophilus Milk Processing

Procedure 1:
Standardize milk.
Heat milk to 95°C for 60 minutes, cool to 37°C, and hold for 3–4

hours; reheat to 95°C for 10–15 minutes, then cool to 37°C.
Inoculate with 2–5% bulk starter.
Incubate for up to 24 hours or to 1% lactic acid.
Cool to 5°C.
Pack and distribute.
Procedure 2:
Standardize milk.
Homogenize milk at 14.5 MPa.
Heat to 95°C for 60 minutes.
Cool to 37°C.
Inoculate with direct vat inoculation (DVI) starter.
Incubate for 12–16 hours or to about 0.65% lactic acid.
Heat at ultra high temperature (UHT), 140–145°C for 2–3 seconds to

eliminate undesirable contaminants.
Cool to 10°C or lower.
Package and distribute.

Source: References 12, 15, 31, 32, 34, 48, 49, 55, 62.



the regions where the hams are made. The most famous
Chinese ham is the Jinghua ham made in central China.
Yunan ham, from southern China, also has a good reputa-
tion. In the old days, without refrigeration facilities during
processing, transportation, and storage, it is believed that
the ham completed its aging process during the transporta-
tion and storage stages. Today, with controlled temperature
and relative humidity rooms, the hams are produced under
controlled conditions. Table 178.30 lists the current
process used in China for Jinghua ham (28, 64).

C. SAUSAGES

Many European-type sausages are manufactured using a
fermentation process. These sausages have their own char-
acteristic flavors due to the formulations and curing
processes used. It is not the intent of this chapter to list the
various formulations. Readers should consult the refer-
ences in this chapter and other references available else-
where. Commercial inocula are available. Bacteria and
some yeasts grow inside the sausage during the ripening
period, producing the characteristic flavor. Molds can
grow on the surface during storage if sausages are not
properly packaged and stored in the refrigerator. Because
these sausages are not sterilized, fermentation is an on-
going process, and the aged sausages carry a stronger fla-
vor. Table 178.31 lists the basic steps in the manufacture of
dry fermented sausages (24, 29, 51, 60).

IV. FERMENTED CEREAL PRODUCTS
(BREADS AND RELATED PRODUCTS)

A. KINDS OF PRODUCTS AND INGREDIENTS

In wheat-producing countries or areas, baked yeast bread
is a major staple in people’s diets. This is common in the

major developed countries. In other countries, other forms
of bread may be the major staple. Baked bread may come
in different forms such as regular yeast breads, flat breads,
and specialty breads. Today, even retarded (chilled or
frozen) doughs are available to meet consumers’ prefer-
ence for a semblance of home-cooked food. For countries
or areas with less available energy, other forms of bread
such as steamed bread and boiled breads are available.
Fried breads are consumed mainly as breakfast or snack
items. Table 178.32 lists some examples of different types
of breads (8, 22, 27, 45–47).

Today, as a result of centuries of breeding selection,
there are different types of wheat available to suit
production environments in various regions with diverse
climatic conditions. Wheat used for making bread is hard
wheat, soft wheat, or a combination of both to meet prod-
uct specifications. Wheat kernels are milled with removal
of the bran and germ and further processed into wheat
flour. Traditionally, this flour is the major ingredient for
baking bread. For some health conscious consumers,
whole wheat flour is the flour of choice for making bread
nowadays. Wheat bran is also added to increase the fiber
content of the product. Table 178.33 lists the proximate
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TABLE 178.32
Types of Bread and Related Products

Type Examples

Baked Breads
Regular yeast breads Bread (white, whole wheat or muti-grain)
Flat (layered) breads Pocket bread, croissants
Specailty breads Sourdough bread, rye bread, hamburger

bun, part-baked bread, Danish pastry,
stuffed bun

Chilled or frozen doughs Ready-to-bake doughs, retarded pizza
doughs, frozen proved dough

Steamed breads Chinese steamed bread (mantou), steamed 
stuffed buns

Fried breads Doughnuts
Boiled breads Pretzels

Source: References 8, 22, 27, 45, 46, 47.

TABLE 178.31
Basic Steps in Dry (Fermented) Sausage Processing

Select meat for processing.
Chop and mix chopped meat with spices, seasonings, and inocula at

temperature of about 10°C.
Stuff the mixture in suitable casings.
Make links.
Cure or dry for 1–3 months in rooms with temperature, relative humidity,

and air circulation regulated according to the type of sausage being
produced.

Package and place in cool storage.

Source: References 24, 29, 51, 60.

TABLE 178.30
Basic Steps in Chinese Jinghua Ham Processing

Select pork hind leg, 5–7.5 kg.
Trim.
Salt, 7–8 kg salt per 10 kg ham.
Stack and overhaul at 0–10°C for 33–40 days.
Wash with cold water and brush.
Dry in the sun for 5–6 days.
Ferment (cure) for 2–3 months at 0–10°C (harmless green mold will

develop on surface).
Brush off the mold and trim.
Age for 3–4 months, maximum 9 months; alternate aging process in

temperature-programmable room with 60% RH for 1–2
months.

Grade.
Package and distribute. 
(Yield: about 55–60%.)

Source: References 28 and 64.



composition of wheat and some of their common wheat
products (8, 22, 45).

In the manufacture of various wheat-based breads and
related products, the major ingredients are wheat flour,
yeast, sourdough bacteria (optional), salt, and water.
Other ingredients vary considerably with the types of
products produced. These may be grossly classified as
optional ingredients, additives, or processing aids. Each
country has its own regulations and requirements. Table
178.34 lists basic ingredients, optional ingredients, addi-
tives, and processing aids used in the manufacturing of
bread and related products (8, 22, 45).

B. REGULAR BREAD

Table 178.35 lists the basic steps in bread manufacturing
(8, 22, 45).

There are three basic processes in commercial bread
making: straight dough process, sponge-and-dough
process, and continuous-baking process. The process to be
used is determined by the manufacturer and the equipment
available in the baking plant. Table 178.36 lists the basic
steps in the different processes. The major difference is in
the way the dough is prepared and handled (8, 22, 45).

Because the dough may be prepared in various ways,
the amounts of ingredients used differ accordingly. Table
178.37 lists two formulations, comparing the differences
in ingredients that arise from differences in the dough
preparation processes (8, 22, 45).

C. RETARDED DOUGH

As indicated earlier, retarded dough is also available to
some consumers. This type of dough is more accessible
where refrigerators and freezers are more common. Dough
is prepared so that the fermentation is carefully controlled,
and the dough is packed inside the container. Storage of
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TABLE 178.34
Bread Making—Functional Ingredients

Kind Examples

Basic Ingredient
Wheat flour Bread flour, whole wheat flour
Yeast Compressed yeast, granular yeast, cream

yeast, dried yeast, instant yeast, encapsu-
lated yeast, frozen yeast, pizza yeast,
deactivated yeast
Saccharomyces cervisiae, S. carlsburgenis,
S. exisguus

Salt
Water

Optional Ingredients Whole wheat flour, gluten, soya flour,
wheat bran, other cereals or seeds, milk
powder, fat, malt flour, egg, dried fruit,
vitamins

Sourdough bacteria:
Lactobacillus plantarum, L. brevis,
L. fermentum, L. sanfrancisco

Other yeasts
Additives

Emulsifier Diacetylated tartaric acid esters of mono- and
di- glycerides of fatty acids (DATA esters),
Sodium stearyl-2-lactylate (SSL), distlled
monoglyceride, lecithin

Flour treatment Ascorbic acid, L-cysteine, potassium bromate,
agents potassium iodate, azodicarbonamide

Preservatives Acetic acid, potassium acetate, sodium
diacetate, sorbic acid, potassium sorbate,
calcium sorbate, propionic acid, sodium
propionate, calcium propionate, potassium
propionate

Processing Aids Alpha-amylase, hemicellulose, proteinase,
novel enzyme systems (lipases, oxidases,
peroxidases)

Source: References 8, 22, 45.

TABLE 178.35
Basic Steps in Regular or Common Bread Making

Prepare basic and optional ingredients.
Prepare yeast or sourdough for inoculation.
Mix proper ingredients to make dough.
Allow to ferment.
Remix dough (optional).
Sheet.
Mold and pan.
Proof in a temperature and relative humidity controlled chamber.
Decoratively cut dough surface (optional).
Bake, steam, fry, or boil.
Cool.
Package.
Store.

Source: References 8, 22, 45.

TABLE 178.33
Composition of Wheat, Flour, and Germ

Mositure Protein Fat Total Fiber Ash
Material % % % CHO % % %

Wheat
Hard red spring 13 14 2.2 69.1 2.3 1.7
Hard red winter 12.5 12.3 1.8 71.7 2.3 1.7
Soft red winter 14 10.2 2 72.1 2.3 1.7
White 11.5 9.4 2 75.4 1.9 1.7
Durum 13 12.7 2.5 70.1 1.8 1.7

Flour, Straight
Hard wheat 12 11.8 1.2 74.5 0.4 0.46
Soft wheat 12 9.7 1 76.9 0.4 0.42

Flour, Patent
Bread 12 11.8 1.1 74.7 0.3 0.44
Germ 11 25.2 10 49.5 2.5 4.3

Source: References 8, 22, 45.



this package is also carefully controlled. When the pack-
age is open, consumers can just follow the instructions on
the package to bake their own bread. The technology is
proprietary to the manufacturers, but there are some guide-
lines available (Table 178.38) (8, 22, 45).

D. FLAT (LAYERED) BREAD

Flat bread is a general term for bread products that do not
rise to the same extent as regular bread. Flat breads are
common commodities in Middle Eastern countries and in
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TABLE 178.36
Various Bread Making Processes

Straight Dough Baking Process:
Weigh out all ingredients.
Add all ingredients to mixing bowl.
Mix to optimum development.
Allow first fermentation, 100 minutes, room temperature, or at 27°C

for 1.5 hours.
Punch.
Allow second fermentation, 55 minutes, room temperature, or at

27°C for 1.5 hours.
Divide.
Allow intermediate proofing, 25 minutes, 30–35°C, 85% RH
Mold and pan.
Allow final proofing, 55 minutes at 30–35°C, 85% RH
Bake at 191–232°C for 18–35 minutes to approximately 100°C

internal temperature.

Sponge-and-Dough Baking Process:
Weigh out all ingredients.
Mix part of flour, part of water, yeast, and yeast food to a loose

dough (not developed).
Ferment 3–5 hours at room temperature, or at 21°C for 12–16 hours.
Add other ingredients and mix to optimum development.
Allow fermentation (floor time), 40 minutes.
Divide.
Allow intermediate proofing, 20 minutes, 30–35°C, 85% RH, or

27°C for 30 minutes.
Mold and pan.
Allow final proofing, 55 minutes, 30–35°C, 85% RH
Bake at 191–232°C for 18–35 minutes to approximately 100°C

internal temperature.

Continuous-Baking Process:
Weigh out all ingredients.
Mix yeast, water, and maybe part of flour to form liquid sponge.
Add remaining flour and other dry ingredients.
Mix in dough incorporator.
Allow fermentation, 2–4 hours, 27°C.
Pump dough to development chamber.
Allow dough development under pressure at 80 psi.
Extrude within 1 minute at 14.5°C and pan.
Proof for 90 minutes.
Bake at 191–232°C for 18–35 minutes to approximately

100°C internal temperature.

Source: References 8, 22, 45.

TABLE 178.37
Sample Bread Recipes

White Pan Bread (Bulk Fermentation or Straight Dough Process):

Ingredients Percent of Flour Weight
Flour 100.0
Yeast 1.0
Salt 2.0
Water 57.0
Optional Dough Improving Ingredients
Fat 0.7
Soya flour 0.7
Malt flour 0.2

White Pan Bread (Sponge and Dough Process):

Sponge Ingredient Percent of Total Flour
Flour 25.0
Yeast 0.7
Salt 0.5
Water 14.0

Dough Ingredients Percent of Total Flour
Flour 75.0
Yeast 2.0
Salt 1.5
Water 44.0
Optional Improving Ingredients
Fat 0.7
Soya flour 0.7
Malt flour 0.2

Source: References 8, 22, 45.

TABLE 178.38
General Guidelines for Retarded Dough Production

Reduce yeast levels as storage times increase.
Keep yeast levels constant when using separate retarders and provers.
Reduce yeast levels as the dough radius increases.
Reduce yeast levels with higher storage temperatures.
The lower the yeast level used, the longer the proof time will be to a

given dough piece volume.
Yeast levels should not normally be less than 50% of the level used in

scratch production.
For dough stored below �5°C, the yeast level may need to be

increased.
Reduce the storage temperature to reduce expansion and weight loss

from all dough pieces.
Lower the yeast levels to reduce expansion and weight losses at all

storage temperatures.
Dough pieces of large radius are more susceptible to the effects of

storage temperatures.
The lower freezing rate achieved in most retarder-provers, combined

with the poor thermal conductivity of dough, can cause quality losses.
Proof dough pieces of large radius at a lower temperature than those of

small radius.
Lower the yeast level in the dough to lengthen the final proof time and

to help minimize temperature differentials.
Maintain a high relative humidity in proofing to prevent skinning.

Source: References 8, 22, 45.



countries or areas with less accessible energy. In devel-
oped countries, flat breads are considered specialty
breads. The making of the dough is similar to that of reg-
ular bread. But, the dough is flattened and sometimes lay-
ered before it is baked directly inside the hearth or in an
oven. Table 178.39 lists the general production scheme for
flat breads (46, 47).

E. CROISSANTS AND DANISH PASTRIES

Croissants and Danish pastries can be considered as prod-
ucts that result from modifications of the basic bread making
process. The dough preparation steps are similar, but the
ingredients are different. Table 178.40 compares the ingredi-
ents used in making croissants and Danish pastries. From
this table, it is clear that even within each group, the ingredi-
ent formulation can vary considerably, producing a wide
variety of products available in the market (8, 22, 45).

F. STEAMED BREAD (MANTOU)

Steamed bread is common in the Chinese community.
Plain steamed bread is consumed as the major staple in

the northern provinces of China. However, stuffed
steamed breads are consumed as specialty items in vari-
ous parts of China. Manufacture of steamed bread differs
from that of regular bread mainly in the dough solidifica-
tion process. Regular bread uses a baking process,
whereas in steamed bread, steaming is used instead of
baking. Consequently, in steamed bread, there is no brown
crust on the bread surface because the temperature used is
not high enough to cause the browning reaction. Steamed
bread is always consumed hot or held in a steamer
because the bread is soft at this temperature. Sometimes
the bread is deep-fried before consumption. Steamed
bread hardens when it cools down, making it less palat-
able. Various procedures are available for the production
of steamed bread. Table 178.41 lists the basic steps in
steamed bread processing in China (27).

V. FERMENTED SOY PRODUCTS

A. KINDS OF PRODUCTS AND INGREDIENTS

Soybeans have been available to the Chinese for centuries,
and various fermented soy products were developed and
spread to neighboring countries. These countries further
developed their own fermented soy products. Soy sauce
originating in China probably is the most famous and
widely accepted fermented soy product. The credit for this
wide acceptance also goes to the Kikkoman Company
from Japan, which has helped spread soy sauce worldwide
through their marketing strategy. Fermented whole soy-
beans such as ordinary natto, salted soybeans (e.g.,
Japanese Hama-natto and Chinese dou-chi), and tempe
(Indonesia); fermented soy pastes (e.g., Japanese miso
and Chinese dou-pan-chiang); and fermented tofus (e.g.,
sufu and stinky tofu or chao-tofu of Chinese origin) are
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TABLE 178.39
General Production Scheme for Flat Bread

Ingredient preparation.
Mixing of ingredients (dough formation).
Fermentation.
Dough cutting and rounding.
Extrusion and sheeting (optional).
First proofing.
Flattening and layering.
Second proofing.
Second pressing (optional).
Baking or steaming.
Cooling.
Packaging and distribution.

Source: References 46 and 47.

TABLE 178.40
Formulations for Croissant and Danish Pastries

Ingredients Croissant Danish Pastries

Flour 100 100
Salt 1.8–2.0 1.1–1.56
Water 52–55.4 43.6–52
Yeast (compressed) 4–5.5 6–7.6
Shortening 2–9.7 6.3–12.5
Sugar 2–10 9.2–25
Egg 0–24 5–25
Skimmed milk powder 3–6.5 4–6.25
Laminating margarine/butter 32–57 50–64

Source: References 8, 22, 45.

TABLE 178.41
Basic Steps in Steamed Bread Processing

Selecting flour and ingredients such as milk powder and sugar 
(optional).

Mixing dough.

Fermentation:
Full fermentation—1–3 hours
Partial fermentation—0.5–1.5 hours
No-time fermentation—0 hours
Remixed fermentation dough—remixing of fully fermented dough

with up to 40% of flour by weight.
Neutralizating with 40% sodium bicarbonate and remixing.
Molding.
Proofing at 40°C for 30–40 minutes (no-time dough).
Steaming for about 20 minutes.
Steamed bread is maintained at least warm to preserve quality.

Source: References 27.



more acceptable to ethnic groups. Consumers worldwide
are gradually accepting these products through cultural
exchange activities. The manufacturing of these products
varies widely. Table 178.42 summarizes the ingredients
needed for the manufacture of common fermented soy
products (16, 37–39, 56, 57, 59, 63, 65).

B. SOY SAUCE

There are many types of soy sauce, depending on the
ratio of ingredients (wheat and soybeans), the fermenta-
tion and extraction procedures, and the flavoring ingredi-
ents (caramel and others) used. However, the procedures
for manufacturing are similar. Basically, soy sauce is
made by fermenting cooked soybeans in salt or brine
under controlled conditions to hydrolyze the soy proteins
and starches into smaller flavoring components. The soy

sauce is then extracted from the fermented soybeans for
standardization and packaging. Table 178.43 lists a 
generalized scheme for the manufacture of soy sauce.
More detailed information is presented in references
listed in this chapter and available literature elsewhere
(16, 37–39, 57, 65).

C. FERMENTED WHOLE SOYBEANS

1. Ordinary (Itohiki) Natto

Ordinary natto is a typical Japanese fermented whole soy-
bean product. The sticky mucilaginous substance on the
surface of soybeans is its characteristic. It is produced by
a brief fermentation of cooked soybeans with Bacillus
natto, and it has a short shelf life. Table 178.44 lists the
basic steps in the manufacture of ordinary natto. For
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TABLE 178.42
Raw Ingredients for Fermented Soy Products

Ingredient Soy Sauce Natto Soy Nuggets Soy Paste Tempe Soy Cheese Stinky Tofu

Major Ingredients:
Soy

Soybean Yes Yes Yes Optional Yes Yes Yes
Soybean flour Optional No No Yes No Optional Optional

Salt Yes Yes Yes Yes No Yes No
Wheat Optional No No No No No No
Rice flour No No No Optional No No No

Major Microorganism(s):
Mold

Aspergillus oryzae Yes No Yes Yes No Optional No
Aspergillus sojae No No No Optional No No No
Mucor hiemalis, M. silivaticus No No No No No Yes No

M. piaini No No No No No Yes No
Actinomucor elegans No No No No No Yes No

A. repens, A. taiwanensis No No No No No Yes No
Rhizopus oligosporus No No No No Yes No No

R. chinesis var. chungyuen No No No No No Yes No
Bacteria

Bacillus natto No Yes No No No No No
Klebsiella pneumoniae No No No No Yes No No
Bacillus sp. No No No No No No Yes
Streptococcus sp. No No No No No No Yes
Enterococcus sp. No No No No No No Yes
Lactobacillus sp. No No No No No No Yes

Halophlic yeasts
Saccharomyces rouxii Yes No Yes Yes No No No
Torulopsis versatlis Yes No Yes Yes No No No

Halophilic lactic bacteria
Pediococcus halophilus Yes No Yes Yes No No No
Bacillus subtilus Yes No Yes Yes No No No

Other Ingredients:
Additional flavor added Optional No No No No Optional No
Preservative added Optional No No No No No No

Source: References 16, 37–39, 56, 57, 59, 63, 65.



detailed information on ordinary natto, please refer to the
references in this chapter (38, 39, 65).

2. Hama-natto and Dou-chi

Hama-natto is fermented whole soybeans produced in the
Hama-matsu area of Japan. Similar products are produced
in Japan, prefixed with different names taken from the
production location. A very similar product in the Chinese
culture is “tou-chi” or “dou-chi.” It is produced by fer-
menting the cooked soybeans in salt, brine, or soy sauce,
and then drying them as individual beans. Hama-natto
includes ginger in its flavoring, whereas the inclusion of
ginger flavoring is optional in dou-chi. Table 178.45 lists
the basic steps in the production of Hama-natto and dou-
chi. For further information, readers should refer to the
references in this chapter and other available literature
(37–39, 65).

D. FERMENTED SOY PASTES

Both the Chinese and Japanese have fermented soy pastes
available in their cultures, and they are made in similar man-
ner. However, the usage of these two products is quite differ-
ent. The Japanese use their fermented soy paste, miso, in
making miso soup, and to a lesser extent, for example, in
marinating/flavoring of fish. Miso soup is common in tradi-
tional Japanese meals. The Chinese use their fermented soy
paste, dou-pan-chiang, mainly as condiment in food prepa-
ration. Dou-pan-chiang can also be made from wing beans,
and this is beyond the scope of this chapter. Table 178.46 lists
the basic steps in the manufacture of miso. For detail infor-
mation on miso and dou-pan-chiang, readers should consult
the references for this chapter and other literature available
elsewhere (16, 37–39, 56, 57, 65).

E. FERMENTED TOFU

1. Fermented Soy Cheese

Sufu, or fermented soy cheese, is made by fermenting tofu
that is made by coagulating the soy protein in soy milk
with calcium and/or magnesium sulfate. It is similar to
feta cheese in its fermentation process. Both products are
matured in brine in sealed containers. Some packed sufu
contains flavoring ingredients. Table 178.47 lists the basic
steps in the manufacture of sufu. For detail information,
readers should refer to the list of references in this chap-
ter and the other available literature (37–39, 59).
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TABLE 178.43
Production Scheme for Soy Sauce

Select and soak beans.
Cook clean or defatted soybean under pressurized steam at 1.8 kg/cm2

for 5 minutes.
Cool cooked bean to 40°C.
Roast and crush wheat.
Mix prepared soybeans and wheat.
Inoculate with Aspergillus oryzae or sojae.
Incubate mixture to make starter koji at 28–40°C.
Add brine (23% saltwater) to make moromi (mash).
Inoculate with halophilic yeasts and lactic acid bacteria (optional).
Brine fermentation at 15–28°C.
Add saccharified rice koji (optional).
Age moromi (optional).
Separate raw soy sauce by pressing or natural gravity.
Refine soy sauce.
Add preservative and caramel (option).
Package and store.

Source: References 16, 37–39, 57, 65.

TABLE 178.44
Production Scheme for Itohiki (Ordinary) Natto

Start with clean, whole soybeans.
Wash and soak at 21–25°C for 10–30 hours.
Cook soybean under pressurized steam at 1–1.5 kg/cm2 for 20–30

minutes.
Drain and cool soybean at 80°C.
Inoculate with Bacillus natto.
Mix and package in small packages.
Incubation:
40–43°C for 12–20 hours, or 38°C for 20 hours plus 5°C for 24 hours.
Final product.
Refrigerate to prolong shelf life.

Source: References 38 and 39.

TABLE 178.45
Production Scheme for Soy Nuggets (Hama-natto
and Dou-chi)

Start with clean, whole soybeans.
Wash and soak for 3–4 hours at 20°C.
Steam cook soybean at ambient pressure for 5–6 hours or at 0.81.0

kg/cm2 for 30–40 minutes.
Drain and cool soybean to 40°C.
Add alum (optional for douchi).
Mix with wheat flour (optional for Hama-natto).
Inoculate with Aspergillus oryzae.

Procedure 1 (Hama-natto):
Incubate for 50 hours at 30–33°C.
Soak inoculated soybean in flavoring solution for 8 months.
Incubate under slight pressure in closed containers.

Procedure 2 (dou-chi):
Incubate at 35–40°C for 5 days.
Wash.
Incubate for 5–6 days at 35°C.
Remove beans from liquid for drying.
Mix with ginger soaked in soy sauce (Hama-natto only).
Package final product (soy nuggets).
Refrigerate to prolong shelf-life (optional).

Source: References 37–39, 65.



2. Stinky Tofu

Stinky tofu is a traditional Chinese food made by fer-
menting tofu briefly in “stinky brine.” The tofu is
hydrolyzed slightly during this brief fermentation and
develops its characteristic flavoring compounds. When
this raw stinky tofu is deep-fried, these compounds

volatilize and produce the characteristic stinky odor,
thus the name “stinky tofu.” It is usually consumed with
chili and soy sauces. Stinky tofu is also steamed with
condiments for consumption. Table 178.48 lists the basic
steps in the manufacture of stinky tofu. Readers should
consult the references in this chapter for further reading
(37–39, 59).

F. TEMPE (TEMPEH)

Tempe is a traditional Indonesian food consumed com-
monly by its people. It is made by fermenting cooked
soybeans wrapped in wilted banana leaves or plastic
wraps. The mold Rhizopus oligosporus produces its
mycelia, and these mycelia penetrate into the block of
soybeans. The mold mycelia also surround the block.
This kind of fermentation is similar to molded cheese fer-
mentation. Tempe is gradually being accepted by vege-
tarians in the West as a nutritious and healthy food. It is
generally consumed as a deep-fried product. Table
178.49 lists the basic steps in the production of tempe
(38, 39, 63, 65).
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TABLE 178.46
Production Scheme of Fermented Soybean Pastes
(Miso)

Start with whole, clean soybeans.
Wash and soak at 15°C for 8 hours.
Cook at 121°C for 45–50 minutes or equivalent.
Cool and mash the soybeans.
Prepare soaked, cooked, and cooled rice (optional).
Prepare parched barley (optional).
Inoculate rice or barley with Aspergillus oryzae (tane-koji, optional).
Mix koji and rice or barley mixture.
Add salt to koji and rice or barley mixture and mix.
Inoculate halophilic yeasts and lactic acid bacteria (optional).
Pack mixture (mashed soybean and koji) into fermenting vat with

20–21% salt brine.
Ferment at 25–30°C for 50–70 days.
Blend and crush ripened miso.
Add preservative and colorant (optional).
Pasteurize (optional).
Package and store.

Source: References 16, 37–39, 56, 57, 65.

TABLE 178.47
Production Scheme for Sufu (Chinese Soy Cheese)

Clean whole soybeans.
Soak.
Grind with water.
Strain through cheesecloth to recover soymilk.
Heat to boiling and then cool.
Coagulate soymilk with calcium and/or magnesium sulfate.
Cool to 50°C.
Press to remove water (formation of tofu).
Sterilize at 100°C for 10 minutes in hot-air oven.
Inoculate with Mucor, Actinomucor, and/or Rhizopus sp.

Procedure 1:
Incubate in dry form for 2–7 days, depending on inocula.
Incubate (ferment in 25–30% salt brine) for 1 month or longer.
Brine and age in small containers with or without addition of alcohol

or other flavoring ingredients.

Procedure 2:
Incubate at 35°C for 7 days until covered with yellow mold.
Pack in closed container with 8% brine and 3% alcohol.
Ferment at room temperature for 6–12 months.
Final product (sufu or Chinese soy cheese).

Source: References 37–39, 59.

TABLE 178.48
Production Scheme for Stinky Tofu

Clean whole soybeans.
Soak.
Grind with water.
Strain through cheesecloth to recover soymilk.
Heat to boiling and then cool.
Coagulate soymilk with calcium and/or magnesium sulfate.
Cool to 50°C.
Press to remove water (formation of tofu).
Press to remove additional water.
Soak in fermentation liquid for 4–20 hours at 5–30°C.
Fresh stinky tofu, ready for frying or steaming.
Refrigerate to prolong shelf life.

Source: References 37–39, 59.

TABLE 178.49
Production Scheme for Tempe

Start with whole, clean soybeans.
Rehydrate in hot water at 93°C for 10 minutes.
Dehull.
Soak with or without lactic acid overnight.
Boil for 68 minutes.
Drain and cool to 38°C.
Inoculate with Rhizopus oligosporus w/o Klebsiella pneumonia.
Incubate on trays at 35–38°C, 75–78% RH for 18 hours.
Dehydrate.
Wrap.

Source: References 38, 39, 63, 65.



VI. FERMENTED VEGETABLES

A. KINDS OF PRODUCTS AND INGREDIENTS

Fermented vegetables were produced in different cultures
in the old days to preserve the harvested vegetables when
they are not available or due to climatic limitations. Some
of these products started as traditional cultural foods but
became widely accepted in other cultures. It is interesting
that most of these processes are similar. Salt is used in the
production of the product or the salt stock. Natural lactic
acid fermentation, to produce enough lactic acid to lower
product pH, is the major microbial activity in these
processes. With the amount of salt added and lactic acid
produced, these two ingredients create an environment that
can inhibit the growth of spoilage microorganisms.
Available leafy vegetables, fruits (commonly used as veg-
etables), and roots are used as the raw materials. Starter cul-
tures are used occasionally. Vinegar is used in some
products. Chili pepper and other spices are used in many
products. Preservatives may also be used to extend shelf life
after the package is opened. Table 178.50 compares the
ingredients used in different fermented vegetable products
(1, 3, 5, 10, 13, 14, 19, 25, 36, 43).

B. SAUERKRAUT

The term sauerkraut literally means sour (sauer) cabbage
(kraut). It is a traditional German fermented vegetable
product that has spread to other cultures; it is used on its
own or in food preparations. Its sequential growth of lactic
acid bacteria has long been recognized. Each lactic acid
bacterium dominates the fermentation until its end product
becomes inhibitory for its own development and creates

another environment suitable for another lactic acid bac-
terium to take over. The fermentation continues until most
of the available fermentable sugars are exhausted. The pro-
duction of sauerkraut is not risk-free and sanitary: precau-
tions must be taken to avoid spoilage. Table 178.51 presents
the basic steps in sauerkraut processing (1, 13, 19, 25).

C. PICKLES

Western-style pickles are produced by salting the pickling
cucumbers in vats in salt stocks for long-term storage, fol-
lowed by desalting, and bottling in sugar and vinegar, with
or without spices. The fermentation is still lactic acid fer-
mentation. However, it is more susceptible to spoilage
because air may be trapped inside the slightly wax-coated
cucumbers. In the salt curing of cucumbers, spoilage can
occur, and precautions should be taken to avoid its occur-
rence. Because of their high acidity and low pH as well as
their high salt content, the products are generally mildly
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TABLE 178.50
Raw Ingredients for Fermented Vegetables

Western Jalapen~o Oriental
Ingredient Sauerkraut Pickles Peppers Kimchi Vegetables

Vegetable
Head cabbage Yes No No Optional Optional
Chinese cabbage No No No Major Optional
Mustard green No No No Optional Optional
Turnip No No No Optional Optional
Jalapeño Pepper No No Yes Optional Optional
Chili pepper No No No Yes Optional
Pickle/cucumber No Yes No Optional Optional
Salt Yes Yes Yes Yes Yes
Starter culture Optional Optional Optional No No

(lactic acid bacteria)
Added vinegar No Yes Yes No Optional
Added spices No Optional Optional Optional Optional
Other added flavors No Yes No Optional Optional
Preservative(s) No Optional Optional Optional Optional

Source: References 1, 3, 5, 10, 13, 14, 19, 25, 36, 43.

TABLE 178.51
Basic Steps in Sauerkraut Processing

Select and trim white head cabbage.
Core and shred head cabbage to 1/8 inch thick.
Salt with 2.25–2.50% salt by weight with thorough mixing.
Store salted cabbage in vats with plastic cover, weighed with water to

exclude air in the cabbage.
Ferment at 7–23°C for 2–3 months or longer to achieve an acidity of

2.0% (lactic).
Heat kraut to 73.9°C before filling the cans or jars, then exhaust, seal,

and cool.
Store and distribute.

Source: References 5, 13, 19, 25.



heat-treated to sterilize or pasteurize them. Table 178.52
lists the basic steps in the production of Western-style pick-
les (1, 3, 5, 13, 14, 19).

D. KIMCHI

Kimchi is a traditional Korean fermented vegetable. Most
kimchi is characterized by its hot taste because of the fairly
high amount of chili pepper used in the product and its vis-
ibility. However, some kimchis are made without chili pep-
per, but with garlic and ginger as well as other vegetables
and ingredients. Vegetables used in making kimchi vary
with its formulation: Chinese cabbage, cucumber, and large
turnip are more common. Either chili pepper, or garlic and
ginger can be used to provide a hot sensation. Other ingre-
dients may also be added to provide a typical flavor. The
fermentation is still lactic acid fermentation. Traditionally,
kimchi was made in every household in rural areas in Korea
to provide vegetables for the winter, when other fresh veg-
etables were not readily available. Today, it is a big indus-
try in Korea, and kimchi is available year-round. Even

small kimchi refrigerators are now available to meet the
demands of consumers living in cities. In other parts of the
world where Koreans are residents, kimchi is available
either as a household item or as a commercial product.
Kimchi is usually not heat sterilized after packaging in jars.
Pasteurization is optional. Kimchi is considered perishable
and is stored refrigerated. Table 178.53 lists the basic steps
in the manufacture of kimchi (36, 43).

E. CHINESE PICKLED VEGETABLES

The Chinese also manufacture a wide range of pickled veg-
etables. Various kinds of vegetables are used as raw materi-
als. The fermentation can be either a dry-salting or a brining
process, depending on the product to be manufactured.
However, the fermentation is still lactic acid fermentation.
The major difference between Chinese-style pickled veg-
etable products and Western-style pickles is that desalting is
usually not practiced in the manufacture of Chinese-style
pickled vegetables. The desalting process is left to the con-
sumers, if needed. Also, some Chinese-style vegetables are
made into intermediate moisture products that are not pro-
duced in their Western-style counterparts. Table 178.54 lists
some of the basic steps in the manufacturing of selected
Chinese pickled vegetables (10, 36).

VII. APPLICATION OF BIOTECHNOLOGY
IN THE MANUFACTURING OF
FERMENTED FOODS

With the advances in biotechnology, microorganisms with
special characteristics for the manufacturing of fermented
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TABLE 178.52
Basic Steps in Fermented Pickles Processing

Size and clean cucumbers.
Prepare 5 (low salt) or 10% brine (salt stock).
Cure (ferment) cucumbers in brine for 1–6 weeks to 0.7–1.0% acidity

(lactic) and pH of 3.4–3.6, dependent on temperature, with salinity
maintained at a desirable level (15% for salt stock). Addition of
sugar, starter culture, and spices is optional.

Recover pickles from brine, then rinse or desalt (salt stock).
Grade.
Pack pickles into jars filled with vinegar, sugar, spices, and alum,

depending on formulation.
Pasteurize at 74°C for 15 minutes, followed by refrigerated storage;

exhaust to 74°C at cold point, then seal and cool; or vacuum pack
and heat at 74°C (cold point) for 15 minutes, then cool.

Store and distribute.

Source: References 1, 3, 5, 13, 14, 19.

TABLE 178.53
Basic Steps in Kimchi Processing

Select vegetables (Chinese cabbage, radish, cucumber, or others).
Wash vegetables.
Cut vegetables, if necessary.
Prepare 8–15% brine.
Immerse vegetables in brine for 2–7 hours to achieve 2–4% salt in

vegetable.
Rinse and drain briefly.
Add seasoning.
Ferment at 0°C to room temperature for about 3 days.
Package (can also be done before fermentation).
Store at 3–4°C.

Source: References 36 and 43.

TABLE 178.54
Basic Steps in Fermented Chinese Vegetables

Select and clean vegetables.
Cut vegetables (optional).

Procedure 1:
Wilt vegetables for 1–2 days to remove moisture.
Dry salt vegetables in layers with weights on top (5–7.5% salt).
Ferment for 3–10 days.
Wash.
Dry or press fermented vegetables (optional).
Add spices and flavoring compounds.
Package.
Sterilize (optional).

Procedure 2:
Wilt cut vegetables.
Rinse fermentation container in hot water.
Fill the container with cut vegetables.
Add 2–3% brine and other flavoring compounds (optional).
Ferment at 20–25°C for 2–3 days.
Ready for direct consumption or packaging and cool storage.

Source: References 10 and 36.



foods have become available. The most significant example
is the approval by the FDA of Chy-Max (chymosin produced
by genetic manipulation) used in the production of cheese.
Its availability greatly reduces the reliance on chymosin from
young calves and produces economic savings. Other prod-
ucts with similar or other properties are also available in the
market. Genetically modified lactic acid bacteria and yeasts
used in fermented food production are also available nowa-
days to reduce production costs. Gradual acceptance by con-
sumers is the key to the further development and success of
biotechnology (2, 15, 20, 26, 31, 34, 52, 55, 62). Readers
should refer to the references in this chapter and other refer-
ences available for further information.

VIII. PROCESS MECHANIZATION IN THE
MANUFACTURE OF FERMENTED
FOODS

Fermented foods produced by traditional methods are
labor intensive and rely a great deal on the experience of
the manufacturers. The main drawback is product incon-
sistency. In most developed countries, products such as
many cheeses, yogurts, breads, sausages, and soy sauce are
now made by highly mechanized processes to standardize
the products (4, 7, 11, 21, 23, 30, 33, 40, 41, 44). This not
only provides product consistency, but also reduces pro-
duction costs. Consumers benefit from these develop-
ments. However, some consumers, even in developed
countries, still prefer the traditional products, even at an
increased cost, because of their unique product character-
istics. There are also fermented products that are still made
by traditional or semimechanized processes because mech-
anization processes have not been developed for them.
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I. INTRODUCTION

Sour cream is a relatively heavy, viscous product with a
glossy sheen. It has a delicate, lactic acid taste with a bal-
anced, pleasant, buttery-like (diacetyl) aroma (1). Various
types of sour cream are found in many regions of the world.
The products vary in regard to fat content and by the pres-
ence or absence of non-dairy ingredients. Furthermore,
both cultured and direct acidification is utilized to lower
pH. This chapter will cover sour cream as it is produced in
the US and its French counterpart — crème fraîche.

II. SOUR CREAM

A. DEFINITION

The US Food and Drug Administration (21CFR 131.160)
defines sour cream as follows (2): “Sour cream results from

the souring, by lactic acid producing bacteria, of pasteur-
ized cream. Sour cream contains not less than 18 percent
milkfat; ……. Sour cream has a titratable acidity of not less
than 0.5 percent, calculated as lactic acid.” If stabilizers are
used, the fat content of the dairy fraction must be at least 18
percent fat and above 14.4 percent of the entire product.

Consumers’ desire for decreasing dietary fat content
has created a market for low fat sour creams. Among these
products, the reduced fat (at least 50% fat reduction), and
non-fat are common, in part due to FDA’s labeling require-
ments for low fat products (21CFR101). Sales data over
the past 25 years for the US market (3) are illustrated in
Figure 179.1. The trend clearly shows increased sales. In
2000, nearly 400 million kg of sour cream were sold. Per
capita sales of sour cream and dips were 1.4 kg. In com-
parison, per capita sales for yogurt, heavy cream, and half
and half were 2.1 kg, 0.9 kg, and 1.7 kg, respectively (3).
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B. SENSORY CHARACTERISTICS

Traditionally, the flavor of sour cream was well character-
ized by “sour.” However, the trend for cultured dairy
products is toward a milder flavor (4), which permits the
sensation of aromatic compounds produced by lactic acid
cultures. Lindsay et al. (5) found that important flavor com-
pounds in sour cream include diacetyl, acetic acid, acetalde-
hyde, and dimethyl sulfide. Sour cream is highly viscous
and should be smooth and free of particulate matter. As for
appearance, a homogenous, glossy surface is preferred and
no whey separation should be visible in the container (6).   

C. UTILIZATION

Sour cream is predominantly utilized as an accompani-
ment with warm entrees such as baked potatoes, burritos
etc. This usage imposes certain demands on the sensory
characteristics of the product, especially in regard to tex-
ture when in contact with warm surfaces. Sour cream must
remain viscous without whey separation when placed on
warm food. Some have even requested that baked potatoes
can be reheated in the microwave with sour cream already
added, and the sour cream should remain unaltered by this
treatment. In addition, flavor characteristics become less
significant when mixed with high intensity savory flavor
notes such as those encountered in the Mexican cuisine. In
fact, for some usages the absence of off-flavors may be
considered as the primary flavor attribute. This general
shift in emphasis away from flavor toward texture has led
to a renewed interest in a “back to basics” sour cream such
as crème fraîche, which is described later in this chapter. 

III. FERMENTATION

As with all fermented dairy products, the choice of starter
culture is crucial for the production of high quality sour
cream (7). Mixed strains of mesophilic lactic acid bacteria
are used for sour cream. In general, both acid and aroma
producers are utilized. Acid producers include Lactococcus
(Lc) lactis ssp. lactic and Lc lactis ssp. cremoris. Lc lactis

ssp. lactis biovar diacetylactis (or Cit� Lactococci) and
Leuconostoc  mesenteroides ssp. cremoris  are commonly
used aroma producers. 

The acid producers convert lactose into L-lactate
through a homofermentative pathway. They can produce
up to 0.8% lactic acid in milk (8) and are responsible for
lowering pH in the fermented product.

In contrast, aroma producers are heterofermentative
and can convert lactose into D-lactate, ethanol, acetate and
CO2. In addition, these strains convert citrate into diacetyl
which is one of the major flavor compounds responsible for
typical sour cream flavor. Diacetyl is subsequently partially
converted into acetoin, which is a flavorless compound (9).
Extensive research at starter culture companies have led to
the development of Leuconostoc strains that show less of a
tendency to convert diacetyl into acetoin, thus retaining
high levels of diacetyl (D. Winters, personal communica-
tion. 2002). Use of such strains can extend the shelf-life of
sour cream, as it takes longer for the product to turn stale.
Leuconostocs also reduce acetaldehyde to ethanol (10,11).
In fact, acetaldehyde has been shown to promote the growth
of Leuconostoc mesenteroides ssp. cremoris (12,13).
Acetaldehyde is typically associated with yogurt flavor
(green apple), but is considered an off-flavor in sour cream. 

The choice of starter cultures will affect product tex-
ture as well. Strains of acid producers have been devel-
oped which increase viscosity through the production of
exopolysaccharides (14). These polysaccharide chains
contain galactose, glucose, fructose, mannose and other
sugars. Quantity and type depend on the bacteria strain
and growth conditions (15,16). The exopolysaccharides
interact with the protein matrix creating a firmer network
and increasing water binding capacity. The importance of
this behavior was confirmed by Adapa and Schmidt (17)
who found that low fat sour cream, fermented by
exopolysaccharide producing lactic acid bacteria, was less
susceptible to syneresis and had a higher viscosity.

Production of high quality sour cream requires a fine
balance of acid, viscosity, and flavor producing bacteria.
While this balance varies among commercially available
strains, a typical combination would be 60% acid produc-
ers, 25% acid and viscosity producers, and 15% flavor
producers (D. Winters, personal communication, 2002). 

IV. GEL FORMATION

Fermentation leads to a significant increase in viscosity.
Two physicochemical changes cause this behavior
(18,19). The casein submicelles disaggregate because of
solubilization of colloidal calcium phosphate.  In addition,
the negative surface charge on the casein micelles
decrease as pH approaches the isoelectric point. This cre-
ates the opportunity for casein micelles to enter into a
more ordered system. Besides the protein network, cream
gains viscosity from the formation of homogenization
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FIGURE 179.1 Sale, in million kg, of sour cream and dips in
the US between 1975 and 2000.
Source: USDA, Agricultural Marketing Service.



clusters (20). Following single stage homogenization at
room temperature, milk fat globules will cluster and these
clusters may contain up to about 105 globules (21). Casein
molecules adsorb onto newly formed fat globule mem-
branes and, in the case of high fat content, form bridges
between fat globules. Clustering increases viscosity
because 1) serum is entrapped between the globules and
2) formation of irregular shaped clusters.

V. STABILIZERS

The gel structure may not be sufficiently firm to withstand
abuse during transportation, handling, and storage. This
could result in a weak bodied sour cream and whey
syneresis in the container. These defects are especially
noticeable for low fat products. To ensure consistent firm
texture dairy processors often choose to add non-dairy
stabilizers (22). Stabilizers commonly found in sour
cream include polysaccharides and gelatin.

Stabilizers must be food grade and approved. The
type and quantity used vary widely dependant on fat con-
tent, starter culture, and required sensory characteristics
of the final product. Types and quantities of potential sta-
bilizer mixtures used in sour cream are outlined in Table
179.1. Especially the non-fat formulation contains other
ingredients such as emulsifiers, color, and protein.

Polysaccharides bind water and increase viscosity.
Commonly used plant polysaccharides include car-
rageenans, guar gums and cellulose derivatives. Modified
starches are frequently utilized as well. It is necessary to
fully hydrate these polysaccharides to optimize their func-
tionality. Depending on the ingredient, this may require
efficient blending systems for incorporation of the ingredi-
ent into the cream, though care should be taken to avoid
churning the cream. Complete hydration can sometimes
only be accomplished following heating and cooling steps,
which conveniently are done by the pasteurization process.
Time may also be a factor for hydration to occur. Besides

binding with water molecules, polysaccharides may also
interact with milk proteins and form a network, which lim-
its the movement of water and increases viscosity. A short
description of the stabilizers is provided below:

a) Carrageenans: Extract of seaweed. Three types
of carrageenans are commercially available,
lambda, iota, and kappa, which differ based on
the amount of sulfate. They have low viscosity
at high temperature but viscosity increases dur-
ing cooling. Lambda has the highest sulfate
content, is soluble in cold milk, and forms
weak gels. Iota is soluble in hot milk (55°C)
and prevents syneresis. Kappa only dissolves in
hot milk (�70°C) and forms brittle gels (23).

b) Guar gum: Endosperm of seed from Cyanopsis
tetragonolobus plant. Different types of guar
gum are available to fit processing conditions.
Maximum viscosity develops over time. All are
soluble in cold milk. The main component is
mannose with attached galactose units.

c) Methylcellulose: A cellulose which improves
freeze-thaw stability and prevents melt upon
heating (22).

d) Gelatin: In contrast to the polysaccharides
described above, gelatin consists primarily of
protein (84–86%) and is derived from animal
sources such as skin and bones (24). Gelatin is an
excellent gelling agent but some off-flavors are
perceived when used at excessive concentrations. 

VI. PROCESSING

Throughout the processing of sour cream, extra care should
be taken to protect the cream. Prior to pasteurization, rough
cream treatment could lead to rancid off flavors due to
lipolysis. Following fermentation, it is important to treat the
coagulum gently to retain body and texture. This includes
use of positive displacement pumps instead of centrifugal
pumps, round pipe elbows instead of 90° angles, and use of
gravity feed wherever possible. In addition, special cream
pasteurizers may be used (Figure 179.2).

Ingredients can be incorporated directly into standard-
ized cream by mixing equipment such as a triblender.
Another option is to incorporate the dry ingredients into
the milk portion before standardizing the cream. The mix
is preheated and homogenized (~ 65°C, 10–25 MPa)
(25,26) immediately prior to pasteurization. Dairy homog-
enizers are normally double stage to prevent homogeniza-
tion clusters. However, in sour cream production single
stage homogenization is preferred to build up the body of
the product. Additional viscosity is obtained if the cream
is homogenized downstream from the pasteurizer though
such a process increases the potential for postpasteuriza-
tion contamination. Pasteurization is done at relatively
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TABLE 179.1
Example of Stabilizer and other Ingredients Used in
Sour Cream

Product Ingredients Usage Level

Sour Cream Modified food starch, grade  1.5–1.8%
A whey, sodium phosphate, guar
gum, sodium citrate, calcium sulfate,
carrageenan, locust bean gum

Low fat sour Same as above 1.75–2.0%
cream

Non-fat sour Modified food starch, microcrys 6.2–6.6%
cream talline cellulose, propylene glycol

monoester, gum Arabic,
artificial color, cellulose gum

Source: Adapted from 27.



high temperatures (85–90°C for 10–45 sec), well above
what is required for destruction of pathogens. The more
severe heat treatment lowers the potential for oxidative
and rancid off-flavors during storage as well as it may help
improve product viscosity. The cream is cooled to
22–25°C, pumped into the fermentation tank and starter
culture is added. Gentle mixing should continue until cul-
ture and cream are properly mixed (maximum 30 min). At
this point mixing is stopped until fermentation is com-
plete. The fermentation tank may be double-jacketed to
allow for better temperature control. However, in reality
this is not essential if the temperature of the processing
room remains relatively constant around 22°C.
Fermentation temperature may vary slightly from plant to
plant. Higher temperatures lead to faster fermentation and
potentially a more acidic product while lower fermenta-
tion temperatures may give a more flavorful product. The
fermentation is slowed down/stopped by cooling when the

desired acidity (~pH 4.5 or titratable acidity around 0.7%
– 0.8%) is achieved. Typically this takes 14–18 hours. The
coagulum is broken by gentle stirring and the product is
cooled either by pumping cooling water into the double
jacketed area of the tank or by pumping the cream through
a special plate cooler. The cream should be cooled to
around 8–12°C, which slows starter culture activity before
packaging. Prior to packaging, it can also be passed
through a homogenizer screen (smoothing plug) or similar
type of flow restrictor to smooth and improve texture (27).
The final cooling to around 4°C must occur slowly in the
package in the cooler in order to allow the cream to obtain
the appropriate viscosity. It is essential that the cream not
be moved during this cooling step.  

The above process assumes large-scale production.
However, numerous process variations exist.

A. “SHORT CUTS”

Throughout the process described above, special attention
is focused on gentle treatment of the product to assure
proper body and texture. In reality, the stabilizers used
today permit more flexibility in the process. A certain
amount of product abuse can be tolerated without lowering
the product quality because the stabilizers, when properly
used, create a firm texture and prevent whey separation. 

B. LOW QUANTITY

It is possible to significantly simplify the process when
producing small quantities of product. Sour cream can be
made with a double-jacketed pasteurization tank, a pump,
and a fermentation tank with gravity feed to the filler. The
absence of a final in-line cooling step would require an
efficient cooling procedure for the packaged product.  

C. CHYMOSIN ADDITION

Low quantities of chymosin may be added at the same
time as the starter culture. This creates a more “spoon-
able” sour cream. Lee and White (28) found that chy-
mosin addition (e.g. 0.066 ml/L) to low fat sour cream
resulted in increased viscosity and whey separation.
Sensory scores were lower for the chymosin containing
sour cream in regard to flavor, body/texture, and appear-
ance. This indicates that it may be preferable to modify
the stabilizer mixture rather than to add chymosin when
trying to increase product viscosity.

D. SET SOUR CREAM

The standardized, pasteurized cream can be mixed with
starter culture and immediately filled into the package.
The cream is then fermented within the final package
which leaves the coagulum undisturbed. When the appro-
priate acidity is obtained, the products are cooled either by
passing through a blast cooler or by placement in a cooler.
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The advantage of this method is the possibility to lower or
eliminate stabilizers and yet obtain excellent body and
texture. The disadvantages are the large space requirement
for fermenting the packaged product and the relatively
slow cooling. 

E. DIRECT ACIDIFICATION

A product somewhat similar to sour cream can be
obtained by direct acidification by organic acids such as
lactic acid instead of fermentation. However, Kwan et al.
(29) and Hempenius et al. (30) found that sensory pan-
elists preferred cultured sour cream instead of chemically
acidified cream. Product temperature at the time of acidi-
fication is critical and should be around 20–25°C. Higher
temperatures increase the likelihood that graininess
occurs and lower temperatures increase the time required
for gel formation (27).

F. LOW FAT AND NON-FAT SOUR CREAM

Vitamin A fortification is required in these products. The
processes are often similar to traditional sour cream
though non-fat sour cream mix should be homogenized at
much lower pressure. The main difference is observed in
the stabilizer mix as described above in section V. 

VII. SHELF-LIFE 

Sour cream should have a shelf-life around 25–45 days.
One study documents that, when properly stored undis-
turbed at 4°C, sour cream has an acceptable shelf-life for
up to 6 weeks (31). In another study, Folkenberg and
Skriver (7) evaluated the change of sensory properties of
sour cream during storage time. As storage time
approached 28 days the intensity of prickling mouthfeel,
sour odor, and bitter taste increased. The samples were
stored under ideal conditions, which suggest that real life
distribution and storage temperature abuse would likely
decrease the shelf-life of this product below 28 days.

The single most important factor determining shelf-life
remains cream quality. Unless the cream is of excellent
quality, the sour cream quickly develops off-flavors. Two
parameters that impact cream quality are 1) raw milk qual-
ity, and 2) pretreatment of milk. Good quality raw milk has
a low bacterial content (low standard plate count) and comes
from healthy cows (low somatic cell count). Even good
quality raw milk spoils unless quickly cooled and kept at
low temperatures until pasteurization. Furthermore, the time
interval between milking and pasteurization should be as
short as possible. Other factors to consider are proper clean-
ing and sanitation of all milk contact surfaces, well installed
and sized pumps, and no unnecessary milk handling.

Assuming that high quality cream is utilized the
parameters that limit shelf-life tend to be associated with
either flavor defects or surface growth of yeast and molds.

When using appropriate stabilizers the body and texture
should remain adequate throughout the shelf-life. A guide
on how to prevent flavor defects is included below. Yeasts
and molds are controlled by improving sanitation
throughout the process. As with many other dairy prod-
ucts sanitation trouble spots are often associated with the
filler machines, which are difficult to clean.

VIII. SENSORY DEFECTS IN SOUR CREAM

A. FLAVOR

The high lipid content makes sour cream extremely vul-
nerable to lipid associated off flavors such as rancidity
and oxidation. Other flavor defects include flat, lacks cul-
tured flavor and high acid.

Rancid: Hydrolytic rancidity or lipolysis is caused by
the release of free fatty acids from the glycerol backbone
of triglycerides. The reaction is catalyzed by the lipase
enzyme, which can be a native milk lipoprotein lipase or
can originate from bacterial sources. Triglycerides are
generally protected from lipase activity as long as the
milk fat globule remains intact. However, damage to the
globule will lead to rapid lipolysis because lipase, which
is situated on the surface of the globule, can access the
triglycerides. Therefore, precautions must be taken to pre-
vent damage to the milkfat globule until pasteurization,
which denatures most types of lipase. This means that raw
milk/cream must be pasteurized before or immediately
after homogenization to assure denaturation of lipase.
Likewise, it is strongly recommended never to recycle
pasteurized milk/cream back into raw milk/cream storage,
which is essentially an issue of rework handling. Cream,
from poor quality raw milk, can also develop rancid off-
flavors during storage, as some bacterial lipases are quite
heat stable and do not denature during pasteurization.

Oxidized: Autoxidation of milk fat is a reaction with
oxygen that proceeds through a free radical mechanism.
Unsaturated fatty acids and phospholipids are the prime
substrates that are broken down into smaller molecular
weight compounds such as aldehydes and ketones.
Oxidized cream exhibits off flavors and aromas that have
been characterized as cardboardy, metallic, oily, painty,
fishy, and tallowy (6). Oxidation is catalyzed by divalent
cations such as iron or copper. Thus, the best prevention is
to avoid contact of milk/cream with these metals. This
requires attention to details, as a single fitting or pipe
made of these metals can cause significant autoxidation.    

Lacks fine flavor/lacks cultured flavor: Both flavor
defects tend to be associated with the choice of starter cul-
ture. It may be possible to improve flavor by switching to
culture systems with more aroma producing capacity or to
strains that retard the transfer of diacetyl into acetoin. It is
also possible to add low concentrations of citric acid (below
0.1%), which is then converted to diacetyl by the aroma
producing starter cultures. The defect can also result from
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flavors imparted by stabilizers. Lowering the stabilizer dose
or changing to another stabilizer system may be required. 

High acid: If the final product pH is very low (e.g.
around pH 4.0) the product gets an unpleasant sour flavor.
While it is possible to stop the fermentation at a higher
pH, this does not necessarily solve the problem because
slow fermentation continues in the cooled and packaged
product. Therefore, it is often preferable to change the
starter culture mixture to lower the ratio of acid producing
bacteria.

Bitter: Bitter off flavors are often indicators of excess
proteolytic activity. Poor quality raw milk may contain
heat stable proteases that remain active throughout storage.
The defect is especially noticeable at the end of shelf life.
Improving raw milk quality, increasing pasteurization tem-
perature, or shortening code dates are possible solutions. 

B. BODY AND TEXTURE

As described above, texture is an essential quality param-
eter. Sour cream must remain highly viscous when in con-
tact with warm food surfaces such as baked potatoes. 

Too firm or weak: Improper choice of stabilizers can
cause over-stabilized sour cream that clings to the spoon.
Alternatively, the sour cream can be weak bodied and
“melt” on the hot food surface. 

Grainy: Grainy is primarily a mouthfeel problem,
though it can be visually distracting as well in extreme
cases. Grainy sour cream can be an indication of poor
blending or incomplete hydration of ingredients. A differ-
ent choice of stabilizers or a modification of incorporation
procedure may improve the product. Another solution is
to pass the product through a single stage homogenizer
valve prior to packaging. Grains can also indicate that the
fermentation was stopped at too high a pH and the caseins
are at their isoelectric point around pH 4.6.

Free whey: Whey syneresis on top of the sour cream
in the package is considered a significant quality defect.
There are three solutions available to solving the problem.
1) Change or increase the concentration of stabilizer. 2)
Increase fat content. Higher fat sour creams have a better
water binding capacity. 3) Reevaluate the entire process
and eliminate points of product abuse. This would prima-
rily include all steps following fermentation. 

IX. CRÈME FRAÎCHE

Crème fraîche or more correctly crème fraîche épaisse
fermentée is the European counterpart to the US sour
cream product. Crème fraîche has a fat content around
30–45% and has a mild, aromatic cream flavor. The dif-
ferences between the two products originate in the manner
of usage. The usage of sour cream is described above.
Crème fraîche is used cold on desserts such as fruit or
cakes, or warm as foundation in cream sauces which are

commonly used in the French cuisine. This double usage
creates a unique demand for specific product attributes.
The dessert utilization requires a clean, not too sour (4),
cultured flavor, that doesn’t overpower flavors from other
dessert components. The cultured flavor should be
refreshing so that it covers the impression of fat in the
product. This emphasis on flavor has led to significant
research at starter culture companies and dairy processing
companies to develop starter cultures that cause optimum
flavor development. The body and texture should be
smooth and less firm than sour cream. Crème fraîche
should be “spoonable,” not “pourable,” and should spread
slightly on the dessert without being a sauce. 

The incorporation of crème fraîche into warm sauce
requires thermostability, otherwise the protein would pre-
cipitate and flocculate in the sauce. For regular crème
fraîche (�30% fat) flocculation is rarely a problem. In
contrast, low fat crème fraîche (~15% fat) is less stable
when heated. Addition of stabilizers such as xanthan gum
can stabilize low fat crème fraîche. However, based on
European labeling legislation a crème fraîche cannot con-
tain stabilizers and a stabilized product would therefore
need to be marketed under another name.

Crème fraîche is produced by a process similar to that
of sour cream, with the exception that no ingredients are
added. Without stabilizers, it becomes a challenge to
obtain good body and texture. Each processing step
requires attention to producing and maintaining high vis-
cosity. In this case the homogenizer becomes an essential
tool for building viscosity. Only single stage homogeniza-
tion is utilized. The product is sometimes homogenized
twice, either in subsequent runs before pasteurization, but
more commonly both before and after pasteurization.
Homogenization after pasteurization promotes better vis-
cosity and, equally important, better thermostability. An
additional homogenization following fermentation gives a
homogeneous product with a smooth mouthfeel.
Homogenization downstream from the pasteurizer (i.e.
after pasteurization) should raise concerns in regard to
post-pasteurization contamination. Ideally, an aseptic
homogenizer should be used. However, the high price of
such homogenizers makes this an unsuitable alternative.
Instead, great emphasis must be placed on proper cleaning
and sanitizing of the downstream homogenizer. In addi-
tion, food safety issues are normally controlled because of
the high content of lactic acid bacteria and the low pH. 

There is some discussion as to the final pH of crème
fraîche fermentée. Kosikowski et al. (25) and Kurmann 
et al. (32) state that the cream is fermented to pH 6.2–6.3.
However, commercially it is commonly fermented to an
end pH around 4.5. The mild flavor is not obtained by a
higher pH but rather through selection of aroma produc-
ing starter cultures. It is the combination of aroma com-
pounds and the high fat content that mask the sour flavor
in crème fraîche.
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Crème fraîche is a new product on the US market. The
high fat content and small scale processing contribute to a
retail price which is at least twice as expensive as tradi-
tional sour cream. Nevertheless, sales are growing. Its
increasing popularity is an indication of changing culinary
habits promoted by growing population diversity and
exposure to European culture. While crème fraîche is far
from being a mainstream product on the US market, it is
an interesting addition to the dairy case and can be found
in many specialty stores.
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I. INTRODUCTION

Production of cheese is a process of concentrating milk by
the interaction of the milk, starter cultures and in most
cases rennet. Traditionally cheese has been produced in
small vats, but during the last 3 to 4 decades, processing
has become increasingly industrialized. Before industrial-
isation, little attention was directed toward the hygienic
aspects of cheesemaking, partly because the batch sizes
were small and partly because methods of analysis were
not well developed, consumption of cheese would nor-
mally cause only a few disease cases. In the recent years,

more attention is being given to the hygienic aspects for
several reasons: Methods for detecting pathogens have
improved; more focus on emerging pathogens like
Listeria and E. coli H7:O157; and the larger batch sizes
increase risk to larger numbers of consumers, if pathogens
are present. Furthermore, because of the large batches,
economical losses will be substantial if the quality is not
acceptable. Finally an unacceptable quality in just a few
batches from a producer may lead to loss of market
shares. All these reasons have led to a considerable
increase in attention on the hygienic aspects of cheese-
making. These aspects include a range of factors such as



hygiene, environmental and technological factors, interac-
tions between microorganisms, and the setting up control
systems in order to prevent contamination, or at least
inhibit the growth of pathogens.

Complications in doing this arise from the fact that
there are many different cheese varieties, such as yellow-
(with or without surface ripening), fresh-, blue veined-,
white molded and cottage cheese, each with their own
risks for the presence or growth of pathogens or spoilage
microorganisms. In this chapter, the most important phys-
ical, chemical and microbiological factors required for
inhibiting or avoiding pathogens or spoilage microorgan-
isms are described. The creation of a comprehensive con-
trol system is discussed.

II. GENERAL ASPECTS OF CHEESE

Cheeses comprise a huge number of varieties and thus the
composition also varies. The chemical composition of a
cheese results from production under either high or low
acidification, depending on the type of cheese, and the
starter culture, which also plays a role in formation of the
metabolic profile. As an example, the starter culture 
is able to form lactic acid as the major component,
diacetyl, ethanol, acetic acid, benzoic acid and bacteri-
ocine (1). 

Depending on the type of cheese, the water content
varies from very low in grana cheeses to very high in cot-
tage cheese and the pH may vary from very low in blue
veined cheeses and feta (4.6–4.8) to very high in queso
fresco (6.2–6.5). As pH varies, so does the lactic acid con-
tent. The sodium chloride content varies from very high
(4–6%) in some blue veined cheeses and feta to very low
(0.8–1.0) in cottage cheese. The sodium chloride content,
dry matter and other salts in cheese are responsible for the
water activity, which is a very important growth determi-
nant for microorganisms.

Regarding growth of microorganisms on the surface
of cheeses, the packaging conditions are very important
because the oxygen barrier varies, depending on the pack-
aging material. The choice of packaging material depends
on the type of cheese to be packed. Curing times for some
cheeses may vary from short (1–6 days) or longer 
(up to 2 years) time intervals. This factor challenges the
hygienic conditions in the curing rooms in relation to the
chemical composition of the cheeses. Another challenge
in this respect is the variation in temperatures that may
occur in curing rooms. The temperature may vary from
very high (20–22°C), for example for some Swiss type
cheese varieties, to very low (2–5°C) for fresh cheeses or
special varieties. During the curing time, temperature is
elevated or lowered depending on the cheese type to be
produced. Finally, the addition of nitrate or lysozyme to
prevent growth of primarily Clostridia is an antimicrobial
factor to be considered (2).

From a hygienic point of view, the cheese process in
itself is a stabilizing factor. Starter culture is added to the
cheese milk at 30°C and, together with the action of ren-
net, the milk coagulates to form a gel. As pH drops through
the formation of lactic acid from the starter culture, the
water binding capacity of the proteins drops. This, together
with cutting of the formed gel, separates the milk into
cheese and whey. After about 90 minutes, depending on
type of cheese to be produced, the pH has dropped from
6.7 in fresh milk to about 6.0. After this initial cheese
process, the cheese mass is pressed and anaerobic condi-
tions are created. After pressing, the cheeses are left to
complete acidification to the minimum pH (5.2), typically
requiring 24 hours. Most cheese types are then cured in
curing rooms at different temperatures and they may be
ripened with or without a surface ripening culture. Some
cheeses are packed in different foils in the curing room.
Some fresh types of cheeses, however, are packed directly,
then stored at 5°C and consumed within a few weeks.

III. ENVIRONMENTAL AND 
TECHNOLOGICAL FACTORS

A. ORGANIC ACIDS AND PH

The starter culture consists of lactic acid bacteria (LAB),
and within 24 hours, the minimum pH is usually achieved.
The minimum pH may vary, but in most cheeses the min-
imum pH is about 5.2 or lower; for cheddar pH 5.0 is nor-
mal, and in feta the pH may be as low as 4.6. While the
buffer capacity in the cheeses is high due to the high pro-
tein content, the amount of lactic acid formed in the
cheeses is also very high, up to 1.5% for some cheese
types. This amount of lactic acid and the relatively low
pH, achieves inhibition of many pathogens and spoilage
microorganisms, especially gram negatives. However, the
gram positives will also be inhibited under these condi-
tions. Yeast and molds are only affected a little by the low
pH and high amount of lactic acid. Depending on the type
of starter culture, certain amounts of other organic com-
pounds will also be formed (1). When gas producing
mesophilic LAB are used as starters, diacetyl is formed in
amounts that are able to cause a little inhibition of
pathogens and spoilage microorganisms. Due to the
metabolism occurring in the cheeses, the starters will also
form acetic acid, up to 250 ppm is normal. This amount is
not enough to prevent the growth of pathogens or spoilage
microorganisms, and has a little impact. Other organic
compounds like benzoic acid and ethanol may also have
an impact on the growth of pathogens and spoilage
microorganisms.

While the amounts of organic compounds formed are
difficult to control, it is easy to control pH and it is impor-
tant to keep it as low as possible without altering with the
desirable organoleptic properties of the cheeses.

180-2 Handbook of Food Science, Technology, and Engineering, Volume 4



B. TEMPERATURE

Temperature and curing duration are important variables
from a technological and hygienic point of view. While
the curing temperature and time may improve the
organoleptic properties of the cheese, it may also possibly
lead to microbial growth. At 1°C, given the right condi-
tions, Listeria is able to grow (3), while others such as
Clostridium tyrobutyricum are not able to grow below 
8°C (4). Therefore it is important to monitor the interac-
tion between the curing temperature and time, in relation
to the growth of selected microorganisms, and the
cheese’s organoleptic properties. From a hygienic point of
view the temperature should be kept as low as possible.

C. NACL AND WATER ACTIVITY

At a high NaCl content, and/or low water content, many
microorganisms are prevented from growing (5). In such
cheeses, Staphylococci, Listeria and yeast are chief con-
cerns, as they are salt tolerant (6). In fresh cheeses of
which the water activity is high and the NaCl content is
about 0.8–1.0, the risk of growth is high these are physio-
logical conditions. It is not possible to lower the NaCl
amount because it originates from the milk, and, in many
cases, it is not possible to elevate the amount due to
changes in the organoleptic properties. In these cases,
other means must be used to prevent growth of pathogens
and spoilage microorganisms.

D. NITRATE AND LYSOZYME

Nitrate and lysozyme are often added to cheese milk in
order to prevent late blowing from Clostridium tyrobu-
tyricum (2–7). In most cases these additives also inhibit the
growth of other microorganisms. But it is worth noting that
the activity of the starter may also be slightly inhibited,
causing a slower decrease in pH during the fermentation
process, resulting in less inhibition of pathogens and
spoilage microorganisms during the acidification process. 

IV. ANTAGONISTIC/SYMBIOTIC ACTIONS
IN CHEESES

For several years, nisin, a bacteriocin produced during fer-
mentation has been recognized as preservative in a variety
of cheeses. Nisin is produced by Lactococcus lactis subsp.
lactis, one of the species used for acidification. The ability
to produce nisin is strain dependant. Nisin can be added to
cheese milk or processed cheese as a powder for inhibiting
gram positives. Use of a living nisin producing
Lactococcus in cheese production is not widespread
because of inhibition of the starter culture may be a prob-
lem. Other bacteriocins are known (8–9). The starter cul-
ture used in the production of surface ripened cheeses,
consists of a mixture of yeast, Brevibacterium linens, other

coryneform bacteria, Micrococcus, Staphylococcus (prima-
rily equorum and xylosus) and gram negatives in limited
numbers (10). Bacteriocins from B. linens and
Staphyloccus have been reported, and this is considered to
be one way to control Listeria on surface ripened cheeses
(11–13). Enterococcus sp. has also been reported to pro-
duce bacteriocins, and this production may also have an
impact on the control of harmful gram positives on cheeses. 

Apart from producing organic inhibitors and bacteri-
ocins, the starter culture may also inhibit other microor-
ganisms by direct competition for substrate. The starter
culture ferments lactose into lactic acid/lactate, and thus
inhibits the growth of harmful lactose fermenting
microorganisms like coliforms or spoilage bacteria e.g.
heterofermentative lactobacilli. Other substrates con-
verted by the starter culture during cheesemaking are cit-
rate and protein fragments, which mean that these
compounds can’t serve as substrate for pathogens. The
formation of lactic acid/lactate will in turn promote the
growth of lactate fermenting microorganisms (e.g. certain
Clostridia). The best known is Clostridium tyrobutyricum
which causes late blowing in cheeses; however, there are
means available to prevent this (see Section VI.A).

V. HYGIENIC ASPECTS OF EQUIPMENT

A. BACTOFUGATION

Bactofugation is widely used as a mean to remove spore-
formers from the milk; well functioning bactofugation
removes up to 98% of the spores (14). During the autumn
and winter seasons, when cows are fed with silage, the
spore content of Clostridium tyrobutyricum may be as
high as 4000 per liter milk; As few as 10–20 spores per
liter may cause late blowing in cheese. With a removal
efficincy of 98% by bactofugation, the number of spore
formers remaining is about 80 per liter, thus bactofugation
is not completely effective in preventing late blowing. A
relatively new process involving double bactofugation, is
usually enough to prevent late blowing. Normally
bactofugation is able to remove about 70% of the non-
sporeforming flora, but this is far from sufficient removal
of the non-sporeforming microorganisms. 

B. MICROFILTRATION

A better, but also more expensive, way to remove bacteria
in general is microfiltration. Microfiltration will remove
about 99.9% or more of the microbial flora present,
including spore formers. By this the quality of the cheese
milk is improved and the risk of the presence of microor-
ganisms will decrease considerably. In cases where it is
crucial that special spoilage microorganisms are absent,
it is appropriate to perform microfiltration prior to
pasteurization.
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C. PASTEURIZATION

Pasteurization is the ultimate step for removal of pathogens.
Low pasteurization is defined as the combination of time
and temperature and is sufficient to kill all vegetative
pathogens. Still, it should be noted that not all microorgan-
isms are killed by low pasteurisation. Spores of Bacillus
and Clostridium sp. will survive along with a few spoilage
microorganisms such as heterofermentative Lactobacillus.

In the pasteurization process it is important to control
the temperature. During pasteurization the temperature
will oscillate from the set point and it is crucial that the
lower temperature be above 71.8°C. Controlling this
requires an accurate temperature detection system. Such a
system should be able to register the temperature rapidly
and with high frequency. Another issue in pasteurization is
the temperature differences between the components in the
pasteurization unit. For example if the differences in the
regenerative system are too big, fouling may occur, lead-
ing to lower efficiency in the pasteurization unit. The oper-
ation time for the pasteurization unit is also of importance.
With the demands for high production efficiency, running
times tend to increase, but this is often compromised due
to biofilm formation. Finally of course, the cleaning of the
pasteurization unit is important considering the concentra-
tion of the cleaning agents and the temperature used.

D. CHEESE VATS

The cheese process is normally conducted at 30°C, with a
cooking temperature range from 35–55°C. These tempera-
tures are the normal interval in which pathogens or
spoilage microorganisms are able to grow or survive. It is,
therefore, necessary that the cheese vats are maintained in
a high hygienic condition. There should not be any dead
ends in the vats and the interfaces between the cheese vat
and pumps, stirring systems, etc. should be secured prop-
erly. Finally, it is important that cleaning is easy to perform
either as a “cleaning in place” (CIP) system or manually.

E. BRINES

In most cases cheeses are subjected to brine with a NaCl
content of about 21%. Direct salting may also be used, for
example, in cheddar and cream cheeses. Due to the high salt
content only a few microorganisms represent a risk; yeast
(as spoilage microorganisms), S. aureus and Listeria mono-
cytogenes are the only microorganisms of concern. It is also
important to note that an infection in the brine leads only to
surface contamination, as the cheese at this stage is already
formed and the surface has been closed during pressing. 

F. CURING AND PACKAGING

There are three methods for curing cheeses: Packaged in
bags or foil; unprotected on shelves with surface ripening;

and unprotected on shelves without surface ripening. If
the cheeses are packaged, the risk of contamination and/or
growth is small. In general, packed and subsequently
cured cheeses, keep their characteristic low pH, which
along with the packaging protects against contamination. 

Cheeses that are not packed, and without surface
ripening, have a higher risk of contamination. For surface
ripened cheeses the risk of contamination is higher than if
they are also packed. The microorganisms used for sur-
face ripening will develop into a thick layer and, hence,
protect against contamination partly by producing antag-
onistic compounds such as methanthiol and bacteriocins,
and substrate competition. 

G. DISTRIBUTION AND CHEESES ON THE MARKET

Obviously the risk of contamination is very low when
cheeses are distributed packaged and will only be con-
taminated by damaging the packaging. The risk is if path-
ogenic or spoiling microorganisms are already present in
low amounts. They may grow if the cooling chain is bro-
ken. This factor is often seen in the cooling desks at the
supermarkets especially, where the temperature often is as
high as 15°C, 10°C above the required 5°C; precautions
should be taken to keep the temperature at 5°C or below.

VI. IMPORTANT MICROORGANISMS

There are many species of pathogens or spoilage microor-
ganisms in and on cheeses to be considered, in and on
cheeses. However, many microorganisms are not found in
cheese or will not grow during the cheese process. Absence
of other microorganisms is controlled by veterinarian
authorities in the primary (at the farmhouse) production.
Among other Brucella, Mycobacteria and Tuberculosis are
under veterinarian control in most countries.

A. CLOSTRIDIA

Clostridia are widespread in nature and occur in raw milk.
Only very few cases of illness due to C. botulinum can be
attributed to cheese, thus the major concern is spoilage due
to C. tyrobutyricum which causes late blowing of hard or
semihard cheeses. Late blowing occurs when the number
of C. tyrobutyricum in the cheese milk exceeds 10–50
spores per liter and the pH is 5.2 or higher (15). During late
blowing lactate is converted into butyric acid, carbon diox-
ide and hydrogen; spoiling is characterized by extreme eye
formation, split defects and off flavors. Prevention of
spores in cheese milk can be achieved, to some extent, by
bactofugation (16), but bactofugation is not adequate to
prevent late blowing. Double bactofugation or microfiltra-
tion is, however sufficient to prevent late blowing. If it is
not possible to bactofugate or microfiltrate, the addition of
nitrate or lysozyme is an alternative, but the legal amounts
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allowed of these compounds may not be sufficient to pre-
vent late blowing. An effective alternative is to cool the
cheese down below 8°C, at which the spores will not
develop.

B. E. COLI

Normally E. coli should not occur in cheeses, although 
10–1000 E. coli per gram can be allowed from time to
time depending on the cheese type. The major concerns
are the pathogenic E. coli types. These are divided into
enterohemorrhagic (EHEC), enteropathogenic (EPEC)
enteroinvasive (EIEC) and enterotoxigenic (ETEC) (17).
They can cause serious disease and have been reported to
cause foodborne diseases in at least five outbreaks
(18–20). Most concern is with the EHEC E. coli H7:O157
that was involved in an outbreak in cheese produced from
raw milk. In order to prevent pathogenic E. coli it is cru-
cial to pasteurize the cheese milk. This will assure that
they are not present in the milk, although postcontamina-
tion may occur. Good manufacturing practice is normally
sufficient to prevent such contamination. If postcontami-
nation does occur, it is important to prevent its growth.
The activity of the primary starter should be controlled to
assure a fast pH drop to below 5.5, which will inhibit 
E. coli growth. If hard cheeses are produced, the water
activity should be held as low as possible, because growth
of pathogenic E. coli does not occur at a water activity
below 0.96. Such conditions are present in some blue
veined cheeses like Danish blue and roquefort. 

C. SALMONELLA

As for pathogenic E. coli, only a few cheese related
Salmonella outbreaks have been reported (21–23).
Because Salmonella are very heat and salt sensitive, they
are not likely to grow in cheese. Thus, prevention of their
contamination of cheese milk is crucial. Properly pasteur-
ized milk is sufficient to eliminate Salmonella and the
same precautions as described for control of E. coli should
be taken. Fast acidification and good manufacturing prac-
tices along with maintaining as low water activity as poss-
ible is usually enough to produce safe Salmonella free
cheeses. 

D. LISTERIA

Listeria is widespread in nature and can be found in up to
50% of milk samples from raw milk silotanks, depending
on geographical and seasonal variations. Listeria monocy-
togenes, a gram positive pathogen, has caused a few out-
breaks of disease. Two of these outbreaks have caused
higher rates of mortality (24,25). In 1985, 48 people died
due to consumption of a Mexican style cheese (25). The
reason for the contamination was a leak in the pasteuriza-
tion equipment, resulting in a mixing of raw and 

pasteurized milk. In the mid-1980s 34 people died due to
consumption of Vacherin Mont d’Or from Switzer-
land (24).

Listeria is difficult to control due to the relatively high
heat stability (D10 at 69°C is about 15 sec). The tempera-
ture range for growth is 0–45°C, at pH 4.4–9.5, and up to
10% NaCl. In order to prevent growth it is important to pas-
teurize efficiently, which means ensuring that the cheese
milk has been heated to at least 72°C for 15 sec. In the out-
breaks, the products had characteristics that favored growth
of L. monocytogenes. In the Mexican style cheese, for
example only a weak acidification took place and the NaCl
content was low. In the case with Vacherin Mont d’Or,
insufficient hygiene, coupled with a rise in pH and a low
NaCl also favored growth of L. monocytogenes (24). It is
also worth noting that bacteriocin-producing starters and
surface ripening cultures may inhibit the growth of 
L. monocytogenes (12). The infectious dose of Listeria is
high compared to Salmonella and pathogenic E. coli which
makes it easier to control it in the products. But on the other
hand, Listeria is more likely to grow in the final product,
depending on the type of cheese, because of its high resist-
ance to low pH, NaCl and low temperature. 

E. STAPHYLOCOCCUS AUREUS

S. aureus is associated with milk due to its close associa-
tion with cows. It is relatively salt tolerant but sensitive to
pH. The infectious dose is high about 105 pr ml. Disease
arises from heat stable toxins, which means that even
though no living S. aureus may be detected, the toxins
may still be present (26). Thus, it must be assured that the
number of S. aureus transferred from cow to product does
not exceeded 105 pr ml, which is assured by a good man-
ufacturing practice on the farms including assuring cool-
ing in milk tankers and raw milk silotanks. Because S.
aureus does not grow below about 8°C, the holding tem-
perature should be held below 8°C, especially if the milk
is stored for a long time in a silotank. S. aureus will only
grow in cheeses with low acid content or if the cheese sur-
face pH rises during curing. Good hygiene is normally
enough to assure either the absence or low numbers in or
on cheeses. 

F. OTHERS

Other microorganisms may cause spoilage or diseases in
addition to the discussed above. Yeast and heterofermen-
tative Lactobacilli may cause gas production or off flavors
in cheeses, although the problem is generally easily
solved by cleaning. In both cases, spoilage is due to heavy
contamination in the dairy environments, and normally it
is easy to control the environments to prevent heavy con-
tamination. There is also the possibility for mold growth,
which may be a problem on the surface of cheeses.
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Formation of molds should be avoided partly because the
damage to the product is severe and partly because for-
mation of molds in some cases leads to formation of
mycotoxins. Packaging in a modified atmosphere and in a
material which creates a high oxygen barrier will prevent
growth of molds. The risk from growth of molds is the
formation of mycotoxins, but normally if molds become
apparent, it will be destroyed. Mycotoxins are not able to
penetrate the entire cheese, but are normally located in the
outer rind, about 0.5–1.0 cm in depth depending on the
cheese type and water activity.

VII. CONTROL SYSTEMS

In building up a control system, it is important to con-
sider in each step of cheese production from the farm to
the final product the microorganisms of concern. These
steps are called critical control points and by introducing
hazard analysis of critical control points (HACCP) it is
possible to introduce a very high safety level of the prod-
ucts. Critical control points are production steps where
some of the physiological or chemical conditions could
cause a change conductive for growth of unwanted
microorganisms. This means that careful evaluation
should be performed if the microorganisms of concern
can survive or grow at each control point. The most
important parameters to evaluate are temperature;
process time at the given temperature; pH and possibility
of pH to change; water activity; and addition or formation
of inhibitors. 

There are different tools for determining whether a
control point is critical. One is Predictive Modeling.
Predictive Modeling is based on subjection of a large
dataset on the growth of different microorganisms under
different conditions into a database system. The growth
data on the microorganisms derived from laboratory
research, challenge tests and real product experiences are
analyzed statistically and a program formed that predicts
the microorganisms growth at selected temperatures,
water activities, pH values, and often under other condi-
tions such as the presence of additives. 

Another critical point is the cleaning system. In most
dairies, cleaning in place (CIP) is used. Sodium hydroxide
with a pH of about 11 and a temperature at 70–80°C is
used to wash away most of the milk components from the
equipment followed by flushing with water. Nitric acid at
pH about 2 is then used to remove acid soluble compo-
nents from the equipment. It is expected that the strength
of the CIP and the temperature will drop during the long
transportation distances. In both cases, the cleaning effi-
ciency and the direct killing effect on microorganisms will
be less. Thus CIP is an important critical control point.
Once the critical control points are established, limits for
accepted values are determined and controlled with
selected intervals. 

VIII. CONCLUDING REMARKS

In order to control the presence and growth of pathogenic
microorganisms, it is important to do whatever is possible
to prevent their occurrence from farm to cheese product
and to ensure that good manufacturing practice is imple-
mented throughout the production. Implementation of
HACCP is an excellent tool to control the pathogens or
spoilage microorganisms. Raw milk should be of good
quality, and its storage should be at low temperatures,
especially if storage times are long. Pasteurization is also
critical, thus the pasteurisation plant should be under care-
ful control: The temperature must be stable and not below
72°C, the pasteurizer should be cleaned at required inter-
vals and it must be assured that there are no dysfunctions
such as mixing raw and pasteurized milk. The activity of
the starter must be high; this will lead to a fast drop in pH,
helping to control pathogens. If possible, the temperature
should be kept as low as possible and the salt content as
high as possible. During the process, hygienic precautions
should include good personal hygiene, high water quality
used for the production and adequate cleaning efficiency.
It must be ensured that the CIP system be optimal with
regard to strength of the sodium hydroxide and acid used,
as well as the temperature employed during the 
cleaning step. 

It should be emphasized that foodborne outbreaks in
cheese consumption seldom occur. It is encouraging that
considering the huge amount of cheeses consumed world-
wide, only a few outbreaks have been documented. One of
the reasons for this is that cheese is a well conserved sys-
tem, creating a protective chain of hurdles against patho-
genic and spoilage microorganisms.
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I. INTRODUCTION

Fermentation is one of the oldest preservation practices
used by man and is applied to a wide variety of foods. The
term fermented meat is very generic and involves a wide
variety of meat products based on a mixture of minced meat
and fat, with salt and/or sugar, which is stuffed into a cas-
ing, fermented and dried or smoked (1). The evolution of
fermented meats has followed a traditional route, with oral
transmission from generation to generation over the cen-
turies but very empirically, with a rather poor knowledge of
the process technology (2). It was just in the latest decades
of the 20th century when rapid advances in the scientific

knowledge of the chemistry, biochemistry and microbiol-
ogy involved in the process were reached (3). This knowl-
edge prompted successful developments in technology and
a significant progress in quality standardization.

There is a wide variety of processing technologies
(with important variations in the conditions for drying,
ripening, smoking, etc.) as well as an important influence
of the meats used as raw materials (genetic type, feed,
rearing system, etc.) and microorganisms selected for the
fermentation, all of this giving important variations in
quality, especially in sensory characteristics. Main types
of fermented meats and the most important processing
technologies are described in this chapter.
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II. TYPES OF PRODUCTS

Some of the most important and well-known products are
listed in Table 181.1. Based on the moisture content, most
of fermented meat products may be classified as dry
(weight loss higher than 30%), semi-dry (weight loss
lower than 20%) or just fermented sausages when no dry-
ing is applied. Some of the typical Mediterranean
sausages are French saucisson, Spanish chorizo or Italian
salami. On the other hand, German or Hungarian style
salamis represent some of the typical northern European
products. There are basic differences between both groups
of products (4). So, the Mediterranean sausages, which
are not smoked, undergo a slow process with nitrate addi-
tion and very mild temperatures for both fermentation and
drying. On the other hand, only nitrite is used in northern
European sausages with faster processes and final smok-
ing in most cases — i.e. up to 95% of German raw
sausages are smoked (5). The pH drop, reduction in water
activity and drying are main factors responsible for shelf-
life of these products. In general, and depending on the
total processing time, three main groups of fermented
sausages can be established (4): Rapid (less than 7 days),
regular (around 3 weeks) and slow (up to 3–4 months).

III. RAW MATERIALS

A. INGREDIENTS

The main ingredients are chilled raw meat from skeletal
muscle tissue, either porcine alone or mixed with bovine.
Other species like chicken may be used. Frozen fat tissue,
usually firm pork back fat, with low content of polyun-
saturated fatty acids is preferred. Highly unsaturated fat 
may experience undesirable oxidations and result in off-
flavors, color oxidation and an unpleasant melting fats
appearance on the cut surface. Fat kept under frozen stor-
age for long time may also experience an intense oxida-
tion and thus must be rejected for the same reasons.

B. OTHER INGREDIENTS AND ADDITIVES

Salt constitutes the most typical curing agent. It is added
within the range 2–3% and plays several important func-
tions: It exerts a partial bacteriostatic action, contributes to
an initial reduction in aw to 0.96 and to partial solubiliza-
tion of the myofibrillar proteins and, finally, imparts a typ-
ical salty taste. Nitrite, and sometimes nitrate, are also
added to the curing mixture. Nitrite is a well-known micro-
bial preservative with a specific protection against
pathogens, especially Cl. botulinum. Another important
role of nitrite is the development of the typical cured meat
color (8,9). In addition, nitrite also helps in preventing oxi-
dation and contributes to cured meat flavor (10) although
the full chemical mechanisms are not fullly understood
due to the complex number of compounds in the sausage
and the high reactivity of nitrite. Ascorbic and erythorbic
acids or their sodium salts are used to favor nitrite 
reduction to nitric oxide, exert antioxidative action and
inhibit the formation of nitrosamines (3). Carbohydrates
are added as substrate for microbial growth and develop-
ment. The choice of the carbohydrate and its amount
depends on the type of desired fermentation and ripening
time. The fermentation rate will be rather faster or slower
depending on the type of carbohydrate. Monosaccharides
are rapidly fermented while disaccharides and more com-
plex polysacharides take longer and pH drop is thus
delayed. Sometimes, glucono-delta-lactone, that
hydrolyzes to gluconic acid, may be used as an alternative
way for a non-microbial pH drop but the quality of the
product is rather poor (11). Spices, like ground pepper,
paprika, garlic, etc., are used to give a typical and charac-
teristic flavor, and sometimes color, to the fermented meat
(12). Most of them are also effective antioxidants (13).

C. STARTERS

Traditionally, the fermentation was held at mild tempera-
tures with the selective growth of the indigenous flora or
the inoculation of flora from a previous succesful fermen-
tation, a technique known as back-slopping. But these
practices resulted in a wide variability in both safety and
quality of the final products. The use of micrbial starters
had a rapid development and application in the second half
of the last century. Most of these cultures are based on lac-
tic acid bacteria (Lactobacilli or Pediococcus strains) to
ensure a rapid acidulation and Micrococcaeae (Kocuria or
Staphylococcus strains) to have a good sensory profile
(14–18). Proteolytic and lipolytic enzyme activities are
important for flavor development. Other important
enzyme activity in Micrococcaceae are nitrate reductase
which contributes to the reduction of nitrate to nitrite, and
catalase that mediates the degradation of hydrogen perox-
ide (19–21). Yeast may be used as a complement in starter
cultures due to its growth on the outer area of the sausage
and its important deaminase/deamidase and lipolytic
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TABLE 181.1
Examples of Fermented Meats Based on the Extent of
Drying (3,6,7)

Extent of Weight Loss 
Drying (%) Type Examples

No drying � 10 Spreadable German teewurst
“ “ Frische mettwurst
Short drying � 20 Sliceable Summer sausage
“ “ Lebanon Bologna

Saucisson d´Alsace
Long drying � 30 Sliceable Hungarian & Italian 

salami
“ “ Pepperoni
“ “ Spanish salchichón
“ “ French saucisson



activity. Certain molds may be used as starters for the
external surface of the mold-ripened sausages (22). 

D. CASINGS

Casings are available in many materials but all of them
must exhibit a good permeability to water and air.
Traditional sausages have typically used natural casings
that are irregular in shape but give good elasticity, tensile
strength and permeability. Collagen-based casings shrink
with the sausage and have good permeability. Synthetic
casings are usually based on cellulose and, although non-
edible, they allow good standardization due to the uniform
shape and controlled pore size (23).

IV. PROCESSING TECHNOLOGY

The main stages in the processing of fermented sausages
are briefly described below.

A. COMMINUTION OR CHOPPING

Chilled meat pieces, usually from pork and beef, and frozen
fat tissues are comminuted in a meat grinder, usually in a
2/1 ratio. The size of the particles may be regulated depend-
ing on the holes of the grinder (see Figure 181.1), Then,
additives (salt, nitrate/nitrite, carbohydrates, microbial
starters, spices and optionally sodium ascorbate or erythor-
bate) are added and the whole mass is mixed for homoge-
nization. This operation is carried out under vacuum to
remove as much oxygen as possible (see Figure 181.2).
Once fully homogenized, the batter is stuffed into the cas-
ings by using vacuum filling devices. A general view of
stuffing machines in a fermented sausage industry is shown
in Figure 181.3. Once the sausages are stuffed, they are
hung in racks and placed in air-conditioned rooms with

computer control of temperature, relative humidity and air
flow rate. Local traditional sausages, which are produced in
an artisanal way, are stuffed in natural casings and placed in
either natural or air-conditioned ripening rooms.

B. FERMENTATION

The main goal of the fermentation stage consists in the
growth and development of the microbial flora, either nat-
urally present in the meat or added as starter in the mix-
ing. Simultaneously, different biochemical changes
consisting in the enzymatic breakdown of carbohydrates,
proteins and lipids take place. Other changes consist in the
acid gelation of meat proteins as a result of pH drop, an
initial moisture loss as a consequence of water release
from meat proteins and a reduction in the redox potential
through the combined action of the muscle and lactic acid
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FIGURE 181.1 Grinding of meats and fats. There are many
sizes of grinder plates in accordance to the required particle size.

FIGURE 181.2 Detail of the batter after mixing in a vacuum
mixer massager.

FIGURE 181.3 General view of a sausage manufacturing
plant. Stuffing machines and vacuum mixer massaging can be
observed. Courtesy of Tabanera Company, Segovia, Spain.



bacteria enzymes (24). An example of fermentation in an
industrial computer-controlled chamber is shown in
Figure 181.4. 

The time required for fermentation depends on the
type of product but is mainly a function of temperature
and specific microorganism used as starter. There are two
clear technologies for meat fermentation that decide the
type of starter to be used as well as fermentation condi-
tions (2). In the USA fermentation, starters such as L.
plantarum or P. acidilactici are used for fermenting at
high temperatures, (i.e., up to 40°C). The result is a rapid
lactic acid generation that accumulates and produces a pH
drop below 5.0. The spoilage microorganisms are rapidly
inhibited but flavor formation is somehow restricted by
low pH values due to inhibition of exopeptidases and
lipolytic enzymes, most of them active at neutral pH. In
Europe, milder fermentation temperatures, around
22–26°C, are used although other differences may be
found between Mediterranean and northern European
countries. For instance, the use of nitrate and long ripen-
ing, with no smoking, are typical of Mediterranean
sausages. The shelf life mainly depends on drying and low
water activity. On the other hand, northern European
countries use nitrite, short ripening and smoking (25). 

C. RIPENING AND DRYING

There are two main objectives in this stage: Drying and
development of sensory properties. Sausages are hung in
racks and placed in either natural or air-conditioned ripen-
ing rooms. Special care must be taken with relative humid-
ity in the chamber as an excessive dryness in the
environment may result in an excessive dehydration of the
sausage surface, known as case hardening. Recommended
relative humidity in the environment should not exceed in
more than 0.1 units the water activity value in the sausage
and air speed must be kept to values as low as 0.1 m/s
which are enough for environment homogenization (2). A
periodic change in the circulation of the air also allows a
good exchange of the air between the sausages and the
fresh blown-in air (26) The length of the ripening/drying
period depends on the kind of product and its diameter,
ranging from 7 days to 3–4 months. The length and condi-
tions of the process, that allow for an intense and prolonged
microbial and enzymatic action, as well as the optional
smoking, have a strong influence on the sensory properties.
In some Mediterranean dry fermented sausages, a mold
layer is grown on the outer surface, giving a particular
appearance and contributing to ammonia generation and
pH increase through deamination of amino acids (see
Figure 181.5). 

D. SMOKING

Traditionally, smoking has been applied in areas with cold
and humid climates for preservation, due to its bacte-
riostactic effect on yeasts, molds and certain bacteria. In
addition to its antimicrobial and antioxidative effects, its
main role has changed to the development of sensory prop-
erties that are appreciated by consumers (27). Smoking
has several advantages such as giving a characteristic color
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FIGURE 181.4 Example of a fermentation chamber with
computer control of temperature, relative humidity and air rate.
Courtesy of Tabanera Company, Segovia, Spain.

FIGURE 181.5 Example of a ripening chamber with com-
puter control of temperature, relative humidity and air rate.
Courtesy of Tabanera Company, Segovia, Spain.



and flavor to the product, preservation due to the bacteri-
cide and bacteriostatic effect of smoke compounds and
antioxidative properties due to the phenols in the smoke
(28). Smoking can be applied, by controlled combustion of
oak wood, before or after fermentation. 

V. SAFETY

Preservation of fermented sausages is achieved through a
chain of succesive events known as hurdle effect (29).
Nitrite added to the mass exerts its bactericidal effect, rein-
forced by oxygen removal during the mixing under vac-
uum, being aerobic bacteria inhibited by low redox
potential. Lactic acid bacteria grow during fermentation
and generate large amounts of lactic acid, that produce a
pH drop inhibitory of acid-sensitive spoilage microorgan-
isms, and other metabolites like acetic acid or hydrogen
peroxide that contribute to preservation (30). In addition,
many strains of lactic acid bacteria, associated with meat
fermentation, are producers of bacteriocins, which are bio-
logical active proteins or peptides, active at micromolar
concentrations (31), with a bactericidal action against other
microorganisms (32,33). These bacteriocins act by adsorp-
tion to specific or non-specific receptors on the cell surface
resulting in cell death (34,35). Finally, the reduction in
water activity values as a consequence of dehydration dur-
ing the drying/ripening stage also contributes to the stabil-
ity of the product, especially in dry fermented sausages.
The combination of these hurdles restrict the activity of
most food-borne pathogens although strict care must be
taken. For instance, Salmonella can be inhibited by pH 5.0
and aw�0.95 (6,36). Staphylococcus aureus is sensitive to
acid pH but its toxin, that is produced in aerobic conditions,
might be produced in the elapsed time before pH drop
depending on the conditions that need to be controlled (7).
Clostridium botulinum is restricted by the presence of lac-
tic acid bacteria and nitrite together with a rapid pH drop
and low aw (6). The combination of low pH, specific starter
cultures and aw�0.90 limits the growth of Listeria mono-
cytogenes (37) and Escherichia coli (38). It is important to
adopt and implement a hazard analysis and critical control
points (HACCP) plan as a system of preventive controls to
improve the safety of fermented meats. Hazards would
include both biological and chemical contaminants.

Biogenic amines constitute another group of toxic sub-
stances that can cause disease in humans. Several factors
such as the presence of microorganisms with decarboxy-
lase activity, favorable processing conditions for the
growth of these microorganisms, the production of the
enzyme involved in decarboxylation of amino acids and
the availability of free amino acids as substrate, contribute
to the generation of amines (39). Main amines are tyra-
mine (from tyrosine), phenylethylamine (from phenyala-
nine), histamine (from histidine), tryptamine (from
tryptophane), putrescine and cadaverine (from ornithine

and lysine, respectively). The amine levels in different
types of sausages were recently reported (40) but some
variability was observed probably due to variations in the
manufacturing process and the type and quality of meat
used (41) but, in general, the concentrations were rela-
tively low. Tyramine is the amine generated in larger
amounts through the decarboxylation of tyrosine, activity
found in strains of Lactobacillus and Enterococcus
(42,43). This amine is involved in increased cardiac output
and migraine (44) but, fortunately, the estimated tolerance
level is higher than for other amines (45,46). Cadaverine
and putrescine may appear when meats of poor hygienic
quality have been used as raw materials (47). Reduced risk
for amine generation implies the use of raw materials of
high quality, good manufacturing practices during the
whole process and the use of starter cultures with no decar-
boxylase activity but, if possible, competitive against
amine-producing microorganisms (36). In general, the low
amounts of nitrate and/or nitrite initially added to the mix
and the low nitrite residual levels reduce the possibility for
nitrosamines generation to negligible levels (48).

VI. CHANGES DURING THE PROCESS

Many biochemical changes have been reported along the
processing of fermented meats, being most of them as a
consequence of endogenous and/or microbial enzymatic
reactions. Some of these changes are restricted to the begin-
ning of the process which is the case of nucleotide break-
down reactions or the glycolysis-related enzymes and
subsequent generation of lactic acid. Proteolysis and lipol-
ysis constitute two of the most important enzymatic phe-
nomena, responsible for the generation of compounds with
direct influence on taste and aroma (3,24) (Figure 181.6). 

A. GLYCOLYSIS

Lactic acid is the main product resulting from carbohy-
drate fermentation. Once the added carbohydrates (glu-
cose, sucrose, etc.) are transported into the cell, they are
metabolized via the glycolytic or Embden-Meyerhof
pathway. The ratio of the enantiomers L and D lactic acid
depends on the species of lactic acid bacteria present and,
more specifically, on the action of the L and D lactate
dehydrogenases, respectively, and the lactate racemase.
There are some key enzymes in the carbohydrate metabo-
lism like aldolases, that generates glyceraldehyde-3-phos-
phate, pyruvate kinase, that generates pyruvate from
phosphoethanol pyruvate and lactate dehydrogenase that
generates lactic acid from pyruvate (11). Glucose is
mainly metabolized through a homofermentative way but
some other end products like acetate, formate, ethanol and
acetoin, with an impact on sausage aroma, may be 
produced in trace amounts from alternative heterofermen-
tative pathways (25). The pH drops as a consequence of
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lactic acid accumulation and contributes to the preserva-
tion of the sausage by preventing the growth of undesir-
able microorganisms (49). The generated lactic acid also
contributes directly to acid taste and indirectly to aroma,
due to the formation of metabolites, and sausage consis-
tency due to protein coagulation as pH approaches the iso-
electric point of most of the myofibrillar proteins (50). 

B. PROTEOLYSIS

Proteolysis consists in the progressive degradation and
breakdown of major meat proteins (sarcoplasmic and
myofibrillar proteins) and the subsequent generation of
peptides and free amino acids. The result is a weakening of
the myofibrillar network and generation of taste com-
pounds but its extent depends on many factors. One of the
most important is the activity of endogenous muscle
enzymes, which depends on the original crossbreeds
(51,52) and the age of the pigs (53,54). Main muscle
enzymes involved in these phenomena are cathepsins B, D
and L that show a great stability in long term dry-curing
processes, good activity at acid pH values and are able to
act against myofibrillar proteins (55–57). Other important
muscle endopeptidases like calpains exhibit poor stability
and its optimal pH near 7.0 is far from that in the sausage
(58). Muscle enzymes exert a combined action with micro-
bial proteases although different enzymatic profiles may
be found depending on the microorganisms used as starter
cultures (59). One of the major challenges is just to estab-
lish the relative role or percentage of contribution of
endogenous and microbial enzymes to proteolysis. The
proteolytic system of different Lactobacillus has been
studied and contains endopeptidases able to degrade sar-
coplasmic and myofibrillar proteins (60–63) as well as
exopeptidases like dipeptidylpeptidase (64), tripeptidase
(65), dipeptidase (66) and aminopeptidases (67,68).
However, some studies (40,69) revealed that protein degra-
dation, especially myosin and actin, is initiated by cathep-
sin D, a muscle endopeptidase very active at pH values
near 4,5 and able to degrade both proteins. Cathepsins B
and L would be more restricted to actin and its degradation
products. The latter stages of proteolysis would be pre-
dominantly by bacterial peptidases and exopeptidases.

Other important factors are related with the process-
ing technology. For instance, the temperature and time of
ripening will determine the major or minor action of the
enzymes, the amount of added salt, which is a known
inhibitor of cathepsins and other proteases, will also reg-
ulate the enzyme action (70,71) and thus the proteolysis
and taste (72).

The generation of small peptides may be depressed by
the level of salt which inhibits muscle peptidases (73–75)
although intense levels of non-protein-nitrogen, up to 20%
of the total nitrogen content, may be reached. Some of 
these peptides give characteristic tastes (76). Final 

proteolysis steps by aminopeptidases, especially from
microbial origin, are very important (77,78). These enzymes
release free amino acids along the process and a substantial
increase in the concentration of free amino acids is usually
observed (79,80). 

C. TRANSFORMATION OF AMINO ACIDS

The released free amino acids as a consequence of prote-
olyisis are then subject of a number of enzymatic and/or
chemical transformations that produce different compounds
that will affect the sensory characteristics of the product
(12). So, microbial decarboxylation of amino acids may pro-
duce biogenic amines. Transamination consists in the trans-
ference of the α-amino group of the first amino acid to 
the α carbon atom from an α-keto acid generating a keto
acid from the first amino acid and a new amino acid.
Dehydrogenases transform the amino acid in the correspon-
ding keto acid and ammonia. Deamidation also generates
ammonia (81). The microbial degradation of the amino acid
side chain by liases may lead to phenol and indole formation
(82). The Strecker degradation of amino acids produces
branched aldehydes, like 3-methylbutanal, 2-methylbutanal
and phenylacetaldehyde from leucine, isoleucine and
phenylalanine, respectively, through oxidative deamination-
decarboxilation reactions (83). 

D. LIPOLYSIS

Lipolysis consists on the breakdown of tri-acylglycerols by
lipases and phospholipids by phospholipases resulting in
the generation of free fatty acids. These fatty acids may
contribute directly to taste and, indirectly to the generation
of aroma compounds through further oxidative reactions.
Main lipolytic enzymes, located in muscle and adipose tis-
sue, in combination with microbial lipases, are involved in
these phenomena (84). Although it is difficult to establish a
relative role of endogenous and microbial enzymes to
lipolysis, the percentage of contribution of endogenous
lipolytic enzymes to total fat hydrolysis is estimated
around 60 to 80% with the rest due to microbial lipases
(69). The most important lipases located in muscle are the
lysosomal acid lipase and acid phospholipase while in adi-
pose tissue are the hormone sensitive lipase and the monoa-
cylglycerol lipase (85). These enzymes show good stability
through the full process (86–88). Although their activity
also depends on pH, salt concentration and water activity,
the conditions found in the sausages favor their action (89).
The generation rate of free fatty acids, especially oleic,
linoleic, estearic and palmitic acids, increases during the
process. Most of these fatty acids proceed from phospho-
lipids degradation (3) although some of them generate
volatile compounds through further oxidative reactions
(90). In the case of adipose tissue, the rate of generation,
especially of oleic, palmitic, linoleic, stearic, palmitoleic
and myristic acids, is also high. 
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E. OXIDATION

The generated mono and polyunsaturated fatty acids are sus-
ceptible to further oxidative reations to give volatile 
compounds. The beginning of lipid oxidation is correlated to
an adequate flavor development. On the contrary, an excess
of oxidation may lead to off-flavors (91). In fact, the gener-
ation of the characteristic aroma of dry-cured meat products
is in agreement with the beginning of lipid oxidation. Free
radical formation is catalyzed by muscle oxidative enzymes,
like peroxydases and ciclooxygenases, external light, heat-
ing and the presence of moisture and/or metallic cations.
The next step in oxidation is the formation of peroxide rad-
icals (propagation) by reaction of free radicals with oxygen.
The formed hydroxyperoxides (primary oxidation products)
are flavorless but very reactive giving secondary oxidation
products that contribute to flavor (92). The oxidation is 
finished when free radicals react each other. Main products
from lipid oxidation are aliphatic hydrocarbons (poor 
contribution to flavor), alcohols (high odor threshold), alde-
hydes (low odor threshold) and ketones. Alcohols may inter-
act with free carboxylic fatty acids giving esters, especially
when nitrate is not used. 

VII. DEVELOPMENT OF SENSORY
CHARACTERISTICS

A. COLOR

The color mainly depends on the concentration of its nat-
ural pigment myoglobin, that depends on the type of mus-
cle and the age of the animal (93,94). For instance,

myoglobin concentration is higher in muscles with oxida-
tive pattern and in older animals (94). The typical bright-
red color is due to nitrosomyoglobin, compound formed
after reaction of nitric oxide with myoglobin. About 10 to
40% of total myoglobin is transformed into nitrosomyo-
globin (95). Nitric oxide is produced by reduction of nitrite
and is favored by ascorbic acid. Those sausages made with
nitrate need its reduction to nitrite by nitrate reductase
activity in Micrococcaeae. However, this bacteria is inhib-
ited at pH values below 5.2, being necessary to control the
pH drop during fermentation to ensure that nitrate reduc-
tase can reduce nitrate to nitrite (2). Nitrosomyoglobin is
susceptible to oxidation, especially at low pH and redox
potential, conditions found in dry fermented sausages. So,
it is very important to avoid oxidants (i.e.- peroxides) and
thus the convenience of the presence of antioxidants to
preserve color. 

B. TEXTURE

Texture depends on several factors like the extent of drying
(loss of moisture), the extent of proteolysis, especially by
cathepsin D (degree of myofibrillar protein breakdown) and
the content in fat and connective tissue. The lactic acid accu-
mulation produces the coagulation of myofibrillar proteins,
the release of some water and the formation of a gel. The
bonds are stabilized and the matrix of the sausage is devel-
oped (96). The consistency is accelerated during the drying
period. The content in fat also exerts a positive influence on
some texture and appearance traits. Textural characteristics
such as firmness, hardness and cohesiveness of meat parti-
cles are continuously developed during drying. Shear values
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are corelated with sausage diameter, moisture content, dry-
ing time and sometimes the initial grinding (97). In general,
a good consistency is desired to facilitate the sliceability.

C. FLAVOR

1. Generation of Taste Compounds

Main contributors to taste are listed in Table 181.2. D and
L lactic acid, especially the D enantiomer, and acetic acid
are the main compounds responsible for the sour taste (43).
The generation of free amino acids is the result of the com-
bined action of muscle and microbial aminopeptidases.
These enzymes are active at neutral pH, being partly inhib-
ited at acid pH. This is the reason why those fermented
meats with an intense pH drop lack significant generation
of free amino acids (80). Salt is the main compound
responsible for salty taste. Other compounds like glutamic
and aspartic acids impart a sour taste while its sodium salts
also impart a salty taste. Bitter taste is mainly associated
with aromatic amino acids like phenylalanine, tryptophan
and tyrosine and sweet taste with alanine, serine, proline,
glycine and hydroxyproline (98,99). The generation of all
these free amino acids is extremely important in fermented
meats (55,79) and somehow the generation rate is affected
by levels of salt as the involved enzymes (peptidases and
aminopeptidases) are partly inhibited (73,74,100). Some
taste enhancement may be expected from ATP-derived
compounds like inosine monophosphate (IMP) and
guanosin monophosphate (GMP).

2. Generation of Aroma Compounds

Aroma development is a very complex process involving
numerous reactions like chemical or enzymatic oxidation
of unsaturated fatty acids and further interactions with pro-
teins, peptides and free amino acids (50). In fact, a sub-
stantial number of volatile compounds have been reported
in fermented sausages (101–105). Main groups of volatile
compounds are listed in Table 181.3 and a scheme of flavor

generation routes is shown in Figure 181.7. Final flavor
depends on the mixture of characteristic aromas and odor
thresholds for each compound although, in general,
ketones, esters, aromatic hydrocarbons and pyrazines are
correlated with pleasant aromas (25). Aliphatic aldehydes,
ketones, alcohols and esters are typical products of differ-
ent lipid oxidation reactions. Some volatile compounds
like 2-methyl propanal, 2-methyl butanal, and 3-methyl
butanal arise from Strecker degradation of the amino 
acids valine, isoleucine and leucine, respectively (105).
Branched-chain acids and alcohols are secondary prod-
ucts. Dimethyldisulfide proceed from the Strecker degra-
dation of sulfur containing amino acids like methionine.
Compounds like diacetyl, acetoin and acetaldehyde are
typical products of pyruvate microbial metabolism (25).
Some pyrazines are formed through Maillard reactions
between sugars and free amino acids and, although gener-
ated in low amounts, they also impart some characteristic
aromas like nutty, green, earthy, etc. The spices have an
intense impact on aroma. Some sulphur compounds are
derived from garlic, some terpenes from pepper, 3-hexenol
in paprika, etc. (12). Ammonia is released through enzy-
matic deamidation and deamination reactions (81).

Several hundreds of volatile compounds have been
identified in the aroma of fermented meats and several tech-
niques have been used to estimate their relative importance
(105). The most important compounds contributing to
aroma may be determined by comparison of a certain
amount with its sensory threshold value in a similar matrix,
by correlation of the respective amounts to the sensory pro-
file of the fermented meat or by gas chromatography cou-
pled to olfactometry (104). Some interesting correlations
have been found between some volatile compounds and
specific characteristics of the process. For instance, a
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TABLE 181.2
Main Compounds Contributing to Taste during Meat
Fermentation

Reactions 
Involved Group of Compounds Main Compounds

Proteolysis Nitrogen compounds Small peptides
“ “ Free amino acids

Lipolysis Fatty acids Long and short chain 
fatty acids

ATP degradation Nucleotides/nucleosides Inosine monophosphate,
inosine

Glycolysis Acids D, L lactic acid,
acetic acid

Addition Carbohydrates Glucose
“ Inorganic compounds Salt

TABLE 181.3
Main Volatile Compounds Contributing to Aroma
during Meat Fermentation

Reactions Involved Group of Compounds Main Compounds

Oxidation Aliphatic aldehydes Hexanal, pentanal,
octanal

Strecker degradation Branched-chain 2- and 3-methylbutanal
aldehydes

“ Branched-chain 2- and 3-methyl 
acids butanoic acids

“ Branched-chain 2- and 3-methyl butanol
alcohols

“ Sulfides Dimethyldisulfide
Oxidation Ketones 2-pentanone, 2-octanone
“ Alcohols Ethanol, butanol
Interactions Esters Ethyl acetate
Lipids autoxidation Hydrocarbons Pentane, heptane
Pyruvate metabolism Dicarbonyl Diacetyl, acetoin,

compounds acetaldehyde
Deamination/ Nitrogen compounds Ammonia

deamidation



stronger and typical flavor has been reported in nitrite-con-
taining dry-fermented sausages (106). In small diameter
sausages, with mild processing conditions and short ripen-
ing time, most of the volatiles are produced by lipid autoox-
idation (107). Ketones, aldehydes, esters and terpenes are
the volatile compounds usually found in Spanish and Italian
sausages (51). Medium aged Italian Milano salami with
low production of lactic acid, and thus higher pH, is pre-
ferred (108). The type of starter also has a strong influence
on flavor like a lower rancidity when using S. saprophyti-
cus, curing odor correlated with 2-pentanone, 2-hexanone
and 2-heptanone when using S. carnosus in combination
with either P. acidilactici, L. sakei or P. pentosaceus, or but-
ter odor correlated with acetoin, diacetyl, 1,3-butanediol
and 2,3-butanediol when using S. saprophyticus and 
S. warneri (109). Many aroma volatile compounds have
been reported to be produced by S. xylosus (110) and 
S. carnosus (111). Flavor may be affected not only by time
of ripening but also by packaging (112). Pre-ripening exerts
a beneficial sensory effect in dry fermented sausages (113).
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I. INTRODUCTION

Nutrition of Aztecs and other cultures living in prehispanic
Mexico was based on corn, beans, hot pepper and a type of
zucchini. Hot pepper (Capsicum annuum) is an excellent
source of vitamins A and C; the compound responsible for
irritation (“hotness”) is capsaicin located in the fruit pla-
centa. In addition to the pungent effect, capsaicin stimulates
appetite, increases saliva secretion and is considered to
have beneficial effects on gastric fluid production. Ever
since the Aztec empire, chili is added to a number of
Mexican traditional foods. This cultivar is widely accept-
ance in Europe, Asia and Africa where Spanish traders took
it as commercial item after the conquest of Mexico. Today,
chili is distributed and consumed worldwide (1–3). 

The most important chili cultivars in Mexico are
“ancho” (wide chili): poblano, mulatto and miahuateco;
Jalapeño: classic Jalapeño, candelaria or peludo (“hairy”)
and espinalteco; serrano and mirasol (known as guajillo or
cascabel when dried). These cultivars represent 70 to 80%
of chili national production. Sweet peppers, those with
low concentration or none of capsaicin, are exported.
These are mainly moron, and in a lesser extent anaheim,
caribe, fresno and cherry (4). 

Asia was the main chili producer in 2001 (8,238,000
MT) followed by Mexico (1,961,000 MT) and the United
States (885,630 MT). A high percentage of chili produc-
tion undergoes processing such as freezing, canning,
dehydration and pickling (5).

II. PROCESSING OF JALAPEÑO PEPPER

Jalapeño pepper is the most popular in North America. Its
name, jalapeño, refers to the city of Xalapa, situated in 
the Mexican state of Veracruz. This is a fleshy, pungent
fruit; harvested when unripened, with green bright color

(Figure 182.1). Most of the harvest (60%) is pickled and
canned; about 20% is consumed raw. If the fruits are har-
vested when ripened (red), they are dried and smoked; this
product is known as chipotle (2,4,6). 

III. JALAPEÑO PEPPER PRESERVATION 
BY FERMENTATION OR PICKLING

Pickled Jalapeño pepper is widely consumed in Mexico.
This is a scalded, pasteurized product, generally merchan-
dized in cans or glass jars, with brine to which spice and
vinegar have been added. However, Jalapeño pepper shelf-
life extension by fermentation is carried out only at a very
small industrial level. Information regarding fermented or
pickled vegetables is scattered and there is no clear differ-
entiation between pickled and fermented products (7). This
section describes the processing of fermented and pickled
Jalapeño pepper merchandised in cans or glass jars. 

Pickling and fermentation are preservation methods
extending fruit and vegetable shelf lives via a simple and
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inexpensive technology. The processed material under-
goes transformation resulting in a highly acceptable food
to the consumer. Pederson (8) pointed out the various
methods for fruit and vegetable preservation:

1. Pickling without undergoing fermentation 
2. Fermentation in a low concentrated brine
3. Fermentation in a highly concentrated brine
4. Preservation by drying and salting at low salt

concentration

However, there is a controversy regarding whether the
terms “pickling” and “fermentation” are equivalent.
According to Pederson and Luh (9) pickled products are
those added with edible acids, either lactic or acetic (vine-
gar); on the other hand, fermented products are such that
acid was produced from sugars by bacterial metabolism.
Both pickled and fermented vegetables are mainly pre-
served by the action of acid, also improving sensory char-
acteristics and possibly increasing its nutritive value.
According to these definitions, Jalapeño pepper can be
either fermented or pickled. 

Undesirable microbial growth is inhibited by acid as
well as by salt concentration (10). In addition of reducing
populations of spoilage microorganisms shelf-life exten-
sion of fermented or pickled vegetables also depends on
inhibition of plant enzymatic activity involved in the
ripening process. Control of both spoilage mechanisms,
microbial and enzymatic, in Jalapeño peppers is achieved
by pickling and fermentation.

IV. FERMENTED JALAPEÑO PEPPER

Acid is produced by fermenting sugars through the action
of lactic acid bacteria, such as Lactobacillum plantarum,
although the presence of Leuconostoc mesenteroides also
has a marked effect upon fermentation and product qual-
ity (11,12). In addition to lactic acid bacteria activity,
other fermentative bacteria, such as acetic acid-producing
microorganisms also carry out vegetable fermentation
enhancing shelf life and sensory characteristics (12).
Undesirable microorganisms are inhibited by various
mechanisms. Salt addition allows the growth of naturally
present lactic acid bacteria, but the combined salt and acid
action allows the selection of microflora associated with
vegetable preservation. In some cases, sugars are added to
enhance the fermentation process (10). At the same time,
fermentation reduces carbohydrate concentration and
increases acid production (13). The most important condi-
tions for an adequate vegetable fermentation are: anaero-
biosis, salt concentration, temperature, and the used of
suitable starters. Lactic acid bacteria can be present as
native microflora in the pepper, but to assure a uniform
fermentation, selected starters are usually added. 

To obtain the best fermented jalapeño pepper quality,
the raw material (Capsicum annuum) cv. Jalapeño must be

recently harvested, still green, and without wounds or
peduncle. Figure 182.2 shows the general flow diagram of
fermented Jalapeño pepper processing (14).

A. PRELIMINARY OPERATIONS

Raw Jalapeño peppers are selected according to their size
and quality. They are washed, and small incisions are
made in order to facilitate brine diffusion to the central
part, and to eliminate gas formed during fermentation.
Washing and blanching diminishes hot pepper fermenta-
tive ability; therefore it is necessary to add a starter culture
(Lactobacillum plantarum).

V. FERMENTATION

Fermentation is carried out by facultative anaerobic
homofermentative strains such as Lactobacillum plan-
tarum and Pediococcus cereviseae. L. plantarum produces
acetic acids as well as ethanol and gas (CO2 and H2).
Peppers are immersed in 10% brine for 4 to 6 weeks, and
0.5 to 1% sucrose is added although pepper cell fluid con-
tains carbohydrates as well as nitrogen compounds and
minerals. The fruit cell fluid, however, tends to dilute the
brine. For this reason, it is also necessary to add 1% salt
daily during the first week, and three times a week during
the rest of the immersion time in order to keep the desired
brine concentration (18–20%). The peppers must be com-
pletely covered by the brine at all times.

Fermentation takes place in 4 to 6 weeks. It is carried
out in closed tanks, with a vent to allow the gas formed
during the process to dissipate. At the end of the fermen-
tation period, the peppers, originally bright green, turn
into olive green. The plant tissue also changes, taking a
translucent aspect. Acid concentration increases from 0.8
to 1.5% (expressed as lactic acid) promoting a decrease in
pH. The peppers are then washed to eliminate salt excess,
classified according to their size, placed in glass jars or
plastic bags, mixed with other vegetables, usually carrots
and onions, and covered with vinegar. 

Fermented Jalapeño peppers are highly perishable if
the vinegar has less than 3% acetic acid. In this case, pas-
teurization is necessary. It is carried out over 30 min at
71°C (for glass jars containing 280 g of product). Finally,
the product is labeled, packaged and stored in a similar
way as for pickled (non-fermented) Jalapeño peppers. 

VI. PICKLED (NON-FERMENTED)
JALAPEÑO PEPPERS

The most widely merchandized Jalapeño peppers in
producing countries such as Mexico, are pickled non-
fermented products. They are sold in different can sizes
and consist of whole cut peppers, mixed with scalded
onions, carrots, mushrooms and vinegar to which spices
have been added (Figures 182.3 and 182.4). 
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The main difference between this product and fer-
mented peppers is that the raw material is fresh peppers or
preserved with salt (brine). According to its acidity, the
product is then heat-treated (15). As it is an acidic food
spoilage can take place, therefore a further preservation
method is necessary. The flow diagram for this process is
shown in Figure 182.5. At domestic level or in small
industries, pickled Jalapeño peppers are prepared by mix-
ing scalded carrots, onions and other vegetables with
Jalapeño peppers cut lengthwise, adding vinegar previ-
ously flavored with pepper, cinnamon, marjoram, thyme
and clove, and other condiments (onion, garlic and laurel
fried in vegetable oil) (16). 

A. PRELIMINARY OPERATIONS

Contaminants or inedible components can be present
when Jalapeño peppers, carrots and onion are selected for
this process. Added vegetables undergo following opera-
tions: washing, selection, classification, size reduction

and scalding. Canning also ensures an adequate edible
quality of the product.

Jalapeño peppers, carrots and onions are transported
into the processing plant and selected for processing or
storage, according to their quality and degree of ripeness.
Washing by immersion, spraying, or combined methods
are carried out in order to eliminate contaminants (17,18).

1. Washing

During immersion washing dirt adhering to the vegetable
surface is softened and eliminated together with stones,
sand and other abrasive material that may damage the
equipment during further operations. Immersion tanks are
made of metal, mortar or building materials suitable for
easy cleaning and disinfection. In order to improve the
washing efficiency, stirring is provided. Detergent or chlo-
rine is also added to decrease the microbial load. During
spray drying, vegetables are exposed to pressurized water
applied if water supply is restricted.
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2. Sorting and Grading

Deterioration occurs during harvesting, transportation to
the processing plant, or cleaning. These operations are
carried out to discard products unsuitable for processing:
damaged, unripe, overripe or deformed vegetables. 

Vegetables are selected according to size and quality
and are directed to processing or direct consumption. In gen-
eral, classification consists in simultaneous evaluation of
various physical properties. For hot peppers, onions, and
carrots, classification is manually carried out. By this proce-
dure simultaneous evaluation of several attributes is
achieved, difficult in an automatic procedures. Classification
renders having uniform material directed to a specific oper-
ation, such as peeling, size reduction, or blanching. Grading
also homogenizes the product, improving heat-processing
efficiency. Trained personnel generally carry out quality
classification. 

3. Peeling

Peeling is a necessary operation during carrot and onion
processing to improve product appearance and to elimi-
nate inedible parts, although it is important not to discard
large portions of the vegetable. There are different peeling
methods:

Abrasion: Carrot peeling is done by abrasion. Skin is
removed by friction; the product is in contact with car-
borundum rollers or placed into containers coated in the
inside with abrasive materials such as silicon or carbon.
The abrasive surface detaches the carrot skin, later
removed by a water stream.

Flame peeling: Applied mainly to onions, it consists
of placing the vegetables on a conveyor moving through
an oven at >1000°C. As vegetables pass, the outmost layer
and fine roots are burnt and eliminated by high pressure
water spraying.

4. Size Reduction

In this operation the average size of a solid food material
is reduced by the application of external forces such as
impact, compression or abrasion (17). In the case of
Jalapeño peppers they are cut lengthwise into four parts
and the peduncle and seeds eliminated. Cutters consist of
a series of rotating blades, and centrifugal force holds the
product against the blades. 

5. Spoilage Enzymes

Enzymes, endocelular, exocelular or microbial, assume an
active role in food deterioration. Microbial enzymes are
also able to act on the food substrate even when the micro-
bial cell is inactivated or dead (19). Insufficient scalding
can result in an increase in food spoilage as heat applied
can disrupt the tissues, liberating the substrate but not

inactivating the enzymes. Scalding efficiency in vegeta-
bles is measured by inactivation of two enzymes: catalase
and peroxidase. Jalapeño scalding in water is carried out
for 8 to 10 min at 95°C; carrots are scalded for 6 to 8 min,
water at 95°C (15). 

6. Blanching

It is applied prior to processing in order to inhibit enzy-
matic activity and to decrease microbial populations.
Blanching can be combined with other operations such as
peeling or cleaning (17–19). Efficient enzyme inactivation
is carried out by heating at given temperature-time condi-
tions, and further fast cooling to room temperature. The
two blanching methods commonly used are: applying sat-
urated steam and immersion in hot water. At industrial lev-
els, steam blanching is the most widely applied (17), it
consists in applying steam to the vegetables placed on a
conveyor moving through a steam tunnel. Varying the con-
veyor speed controls the residence time in the tunnel. In
some cases water spray is applied at the start and end of
the conveyor in order to condense excess steam. During
hot water blanching vegetables are held for a given time at
70–100°C, with a further draining-cooling period.

B. PACKAGING

The aim of this operation is to keep the product, from pro-
cessing to the consumer, in the same hygienic and quality
conditions. Cans are made from three-piece tin sheets, coated
on the inside with an epoxyphenolic enamel (Figure 182.6).
The lids are also made of tinfoil and coated with the same
material used in the can. The lid also has two or three cir-
cular expansion rings, providing resistance against defor-
mation due to an increase in the internal pressure (20).

C. PICKLE

According to Mexican regulations (21), pickle is a mix-
ture of vinegar, vegetable oil, onion, carrots, laurel, garlic,
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salt, sugar and optional spices. Vinegar has 2% acetic acid
and 5% sodium chloride.

D. BLANCHING VEGETABLES

Cut peppers, carrots and onions must not be less than 60%
total product weight, peppers must be included in a higher
proportion. 

E. FILLING

Vegetable mix is first added to the can, previously washed
with hot water; the brine (pickle) is then added at 82 to
86°C. Filling must be carefully controlled in order to
assure that the correct amount of vegetable mix and pickle
is added, and to fulfill specifications. Headspace must be
10% of total can volume. Filling is done when transported
by the conveyors, which carry the cans to the vegetable
mix filler and then to the liquid one.

F. EXHAUSTING

When air is evacuated from the headspace before sealing
internal pressure is decreased during sterilization. At the
same time oxygen evacuation prevents tin corrosion and
oxidation. During this operation air is replaced by vapor
promoting a partial vacuum in the headspace after con-
densing. Exhaustion is carried out in tunnels (or
exhausters), as shown in Figure 182.7. Another way to pro-
mote exhaustion is by using steaming equipment, which
inject steam to the headspace before closing the cans (20).

G. SEALING

Sealing is carried out in steaming machine. According to
the design and speed of the operation, the basic stages of
the operations are: (a) folding edges; (b) pressing the
folded tin to form an hermetic seal impermeable to 
air (22).

H. HEAT-TREATMENT

Cans or glass jars are subjected to heat treatment to steri-
lize or pasteurize their contents. It can be done in batches
or by continuous retorting. Cans are heated at a time-tem-
perature condition in vapor or hot water. Pasteurization of
pickled Jalapeño peppers destroys microorganisms resist-
ant to high acetic acid concentrations, able to promote
product alteration. Heat treatment also inhibits vegetable
or microbial enzymes (23). Heat treatment of 93.3°C and
10 min are recommended for acid pickles (pH 4.3 to 4.5).
However, a time-temperature process depends on type of
container, volume, and heat processing equipment. 

1. Batch Processing

During this operation retorts are saturated with vapor and
containers are placed in baskets. Retorts can be horizontal or
vertical, and the cans can be still or rotating during the
process. Can rotation promotes heat transfer, so that process-
ing time is reduced and higher temperatures can be achieved.

2. Continuous Retorting

This type of equipment is fitted with hydrostatic closings
before and after the pressurized sections. Processing can
be also carried out by can rotation, where the cans move
in and out of the pressurized section through hydrostatic
column seals, equilibrating the internal pressure.

A variation of this equipment is the flame retort, oper-
ated at atmospheric pressure throughout the process.
Flame retort equipment is fitted with direct heating,
applied to the rotating retort. An advantage of this type 
of retorting is a high product quality due to mild heating 
conditions.

In all heat treatments the final part is can cooling with
water to reach final temperatures not less than 38°C.
Because the cans are not completely cooled down, water
is eliminated from the outside, avoiding corrosion. 

I. MARKING, LABELING AND PACKAGING

Once the containers undergo heat treatment, each can or
jar is marked with a code, a production date, a batch num-
ber and a plant code. The label includes the product name,
the commercial name, the drained and net weight, the
ingredients and other specifications required by the coun-
try’s regulations (21). Packing is automatically carried out
in cardboard boxes or high-density polyethylene bags, or
other suitable packaging material with enough resistance
to protect the product and containers. 

J. STORAGE

Heat-treated Jalapeño peppers keep their quality charac-
teristics at 18 to 21°C. At a higher temperature, acid prod-
ucts in cans without inner coating consume oxygen in the
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headspace faster than in coated cans. The result is a con-
siderable loss in ascorbic acid content and fast product
oxidation (23,24). On the other hand, canned Jalapeño
peppers have a longer shelf life if stored at 0 to 5°C (23). 

VII. REGULATIONS

A. MEXICAN SPECIFICATIONS

NMX-F-121-1982, 21 is Mexico’s quality bylaw (Norma
Mexicana) regulation for pickled Jalapeño or serrano pep-
pers. This regulation includes six consumer presentations
or styles and two quality levels.

The presentations are: whole peppers, peppers with-
out seeds, peppers in halves, peppers cut lengthwise, pep-
per cut in rings and chopped peppers. There are two
quality classifications for whole peppers only; for the rest
of the presentations there is one quality classification.
Table 182.1 shows physical and chemical specifications.

These specifications also include microbial character-
istics, chemical contaminants, optional ingredients, sam-
pling and specificity of quality degrees, labeling,
containers and packaging. Among optional ingredients
are: garlic, pepper, cinnamon, cloves, ginger, laurel, mar-
joram, thyme and nutmeg. In defining the Mexican offi-
cial specifications the main Jalapeño pepper processing
industries took part, such as Productos Del Monte, La
Costeña, Hérdez, Conservas San Miguel, Conservas
Guajardo and Elías Pando.

B. INTERNATIONAL SPECIFICATIONS

The processed fruit and vegetable Committee of the
Codex Alimentarius Commission FAO/OMS, has elabo-
rated a General Specification project for pickled products.
At present, this project is at the sixth stage, that is revision
by all member countries. However, the project does not
include pickled cucumbers or kimchi (25).

During the 21st session of the Codex Committee on
Processed Fruits and Vegetables, held in San Antonio,
Texas on 2002, it was agreed to stop the draft Codex stan-
dard on the sixth stage of Codex Alimentarius normaliza-
tion procedure. This decision was taken on the basis of the

product nature, expressed by several member countries,
with respect to the edible characteristics of the covering
medium or if it should be eliminated, as well as pH, salt
concentration and processing conditions (scalding, lactic
fermentation, heat treatment before or after container fill-
ing, etc.) (25). The Draft Codex Standard for Pickled
Products (26) includes the following specifications:

1. Scope

This standard applies to edible fruits, vegetables, cereals,
legumes, spices and condiments which have been cured,
treated or processed to produce an acid product and which
are offered for direct consumption in oil, brine or acidic
media. 

2. Product Definition 

Due to the wide variety of pickled or fermented products,
this chapter deals with a general definition.

Pickled products are:

a) Prepared from sound, clean and edible fruits,
vegetables, cereals, legumes, spices and condi-
ments.

b) Subjected to curing and processing with ingre-
dients appropriate to the type in order to ensure
preservation of the product and its quality.

c) Processed in an appropriate manner in order to
ensure the quality and proper preservation of
the product 

d) Preserved in an appropriate manner in a suit-
able packing medium with ingredients appro-
priate to the type and variety of pickled
product. 

3. Essential Composition and Quality Factors

This section includes basic ingredients such as edible
fruits, vegetables, cereals, legumes, spices and condi-
ments in a liquid medium in a combination with one or
more of the optional ingredients. 

The optional ingredients are nutritive sweeteners,
unrefined nutritive sweeteners, edible vegetables oils,
vinegar, citrus juice, dried fruits, malt extract, salt, brine,
chilies, seasoning (of plant origin and animal origin). 

Some specific requirements are:
Pickled products in edible oils: Oil must not be less

than 10% by weight. 
Pickled products in brine: Salt in the covering liquid

must not be less than 10% by weight, if salt is used as the
main preservation agent.

Pickled products in acidic media: Acid must not be
less than 2% by weight, expressed as acetic acid.
Accepted food additives are shown in Table 182.2.
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TABLE 182.1
Specification of Jalapeño Peppers (Mexican Legisla-
tion NMX-F-121-1982, 21)

Specification Minimum Maximum

Acidity (as acetic acid) (%) 0.75 2.0
Chloride (as sodium chloride)(%) 2.0 7.0
pH 4.3
Filling (%) 90
Headspace (%) 10
Vacuum (mm Hg) 76.2



4. Weights and Measures

Pickled products in edible oil, in brine and in acid media:
basic ingredient in the final product (drained weight) must
not be less than 60% by weight. 

This draft standard also includes other chapters on
contaminants, hygiene, labeling and methods of analysis
and sampling, referring to relevant legislations of other
related Codex Committees.

VIII. RIPENED JALAPEÑO PEPPER DRYING
(CHIPOTLE PEPPER)

Jalapeño pepper is a conic fruit of approximately 6 cm
long, 4 cm width, tasty and consistently, in general the
surface is scorched. This is a highly acceptable character-
istic as it prevents cuticle removal during pickling.
However, if it is excessive, the fruits are directed to chipo-
tle fabrication (2,3). A flow diagram depicting this
process is shown in Figure 182.8.

A. PRELIMINARY OPERATIONS

1. Sorting

Jalapeño peppers, if directed to dehydration and smoking,
must be healthy, ripened and showing intense red color.

2. Washing

Fruits are washed by immersion in tanks added with
detergent or chlorine to reduce microbial loads.

3. Seed Removal

The fruits can be processed complete, with seeds, or once
the seeds are removed, in this case the product has a
higher commercial value. In addition, seeds are used for

the next seeding season. Seed extraction is carried out
before smoking; chilies without seeds are called
“capones” (capons) (3). 

B. DRYING

This operation removes through evaporation by heating
procedures most of the water present in fruits and vegeta-
bles. The main objective is to extend the shelf life by
reducing water activity. Microbial growth and enzymatic
activity is considerably reduced due to the reduction of
available water. Drying also reduced food weight and vol-
ume; therefore transportation and storage costs are also
reduced (17). Drying and smoking, or applying hot air
carries out dehydration of Jalapeño peppers. 

1. Drying and Smoking

It consists in applying hot smoke in ovens, located close
to the producing area. In small processing plants, the oven
consists of two brick chambers linked together with a tun-
nel; in one chamber smoke is generated by burning saw-
dust or wood, chilies are placed in a second chamber on a
1.5 to 2.5 cm thick, 2 � 2 m long rack made generally of
bamboo, with 20 cm � 2 m wood supports (27). Chilies
on the rack in 18 to 20 cm thick layers are in direct con-
tact with the smoke; they are constantly turn over using a
1.5 m long shovel to reach homogeneous drying and
smoking of the product. The combined effect of heat and
smoke is an efficient drying. Process duration varies
depending on the desired final moisture and smoke con-
tent, average duration is 3 to 6 days obtaining a dark brown
product with smoke-like flavor taste (Figure 182.9) (2,27). 

In large processing plants ovens can held 800 a 900 kg
of raw peppers, producing a 60 to 70 kg dehydrated prod-
uct. If more than 900 kg raw chilies are processed, fruits
can be damaged or broken, reducing product quality (3).
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FIGURE 182.8 Drying of ripened Jalapeño pepper.

TABLE 182.2
Authorized Food Additives (Draft Codex Standard for
Pickled Products, 26)

Preservatives Maximum Level

220 Sulphur dioxide
221 Sodium sulphite
222 Sodium hydrogen sulphite 30 mg/kg (as sulphur dioxide) 

223 Sodium metabisulphite
224 Potassium metabisulphite
211 Sodium benzoate

250 mg/kg (as benzoic acid) 
212 Potassium benzoate
200 Sorbic acid

1000 mg/kg as sorbate 
202 Potassium sorbate

Acidity Regulator

260 Acetic acid (glacial) Limited by GMP



The final product quality (chipotle pepper) depends on
ripening stage of the harvested raw material as well as
drying conditions.

2. Hot Air Drying

In this method the fruits are dried in hot air tunnels with
isolated walls, allowing continuous operations and high
production capacity (18). Jalapeño peppers are placed in
trays stocked in moving racks, with enough separation to
allow drying air to circulate around them. The racks are
introduced in the drying tunnel at suitable intervals. When
one rack is introduced in the “wet” end of the tunnel,
another is removed from the “dry” end. Air is forced by
fans though heaters, producing forced convection; this sir
is then horizontally fed into the tunnel and trays, although
some turbulence is also produced by air circulating
between trays. Air is applied at rates between 2.5 to 6 m/s;
each rack contains 15 trays with a total of 350 to 400 kg
raw pepper, following a 25 m total tunnel length with a
rectangular or square 2 � 2 m transversal section and
capacity for 22 moving racks; air counter currently fed.
After 8 hours drying, the tunnel is at 55 to 60°C; drying of
the first racks fed is achieved after 36 hours; after this time
2 to 3 racks are dried every 4 hours (18,27). Dried fruits
should have 6% to 10% moisture content (2,17,23). 

3. Grading 

The dried product is classified into three categories:
First quality: Peppers of largest size, uniform color,

without any deterioration or breakage
Second quality: Peppers of the same size as previous

ones, but non-uniform color.
Third quality: Broken or damaged peppers, non-

uniform color.

C. PACKAGING

In general, dried peppers are packaged in 55 to 60 kg
sacks.

D. STORAGE

If the product has been properly packed and protected
against oxygen humidity and light, it can reach 1 or 2 years
shelf life (22). Oxygen presence deteriorates carotenoides
present in the skin. Pigment oxidation increases if other
extrinsic factors are present such as high storage tempera-
ture, light, metal ions, oxygen or peroxidases (28). These
factors affect color, aroma and composition, and, conse-
quently, considerably reduce the commercial quality.

IX. CANNED CHIPOTLE PEPPER IN
“ADOBO” (SPICY SAUCE)

Canning, still as the main food preserving method, is based
on the premise of microbial destruction by heat, and on
recontamination prevention. With the exception of certain
heat-tolerant bacteria, lethality starts at about 46–49°C. In
conventional canning, food is placed inside containers, air
is removed and cans are hermetically sealed and placed in
a retort to be sterilized with steam. The rate at which heat
penetrates into the canned product must be measured from
the slowest-heating part of the can, or cold point. The basic
heat penetration processes are convection and conduction,
and a combination of the two (29).

The quality of canned fruits and vegetables is affected
not only by the heat process but also by the method used
to prepare the food material. Such preparation involves
washing, trimming, sorting, blanching, filling into con-
tainers, and maintenance of the headspace in the can upon
vacuum closing. 

Canned chipotle peppers are of great demand in
Mexico; they are consumed directly from the can or used
as meat or sauce seasoning. Cans are merchandized in dif-
ferent sizes and formats; chipotle peppers are usually
canned in a spicy sauce, or “adobo,” made of other pep-
pers (anchos, or “wide,” and mulattos) tomato, garlic,
onion, cumin, oregano, salt, sugar and vinegar (Figure
182.10).
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FIGURE 182.9 Chipotles (dried and smoked Jalapeño pep-
pers).

FIGURE 182.10 Adobo (“spicy sauce”) chipotle peppers.



A. PRELIMINARY OPERATIONS

Canned chipotle pepper in “adobo” is shown in 
Figure 182.11. Whole dried chipotle peppers, as well as
dried ancho and mulatto are transported to the processing
plant in 50 to 60 kg sacks. 

1. Sorting

Dried peppers are sorted in order to eliminate broken pep-
pers, seeds or leaves. Tomatoes, onions, garlic are also
sorted to remove any material, unsuitable for processing.

2. Washing 

Pepper and other vegetables washing is carried out by
immersion in stirred tanks, or by water spraying.

3. Grading

It is manually carried out.

4. Peeling

Garlic and onion peeling is carried out applying the flame
method already described for non-fermented pickled pep-
pers. Chipotle peppers peduncles are removed; seeds,
veins and peduncles are also removed from ancho and
mulatto peppers. 

5. Blanching

Tomato blanching is carried out in water during 1 to 2 min
at 95°C; blanching and peeling is carried out at the same
time. Fast cooling at room temperature improves the effi-
ciency of both operations.

Dried pepper scaling softens the disuse, reduces pun-
gency, removes seeds, improves color and decreases
microbial loads. Chipotle pepper is scalded in water dur-
ing 10 to 15 min at 95°C; ancho and mulatto peppers are
scalded in water at 95°C for 15 to 20 min. At the indus-
trial level, scalding with steam is generally applied.
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FIGURE 182.11 Canning of adobo (“spicy sauce”) chipotle peppers.



B. PACKING

Packaging is carried out in 3-piece tin cans with epoxy
phenol enamel; lids are made of the same material, fitted
with an easy-opening ring and three expansion moldings
(Figure 182.12).

C. ADOBO (“SPICY SAUCE”)

To date, there is no Mexican standard (NMX) for chipotle
peppers in adobo. Therefore, adobo formulation varies
from one food processor to other, mainly regarding the
amount of mulatto pepper sometimes using other pepper
(guajillo) as well as amount and type of spices included.
Several industries buy the adobo from specialized plants
that formulate and dry this sauce.

D. BLANCHING VEGETABLES

Whole chipotle peppers, as well as sliced onion must be
60% minimum weight of total net weight, although chipo-
tle peppers must be the dominant vegetable present. The
covering medium is adobo sauce.

E. FILLING

Chipotle peppers and onion slices are placed in previously
washed cans; adobo is then added at 82–86°C. Headspace
must be 10% total can volume. Filled cans are exhausted,
closed, pasteurized, marked, labeled, packed and stored in
a similar way as with non-fermented pickled Jalapeño
peppers.
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I. INTRODUCTION

Sourdough is used as an essential ingredient in the produc-
tion of wheat and rye bread and mixtures hereof.

Sourdough has been used for leavening of bread dough for
several hundreds of years, and sourdough bread was made
in Egypt as early as 3000 BC [1]. The sourdough was a
piece of dough from the previous baking which was kept
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until the next baking, where it was mixed with flour, salt
and water to make the bread dough. The intervals between
baking could be from one day in bakeries to one month in
home baking. If the time between baking was long, salt
could be added to the surface of the sourdough to avoid
wrong fermentation. While this piece of dough was saved,
lactic acid fermentation took place due to multiplication
and metabolic activity of lactic acid bacteria (LAB) origi-
nally present in the flour. During this fermentation, selec-
tion and multiplication of yeasts from the flour also
occurred. The natural content of LAB and yeasts from the
sourdough was responsible for the leavening capacity of the
bread dough primarily due to their production of carbon
dioxide. Yeast from beer or wine production could also be
added to the dough to increase the leavening capacity until
production of commercial baker’s yeast began during the
19th century [2]. The sourdough still holds a place of hon-
our in many households throughout the world, and small
portions are passed on to the daughters at marriage [2].

A. WHEAT SOURDOUGH

Sourdough is used as an important ingredient in the pro-
duction of wheat bread [3,4] as well as crackers and the
Italian sweet baked products as Pandoro, Colomba and
Panatone [5,6]. The tradition of making wheat bread with
the addition of sourdough is widely used in the
Mediterranean area such as Italy [5,7], Greece [8,9],
Spain [10], Egypt [11] and Morocco [12]. The tradition is
also known from The Netherlands [13], Iran [14] and the
San Francisco bay in the US [15,16]. 

The cereal intake in the traditional diet of Greece is
mostly in the form of sourdough bread rather than pasta
[8]. In Italy, sourdough is used in more than 30% of bak-
ery products, which include more that 200 different types
of sourdough bread. In some regions of southern Italy,
most of the bread including sourdough bread is made
from durum wheat instead of common bread wheat [7]. In
Morocco, commercial bakeries supply only part of the
population with bread, while most people eat homemade
bread made with traditional sourdough, which has been
carefully kept in every family. Addition of baker’s yeast is
used mainly in towns and villages where refrigeration can
be employed [12].

B. RYE SOURDOUGH

Sourdough is essential in rye bread making and the
tradition of rye sourdough fermentation correspond to the
rye-growing areas in the north, central and eastern
European countries including the Baltic states, where rye
bread constitutes a considerable amount of the bread
consumption. Rye sourdoughs have been characterised
from Finland [17], Sweden [18] and Denmark [19,20],
Germany [21–23], Austria [24], Poland [25],
Czechoslovakia [26], Russia [27] and Portugal [28].

Bread made from mixed wheat and rye is very common
in many European countries, and sourdough should be used
to enhance the sensory properties of the bread and prolong
the microbial shelf life if more than 20% of the flour is from
rye [29]. One of the most famous rye sourdough bread still
produced today is the pumpernickel named after the Swiss
baker Pumper Nickel. The bread originates from 1443,
where there was a significant scarcity of wheat in Europe [2].

The tradition of production of rye bread without the
addition of baker’s yeast has continued even in large-scale
bakeries until today, and the leavening capacity of the sour-
dough is still very important in rye bread production. In the
sixties and seventies, the time between baking and con-
sumption of bread increased due to changes in the society,
and in some bakeries, preservative compounds such as vine-
gar, propionic acid or sorbic acid were added to the dough
for the prevention of moulds. However, the natural content
of yeasts from the sourdough is also inhibited by those
preservatives, resulting in decreased leavening capacity, and
it was necessary to add baker’s yeast to increase the bread
volume. The use of propionic acid as a preservative in bread
is prohibited in many countries today. Stringent hygiene in
bakeries makes it possible to produce bread with long shelf
life without added preservatives, if sourdough is added.

C. WHY IS SOURDOUGH USED?

The advantages of using sourdough for bread production
include the possibility of leavening bread dough with lit-
tle or no baker’s yeast added, improved dough properties,
and the achievement of a better and more aromatic bread
flavor and texture compared to bread only leavened by
bakers yeast (Table 183.1). Sourdough flavor is developed
by a long fermentation process that requires 12–24 hours,
while fermentation by baker’s yeast has to be 
finished within 1–2 hours. The addition of sourdough can
also extend the shelf-life of bread by several days by
increasing the mold-free period of bread and retarding the
development of rope. The nutritional value of sourdough
bread made from high extraction flour is enhanced 
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TABLE 183.1
The Advantages of Using Sourdough in Bread Making

Leavening of dough
Improved dough properties

- inhibition of α-amylase
Increased flavor and taste of bread
Improved nutritional value of sourdough bread

- higher bioavailability of minerals
- lower glycemic index

Extended shelf life of sourdough bread
- longer mold-free period
- prevention of rope in bread 
- antistaling



compared to bread made without sourdough due to a
higher content of free minerals, which are separated from
phytic acid during the long fermentation processes. 

Interest in using sourdough in bread production has
increased considerably in many European countries dur-
ing recent decades [4,30,31]. Today, a larger part of the
consumers prefer healthy bread with aromatic taste, good
texture, and long shelf-life without the addition of artifi-
cial preservatives. The demand for organic food is also on
the rise, and a larger part of the bread made from organi-
cally grown cereals is made with sourdough due to its
higher quality and better image. More consumers are also
interested in food with history, and sourdough bread is
related to traditional and original food. 

II. CHARACTERIZATION OF SOURDOUGH

High quality sourdough bread is dependent on a consis-
tent and microbial stable sourdough. Good fermentation
capacity of the sourdough is influenced by the microbial
flora (lactic acid bacteria and yeasts) in the sourdough,
flour type (wheat/rye, flour extraction rate, activity of
enzymes), flour/water ratio (dough yield), and the process
parameters. The process parameters such as temperature,
initial pH, quantity of added sourdough starter, time of
fermentation, and type of production system (batch/con-
tinuous) have to be strictly controlled.

A. DEFINITION OF SOURDOUGH

Sourdough is a mixture of flour and water, in which LAB
have caused a lactic acid fermentation to occur. It is in
general accepted that the LAB should still be able to pro-
duce acids, when flour and water are added (metabolically
active). The sourdough also has a natural content of sour-
dough yeasts, which are important for the leavening
capacity of the dough. However, no official definition of
sourdough exists, but it should include all different types
of sourdough products with “living” LAB and exclude
artificial sourdough products. According to Lönner [32], a
sourdough should contain more than 5 � 108 metaboli-
cally active LAB/g, and have a pH value below 4.5. 

B. TYPES OF SOURDOUGHS

Sourdoughs can be started as follows:

a) during spontaneous fermentation
b) by adding a piece of mature sourdough

(mother sponge) 
c) by adding a defined starter culture 

Most sourdoughs used in both wheat and rye bread
baking are still initiated by adding a piece of mature or
ripe sourdough also called mother sponge, but there is a

tendency to use defined starter cultures with specific fer-
mentation patterns. This tendency increases as these cul-
tures become commercially available. 

1. Spontaneous Fermentation

When dough made from flour and water is left for one to
two days at ambient temperature, a spontaneous fermenta-
tion will take place due to the naturally occurring microor-
ganisms in the flour. The dough will become acidified due
to lactic acid fermentation. During the fermentation there is
a successive favoring of the Gram-positive LAB from the
flour at the expense of the Gram-negative bacteria, which
dominate the microflora of the flour [21,32]. The microflora
of some spontaneously fermented rye sourdoughs were
dominated by a homofermentative Lactobacillus spp. and
Pediococcus spp. [32,33]. The level of LAB in sourdoughs
was up to 3 � 109 colony forming units (CFU)/g and the
number of yeasts about 106 to 107 CFU/g. However, sponta-
neous sourdoughs do not always succeed and may result in
products with off-flavor.

2. Mature Sourdough

Sourdoughs used by artisan bakers and in bakeries have
traditionally been based on spontaneous fermentation,
during which the sourdough has been kept metabolically
active and probably microbial stable for decades by the
addition of flour and water daily, the so called “freshen-
ing” of the dough based on “back-sloping” (Figure 183.1).
The fermented sourdough is used for bread production,
but part of it is used as starter by initiating a new sour-
dough. The terminology for sourdough and starter in dif-
ferent countries is listed in Table 183.2.

In commercial rye bread baking, the bakeries can use
their own adapted sourdough or, if they have quality 
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FIGURE 183.1 A schedule for production of sourdough.
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problems due to unstable process control, they can add a
commercial sourdough as a starter. Most bakeries in
Germany and Denmark regularly add commercial sour-
doughs composed of a well-adapted microflora derived
from natural sourdough fermentation. Examples of com-
mercial sourdoughs are the Sanfrancisco sour for wheat
bread production [34] and the Böcker-Reinzucht-Sauer®
for rye bread production. Some products sold as sour-
dough have no living microorganisms, and these products
will not contribute to a natural acidification and develop-
ment of flavor compounds in the dough.

3. Starter Cultures of Pure Strains of LAB

Starter cultures for sourdough fermentation are pure cul-
tures of dried or freeze-dried LAB, or a mixture of LAB
and sourdough yeast. They should be mixed with flour and
water, and kept for several hours for multiplication and fer-
mentation of the microflora. This fermented dough can
then be used as a sourdough. The microorganisms have
been selected due to their ability to acidify dough in a short
time and result in acceptable bread flavor when used in
bread baking. Cultures containing Lactobacillus sanfran-
ciscensis, L. plantarum, L. brevis and L. fructivorans or L.
brevis, L. pontis and Saccharomyces cervisiae are available
[35]. Use of defined starter cultures with specific
properties gives rise to new interesting opportunities for
controlling and regulating of the sourdough fermentation.
The term “starter culture” is sometimes used in the litera-
ture for a mature sourdough which has to be mixed with
flour and water to ferment, or for commercial sourdoughs. 

C. SOURDOUGH PARAMETERS

A sourdough can be characterized by the chemical param-
eters pH, content of total titratable acids (TTA), content of
lactic and acetic acid, and the microbial parameters such
as number and species of LAB and yeast. The microbial
parameters are described in the following section. 

The final pH of a mature sourdough is 3.5–3.8 in most
rye and wheat sourdoughs [3,36,37]. Sourdough pH val-
ues show less variation and differences than TTA values.
The TTA values in sourdoughs are dependent on the fer-
mentation temperature, extraction rate of the flour, and the
water content. In wheat sourdoughs, TTA has been found

to vary between 8 and 11 in sourdoughs made from low
extraction flour and 16 to 22 in wholemeal sourdoughs 
[3,38]. Rye sourdoughs are often made from flours with
higher extraction rate than wheat flour and TTA values
vary between 15 and 26 [21,36].

The content of lactic and acetic acid in sourdoughs is
very important for the taste and flavor of the sourdough
bread [31,39]. The fermentation quotient (FQ), the molar
ratio between lactic and acetic acid, is used as a measure
in German studies of sourdoughs for the balance in pro-
duction of those acids. The FQ should be around 4 in
sourdough to result in a harmonic taste of bread. A low
content of acetic acid results in a high FQ with a too little
flavor, whereas a low FQ results in too strong an acid fla-
vor [21]. However, acetic acid has a more efficient antimi-
crobial effect against mold- and rope-producing bacteria
compared to lactic acid [40]. 

III. MICROBIOLOGY OF SOURDOUGH

The microflora of the sourdoughs includes adapted LAB and
yeasts that have optimal conditions for growth and fermen-
tation similar to the conditions for the sourdough (tempera-
ture, water content, pH), and which probably produce
antimicrobial compounds [41]. The microflora in bakery
sourdoughs remains remarkably stable in spite of the use of
non-aseptic fermentation conditions [20,23,34,42]. The LAB
and yeasts isolated and identified from wheat and rye sour-
doughs are listed in Tables 183.3 and 183.4, respectively.

Early systematic studies of the microflora responsible
for the sourdough fermentation were made on sourdoughs
from Germany by Hollinger in 1902, from Russia by
Seliber in 1939 (cited in [43]), and from Denmark 
by Knudsen in 1924 [19]. Spicher and co-workers have car-
ried out many profound investigations concerning the iden-
tification of the microflora from different types of
sourdoughs, both adapted sourdoughs from bakeries and in
commercial starter cultures for sourdough [4,21]. Recent
investigations on sourdough fermentation have mainly
dealt with interactions between sourdough microorgan-
isms, identification of new species, inhibitory substances of
sourdough LAB, and induced specific enzymatic activities. 

LAB are mainly responsible for the acidification of
the sourdough, whereas the sourdough yeasts are very
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TABLE 183.2
Terminology for Sourdough in Different Countries

English German French Spanish Italian

Sourdough for bread Sourdough Sauerteig Levain natural Masa madre Lievito naturale
production Leaven (Masa agria) (impasto acido)

Sourdough used as Mother Anstellgut Le chef Pie Madre,
starter for a new sponge Reinzuchtsauer Capolievieto
sourdough Starter

Modified after [5].
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important for the production of flavor compounds and for
a harmonic bread flavor in combination with the acids.
The levels of LAB in sourdoughs are 108–109 cfu/g and
yeasts are 106–107 cfu/g, respectively [4]. The LAB: yeast
ratio in sourdoughs is generally 100:1.

A. LACTIC ACID BACTERIA

1. Identification

LAB are a group of Gram-positive bacteria, which are
catalase-negative, non-motile nonspore-forming rods or
cocci which produce lactic acid as the major end product
during the fermentation of carbohydrates. They are strictly
fermentative, aero-tolerant or micro-aerofile, acidophilic,
salt-tolerant and have complex nutritional requirements for
carbohydrates, amino acids, peptides, fatty acids, salts,
nucleic acids derivates and vitamins [44,45]. 

The LAB have traditionally been classified taxo-
nomically into different genera based on colony and cell
morphology, sugar fermentation, growth at different
temperatures, configuration of lactic acid produced, abil-
ity to grow at high salt concentration, acid tolerance or
cell wall analyses [46]. Genera of LAB identified from
sourdoughs are Lactobacillus, Leuconostoc, Pediococcus
and Streptococcus, and the majority of the sourdough
LAB belongs to the genus Lactobacillus. The taxonomy
of LAB is still under revision. Lactobacillus have been
divided into three groups according to their carbohydrate
fermentation patterns [46]:

● Obligately homofermentative LAB:
Hexoses are almost completely fermented to lactic
acid (�85%) by the Embden-Meyerhof-Parnas
(EMP) pathway. Fructose is also fermented, but
neither gluconate nor pentoses are fermented.

● Facultatively heterofermentative LAB:
Hexoses are almost completely fermented to lactic
acid by the EMP pathway. Pentoses are fermented
to lactic acid and acetic acid by an inducible phos-
phoketolase.

● Obligately heterofermentative LAB:
Hexoses are fermented to lactic acid, acetic acid
(ethanol) and CO2. Pentoses are fermented to lac-
tic and acetic acid. In general, both pathways
involve phosphoketolase. 

Lactobacillus isolated from sourdoughs are divided
into the three groups shown in Table 183.5. When the
LAB are only divided as homofermentative or heterofer-
mentative LAB, the facultative heterofermentative LAB
are grouped as homofermentative due to the fermentation
pathway of glucose (Tables 183.3 and 183.4).

In the presence of oxygen or other oxidants increased
amounts of acetate may be produced at the expense of 
lactate or ethanol [45]. Various compounds such as 

citrate, malate, tartrate, quinolate and nitrate may also be
metabolized and used as energy sources or electron accep-
tors [44,45]. 

The techniques used for classification of LAB are not
reliable for many LAB, and they have often led to misidenti-
fication [47]. Some organisms badly grow on laboratory
media and may escape isolation and can therefore not be
identified by standard procedures. For rapid classification, a
set of molecular probes was developed. These include
hybridization- and PCR based techniques as well as recog-
nizing specific sequences in the ribosomal genes [47].
Nevertheless, the use of probes at the species level is
restricted, as their specificity may be lost during discovery of
new species sharing the same part of an RNA sequence [48].
Alternatively, the taxonomic method Random Amplified
Polymorphic DNA (RAPD) allows elucidation of strain bio-
diversity below the species level, and the resulting elec-
trophoretic patterns can be clustered and compared to a
database [48]. The consequent application of 16S rRNA
sequence analysis and DNA-DNA hybridization experi-
ments have led to identification of many new species. L. pon-
tis [49] and L. panis [50] were isolated from rye sourdoughs,
and L. paralimentarius [51] was isolated from wheat sour-
dough. Recently described species isolated from sourdoughs
are L. frumenti [52] and L. mindensis sp. nov [53]. 

2. Occurrence

Heterofermentative LAB play a major role in sourdough
fermentation compared to other fermented food systems.
L. sanfranciscensis (former names L. brevis var. lindneri
and L. sanfrancisco) is by far the most dominant LAB in
both wheat and rye sourdoughs (Tables 183.3 and 183.4).
L. brevis and L. plantarum also occur frequently in both
types of sourdoughs. Some strains initially classified as 
L. brevis were renamed as L. pontis [49]. Several other
Lactobacilli have been identified from rye sourdoughs
e.g., the homofermentative L. acidophilus, L. alimentarius,
L. amylovorus, L. casei, L. delbrueckii, L. farciminis,
L. leichmanii, L. rhamnosus, and recently L. mindensis,
and the heterofermentative L. büchnerii, L. cellobiosus,
L. curvatus, L. fructivorans, L. fermentum, L. viridescens
including the new identified species L. panis, L. frumenti
and L. pontis. Strains of L. pontis utilize only a very lim-
ited number of carbohydrates and they are found in close
association with L. sanfranciscensis, from which they are
difficult to separate physically. 

Fewer different Lactobacilli have been identified from
wheat sourdoughs, such as L. alimentarius, L. casei,
L. cellobiosus, L. curvatus L. delbrueckii, L. farciminis,
L. fermentum L. lactis and the recently identified L. parali-
mentarius (Table 183.4). However, the homofermentative
Pediococcus and Weissella and the heterofermentative
Leuconostoc have also been isolated from wheat sour-
doughs. 
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The variation in the composition of the microflora
depends on the fermentation conditions such as flour type,
extraction rate, water content, fermentation temperature, fer-
mentations time and how the sourdough is refreshed. Most
sourdoughs are fermented about 30°C, but L. delbrueckii
has been isolated from rye sourdoughs with a fermentation
temperature above 50°C [18,27]. Hammes, Stolz, and
Gänzle [35] found that the most predominant LAB in firm
sourdoughs with fermentation temperature between 23 and
30°C are L. sanfranciscensis and L. pontis. However, L.
fructivorans, L. fermentum and L. brevis were also identified
from this type of sourdough.

Some industrial sourdoughs are characterized by high
water content to fluid conditions (suitable for pumping),
elevated fermentation temperature (�30°C), and shorter
fermentation time (15–20 hours). Fluid sourdoughs can be
produced in large volumes — often by continuous fermen-
tation systems, and they can be cooled for storing in silos
up to one week. The microflora in this type of sourdough
is dominated by L. panis [50], L. reuteri, L. sonfranciscen-
sis and L. pontis [35]. The development of sourdough yeast
is poor in fluid sourdoughs and consequently it is neces-
sary to add baker’s yeast is to the bread dough. 

Sourdoughs kept at ambient temperature will continue
acidification. The LAB are sensitive to low pH in longer
time and the LAB will thus die off. Therefore dried sour-
dough preparations are preferred for commercial 
sourdough samples. However, LAB are rather sensitive to
preservation by drying, and LAB present in commercial
sourdoughs must survive drying. L. plantarum, L. brevis,
Pediococcus pentosaceus have been identified from dried
commercial sourdough preparations, and dried starter cul-
tures containing strains of L. sanfranciscensis have only
recently become commercially available [35]. 

B. YEAST IN SOURDOUGHS

Several species of yeasts have been isolated from bakery
and commercial sourdoughs. However, the taxonomy of
yeasts has been gradually changed since the 1970s, and
various synonyms have been used (Table 183.6). The tra-
ditional systematization and identification of yeasts have
been based on biochemical tests as well as morphological
and physiological criteria [54], but imperfect fungi cannot
be studied using traditional genetics. New molecular char-
acteristics have defined and changed the taxonomy of
yeasts [55]. The physiological features of industrial yeasts
have been shown to alter when changes occur in growth
conditions, and species of Saccharomyces cerevisiae,
S. exiguous and Torulopsis delbrueckii have been found to
intermix genetically with each other [55]. 

The most frequently isolated yeast species from rye and
wheat sourdoughs are S. cerevisiae (Tables 183.3 and
183.4). Other yeast species often isolated from sourdoughs
are S. exiguus, Candida milleri (C. holmii), C. krusei

(Issatchenkia orientalis). The yeast species Pichia saitoi, P.
norvegensis and Hansenula anomala and some
Saccharomyces spp. have occasionally been isolated from
sourdoughs.

Candida spp. are members of Deuteromycetes (fungi
imperfect), because they have lost their ability to undergo
sexual development. C. milleri is a non-sporulating
form of S. exiguous and was first described by Yarrow in
1978 [56]. C. milleri is physiological similar to C. holmii,
but is different according to DNA identification.
Some strains identified as Torulopsis holmii in the litera-
ture before 1978 have subsequently been assigned to 
C. milleri [55]. 

T. holmii and S. cerevisiae were the dominating yeasts
in bakery rye sourdoughs from Finland, whereas S. cere-
visiae dominated in rye sourdoughs used for home baking
[57]. A later study showed that the yeasts isolated from
rye bakery sourdoughs in Finland were similar to C. mil-
leri [55]. Wlodarczyk [25] found that S. cerevisiae
accounted for 99% of all yeasts found in starters from
three industrial rye bread bakeries in Poland, whereas the
sourdoughs from the smaller bakeries contained a wider
range of yeast strains.

Traditional Portuguese sourdoughs prepared from
maize and rye were dominated by S. cerevisiae and
Torulaspora delbrueckii [58], and S. cerevisiae and 
C. pelliculosa [28], respectively. S. cerevisiae was also the

TABLE 183.6
Yeasts Isolated from Sourdoughs and Their Synonyms

Perfect Fungi Imperfect Fungi Synonyms

Saccharomyces
cerevisiae

S. exiguus Candida holmii Torulopsis holmii
Torula holmii
S. rosei

Candida milleri Torulopsis holmii
S. delbrueckii Torulaspora 

delbrueckii
S. uvarum S. inusitatus
Issatchenkia 

orientalis C. krusei S. krusei
Endomyces krusei

Pichia anomala C. peliculosa Hansenula
anomala

P. membrafaciens C. valida
P. norvegensis
P. polymorpha
P. satoi
Endomycopsis 

fibuligera S. fibuliger

C., Candida; P., Pichia; S., Saccharomyces.
The table is modified after Kurtzman and Fell [128] and Barnett, Payne
and Yarrow [129].
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dominating yeast in wheat sourdoughs from Italy, fol-
lowed by S. exiguous, C. krusei, P. norvegensis and
Hansenula anomala [59]. Addition of baker’s yeast is
widely used in some Italian wheat sourdoughs [7],
whereas many sourdoughs are also prepared without sour-
doughs [60].

The yeasts present in sourdoughs are generally acid-
tolerant. Strains of baker’s yeast S. cerevisiae have poor
tolerance of acetic acid in sourdoughs [61], whereas
strains of S. cerevisiae isolated from sourdoughs can grow
on MYGP broth acidified with acetic acid to pH 3.5 [37]. 

C. MICROBIAL INTERACTIONS

The high stability of sourdoughs used for a longer period
might be caused by production of inhibitory substances
[41], but also microbial interaction between the LAB and
the sourdough yeasts are of importance. Several sour-
dough LAB produce inhibitory substances against spoil-
ing microorganisms. These compounds are organic acids
in particular acetic acid, carbon dioxide, ethanol, hydro-
gen peroxide, and diacetyl [62]. The inhibition, however,
can also be caused by bacteriocins that are low molecule-
mass peptides, or proteins, with a bactericidal or bacterio-
static mode of action, in particular against closely related
species [41]. 

Microbial interaction was demonstrated early for the
Sanfrancisco sourdough. The sourdough yeast T. holmii
(C. millery) does not assimilate maltose [34,63], whereas
L. sanfrancisco hydrolyses maltose and excretes one of
the glucose molecules to be used for the sourdough yeast
[64]. The glucose uptake of the yeast cell can induce an
outflow of amino acids, and this liberation of amino acids
has made growth of L. sanfranciscensis possible even in a
medium initially deficient in essential amino acids [65].
Several LAB increase the acidification of sourdoughs
when the sourdough are added to the sourdough yeasts 
T. holmii or S. cerevisiae [63,66]. However, LAB might
also multiply more slowly and decrease the production of
acids in mixtures with yeasts [67]. 

A real risk of bacteriophage contamination of sour-
doughs exists as bacteriophages with activity against L. fer-
mentum have been isolated from an Italian sourdough [68]. 

IV. TECHNOLOGICAL ASPECTS 

A. PRODUCTION OF SOURDOUGH

Sourdough can be made with variations in the following
parameters: flour type — wheat/rye, flour extraction rate,
flour/water ratio, temperature, time and amount of starter.
Sourdough can also be made in one to three steps. The
one-stage process is the basic way to make a sourdough
and is widely used. Two- and three-step sourdoughs have
traditionally been used in rye bread production in many

German bakeries [21]. Industrialization in bakeries has
also included the sourdough production, where the time
consuming multiple-stage processes have changed to the
work-saving one-stage process. Traditional rye sour-
doughs have often been based on firm sourdoughs, but in
automated large scale bakeries firm sourdoughs are diffi-
cult to handle, and they have been replaced by pumpable
semi-fluid to fluid sourdoughs which are suitable for auto-
mated fermentation systems. Today, continuous fermenta-
tion plants are used in many bakeries in Europe. The
following deals with how sourdough fermentation can be
influenced by the flour type, flour extraction rate, fermen-
tation temperature, water content in sourdough, and by the
amount of added ripe sourdough.

B. FLOUR TYPE

The flour in the sourdough is the substrate for the fer-
menting microorganisms. Wheat and rye flour are mostly
used for sourdough making, but maize flour can also be
used [28,69]. The amount of fermentable carbohydrates in
the flour varies with the type of cereal, but in particular
with the activity of endogenous enzymes in the flour. The
activities of amylases, xylanases and peptidases are impor-
tant for liberation of the fermentable low molecular weight
carbohydrates and amino acids. On dough stage, the α-
amylase can not degrade intact starch granules, but some
granules are damaged during the milling process and may
be partly degraded in the dough. 

Starch is generally not degraded by LAB, and the con-
tent of fermentable mono- and disaccharides in rye flour is
up to 5% with maltose (3%) as the main part [70]. Savola
found that this content of free sugars decreased by 3% dur-
ing sourdough fermentation. However, Henry and Saini [71]
found only small amounts of low molecular weight sugars
in rye (0.7% sucrose and � 0.1% of glucose, fructose, raffi-
nose and stachylose). The content of pentosans (arabinoxy-
lans) in rye flour is high (6.5 to 12.2%) [72] compared to
wheat flour (2–3%) [73], and they can be degraded to the
pentoses xylose and arabinose by the corresponding
enzymes during the bread making processes [74]. 

The content of fermentable carbohydrates in wheat
flour is 1–2% [67,75]. The content of maltose increased
during the sourdough fermentation from 1.5 to 2.4%, and
the content of fructose from 0.05 to 0.45% in a sourdough
fermented with Lc. mesenteroides [75]. The content of
glucose was unchanged at the level of 0.17% as a result of
a balance between bacterial consumption and hydrolysis
by the enzymatic activity. No sucrose was detected in the
samples, so the increase in fructose could not be caused
by yeast invertase.

Most Lactobacillus isolated from sourdoughs are non-
amylolytic, but amylolytic strains have been isolated from
African fermented cereal products made from maize such
as ogi, mawé and kunu-zakki [76]. 
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1. Extraction Rate

The extraction rate of the flour is one of the most impor-
tant factors for determining the character of sourdough
[77,78]. With a high extraction rate (80–100%), the con-
tent of nutrients such as B-vitamins and minerals increases
compared to low extraction rate flour (65–75%), as does
the buffering capacity of the flour primarily due to the
phytic acid from the aleurone layer of the cereals. These
factors can stimulate the growth and biochemical activity
of the microflora in the sourdough followed by a higher
production of acids and flavor compounds. Rye flours have
a generally higher extraction rate than wheat flours. 

A linear relationship between ash content and TTA was
found in wheat sourdough. The final TTA in sourdoughs
made from wholemeal flour (ash 1.5%) was almost double
the value compared to sourdoughs made from straight-grade
flour (ash 0.55%), and the final pH was reached in less time
in sourdoughs made from the low extraction flours [3]. 

C. WATER CONTENT

The water content in the sourdough determines the firm-
ness of sourdoughs, and it can be expressed as the dough
yield (DY), which is the amount of sourdough per kg per
100 kg flour. DY varies from 150 in firm sourdoughs to
300 in fluid sourdoughs. The development in TTA is
lower in fluid rye sourdoughs compared to firm sour-
doughs, but if the acidity is measured per gram dry matter
it will be lower in firm sourdoughs [21,36]. This indicates
that the nutrients are better used by the LAB in fluid sour-
doughs compared to firm sourdoughs. The production of
lactic acid is not influenced by the DY, whereas the pro-
duction of acetic acid is generally lower in fluid sour-
doughs [21,36]. The water content in sourdoughs
influences the acidification of the dough more than the
temperature [79].

The content of LAB was not influenced by the firm-
ness of rye sourdoughs, whereas the yeast propagation
was low in the firm sourdoughs with levels below103 cfu/g
in six of the seven sourdoughs [36]. However, a surface
layer of yeast cells was seen on the firm sourdough fer-
mented with L. plantarum. 

D. TEMPERATURE

The temperature of the sourdough is influenced by the
temperature of the flour, the water and the mother sponge,
and it is often adjusted and regulated by the water temper-
ature. In practice, the temperature increases 6 to 8°C dur-
ing industrial fermentation, if the temperature is not
thermostatically regulated. So it is important that the tem-
perature of the water is not too high. The temperature of
the sourdough greatly influences the microbial propaga-
tion and production of acids, as the optimal temperature
for growth and acidification varies for the different species

of LAB. Spicher [80] found that the lowest generation time
was 20 min for L. brevis at 35°C and L. plantarum at 
40°C, and 60 min for L. fructivorans at 30°C and L. fer-
mentum at 40°C. Changes in the fermentation temperature
from the optimal conditions increased the generation time
considerably, and the generation time for L. fermentum
was prolonged to 120 min at 40°C and 140 min at 25°C.

The optimum temperature for growth of the LAB is
close to the optimal temperature for acid production, and
most LAB have temperature optima between 30 and 35°C
[21]. In general, the final pH is reached more quickly at
higher temperatures (30–35°C) compared to lower temper-
atures (20–25°C) [21,79,81]. Some species, mostly hetero-
fermentative, can grow below 15°C, such as L. farciminis,
L. plantarum, L. rhamnosus, L. brevis, L. fructivorans,
Lb. sanfranciscensi. The highest temperature for growth is
between 45 and 55°C and most species which can tolerate
high temperatures are homofermentative, such as L. aci-
dophilus, L. amylovorus, L. delbrueckii. However, also the
heterofermentative species of L. pontis, L. rhamnosus,
L. fermentum and L. reuteri can grow above 45°C [45]. 

The optimum temperature for growth of sourdough
yeasts has not been intensively investigated, but it seems to
be lower than for the LAB. The optimum temperature for
growth of C. milleri was determined to be 27°C [44], while
C. milleri and S. exiguous do not grow at temperatures
above 35°C [56]. The minimum temperatures for growth
of LAB and yeast are important when sourdoughs are
stored by cooling, as the sourdough should not develop
during the storage. The minimum temperature for growth
of most sourdough yeasts has been found to be 8°C [55].

The content of acids produced in sourdough increases
with increased fermentation temperature due to higher
production of lactic acid, whereas the production of acetic
acid is only negligible influenced by the temperature
[21,81]. This confirms the general rule that the relative
content of acetic acid is higher in cold sourdoughs com-
pared to warmer sourdoughs [21]. 

Investigation of the influence of the fermentation
temperature on the production of flavor compounds in rye
sourdoughs showed that the starter cultures themselves
produced few volatile compounds, whereas the produc-
tion of iso-alcohols and ethyl acetate increased consider-
ably with higher temperature in sourdoughs fermented
with homofermentative LAB due to activity by the propa-
gating yeasts [81]. 

E. AMOUNT OF MOTHER SPONGE

The amount of mother sponge to be mixed with flour and
water for a new sourdough should be so high that the con-
tent of LAB in the sourdough is able quickly to decrease
the pH to inhibit the growth of the gram-negative bacteria
in the flour. The amount of mother sponge influences the
pH-lowering capacity in a sourdough, as low pH is



183-14 Handbook of Food Science, Technology, and Engineering, Volume 4

reached more quickly when the amount of added mother
sponge is high [79]. However, higher levels of acids are
produced when a lower amount of mother sponge is
added, as the fermentation time is longer before the pH
drops to the critical pH level [20]. The recommended
amount of mother sponge is generally 10–20% for both
rye and wheat sourdoughs [21,79]. The Sanfrancisco
sourdough is rebuilt every eight hours or at least two to
three times a day, seven days a week. The amount of
mother sponge used in preparing a new sourdough is 
25–40% of the sourdough [15]. This high amount of
mother sponge makes the sourdough very stable, and this
sourdough has been continued for more than a century.

V. DOUGH PROPERTIES AND 
BREAD QUALITY

A. DOUGH PROPERTIES AND BREAD TEXTURE

1. Wheat Dough and Bread

Incorporation of sourdoughs in wheat bread making influ-
ences the gluten proteins and the viscoelastic behavior of
doughs due to the drop in pH value caused by the organic
acids produced. Several investigations have shown that the
addition of acid to wheat dough decreased the dough sta-
bility during mixing, and the acidified doughs became con-
siderably softer than a non-acidified control dough [82–84]. 

Dough stability was also decreased when it was pre-
pared with the addition of sourdough [85] [86]. The dough
consistency was unchanged when the sourdough was fer-
mented by a heterofermentative culture and softer if a
homofermentative culture was used [86]. Proteolytic
breakdown of proteins was enhanced at low pH during
fermentation of wheat dough, and major effects were
attributed to changes in pH rather than to microbial prote-
olytic activity from the sourdough [87].

In spite of the decreased stability in doughs with
added sourdough increased bread volumes are reported
for bread containing up to 20% sourdough [31,86]. The
crumb structure of bread containing up to 20% sourdough
has been comparable to standard bread without sour-
dough, whereas inferior crumb structure was observed in
bread containing 40% sourdough [88].

2. Rye Dough and Bread

The main component of rye and wheat is starch, and its
content has a crucial influence on the bread texture. It
becomes sticky and pasty if the starch is degraded during
the bread making due to too high activity of amylases.
This problem is greater in rye bread making than for
wheat bread, as the activity of the sprout-induced enzyme
α-amylase is highest in rye [89]. This is caused by rainy
summers in the rye-growing area. Furthermore, the period
from harvest to possible sprouting is extremely short for

rye; it can even sprout in the fields [89]. One of the main
functions of sourdough in rye bread making is inactivation
of the α-amylase activity, and a general rule in bakeries is
to add a larger amount of sourdough when the activity of
enzymes in the flour is high. Bread with a rye content 
of more than 20% normally require the addition of sour-
dough to prevent degradation of starch [88,90]. Rye starch
begin to swell as low as 52°C and subsequently the α-
amylase can degrade the starch until it will be heat-inacti-
vated at 80°C [91] (s.169, 171). Rye α-amylase has
pH-optimum at pH 5.5 [92] and the activity is totally inac-
tivated in sourdough at pH below 4. Wassermann and
Dörfner [93] found that the viscosity of rye doughs (rye
flour and water) was lowest at pH 5.

The activity of α-amylase is not only reduced consid-
erably in the sourdough, but also in the rye dough with
added sourdough. The activity of α-amylase was totally
inactivated in an imitated sourdough acidified to pH 3.5
(TTA 32) by lactic and acetic acid [94]. The activity of α-
amylase in the bread dough after resting (pH 4.5), with 20%
sourdough added, was about half the activity in the flour. 

Pentosans (arabinoxylans) play a key role in the viscos-
ity of rye doughs due to high water-binding capacity. The
viscosity of sourdoughs decreases during the sourdough fer-
mentation due to the activity of the pentosan-degrading
enzymes at the beginning of the fermentation. However,
those enzymes are inactivated in the fermented sourdough
[94]. Rye proteins are different from wheat proteins, as they
do not form gluten structure. Kratochvil and Holas [95]
found that proteolytic activity in rye sourdough was caused
by enzymes from the flour. 

B. FLAVOR AND TASTE

The flavor of bread crumb depends mainly upon the flour
type and the enzymatic reactions taking place due to yeast
and sourdough fermentations, whereas the flavor of bread
crust is more influenced by the thermal reactions during
the baking process. Including sourdough in the bread
recipe is recommended for a more aromatic bread flavour
[31,96] and sourdough bread has higher content of volatile
compounds [31,39,97–99] and higher scores in sensory
tests [31,100,101]. The content of volatile compounds pro-
duced during sourdough fermentation depends on the flour
type (wheat, rye, maize), the extraction rate of the flour,
the fermentation temperature, the water content in the
sourdough and the microorganisms in the sourdough.
Generally, the LAB in the sourdough are mostly responsi-
ble for the acidification of the dough, and the sourdough
yeasts for the production of flavor compounds. Factors that
favor the propagation of yeasts will also result in higher
content of yeast fermentation products. 

The extraction rate of the flour and the water content
in the sourdough mostly influences the acidification of the
sourdough. Higher extraction rate of the flour results in
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higher production of lactic and acetic acid [38,102], how-
ever, sourdoughs fermented with heterofermentative cul-
tures have much higher content of ethyl acetate [38]. The
production of acids calculated per gram dry matter is
higher in fluid sourdoughs than in firm sourdoughs.
Higher water content in the sourdough and increased fer-
mentation temperature result in higher propagation of
yeasts and in higher content of iso-alcohols [36,81,102]. 

Sourdoughs fermented with heterofermentative LAB
have, aside from much higher content of acetic acid and
ethanol, a higher content of ethylacetate and ethyl-hexa-
noate compared to sourdoughs fermented with homofer-
mentative LAB, which have higher contents of diacetyl
and some other carbonyls [36,81,102,103]. The produc-
tion of acetic acid in sourdoughs can be increased in het-
erofermentative cultures with the addition of fructose as a
hydrogen acceptor [102,104]. When sourdough yeasts are
added in the preparation of the sourdough, the production
of ethanol, iso-alcohols, esters and diacetyl increase con-
siderably [37] [103].

In sourdough bread, the content of esters are very low
compared to the corresponding sourdoughs [31,39]. Sensory
evaluation of rye bread crumb shows that the most intense
and bread-like flavor is associated with 2-propanone, 3-
methyl-butanal, benzylalcohol and 2-phenylethanol [39].
However, vanillin, 2,3-butandione, 3-hydroxy-4,5-dimethyl-
furanone and methylbutanoic acids also contribute to the
overall crumb flavor [98]. The perceived taste of salt is
enhanced in sourdough rye bread compared to wheat bread,
so less salt can be added in sourdough rye bread [105].

Sensory evaluation of wheat bread crumb showed that
bread made with sourdough fermented with the heterofer-
mentative L. sanfranciscensis had a pleasant mild, sour
odor and taste. Bread fermented with L. plantarum had an
unpleasant metallic sour taste, but when the sourdough
was also supplemented with the sourdough yeast S. cere-
visiae, the bread acquired a more aromatic bread flavor.
That bread had a higher content of methyl-butanol,
methylpropanoic acids and 2-phenylethanol which may,
in part, cause the more aromatic flavor [31]. Mixed cul-
tures with both Lab and yeast are recommended for an
aromatic and pleasant sourdough bread flavor
[31,103,106]. A lexicon for description of the flavor of
wheat sourdough bread has been developed [107].

C. LONGER SHELF LIFE

During storage of bread, several different physical and
microbiological changes occur, lowering the quality of
bread. The bread crumb becomes hard, the bread crust
changes from crispy to leathery, and the characteristic and
favorable bread flavor disappears. All these changes are
characterized for the staling process. Within few days the
bread might be spoiled due to contamination and growth of
molds on the surface or development of rope in the bread
crumb caused by Bacillus spp. Addition of sourdough in the

bread recipe can be used to retard the staling process of the
bread, prevent the bread against ropiness and prolong the
mold free period. Sourdough addition is the most promis-
ing procedure to preserve bread from spoilage, since it is in
agreement with the consumer demand for natural and addi-
tive free food products.

1. Anti-Mold Activity of Sourdough Bread

Mold is the most frequent cause of bread spoilage.
Addition of sourdough in the bread recipe increases the
mould-free period both for rye bread [21,32] and wheat
bread [78,108]. The length of mold-free period was pro-
longed from 4 days in wheat bread to 6 to 8 days in sour-
dough bread [78], or from 9 days in wheat bread
supplemented with a prefermented dough to 20 days in
bread supplemented with 20% sourdough [108]. No cor-
relation was found between pH and bread shelf life. 

The mold-free period was prolonged 1 to 3 days in
slices of sourdough rye bread inoculated with Aspergillus
glaucus when the sourdough was fermented with hetero-
fermentative LAB compared to homofermentative LAB,
or bread without addition of sourdough [32]. The antimi-
crobial effect of the heterofermentative LAB was sup-
posed to be their production of acetic acid. 

Two hundred and thirty two strains of sourdough LAB
belonging to nine different species were screened for pro-
duction of anti-mold substances against Aspergillus niger,
Fusarium graminearum, Penicillium expansum and
Monilia sitophila using agar-well-diffusion assay [109].
The anti-mold activity varied very much among the
strains and was mainly detected within obligately hetero-
fermentative LAB. L. sanfrancisensis had the largest
spectrum of anti-mold activity. Not only the acetic acid
had inhibitory effect, but the LAB produced also formic,
propionic, butyric, n-valeric and caproic acid, and a mix-
ture hereof was responsible for the anti-mold effect.

2. Prevention of Rope Spoilage 

Ropiness is spoilage of wheat bread noticed as an unpleas-
ant odor similar to that of over-ripe melons, followed by the
occurrence of a discolored sticky bread crumb and sticky
threads, that can be pulled from the crumb. This bread
spoilage is caused by heat-resistant strains of Bacillus and
occurs particularly in summer when the climate favors
growth of the bacteria. It is mainly caused by Bacillus sub-
tilis, formerly referred to as B. mesentericus, because the
heat resistant spores can survive the baking process, sporu-
late and multiply in the baked bread. The rope symptoms
can be recognized when the level of Bacillus in bread crumb
is 108 bacillus/g [110]. Its incidence has increased during the
last decade, presumably because most bread is now pro-
duced without preservatives and often with the addition of
raw materials such as oat products, wheat bran and sun-
flower seed with a high contamination level of Bacillus
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spores [110]. Even a low level of the heat-resistant spores
(101–102 bacillus/g) in raw materials resulted in a level of
107 bacillus/g bread in two days. 

One potential way to prevent development of rope is to
include sourdough in the bread recipe. Addition of 10%
sourdough inhibited the natural Bacillus contaminants in
wheat dough, but it was insufficient to inhibit the Bacillus
strains inoculated at a level of 106 spores/g [40]. Addition of
15% sourdough was more efficient as the strains of rope pro-
ducing Bacillus were effectively inhibited by sourdough fer-
mented by strains of L. sanfranciscensis, L. brevis,
L. maltaromicus or by three different strains of L. plan-
tarum. In this investigation B. subtilis tended to be inhibited,
if the TTA value in the sourdough was more than 10 and
when the pH of the bread crumb was below 4.8. Röcken [29]
demonstrated that sourdough effectively decreased the heat
resistance (D97-value) of a rope-producing strain of Bacillus.
He found that the heat resistance was reduced from 143 min
without the addition of sourdough to 5.9 min and 6.9 min
with the addition of 10% and 20% sourdough, respectively. 

3. Bread Firmness and Staling Rate 

Bread becomes firmer during storage, and retrogradation
of starch towards a more crystalline form is considered to
be the primary cause of this bread staling. Several sour-
doughs have been investigated for their potential effect on
delaying the development of bread firmness and staling
rate of wheat bread, but most investigations did not find
any influence on staling rate by the sourdough compared
to yeast- and sponge-leavened bread [108,111]. However,
delayed staling rate has been observed in sourdough bread
[112]. The rate of starch retrogradation was not influenced
if the acidification was rather low, whereas a standard
sourdough (L. sanfranciscensis 57, L. plantarum 13,
S. cerevisiae 141) was able to retard the staling rate. The
staling rate was mostly influenced if the starter culture
had amylolytic activity (L. amylovorus or a genetic mod-
ified strain L. sanfranciscensis CB1 Amy). 

In some investigations the addition of sourdough
resulted in lower bread firming. However, sourdough
wheat bread has higher bread volume [31,86,88] and the
measured resistance will thus be lower. 

VI. NUTRITIONAL VALUE

The addition of sourdough to the bread recipe has a posi-
tive influence on the nutritive value of the bread, as the
minerals become bioavailable [113], and the blood glu-
cose and insulin responses are lowered after eating sour-
dough bread compared to wheat bread [114]. 

A. REDUCED PHYTATE CONTENT BY SOURDOUGH

Whole meal cereals are good sources of minerals such as K,
P, Mg, Fe and Zn, but without treatment the bioavailability

is poor for those minerals which are stored as phytate, an
insoluble complex with phytic acid (myoinositol hexa-phos-
phoric acid, IP6). The content of phytate is 6 mg/g rye grain
[115], 3–4 mg/g in flour of soft wheat and 9 mg/g in hard
wheat flour [116]. Phytate accounts for more than 70% of
the total phosphorus in cereals, and it can be degraded dur-
ing the bread making process due to the activity of endoge-
nous phytase and thus liberate the bound minerals when the
ester-bound phosphoric acids are hydrolyzed. The pH-opti-
mum of rye phytase is found to be at pH 6.0 [115]. 

Sourdough fermentation has been shown to be more
efficient than yeast fermentation in reducing the phytate
content in whole bread (�62% and �38% respectively)
[113]. The prolonged fermentation with sourdough
enhanced the acidification and led to increased solubility
of Mg and P. Five different strains of LAB isolated from
sourdoughs have been tested for their ability to degrade
phytic acid, but no difference was observed among the
strains in the levels of phytic acid hydrolyses [117]. 

B. REDUCED GLYCEMIC RESPONSE WITH

SOURDOUGH BREAD

Conventional wheat bread products are rapidly digested
and absorbed, thus giving rise to high blood glucose and
insulin responses. Eating wholemeal sourdough bread
resulted in both lowered blood glucose and insulin response
compared to wholemeal bread made without sourdough
[118]. This nutritional positive effect was possibly due to a
reduced gastric emptying rate caused by the lactic acid pro-
duced during the sourdough fermentation [114].
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I. INTRODUCTION

The objective of food processing and preparation is to
provide safe, wholesome, and nutritious food to the con-
sumer. The responsibilities for accomplishing this objec-
tive lie with every step in the food chain; beginning with
food production on the farms, and continuing through
processing, storage, distribution, retail sale, and consump-
tion. Producing safe food is a continuum, where each
party has certain obligations to meet and certain reason-
able expectations of the other parties involved in the
process. No single group is solely responsible for produc-
ing safe food, and no single group is without obligations
in assuring the safety of food.

Food producers have a reasonable expectation that the
food he or she produces will be processed in such a manner

that further contamination is minimized. Food producers
are an integral part of the food production system, but are
not solely responsible for food safety. It is not practical to
deliver fresh unprocessed food that is completely free of
microorganisms, whether the food in question is of animal
or plant origin. The environment in which the food is pro-
duced precludes the possibility that uncontaminated food
can be grown or produced. However, appropriate methods
can be utilized to reduce, to the extent possible, this level of
background contamination. These methods are referred to
as “Good Agricultural Practices” (GAPs) (1). Alternately,
producers have an obligation to use these same reasonable
practices to prevent hazards from entering the food chain.
As an example, when dairy cattle are treated with antibi-
otics for mastitis, producers have an obligation to withhold
milk from those animals from the normal production lot.
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Milk from these animals must be withheld for the specified
withdrawal time, so that antibiotic residues will not occur in
milk delivered to dairies. In contrast, production of salmo-
nellae-free poultry in the United States has been an elusive
goal for poultry producers. While it is not a reasonable
expectation for producers to deliver salmonellae-free birds
to poultry processors, it is reasonable to expect producers to
use good livestock management practices to minimize the
incidence of Salmonella within a flock.

Food processors have reasonable expectations that
raw materials delivered to the processing facility are of
reasonable quality and not contaminated with violative
levels of any drugs or pesticides. In addition, processors
have a reasonable expectation that processed food will be
properly handled through the distribution and retail chain,
and that it will be properly prepared by the consumer. The
latter is particularly important, as processors have respon-
sibility for products because they are labeled with the
processor’s name, even though the food is no longer under
processor control once it leaves the processing facility.
Processor obligations are to process raw foods in a man-
ner that minimizes growth of existing microorganisms as
well as minimizes additional contamination during pro-
cessing. These obligations extend from general facility
maintenance to the use of the best available methods and
technologies to process a given food. 

Clearly, consumers have an important role in the
microbiological safety of foods. However, it is not rea-
sonable to expect every consumer to have a college
degree in food science or microbiology. Consumers have
an expectation that foods they purchase have been pro-
duced and processed under hygienic conditions. They
also have a reasonable expectation that foods have not
been held under unsanitary conditions, or that foods have
not been adulterated by the addition of any biological,
chemical, or physical hazards. In addition, consumers
have an expectation that foods will be appropriately
labeled, so that the consumer has information available
on both composition and nutritional aspects of products.
These expectations are enforced by regulations that gov-
ern production, processing, distribution, and retailing of
foods in the U.S. The vast majority of foods meets or
exceeds these expectations, and the average consumer
has relatively little to be concerned with regarding the
food they consume.

Some consumers have advocated additional expecta-
tions, which may or may not be reasonable. For example,
some would argue that raw foods should be free of infec-
tious microorganisms. Initially, this would appear to be
reasonable; however, in many cases technologies or
processes do not exist in a legal or practical form to assure
that raw foods are not contaminated with infectious
agents. Two recent examples are the outbreaks of
Cyclospora epidemiologically linked to imported raspber-
ries and Escherichia coli O157:H7 in raw ground beef.

With the exception of irradiation, technologies do not
exist to assure that either of these foods would be
absolutely free of infectious agents while still retaining
desirable characteristics associated with raw food.
Therefore, in some cases, the expectation that raw foods
should be free of infectious agents may not be reasonable.

Consumers have several obligations regarding food
safety. As part of the food production to consumption
chain, consumers have similar obligations to food proces-
sors. Namely, not holding foods under unsanitary condi-
tions prior to consumption and not adulterating foods with
the addition of biological, chemical, or physical agents.
Improper food handling can increase foodborne illness
risks by allowing infectious bacteria to increase in num-
bers or by allowing for cross contamination between raw
and cooked foods. In addition, consumers have an obliga-
tion to use reasonable care preparing foods for consump-
tion, as do personnel in food service operations. As an
example, consumers should cook poultry until it is “done”
(internal temperature at or above 68°C) to eliminate any
concerns with salmonellae.

Consumer education on the basics of food safety in the
home should be a priority. Every consumer should under-
stand that food is not sterile, and the way food is handled in
the kitchen may affect the health of individuals consuming
it. Although our long-term goal is to reduce or eliminate
foodborne disease hazards, in the near term we need to
remind consumers of what some of the potential risks are
and how consumers can avoid them. In the end, it is the
consumer who decides what they will or will not consume.

II. ADMINISTRATIVE REGULATION

Several regulatory groups are involved in the regulation of
food safety and quality standards, from local and state
agencies to international agencies. Since there is tremen-
dous variation within and between local and state agen-
cies, this discussion will be confined to the national and
international agencies that regulate food. At the national
level, two federal agencies regulate the vast majority of
food produced and consumed in the United States;
namely, the U.S. Department of Agriculture (USDA) (2)
and the Food and Drug Administration (FDA) (3).

A. U.S. DEPARTMENT OF AGRICULTURE

USDA has responsibility for certification, grading, and
inspection of all agricultural products. All federally
inspected meat and meat products, including animals,
facilities, and procedures, are covered under a series of
meat inspection laws that began in 1906 and have been
modified on several different occasions, culminating in
the latest revisions in 1996 (4). These laws cover only
meat that is in interstate commerce, leaving the legal juris-
diction of intrastate meats to individual states. In the states
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that do have state inspected meats, in addition to federally
inspected meats, the regulations require that the state
inspection program be “equivalent” to the federal pro-
gram. Key elements in meat inspection are examination of
live animals for obvious signs of clinical illness and
examination of gross pathology of carcasses and viscera
for evidence of transmissible diseases. The newest regula-
tions also require the implementation of a HACCP system
and microbiological testing of carcasses after chilling.
Eggs and egg products are also covered by USDA inspec-
tion under the Egg Products Inspection Act of 1970 (5).
This act mandates inspection of egg products at all phases
of production and processing. USDA inspection of meat
processing is continuous; that is, products cannot be
processed without an inspector or inspectors present to
verify the operation.

B. U.S. FOOD AND DRUG ADMINISTRATION

FDA has responsibility for ensuring that foods are whole-
some, safe, and have been stored under sanitary condi-
tions, as outlined by the Food Drug and Cosmetic Act of
1938. This act has been amended to include food addi-
tives, packaging, and labeling. The last two issues relate
not only to product safety and wholesomeness, but also to
nutritional labeling and economic fraud. FDA is also
empowered to act if pesticide residues exceed tolerances
set by the U.S. Environmental Protection Agency. Unlike
USDA inspection, FDA inspection is discontinuous, with
food processing plants being required to maintain their
own quality control records while inspectors themselves
make random visits to facilities.

C. MILK SANITATION

Perhaps one of the greatest public health success stories of
the 20th century has been the pasteurization of milk. The
U.S. Public Health Service drafted a model milk ordinance
in 1924, which has been adopted by most local and state
regulatory authorities and has become known as the Grade
A PMO (Pasteurized Grade A Milk Ordinance) (6). This
ordinance covers all phases of milk production, including
but not limited to animal health, design and construction of
milk processing facilities, equipment, and most impor-
tantly, the pasteurization process itself. The PMO sets
quality standards for both raw and processed milk, in the
form of cooling requirements and bacteriological popula-
tions. The PMO also standardizes the pasteurization
requirements for fluid milk, which ensures that bacteria of
public health significance will not survive in the finished
product. From a historical perspective, it is interesting to
note that neither the public nor the industry initially
embraced pasteurization, but that constant pressure from
public health officials finally succeeded in making this
important advance in public health almost universal.

D. INTERNATIONAL ADMINISTRATION

The Codex Alimentarius Commission, created by the
Food and Agriculture Organization and the World Health
Organization, has the daunting task of implementing food
standards on an international scale (7). These standards
apply to both general and specific food categories and also
set limits for pesticide residues in foods. Acceptance of
these standards is voluntary and at the discretion of indi-
vidual governments, but acceptance of the standards
requires that the country apply them equally to both
domestically produced and imported products. The
importance of international standards is growing daily as
international trade in food expands. Many countries find
that they are both importing and exporting foods, and a
common set of standards is critical in establishing trade
without the presence of non-tariff trade barriers.

III. PRE-REQUISITE PROGRAMS

In order to achieve the goal of producing a safe food
product, food processors should have in place a variety of
fundamental programs covering the general operation of
the process and the processing facility. These programs
are considered “pre-requisites,” as without these basic
programs in place, it is impossible to produce safe and
wholesome foods, irrespective of the available technol-
ogy, inspection process or microbiological testing. These
pre-requisite programs fall generally under the term
“good manufacturing practices” (GMPs), but also include
sanitation, equipment and facility design, personal
hygiene issues, and pest control.

A. GOOD MANUFACTURING PRACTICES (GMPS)

GMPs cover a broad range of activities with the food-pro-
cessing establishment. Although there is general guidance
in the Code of Federal Regulations (8), GMPs are estab-
lished by the food processor, and are specific to their own
operation. There is also general guidance on GMPs avail-
able from a variety of organizations representing specific
commodities or trades. Specific applications of GMPs are
discussed in the following sections, but GMPs also apply
activities that affect not only the safety of the product, but
also the quality. As an example, a refrigerated holding or
storage temperature may be set by a GMP at a point below
that which is actually required for product safety, but is set
at that point for product quality reasons. Conversely, if a
raw material or partially manufactured product, which
under normal circumstances would be kept refrigerated,
were subsequently found to be at a higher temperature, it
would be deemed to be out of compliance with the GMP.

GMPs may also focus on the actual production
processes and controls within those processes. GMPs may
be viewed as rules that assure fitness of raw materials and
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ingredients, rules that maintain the integrity of processed
foods, and rules to protect the finished product (foods)
from deterioration during storage and distribution. Other
GMPs may address the presence of foreign materials in the
processing area, such as tramp metal from equipment
maintenance or broken glass from a shattered light bulb.
These GMPs are established to provide employees with
specific guidance as to the company’s procedures for
addressing certain uncommon but unavoidable issues. 

While GMPs by their nature cover broad areas of
operation, the individual GMP is usually quite specific,
presenting complete information in a logical, step-wise
fashion. An employee should be able to retrieve a written
GMP from a file, and should be able to perform the
required GMP function with little or no interpretation of
the written material.

B. TRAINING AND PERSONAL HYGIENE

Personnel who are actually involved in food processing
operations should also understand the necessity for proper
cleaning and sanitation, and not simply rely on the sanita-
tion crew to take care of all issues. In addition, all employ-
ees must be aware of basic issues of personal hygiene,
especially when they are in direct contact with food or
food processing equipment. Some key elements, such as
hand washing and clean clothing and gloves, should be re-
emphasized on a periodic basis. An important aspect of
this is an emphasis on no “bare handed” contact with the
edible product, using utensils or gloves to prevent this
from occurring. This information has been outlined by the
U.S. Food and Drug Administration in the Good
Manufacturing Practices section of the Code of Federal
Regulations (8).

C. PEST CONTROL

Pests, such as insects and rodents, present both physical as
well as biological hazards (10). While the consumer
would undoubtedly object to the proverbial “fly in the
soup,” the concerns with the introduction of biological
hazards into the foods by pests are even greater. Integrated
Pest Management (IPM) includes the physical and
mechanical methods of controlling pests within the food
processing environment and the surrounding premises. At
a minimum, the processing environment and the area sur-
rounding the processing plant should be evaluated by a
competent inspector for both the types of pests likely to be
present, and the potential harborages for such pests. A
comprehensive program should be established that
addresses flying insects, crawling insects, and rodents, the
objective of which being to prevent access to the process-
ing environment. Given that it is impossible to completely
deny pest access to the processing environment, internal
measures should be taken to reduce the numbers of any
pests that enter the processing area. Since it is undesirable

to have poisonous chemicals in areas surrounding actual
food production, active pest reduction methods should be
mechanical in nature (traps, insect electrocuters, etc.). 

Record keeping is an important aspect of pest man-
agement. Documentation of pest management activities
should include maps and maintenance schedules for rodent
stations, bait stations, insect electrocutors, an inventory of
pesticides on the premises, and reports of inspections and
corrective actions. There should be standard operating pro-
cedures for applying pesticides, and they should only be
applied by properly trained individuals. Many food-pro-
cessing establishments contract with external pest control
operators to address their pest control needs.

IV. SANITATION

Sanitation is the fundamental program for all food pro-
cessing operations, irrespective of whether they are con-
verting raw products into processed food or preparing food
for final consumption. Sanitation impacts all attributes of
processed foods, from organoleptic properties of the food
to the safety and quality of the food itself. From a food
processors perspective, an effective sanitation program is
essential to producing quality foods with reasonable shelf
lives. Without an effective program, even the best opera-
tional management and technology will ultimately fail to
deliver the quality product that consumers demand.

Sanitation programs are all encompassing, focusing
not only on the details of soil types and chemicals, but the
broader environmental issues of equipment and processing
plant design. Many foodborne microorganisms, both
spoilage organisms and bacteria of public health signifi-
cance, can be transferred from the plant environment to the
food itself (11). Perhaps one of the most serious of these
microorganisms came to national and international atten-
tion in the mid-1980s, when Listeria monocytogenes was
found in processed dairy products. Listeria was considered
to be a relatively minor veterinary pathogen until that time,
and not even considered a potential foodborne agent.
However, subsequent research demonstrated that Listeria
monocytogenes was a serious human health concern, and
more importantly was found to be widely distributed in
nature. In many food processing plants, Listeria were
found to be in the general plant environment, and subse-
quently efforts have been made to improve plant sanita-
tion, through facility and equipment design as well as
focusing more attention on basic cleaning and sanitation. 

A. SANITARY FACILITY DESIGN

Some of the basic considerations of food processing facil-
ity design include the physical separation of raw and
processed products, adequate storage areas for nonfood
items (such as packaging materials), and a physical layout
that minimizes employee traffic between raw and
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processed areas. While these considerations are easily
addressed in newly constructed facilities, they may pres-
ent challenges in older facilities that have been renovated
or added on to. Exposed surfaces, such as floors, walls,
and ceilings, in the processing area should be constructed
of material that allows for thorough cleaning. Although
these surfaces are not direct food contact surfaces, they
contribute to overall environmental contamination in the
processing area. These surfaces are particularly important
in areas where food is open to the environment, and the
potential for contamination is greater when temperature
differences in the environment result in condensation
(12). As an example, a large open cooking kettle will gen-
erate some steam that may condense on surfaces above the
kettle. This condensate may, without proper design and
sanitation, drip back down into the product carrying any
dirt and dust from overhead surfaces back into the food.
Other obvious considerations are basic facility mainte-
nance as well as insect and rodent control programs, as all
of these factors may contribute to contamination of food. 

B. SANITARY EQUIPMENT DESIGN

Many of the same considerations for sanitary plant design
also apply to the design of food processing equipment.
Irrespective of its function, processing equipment must
protect food from external contamination and from undue
conditions that will allow existing bacteria to grow. The
issue of condensate as a form of external contamination
has already been raised. Opportunities for existing bacte-
ria to reproduce may be found in the so-called “dead
spaces” within some equipment. These areas can allow
food to accumulate over time under conditions that allow
bacteria to grow. These areas then become a constant
inoculation source for additional product as it moves
through the equipment, increasing the bacteriological
population within the food. Other considerations of food
equipment design include avoiding construction tech-
niques that may allow product to become trapped within
small areas of the equipment, creating the same situation
that occurs in the larger dead spaces within the equipment.
As an example, lap seams that are tack welded provide
ample space for product to become trapped. Not only does
this create a location for bacteria to grow and contaminate
the food product, it also creates a point on the equipment
that is difficult if not impossible to clean. 

C. CLEANING AND SANITIZING PROCEDURES

Cleaning and sanitizing processes can be generically
divided into five separate steps that apply to any sanitation
task (13). The first step is removal of residual food, waste
materials, and debris. This is frequently referred to as a
“dry” clean up. The dry clean up is followed by a rinse
with warm (48° to 55°C) water, to remove material that is
only loosely attached to surfaces and to hydrate material

that is more firmly attached to surfaces. Actual cleaning
follows the warm water rinse, which usually involves the
application of cleaning chemicals and some form of scrub-
bing force, either with mechanical brushes or with high-
pressure hoses. The nature of the residual food material
will determine the type of cleaning compound applied.
After this, surfaces are rinsed and inspected for visual
cleanliness. At this point, the cleaning process is repeated
on any areas that require further attention. Carbohydrates
and lipids can generally be removed with warm to hot
water and sufficient mechanical scrubbing. Proteins
require the use of alkaline cleaners, while mineral deposits
can be removed with acid cleaners. Commercially avail-
able cleaning compounds generally contain materials to
clean the specific type of food residue of concern, as well
as surfactants and, as necessary, sequesterants that allow
cleaners to function more effectively in hard water (14). 

When surfaces are visually clean, a sanitizer is applied
to reduce or eliminate remaining bacteriological contami-
nation. Inadequately cleaned equipment cannot be sani-
tized, as the residual food material will protect bacteria
from the sanitizer. One of the most common sanitizing
agents widely used in small and medium sized processing
facilities, is hot water. Most regulatory agencies require that
when hot water is used as the sole method of sanitization,
the temperature must be at or above 85°C. While heat san-
itization in effective, it is not as economical as chemical
sanitizers because of the energy costs required to maintain
the appropriate temperature. Chlorine containing sanitizers
are economical and effective against a wide range of bacte-
rial species, and are widely used in the food industry (15).
Typically, the concentrations of chlorine applied to equip-
ment and surfaces are in the 150 to 200 parts per million
range. Chlorine sanitizers are corrosive and can, if improp-
erly handled, release chlorine gas into the environment.

Iodine containing sanitizers are less corrosive than
chlorine sanitizers, but are also somewhat less effective.
These sanitizers must be used at slightly acidic pH values
to allow for the release of free iodine. The amber color of
iodine sanitizers can give an approximate indication of con-
centration, but can also leave residual stains on treated sur-
faces. Quaternary ammonium compounds (QACs) are
noncorrosive and demonstrate effective bactericidal action
against a wide range of microorganisms. These sanitizers
are generally more costly and not as effective as chlorine
compounds, but they are stable and provide residual antimi-
crobial activity on sanitized surfaces. Food processing
plants will frequently alternate between chlorine and QAC
sanitizers to prevent development of resistant bacterial pop-
ulations or will use chlorine sanitizers on regular produc-
tion days and then apply QACs during periods when the
facility is not operating (for example, over a weekend).

Another element in food plant sanitation programs is
the personnel who perform the sanitation operations as
well as the employees who work in the processing area.
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Sanitation personnel should be adequately trained to
understand the importance of their function in the overall
processing operation in addition to the training necessary
to properly use the chemicals and equipment necessary
for them to perform their duties. 

V. HAZARD ANALYSIS CRITICAL
CONTROL POINT SYSTEM (HACCP)

The basic concept of HACCP was developed in the late
1950s and early 1960s as a joint effort to produce food for
the manned space program. The U.S. Air Force Space
Laboratory Project Group, the U.S. Army Natick
Laboratories, and the National Aeronautics and Space
Administration contributed to the development of the
process, as did the Pillsbury Company, which had a major
role in developing and producing the actual food products.
Since that time, the HACCP system has evolved and been
refined, but still focuses on the original goal of producing
food that is safe for consumption (16).

Since development, HACCP principles have been used
in many different ways. However, recent interest in the
system has been driven by changes in the regulatory agen-
cies, specifically the U.S. Department of Agriculture–
Food Safety and Inspection Service, and the U.S. Food and
Drug Administration. USDA-FSIS recently revised the
regulations that govern meat inspection to move all feder-
ally inspected meat plants to a HACCP-based system of
production and inspection (4). FDA has also changed the
regulations for fish and seafood, again moving this to a
HACCP-based system for production (17). It is likely,
given current trends by federal agencies, that most com-
mercially produced foods will be produced under HACCP
systems within the next ten years.

The goal of a HACCP system is to produce foods that
are free of biological, chemical, and physical hazards
(18). HACCP is a preventative system, designed to pre-
vent problems before they occur, rather than trying to fix
problems after they occur. Biological hazards fall into two
distinct categories, those that can potentially cause infec-
tion and those that can potentially cause intoxications.
Infectious agents require the presence of viable organisms
in the food and may not, depending on the organisms and
the circumstances, require that the organism actually
reproduce in the food. As an example, Escherichia coli
O157:H7 has an extremely low infectious dose for
humans (possibly less than 100 viable cells), and as such
the mere presence of the bacterium in foods is a cause for
concern. In contrast, organisms involved in intoxications
usually require higher numbers of the organism in the
food to produce sufficient amounts of toxin to cause clin-
ical illness in humans. However, some of the toxins
involved in foodborne diseases are heat stable, so that
absence of viable organisms in the food is not necessarily
an indication of the relative safety of the food.

Staphylococcus aureus is a good example, where it typi-
cally requires greater than 1,000,000 to 10,000,000 cells
per gram of food to produce sufficient toxin to cause ill-
ness in humans (19). However, because the toxin itself is
extremely heat stable, cooking the food will eliminate the
bacterium but not the toxin, and the food can still poten-
tially cause an outbreak of foodborne illness. 

Chemical hazards include chemicals that are specifi-
cally prohibited in foods, such as cleaning agents, as well
as food additives that are allowed in foods but only at reg-
ulated concentrations. Foods containing prohibited chemi-
cals or food additives in levels higher than allowed are
considered adulterated. Adulterated foods are not allowed
for human consumption and are subject to regulatory action
by the appropriate agency (USDA or FDA). Chemical haz-
ards can be minimized by assuring that raw materials
(foods and packaging materials) are acquired from reliable
sources that provide written assurances that the products do
not contain illegal chemical contaminants or additives.
During processing, adequate process controls should be in
place to minimize the possibility that an approved additive
will be used at levels not exceeding maximum legal limits
for both the additive and the food product. Other process
controls and GMPs should also insure that industrial chem-
icals, such as cleaners or lubricants, will not contaminate
food during production or storage (8).

Physical hazards are extraneous material or foreign
objects that are not normally found in foods. For example,
wood, glass or metal fragments are extraneous materials that
are not normally found in foods. Physical hazards typically
affect only a single individual or a very small group of indi-
viduals, but because they are easily recognized by the con-
sumer, are sources of many complaints. Physical hazards
can originate from food processing equipment, packaging
materials, the environment, and from employees. Physical
contaminants can be minimized by complying with good
manufacturing practices and by employee training. While
some physical hazards can be detected during food process-
ing (e.g., metal by the use of metal detectors), many non-fer-
rous materials are virtually impossible to detect by any
means and so control often resides with employees. 

VI. HACCP PLAN DEVELOPMENT

Prior to the implementation of HACCP, a review should
be conducted of all existing pre-requisite programs.
Deficiencies ion these programs should be addressed prior
to the implementation of HACCP, because a HACCP plan
presumes that these basic programs are fully functional
and effective. Development of a HACCP plan begins with
the formation of a HACCP team (20). Individuals on this
team should represent diverse sections within a given
operation, from purchasing to sanitation. The team is then
responsible for development of the plan. Initial tasks that
the team must accomplish are to identify the food and
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method of distribution, and to identify the consumer and
intended use of the food. Having done this, the HACCP
team should construct a flow diagram of the process and
verify that this diagram is accurate.

The development of a HACCP plan is based on seven
principles or steps in logical order (21). With the flow dia-
gram as a reference point, the first principle or step is to
conduct a hazard analysis of the process. The HACCP
team identifies all biological, chemical, and physical haz-
ards that may occur at each step during the process. Once
the list is completed, it is reviewed to determine the rela-
tive risk of each potential hazard, which helps identify
significant hazards. Risk is the interaction of “likelihood
of occurrence” with “severity of occurrence.” As an
extreme example, a sudden structural failure in the build-
ing could potentially contaminate any exposed food with
foreign material. However, likelihood of the occurrence of
such an event is small. In contrast, if exposed food is held
directly below surfaces that are frequently covered with
condensate, then the likelihood of condensate dripping on
exposed food is considerably higher. An important point
in the determination of significant hazards is a written
explanation by the HACCP team regarding how the deter-
mination of “significant” was made. This documentation
can provide a valuable reference in the future, when pro-
cessing methods change or when new equipment is added
to the production line.

The second principle in the development of a HACCP
plan is the identification of critical control points (CCPs)
within the system. A CCP is a point, step, or procedure
where control can be applied and a food safety hazard can
be prevented, eliminated, or reduced to acceptable levels
(18). An example of a CCP is the terminal heat process
applied to canned foods after cans have been filled and
sealed. This process, when properly conducted according
to FDA guidelines, effectively eliminates a potential food
safety hazard, Clostridium botulinum. Once CCPs have
been identified, the third principle in the development of
a HACCP plan is to establish critical limits for each CCP.
These limits are not necessarily the ideal processing
parameters, but the minimum acceptable levels required
to maintain the safety of the product. Again, in the exam-
ple of a canned food, the critical limit is the minimum
time and temperature relationship to insure that each can
has met the appropriate standards required by FDA.

The fourth principle, following in logical order, is to
establish appropriate monitoring requirements for each
critical control point. The intent of monitoring is to ensure
that critical limits are being met at each critical control
point. Monitoring may be on a continuous or discontinu-
ous basis. Presence of a physical hazard, such as metal,
can be monitored continuously by passing all of the food
produced through a metal detector. Alternately, presence
of foreign material can be monitored on a continuous
basis by visual inspection. Discontinuous inspection may

involve taking analytical measurements, such as tempera-
ture or pH, at designated intervals during the production
day. Some analytical measurements can be made on a
continuous basis by the use of data recording equipment,
but it is essential that continuous measures be checked
periodically by production personnel. 

The fifth principle in the development of a HACCP
plan is to establish appropriate corrective actions for occa-
sions when critical limits are not met. Corrective actions
must address the necessary steps to correct the process
that is out of control (such as increasing the temperature
on an oven) as well as addressing disposition of the prod-
uct that was made while the process was out of control. A
literal interpretation of the HACCP system and a CCP is
that when a CCP fails to meet the critical limits, then the
food product is potentially unsafe for human consump-
tion. As a result, food produced while the CCP was not
under control cannot be put into the normal distribution
chain without corrective actions being taken to that prod-
uct. Typically this means that the product must be either
re-worked or destroyed, depending on the nature of the
process and the volume of product that was produced
while the CCP was out of control. This argues for frequent
monitoring, so that the actual volume of product produced
during each monitoring interval is relatively small. 

The sixth principle in the development of a HACCP
plan is verification. Verification can take many forms.
Microbiological tests of finished products can be per-
formed to evaluate the effectiveness of a HACCP plan.
Alternately, external auditors can be used to evaluate all
parts of the HACCP plan, to ensure that the stated goals
and objectives are being met. A HACCP plan must also be
periodically reviewed and updated, to reflect changes in
production methods and use of different equipment.
Another critical aspect of verification is education of new
employees on the HACCP plan itself. As HACCP is
phased in to many food-processing environments, many
employees who are unfamiliar with the concepts and
goals of HACCP will have to be educated on the necessity
of following the plan. In one sense, USDA-FSIS regula-
tions have guaranteed that meat processors will follow
HACCP plans, as the penalty for not following the
HACCP plan can be as severe as the loss of inspection at
an establishment. However, HACCP is an excellent sys-
tem for monitoring and improving production of food
products, and many food processors will discover that
HACCP plans offer many benefits, well above and beyond
the legal requirements of the regulatory agencies.

The seventh principle in the development of a
HACCP plan is the establishment of effective record
keeping procedures. In many respects, a HACCP plan is
an elaborate record-keeping program. Records should
document what was monitored, when it was monitored
and by whom, and what was done in the event of a devia-
tion. Reliable records are essential from both a business
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and regulatory perspective. From the business perspective,
HACCP records allow a processor to develop an accurate
longitudinal record of production practices and devia-
tions. Reviewing HACCP records may provide insight on
a variety of issues, from an individual raw material sup-
plier whose product frequently results in production devi-
ations, to an indication of an equipment or environmental
problem within a processing plant. From a regulatory per-
spective, records allow inspectors to determine if a food
processor has been fulfilling commitments made in the
HACCP plan. If a processor has designated a particular
step in the process as a CCP, then they should have
records to indicate that the CCP has been monitored on a
frequent basis and should also indicate corrective actions
taken in the event of a deviation. 

VII. SUMMARY

The intent of food processing is to deliver safe and whole-
some products to the consumer. Basic food safety pro-
grams, including GMPs and sanitation, are the minimum
requirements to achieve this goal. HACCP is a logical
extension of these programs, and focuses on the prevention
of hazards before they occur, rather than waiting for a fail-
ure to occur, and then addressing the problem. HACCP
provides the most comprehensive approach to food safety
in the processing environment, but is not foolproof.
Perhaps the most challenging aspect is that, even with the
best designed and implemented HACCP plan, it may not
always be possible to “prevent, eliminate or reduce to
acceptable levels” the pathogen of concern. This is partic-
ularly true with foods that are purchased by the consumer
in their raw state, and then cooked. A specific example is
Escherichia coli O157:H7 in ground beef. Irrespective of
the preventative efforts of the processor, it is not possible
to assure that the product is free of the bacterium, and there
is no “acceptable level” of this organism in ground beef.

REFERENCES

1. Food and Drug Administration. Guide to minimize
microbial food safety hazards for fresh fruits and 
vegetables. Available via the Internet at http://www.
cfsan.fda.gov/~dms/prodguid.html. 1998.

2. Department of Agriculture, Food Safety and Inspection
Service, Agency Mission and Organization. Code of
Federal Regulations, Title 9, Animals and Animal
Products, Part 300. 2003.

3. Food and Drug Administration, Department of Health and
Human Services, Product Jurisdiction. Code of Federal
Regulations, Title 21, Food and Drugs, Part 3. 2003.

4. Department of Agriculture, Food Safety and Inspection
Service: Pathogen reduction; hazard analysis and critical
control point (HACCP) systems; action: Final rule. 9 CFR
Parts 304, 308, 310, 320, 327, 381, 416, and 417. Federal
Register: Volume 61, Number 144, 38805, July 25, 1996.

5. Inspection of eggs and egg products (Egg Products
Inspection Act). Food Safety and Inspection Service,
Code of Federal Regulations, Title 9, Animals and
Animal Products, Part 590. 2003.

6. U.S. Food and Drug Administration. Grade “A”
Pasteurized Milk Ordinance 2001 Revision. Accessed
from the U.S. Food and Drug Administration web page,
http://vm.cfsan.fda.gov/~ear/pmo01toc.html/. 2002.

7. Food and Agriculture Organization. Understanding the
Codex Alimetarius. Accessed from the Codex
Alimetarius Commission web page, http://www.
fao.org/docrep/w9114e/w9114e00.htm. 2003.

8. Food and Drug Administration, Department of Health
and Human Services, Current Good Manufacturing
Practice in manufacturing, packing, or holding human
food. Code of Federal Regulations, Title 21, Food and
Drugs, Part 110. 2003.

9. NG Marriott. Personal hygiene and sanitary food han-
dling. In: NG Marriott. ed. Principles of Food Sanitation,
4th ed. Gaithersburg, MD: Aspen, 1999, pp 60–74.

10. NG Marriott. Pest control. In: NG Marriott. ed.
Essentials of Food Sanitation, New York: Chapman and
Hall, 1997, pp 129–149.

11. FDA/MIF/IICA. Recommended guidelines for control-
ling environmental contamination in dairy plants. Dairy
Food Environ Sanitation 8:52–56, 1988.

12. D Gabis, RE Faust. Controlling microbial growth in food
processing environments. Food Technol 42(12):81–83,
1988.

13. SC Ingham, BH Ingham, DR Buege. Sanitation Programs
and Standard Operating procedures for Meat and Poultry
Plants. Elizabethtown, PA: American Association of Meat
Processors, 1996.

14. NG Marriott. Cleaning compounds. In: NG Marriott. ed.
Principles of Food Sanitation, 4th ed. Gaithersburg,
MD: Aspen, 1999, pp 114–138.

15. NG Marriott. Sanitizers. In: NG Marriott. ed. Principles
of Food Sanitation, 4th ed. Gaithersburg, MD: Aspen,
1999, pp 139–157.

16. MD Pierson, DA Corlett. HACCP; Principles and
Applications. New York: Chapman and Hall, 1992.

17. Department of Health and Human Services, Food and
Drug Administration. Procedures for the safe and 
sanitary processing and importing of fish and fishery
products; final rule. 21 CFR Parts 123 and 1240. Federal
Register: Vol 60, No. 242, 65096, December 18, 1995.

18. KE Stevenson, DT Bernard. HACCP: Establishing
Hazard Analysis Critical Control Point Programs.
Washington, D.C.: The Food Processors Institute, 1995.

19. AL Noleto, MS Bergdoll. Production of enterotoxin by
a Staphylococcus aureus strain that produces three iden-
tifiable enterotoxins. J Food Prot 45:1096–1097, 1982.

20. American Meat Institute Foundation: HACCP. The
Hazard Analysis Critical Control Point System in the
Meat and Poultry Industry. Washington, D.C.: American
Meat Institute Foundation, 1994.

21. National Advisory Committee on Microbiological
Criteria for Foods. Hazard Analysis and Critical Control
Point Principles and Applications Guidelines. J Food
Prot 61:1246–1259, 1998.

184-8 Handbook of Food Science, Technology, and Engineering, Volume 4



185-1

185 Conventional Microbial Testing
Methods and Microscopy Techniques

Keith R. Schneider
Food Science and Human Nutrition Department, University of Florida

Mickey E. Parish
Lake Alfred, CREC, University of Florida

Jennifer Joy
Food Science and Human Nutrition Department, University of Florida

CONTENTS

I. Introduction..........................................................................................................................................................185-2
II. Microorganisms ..................................................................................................................................................185-2

A. Bacteria ........................................................................................................................................................185-2
B. Yeasts ..........................................................................................................................................................185-3
C. Molds ..........................................................................................................................................................185-3

III. Microbial Growth Factors....................................................................................................................................185-3
A. Nutrient Requirements ................................................................................................................................185-3
B. Moisture Content ........................................................................................................................................185-3
C. pH ................................................................................................................................................................185-3
D. Redox Potential (Eh) ..................................................................................................................................185-3
E. Temperature ................................................................................................................................................185-4
F. Relative Humidity........................................................................................................................................185-4
G. Atmosphere..................................................................................................................................................185-4
H. Biological Structures ..................................................................................................................................185-4
I. Antimicrobial Constituents..........................................................................................................................185-4

IV. Sampling Plans ....................................................................................................................................................185-5
A. Attribute Plans ............................................................................................................................................185-5
B. Variable Plans ..............................................................................................................................................185-5

V. Microscopy ..........................................................................................................................................................185-5
A. Light Microscopy ........................................................................................................................................185-5
B. Phase Contrast Microscopy ........................................................................................................................185-5
C. Epifluorescence Microscopy ......................................................................................................................185-5
D. Transmission Electron Microscopy ............................................................................................................185-5
E. Scanning Electron Microscopy....................................................................................................................185-6
F. Low-Voltage Field-Emission Scanning Electron Microscopy ....................................................................185-6
G. Variable-Pressure Scanning Electron Microscopy ......................................................................................185-6
H. Cryo-Scanning Electron Microscopy ..........................................................................................................185-6
I. Environmental Scanning Electron Microscopy ..........................................................................................185-6
J. Confocal Laser Scanning Microscopy ........................................................................................................185-6

VI. Detection and Identification ................................................................................................................................185-6
A. Indicator Organisms ....................................................................................................................................185-7



I. INTRODUCTION

Microbial testing has been a concern since it was deter-
mined that microbes play an integral role in food quality
and safety. One of the earliest volumes that discussed
standardized testing methods was Food Adulteration and
its Detection (1), which was followed by numerous other
texts. Today many similar volumes are in use by a variety
of regulatory agencies, industries and scientific groups.
These include, but are not limited to the Food and Drug
Administration’s (FDA) Bacterial Analytical Manual
(BAM), U.S. Department of Agriculture’s (USDA)
Microbiological Laboratory Guidebook (MLG), AOAC’s
Official Methods of Analysis and the American Public
Health Association’s (APHA) Compendium of Methods
for the Microbiological Examination of Foods.

This chapter will briefly review some of the basic
concepts surrounding food microbiology, microscopy, and
testing. It will touch upon a variety of microscopy- and
media-based methodologies, but will exclude antibody or
enzyme linked immunosorbent assays (ELISA) and
genetic-based testing.

II. MICROORGANISMS

Microorganisms are single to multi-celled microscopic liv-
ing units that are generally categorized as bacteria, viruses,
yeasts, molds, algae, and protozoa. Microorganisms are
ubiquitous, including but not limited to humans, animals,
plants, soil and water. They first appeared on earth over 3
billion years ago and have coexisted with humans provid-
ing both beneficial and detrimental consequences on our
food supply (2). Of most concern for food quality and
safety have been bacteria, yeasts, and molds. While other
microorganisms are still significant, this chapter will focus
on the aforementioned three.

A. BACTERIA

Although bacteria are extremely diverse with great differ-
ences in their structural and biochemical components,
they share a basic cellular organization. Bacteria are the
smallest and fastest growing of all living cells. They have
physical shapes that are generally classified as cocci
(round) or rods. Rods can be straight, spiral, or curved in
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appearance. Often, the types of morphological forms
observed depend upon environmental conditions in which
the bacterial cells are cultured. Depending on the condi-
tions present, cells may differentiate into spores, a dor-
mant state, or form actively growing cells referred to as
vegetative (3). Spores, commonly referred to as
endospores, are produced as a bacterial survival strategy.
Some vegetative cells form spores during periods of envi-
ronmental stress such as depletion of nutrients or moisture
needed for growth. Spores exhibit no metabolism and are
capable of withstanding adverse conditions such as heat,
radiation, disinfectants, desiccation, and ultraviolet light.
When optimum environmental conditions are introduced,
spores germinate and form a single vegetative bacterial
cell. Common spore-formers that are important to the
food industry are Gram-positive members of the Bacillus
and Clostridium genera (4).

B. YEASTS

Yeasts are members of a higher group of microorganisms
called fungi. They are single-celled organisms of spherical,
elliptical, or cylindrical shape. Their size varies greatly but
is generally larger than bacterial cells. Yeasts may be
divided generally into two groups according to their
method of reproduction; those that reproduce by budding
only (asporogenous), and those that reproduce by both
budding and spore formation. Unlike bacterial spores,
yeasts form spores as a method of reproduction (3).

C. MOLDS

Molds are filamentous, multi–celled fungi with an average
size larger than both bacteria and yeasts (10 � 40 µm).
Each filament is referred to as a hypha. Mats of hyphae
that spread over a food substrate are called mycelia. Molds
may reproduce either asexually or sexually, sometimes
both within the same species (3).

Some mold species produce only one type of asexual
spore, while others are capable of producing several types.
Most mold species produce asexual spores called conidia.
Some molds reproduce asexually through a process of
fragmentation, in which the hyphae separate into individ-
ual cells called arthrospores. Other mold asexual spore
states include zoospores or chlamydospores among oth-
ers. Asexual spores may be produced in the tip of fruiting
hyphae, along the length of the hyphae, or in swollen
structures called sporangia. When reproducing sexually,
sexual spores are produced by nuclear fission in times of
unfavorable conditions to ensure survival.

III. MICROBIAL GROWTH FACTORS

There are a number of factors that affect the survival and
growth of microorganisms in food and in culture media.
Intrinsic factors inherent to the food include but are not

limited to the following: nutrient content; water activity;
pH; reduction-oxidation (redox) potential; temperature;
humidity; available oxygen; biological structures; and
antimicrobial constituents. These factors all play a role in
the survival, growth and subsequent recovery of microor-
ganisms (3).

A. NUTRIENT REQUIREMENTS

Microbial growth is achieved through the synthesis of cel-
lular components and energy from the catabolism of nutri-
ents. All of the nutrients necessary for growth are obtained
through the immediate environment of the microbial cell.
Essential nutrients required for microbial growth include
a carbon source such as sugar, or compounds with sugar
moieties, a nitrogen source such as ammonia, nitrates or
other compounds, and growth factors such as vitamins,
minerals, and water. From these building blocks, microor-
ganisms can synthesize carbohydrates, proteins, and lipids
needed to produce complex cellular structures like the cell
wall, membranes and organelles (4).

B. MOISTURE CONTENT

Water is one of the most important factors involved in the
degradation of food. Water activity (aw) is a measure of
free unbound water and is defined as the ratio of the vapor
pressure of water in a food, P, to the vapor pressure of pure
water, P0, at the same temperature. Most fresh, raw food
products have aw levels of 0.98 or higher, which will sup-
port growth of most microorganisms. Generally, Gram-
negative bacteria have the highest aw requirement ranging
from 0.99–0.88, while some yeasts and molds are capable
of growing at much lower aw than bacteria (4). There is a
correlation between aw, temperature, and nutrition. At any
given temperature, microorganisms have a reduced ability
to grow when the aw is lowered. Also, when nutrients are
present, there is an increase in the range of aw in which
microorganisms are able to survive (3).

C. PH

The term pH is defined as the logarithm of the reciprocal
hydrogen ion concentration in solution. The measure of the
hydrogen ion concentration, or pH, generally corresponds
to the degree of acidity in a sample (5). The majority of
microorganisms thrive in a neutral pH (6.6–7.5), although
some microorganisms are capable of growing below a pH
of 4.0 (3). Other bacteria, such as Alicyclobacillus spp., are
known as acidophiles and grow only at lower pH levels
found in acidic foods such as fruit juices.

D. REDOX POTENTIAL (EH)

The reduction–oxidation or redox potential (Eh) measures
the potential difference generated by a coupled reaction in
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which one substance is oxidized and the second substance is
reduced simultaneously. The reduced substance gains elec-
trons while the oxidized substance loses electrons. When
electrons are transferred, there is a potential difference cre-
ated which can be measured electrometrically with most pH
meters (measured in millivolts or mV). Microorganisms can
be grouped according to the Eh range capable of supporting
growth. Aerobes grow between the range of �500 and
�300 mV, facultative anaerobes grow best between �300
and �100 mV, and anaerobes are most capable of growing
between �100 and �250 mV and less (2). Redox potentials
are dependant on pH and are useful in determining the
degree of anaerobiosis. Eh can also be estimated by using
common redox dyes such as methylene blue and resazurin
(5). The redox potential of a specific food can be influenced
by several factors: the characteristic redox potential of the
original food, the poising capacity, the oxygen tension of the
atmosphere around the food and the access of the atmos-
phere to the food (3).

E. TEMPERATURE

Microorganisms are capable of growing over a wide range
of temperatures. The simplest way of organizing these
organisms is placing them in three categories: psychrophiles,
mesophiles and thermophiles. Psychrophiles have an opti-
mum growth temperature ranging from 10°C to 15°C, but
can also grow well at or below 7°C and may grow at sub 0°C
temperatures. These bacteria may produce spoilage or safety
issues in refrigerated foods. Mesophiles grow well between
20°C and 45°C with an optimum between 30°C and 40°C.
Although mesophiles are often found on foods held under
refrigeration temperatures, they are usually not capable of
proliferation at those temperatures. Those mesophiles that
can grow under refrigeration are called psychrotrophs. Their
growth is best at mesophilic temperature and very slow
under refrigeration. Thermophiles require high temperatures
for growth with an optimum range between 55°C and 65°C.
The bacteria included in this category are of special interest
in the canning industry (3). It should be noted that some
microorganisms of importance to food spoilage are true psy-
chrophiles (“cold loving”) and will only grow under refrig-
eration conditions. An example, Mrakia frigida, is a
fermentative yeast isolated from some spoiled, chilled fruit
juices.

F. RELATIVE HUMIDITY

Relative humidity is important with respect to the aw

within foods and the growth of microorganisms at the sur-
face of foods. Relative humidity and temperature have a
relationship that should be carefully considered when
storing foods. Generally, an inverse relationship exists in
that the higher the temperature, the lower the relative
humidity, and vice versa. It is important that foods under
storage conditions are exposed to an appropriate relative
humidity that inhibits microbial growth. The best way to

prevent surface spoilage of foods such as chicken and beef
is to store them at a low relative humidity (3).

G. ATMOSPHERE

It is possible to classify microorganisms by oxygen require-
ments that facilitate their growth and survival. Obligate aer-
obes require oxygen, while facultative organisms are
capable of growing in the presence or absence of oxygen.
Microaerophilic organisms grow best at very low levels of
oxygen. Aerotolerant anaerobes do not require oxygen for
growth but are not harmed if oxygen is present. Obligate
anaerobes can only grow in complete absence of oxygen
and if present oxygen can be lethal (6).

There are two important atmospheric gases that
exhibit antimicrobial properties. The most important is
carbon dioxide (CO2), which is commonly used as a food
preservative. It has been known since 1882 that raising the
CO2 concentration in the immediate environment of fresh
meat will increase the shelf life of the product (3). In a
study utilizing modified atmosphere packaging with
chilled storage temperatures, growth of Aeromonas
hydrophila on fresh turkey and pork slices was strongly
inhibited at 1°C, especially in those meats packaged with
CO2. No growth of A. hydrophila was observed on the
pork or turkey at 40/60 CO2/O2 concentrations (7).

Ozone (O3) is another important atmospheric gas that
displays antimicrobial properties. This gas has been
shown to be effective against many microorganisms.
Since ozone is a strong oxidizing agent, it should not be
used on foods that have high lipid contents due to the like-
lihood of rancidity development from the oxidized fats. In
1997, ozone was granted GRAS (generally recognized as
safe) status in the United States for food use (3). While
Escherichia coli O157:H7 can be destroyed within 20 to
50 minutes upon exposure to ozone at 3 to 18 ppm in cul-
ture media (8), its usefulness in foods is not fully realized.
One reason for this may be that ozone concentration in the
processing plant environment and subsequent employee
exposure to the compound must be carefully monitored
and controlled to ensure employee safety.

H. BIOLOGICAL STRUCTURES

There are many foods that have natural exterior barriers
that provide protection from spoilage microorganisms.
Some examples are the shells of nuts and eggs, the hides
of animals, and the outer coverings of fruits and vegeta-
bles. Once these protective barriers have been compro-
mised, the interior substances are generally susceptible to
the invasion of microorganisms (3).

I. ANTIMICROBIAL CONSTITUENTS

As part of the natural protection against microorganisms,
many foods contain constituents such as essential oils that
may have antimicrobial properties. Some examples of these
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oils are eugenol in cloves and allicin in garlic. Cow’s milk
contains antimicrobial substances such as lactoferrin, cong-
lutinin, and the lactoperoxidase system (3). Lactoperoxidase
is an enzyme that is naturally present in raw milk, saliva,
colostrums, and other natural secretions. An antimicrobial
compound is formed when this enzyme reacts with thio-
cyanate in the presence of hydrogen peroxide. This reaction
is commonly referred to as the lactoperoxidase system (4).
Ground beef studies have demonstrated that the lactoperox-
idase system is effective against food-borne pathogens. A
broad range of food products may be treated with the lac-
toperoxidase system in order to prevent the growth of path-
ogenic microorganisms (9).

IV. SAMPLING PLANS

Since it is not practical to examine an entire lot of food for
the presence or absence of microorganisms, an appropri-
ate sampling plan must be employed. Statistical methods
of population probability must be utilized to determine the
number and size of sample units needed to produce statis-
tically valid analytical results (4).

A. ATTRIBUTE PLANS

When shipments of food are received, very limited infor-
mation may accompany the shipment about the processing
methods. Attribute plans are most appropriate for this type
of situation. One of the simplest ways to choose whether to
accept or reject a food lot can be based upon the results
from a microbiological test performed on several sample
units (n). Attribute plans test for the presence or absence of
a microorganism. Concentrations of microorganisms can be
allocated to a specific attribute class by observing whether
they are above or below a preset concentration (10).

B. VARIABLE PLANS

Unlike attribute plans, variable plans are utilized when the
distribution of microorganisms is known or can be esti-
mated. Variable plans can be considered more useful than
attribute plans because they determine microbial counts
instead of assigning counts to categories or ranges. The
greatest advantage of variable plans is that fewer samples
are required, which in turn results in a lower cost to obtain
the same protection as a single attribute plan. The most
significant disadvantage includes the numerous calcula-
tions involved in evaluating a lot, the multiple calculations
needed for each variable, and the requirement that a prob-
ability distribution must be known or assumed for each
measurement (10).

V. MICROSCOPY

One of the first steps in the identification of microorgan-
isms is the direct examination of the isolated organism
using microscopy. The organisms can be viewed live or as

prepared stained isolates. The following summarizes the
common types of microscopy used by researchers and the
food industry.

A. LIGHT MICROSCOPY

The invention of the light microscope is first accredited to
Antony van Leeuwenhoek in 1668. It consisted of a single
lens that was moved by a screw mechanism. Today there
are an enormous variety of microscopes that utilize
numerous light microscopy techniques to study microbes
and their environment. The light microscope has many
limitations, but this form of microscopy is usually the first
employed for microbiological evaluation of food and
water. A light microscope consists of three essential com-
ponents, the eyepiece, the objective, and an illumination
source, with the last two components having the greatest
influence on image quality (11). A major disadvantage of
the microscopic examination of foods is that particulate
matter often interferes with the observation.

B. PHASE CONTRAST MICROSCOPY

Presently, there are small and easily useable phase con-
trast microscopes that are capable of quickly identifying
microbial characteristics such as morphology, motility,
and spores. A limiting factor for this type of microscopy
is that there must be a fairly high bacterial count, greater
than 105 CFU/mL, before the cells would be visible.
Utilizing a Petroff-Hauser cell counter or other suitable
counting device, it is possible to conduct a direct micro-
scopic count to estimate the cell density viewed with a
phase contrast microscope (2).

C. EPIFLUORESCENCE MICROSCOPY

Epifluorescence microscopy or EFM is a visual set-up for
a fluorescence microscope where the objective lens is
used to focus ultraviolet light on the specimen and collect
fluorescent light. This form of microscopy has a greater
efficiency than transmitted fluorescence, in which a sepa-
rate lens or condenser is utilized to focus ultraviolet light
on the sample. Epifluorescence allows for fluorescence
microscopy to be merged with another type of microscopy
in the same device (12). A recent study comparing the
effectiveness of virus enumeration using an epifluores-
cence microscope, transmission electron microscope, and
flow cytometry demonstrated that the epifluorescence
microscope displayed the greatest accuracy and precision.
The epifluorescence microscope deviated less than 5%
from the true and relative errors. It was also shown that an
EFM is considerably more time and cost efficient than a
transmission electron microscope (13).

D. TRANSMISSION ELECTRON MICROSCOPY

A transmission electron microscope (TEM) consists of an
electron gun, which generates electrons, a series of
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condenser lenses that focuses the electron beam onto the
specimen, a goniometer stage that manipulates the speci-
men under the electron beam, another series of lenses that
produces a magnified image, and a phosphor screen on
which the image of the specimen being observed is pro-
jected. There are several disadvantages to TEM that
restrict its usefulness. These include specimen stability in
vacuum, the need for very thin samples to produce an
image, and damaging effects on the specimen produced
by the high current density of the electron beam (14).

E. SCANNING ELECTRON MICROSCOPY

The scanning electron microscope (SEM) uses a thinly
focused electron beam to scan the surface of a sample and
produce high quality images with magnification up to
100,000X. SEM also has a large depth of field that
enables the entire surface of the specimen to be focused
(14). With the use of TEM and SEM, it is possible to
observe the effects of various technologies to inactivate
microorganisms present in foods. With these advanced
microscopes, changes in the cell cytoplasm and cell mem-
brane can be clearly observed (15).

F. LOW-VOLTAGE FIELD-EMISSION SCANNING

ELECTRON MICROSCOPY

Field-emission scanning electron microscopes (FESEM)
are capable of producing clear sharp images of superior
resolution to conventional SEM. One distinct advantage to
FESEM is that low kinetic energy electrons are able to
probe close to the specimen surface to produce high qual-
ity, low voltage images with minor electrical charging of
samples. With FESEM, there is no need to introduce con-
ducting coatings on insulating materials (16). Testing pro-
cedures for bacterial microfiltration membranes often
utilize FESEM to observe entrapment of bacteria in the
membrane matrix (17).

G. VARIABLE-PRESSURE SCANNING

ELECTRON MICROSCOPY

A scanning electron microscope functions in high vacuum
mode by scanning a focused beam of high-energy elec-
trons over the surface of a sample. The advantage of vari-
able pressure modes is that they allow for the microscopy
of wet, oily and nonconductive specimens in their natural
state without the addition of conventional sample prepara-
tion and coating (18).

H. CRYO-SCANNING ELECTRON MICROSCOPY

The most direct approach for electron microscopy of
organic material is through the imaging of fast-frozen sam-
ples. This method does not require chemical fixation 
and drying of artifacts that might influence results. One

advantage to this method is that charged artifacts and the
effects of beam damage are greatly decreased. This
method is particularly suitable for high-pressure frozen
samples (19).

I. ENVIRONMENTAL SCANNING

ELECTRON MICROSCOPY

A major advantage of ESEM is that it is capable of being
operated with a low vacuum in the specimen chamber.
Conventional scanning electron microscopy requires a mod-
erately high vacuum in the specimen chamber in order to
avoid atmospheric interference with primary or secondary
electrons. This method is termed “wet mode” imaging. This
method allows the specimen chamber to be isolated from the
rest of the vacuum system by valves, pressure-limiting aper-
tures, and a large-diameter bypass tube. The most com-
monly used imaging gas is water vapor and is controlled by
a separate vacuum pump in the specimen chamber. The elec-
tron beam of ESEM consists of primary electrons and ejects
secondary electrons from the surface of the sample. As a
result, the secondary electrons collide with water molecules,
functioning as a cascade amplifier to deliver the secondary
electron signal to the positively biased gaseous secondary
electron detector (GSED). Due to the loss of electrons in this
exchange, the water molecules become positively ionized
and are attracted to the specimen which may be nonconduc-
tive and uncoated and acts to neutralize the negative charge
produced by the primary electron beam (20).

J. CONFOCAL LASER SCANNING MICROSCOPY

Confocal laser scanning microscopy (CLSM) has many
advantages over light microscopy in that there is improved
contrast at high resolution, improved resolution in fluo-
rescent specimens, and improved depth resolution which
allows for optical sectioning of the specimen being
observed. Compared to transmission electron microscopy,
CLSM has poorer resolution but requires less specimen
preparation and is capable of relaying three-dimensional
information about internal structures with greater conven-
ience. Regarding biological applications, CLSM was
mainly developed with fluorescent staining and especially
for localization with fluorescent markers used to derive
three-dimensional images (21). In a recent CSLM study,
viable and nonviable cells of E. coli O157:H7 that were
labeled with a fluorescent antibody were observed on
fresh fruits and vegetables (22).

VI. DETECTION AND IDENTIFICATION

There are numerous methods that can be utilized for the
evaluation or detection of microorganisms. They are
broadly grouped as quantitative or qualitative methods.
The quantitative methods are used to enumerate or to
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directly or indirectly estimate the microbial load in a test
sample. Some examples of quantitative methods used are
aerobic plate counts, coliform counts, yeast and mold
counts, direct microscopic counts, and most probable
number protocols. Qualitative methods are intended to
determine if a sample contains a specific microbial
species amidst the total microbial population based upon
a presence/absence determination. These methods are
commonly used to detect the presence of certain food-
borne pathogens including Salmonella, E. coli O157:H7,
and Clostridium botulinum (2).

A. INDICATOR ORGANISMS

Groups of microorganisms, such as Enterobacteriaceae,
total coliforms, thermotolerant coliforms, and E. coli, are
sometimes utilized to indicate potential contamination of
food and water by enteric pathogens. Testing for thermo-
tolerant coliforms is often used as a presumptive test for 
E. coli, which often indicates fecal contamination.
Although testing for total coliforms is sometimes used as
an indicator for the possible presence of E. coli, the use-
fulness of this test method is questionable since there are
many coliforms that are not of fecal origin. Standard meth-
ods for the enumeration of indicator organisms rely on the
use of specific microbiological media and protocols that
isolate and enumerate viable cells in the sample (23).

B. CULTURE MEDIA

Bacteria are differentiated using several major character-
istics, including cultural requirements of each microor-
ganism. The nutrients that each organism requires for
optimal growth can be used to identify it from closely
related organisms.

1. Selective Media

Many media contain selective components that prevent the
growth of non-target microorganisms. Selective media are
useful in the isolation of specific microorganisms from
mixed populations. In many media, compounds are
included as sole sources of carbon or nitrogen so that only
a few types of microorganisms can proliferate. Selective
toxic compounds are also frequently added to select for the
cultivation of particular microorganisms. These toxic com-
pounds are incorporated into media to suppress the growth
of the background microbiota while allowing for the culti-
vation of the target microbe. Examples of toxic chemicals
are bile salts, azide, sodium lauryl sulfate, and various dyes
such as crystal violet and methylene blue (24).

2. Differential Media

The use of certain chemicals, food sources, and reagents
can result in a pattern of growth or change in expression

that can be used to differentiate between different types of
microorganisms (23). An example of this type of media is
blood agar plates. Some bacteria can hemolyze the red
blood cell, resulting in a clear zone on the agar. These bac-
teria can easily be distinguished from microorganisms
that do not produce hemolysins. In this example, the
blood-agar plates serve both as a differential medium and
as a source for enrichment.

3. Synthetic Media

A synthetic medium is one that is composed completely
of chemically defined nutrients. Most synthetic media
contain a mineral base, which provides the inorganic
nutrients necessary for microbial growth. This base can
then be supplemented, as required, with a carbon source,
a nitrogen source, and any required growth factors. These
supplements will vary with the nutritional properties of
the particular organism being cultured (25).

4. Complex Media

Complex media is one that contains ingredients of
unknown chemical composition. An example would be
potato dextrose agar, which contains a potato extract of
unknown composition. Complex media are useful for the
cultivation of a wide range of microorganisms, including
those whose precise growth-factor requirements are
unknown. Even when the growth-factor requirements of a
microorganism have been precisely determined, it is often
more convenient to grow that organism in a complex
medium, especially if the growth-factor requirements are
numerous (25).

5. Liquid Media

Many larger-celled bacteria, protozoa, and algae are not
capable of growth on solid media. Often, these microor-
ganisms are easily isolated by the use of liquid media. The
simplest procedure of isolation in liquid media is the dilu-
tion method. The sample is serially diluted into a sterile
medium, with the goal being to inoculate a series of tubes
with a microbial suspension so dilute that the probability
of introducing even one individual into a given tube is
very small. From this, if a tube shows any growth, there is
a high probability that the growth resulted from the intro-
duction of a single organism (25).

6. Enrichments

When a mixed microbial population is introduced into a
liquid selective medium, competition for nutrients among
that population will arise. Liquid enrichment media will
select the microorganism of highest growth rate among all
the members of microbial population. The resulting growth
from enrichment can be greatly modified by variation of
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other factors such as temperature, pH, aeration or source
of inoculum (25).

7. Commercially Available Agars

Several companies market selective and differential agars
targeting common pathogens. These have been used for
the rapid screening of pathogens found on food. ALOA™
is a prepared selective and differential medium for the iso-
lation of Listeria spp. from foodstuffs and other samples
and for the presumptive identification of Listeria monocy-
togenes (26). The selectivity of the medium is due to
lithium chloride and the addition of an antimicrobial mix-
ture. The differential activity is due to the presence in the
medium of the chromogenic compound X-glucoside as a
substrate for the detection of beta-glucosidase enzyme,
common to all Listeria species. The specificity is obtained
by detecting the metabolism of a substrate by an enzyme
(phospholipase), which is only present in the L. monocy-
togenes species. The combination of both substrates
allows the differentiation of non-monocytogenes Listeria
spp., which develop blue colonies, from Listeria monocy-
togenes, which develops blue colonies surrounded by an
opaque halo.

ASAP™ is a selective medium for the isolation of
Salmonella from foodstuffs, clinical, and environment
samples. The activity of the C8-esterase, which is found in
all Salmonella species, is detected using a chromogenic
substrate. The enzymatic activity of Salmonella is visual-
ized by the pink to purple coloration of their colonies.

Biolog, Inc. manufactures several types of differential
media such as Rainbow® Agar O157 and Rainbow® Agar
Salmonella. The selective and chromogenic properties of
Rainbow® Agar O157 make it particularly useful for isolat-
ing pathogenic E. coli strains. The medium contains chro-
mogenic substrates that are specific for two E. coli-associated
enzymes: β-galactosidase and β-glucuronidase. Rainbow®

Agar Salmonella utilizes a formulation designed to take
advantage of H2S production common among Salmonella
spp. Black colonies are formed by even weak H2S-produc-
ing strains. In addition, other compounds increase the recov-
ery rate of Salmonella while inhibiting the growth of other
microorganisms and inhibiting H2S production by
Citrobacter and other H2S positive species (27).

Chromagenic Shigella spp. Plating Medium (CSPM)
(28) is a selective medium (bile salts, antibiotic supple-
mentation) that offers an alternative to differentiation
methods that are based on lactose fermentation. Instead,
differentiation on CSPM is based on proprietary agents
consisting of select carbohydrates, pH indicators, and
chromagens. Shigella spp., which are negative for the
select carbohydrates and the chromagens, produce white
to clear colonies on CSPM. Colonies of Enterobacter
spp., Klebsiella spp., and Acenitobacter spp. are blue on
CSPM, while colonies of Citrobacter spp. are green.

C. CULTURING METHODS

Almost all measurements in microbiology are method
dependent. When selecting the methods to be used in the
laboratory, it is vital to utilize published standard methods.
Sources of standard culture methods that are commonly
used by food microbiologists include the Official Methods
of Analysis of AOAC International, Compendium of
Methods for the Microbiological Examination of Foods
published by APHA, FDA’s Bacteriological Analytical
Manual, and USDA FSIS’s Microbiological Laboratory
Guidebook.

1. AOAC

The Association of Analytical Communities (AOAC)
International is a worldwide provider and facilitator in the
development and use of validated analytical methods and
laboratory quality assurance programs and services.
Primarily, the AOAC focuses on the validation of chemi-
cal and microbiological analytical methods. AOAC
International also acts as the primary source for knowl-
edge exchange, networking, and high-quality laboratory
information for its members. In order to establish these
goals, AOAC International has three method validation
programs: AOAC® Official MethodsSM Program®, Peer-
Verified MethodsSM Program, and AOAC® Performance
Tested MethodsSM Program. Methods validated by AOAC
International are utilized worldwide by various govern-
ments and industries for the analysis for a variety of prod-
ucts, especially those related to food, agriculture, public
health and safety, and the environment (29).

2. American Public Health Association 
Standard Methods

The Compendium of Methods for the Microbiological
Examination of Foods is widely utilized by food microbi-
ologists as a collection of standard methods for microbio-
logical detection and enumeration techniques. It is
published by the American Public Health Association and
is a comprehensive and all-inclusive reference for proto-
cols related to specific food products. The Compendium
presents information on standard enumeration/detection
procedures, sampling plans and analysis preparations,
indicator organisms, microbiological aspects of specific
food products, and methods related to specific spoilage
and safety-related microorganisms.

3. Food and Drug Administration’s
Bacteriological Analytical Manual

FDA’s Bacteriological Analytical Manual or BAM is a
compilation of methods and techniques preferred by ana-
lysts in the U.S. Food and Drug Administration laborato-
ries for the detection of pathogens in food and cosmetic
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products. Methods included in the BAM have been ana-
lyzed and peer reviewed by FDA scientists and other
researchers (30). BAM methods have been organized into
an accessible spreadsheet format and are complimentary
in the hopes of increasing awareness of microbial safety
of food and water (31). These methods are available on
line at http://www.cfsan.fda.gov/~ebam/bam-mm.html.

4. United States Department of Agriculture,
Food Safety Inspection Service’s
Microbiology Laboratory Guidebook

The Microbiology Laboratory Guidebook (MLG) is a man-
ual created by the USDA agency FSIS to aid in the micro-
biological analysis of meat, poultry, and egg products. The
MLG contains techniques that FSIS prefers to employ for
the analysis of these foods. Because USDA does not
endorse or approve these techniques for use in the food
industry, inclusion of a specific method in the MLG should
not be interpreted in this manner (32). These methods are
available on line at http://www.fsis.usda.gov/ophs/micro-
lab/mlgbook.htm.

VII. ENUMERATION OF VIABLE CELLS

Standard plate counts, Most Probable Number (MPN),
membrane filtration, plate loop methods, and spiral plat-
ing are techniques that allow for the estimation of viable
cells. These methods can be successfully utilized in the
food industry to enumerate fermentation, spoilage, patho-
genic, and indicator organisms (6).

Several pathogens of interest such as Salmonella,
Campylobacter spp., pathogenic E. coli and Vibrio spp.
are not capable of sporulation; however, they may exist in
a viable but non-culturable (VNC) state in which they
cannot be cultured using normal microbiological tech-
niques (4). VNC cells are typically severely injured and
incapable of reproduction under standard protocols.
Pathogenic Vibrio parahaemolyticus is known to demon-
strate a VNC state when subjected to low incubation tem-
peratures and starvation. Previously, it was unknown
whether this microorganism was capable of resuscitation
or if regrowth of a few remaining culturable cells
occurred. Recent studies have shown that the VNC cells
are capable of being resuscitated after plating onto agar
containing H2O2-degrading compounds such as catalase
or sodium pyruvate (33). It is unknown whether VNC
pathogens are capable of causing illness, but there is con-
cern that this physiological state could result in disease
outbreaks from foods that have yielded false negative
detection results for specific pathogens.

A. DIRECT ENUMERATION

The direct microscopic count or DMC is utilized to obtain
a gross estimation of cell density that includes both viable

and nonviable cells. DMC is most efficient when there are
a large number of microorganisms in the sample (greater
than 105 CFU/mL). Due to the fact that DMC cannot dif-
ferentiate between live and dead cells and requires a large
number of cells in the test sample, its use for food analy-
ses is limited for quality issues in which a gross, highly
variable enumeration is adequate (4).

B. INDIRECT ENUMERATION

Unlike direct enumeration of microbes by microscopy,
indirect enumeration can be accomplished by plate counts
or statistical estimation. The plate count technique
involves spreading a sample on a nutrient agar surface or
incorporation of the sample within the agar. If organisms
are present and if they are plated on a suitable medium,
each will grow a viable unit called a colony. Each colony-
forming unit (CFU) can be counted and thus theoretically
relates to the viable number of microorganisms in the
sample. Statistical estimations, such as the Most Probable
Number assay, are useful when the microorganisms in
question need an enriched environment to grow or are in
very low numbers.

1. Plate Counts

Aerobic plate counts (APC) indicate the level of microor-
ganisms in a product. Aerobic plate counts generally do
not relate to food safety hazards, but sometimes can be
useful to indicate quality, shelflife and post-heat-process-
ing contamination. The plating medium used in an APC
can affect the number and types of bacteria isolated
because of the variation in nutrient and salt requirements
of various microorganisms (34).

The commercially available 3M Petrifilm™ plate
decreases labor by eliminating the need for media prepa-
ration. Another benefit of this product is it delivers con-
sistent easy-to-read results, creating a lesser chance for
error than with conventional agar methods. There are
numerous formulations that allow for several common
types of microbial testing, including coliform, aerobic,
E. coli, Staphylococcus aureus, and yeast and mold
counts. 3M Petrifilm™ plates enable food processors to
test products and equipment easily, which can assist in
rapid detection and resolution of problem areas. These
sample-ready microbial testing products reduce the possi-
bility of human error in test preparation to produce con-
sistent results (35). They have been particularly useful in
field application due to the reduced need for incubator
space. One disadvantage of Petrifilm™ is that samples
with numerous particles may be difficult to read.

2. Most Probable Number (MPN)

The Most Probable Number or MPN is a broth dilution
technique that is especially useful when establishing low

Conventional Microbial Testing Methods and Microscopy Techniques 185-9



concentrations of microrganisms, specifically less than
100 per gram. The method as described in the classic paper
by Oblinger and Koburger (36) has several advantages
over other enumeration procedures. One advantage is that
the sample is prepared to ensure that bacteria are distrib-
uted randomly and do not clump together thereby giving
an equal opportunity for any one sample to contain viable
cells if they are present in the food. Also, culture medium
and incubation conditions are carefully chosen to encour-
age even one viable organism to generate detectable
growth. The amount of food sample that produces growth
at each dilution will suggest an estimate of the original,
undiluted concentration of bacteria in the sample (30).

Isogrid is a hydrophobic grid membrane filter method
utilized for the detection and quantification of target
microorganisms such as Salmonella spp., Listeria spp.,
total E. coli and E. coli O157:H7, coliforms, S. aureus,
yeast and mold, and total bacteria count. A sample’s total
bacterial count is enumerated through a membrane filter
containing a grid of 1,600 squares. Diluted samples are
filtered through a 5 µm stainless steel prefilter to eliminate
any food particles. Samples are then filtered through a
hydrophobic membrane, and the membrane is placed on
Tryptic Soy Fast Green Agar (TSFGA). TSFGA is spe-
cially formulated to provide a total bacterial count. After
incubation the membrane filter is examined, and all
squares containing one or more green or blue colonies are
counted. The total number of positive squares is converted
to the corresponding Most Probable Number (MPN)
determined by the Isogrid manual (37). As with
Petrifilm™, samples that contain large numbers of parti-
cles may obscure the results. This system has been used
for milk, meat, black pepper, flour, mushrooms, seafood,
and oysters (38–41).

The SimPlate™ system includes specific formulations
of media and a patented plating device. The SimPlate™
device has a broad counting range to minimize the number
of dilutions needed for accurate counts. This unique com-
bination of media and plating device offers advantages
over some other techniques, including greater accuracy,
ease of use, and faster time to obtain results. SimPlate™
tests are available for the quantification of total plate
counts (TPC), total coliforms and E. coli, yeast and mold,
and Campylobacter. Another benefit of the SimPlate™ is
that positive and negative results can be easily distin-
guished by simply counting the number of positive wells
and referring to the SimPlate™ Conversion table provided
with the kit. SimPlate™ results are usually available in 24
hours, with the exception of Campylobacter and yeast and
mold, which takes 48–72 hours, still days faster than other
methods. SimPlate™ media comes pre-measured and
ready to hydrate for single or multiple tests. While agar
plate and film counting ranges may be limited to 300 CFU
or less, SimPlate™ devices are available in two sizes with
maximum counting ranges of 738 or 1659 CFU per plate.

The number of dilutions and reruns are minimized, saving
labor, time, and material costs (42).

VIII. METABOLIC ACTIVITY
MEASUREMENT

Dye reduction tests, acid production, electrical imped-
ance, and batteries of other metabolic assays are all used
to determine cell population sizes and to identify specific
isolates. The level of bacterial activity can be used to
assess the quality and freshness of food products. Toxin
levels can also be measured to indicate the presence of
toxin producing pathogens (6). Measurable undesirable
metabolites produced from the action of specific microor-
ganisms on certain food products include histamine in
canned tuna, lactic acid in canned vegetables, cadaverine
and putrescine in vacuum-packaged beef, and mycotoxins
in various cereal and fruit based products (4). Specific
substrate utilization can be used to determine the type of
microorganism in question. The following sections will
discuss common tests used for this purpose.

The AOAC has developed a comprehensive list of test
kits that are available to measure or detect specific chem-
icals or microorganisms commonly referred to as ana-
lytes. The performance tested certified kits have been
extensively reviewed by the AOAC Research Institute, a
subsidiary of the AOAC International. All performance
tested certified kits have been evaluated for accuracy, pre-
cision, detection limits, false positive/negative rates, sta-
bility and compared to an already existing method. There
are several test kit analyte categories consisting of poten-
tial biological and chemical agents, microbiological,
antibiotic, toxin, hormones, chemical, biochemical, and
genetically modified organisms. The biochemical test kits
include analytes such as ATP, sugars, enzymes, DNA, and
many others (43).

A. VITEK

VITEK by bioMérieux is an automated instrument that
offers rapid results within 2 to 6 hours, random or batch
processing, and a quality control module. This instrument
is used for bacterial and yeast identification, antimicrobial
susceptibility testing, and urine screening. Since the
VITEK is an automated system, this allows for greater
safety and eliminates repetitive manual operations to
quicken response time and provide faster results (44).

B. API STRIPS

Another reliable product used for the rapid identification
of microbes is API Strips, which generally contain 20
miniature biochemical tests and databases. To date, there
are 16 identification products covering most bacterial
groups and more than 550 different species. There are test
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kits to identify Gram-positive and negative bacteria and
also yeasts. API Strips are economical when compared to
the cost of preparing numerous biochemical media, are
generally user-friendly, and have a long shelf-life (45).

C. BBL CRYSTAL

There are many different BBL Crystal miniature identifi-
cation kits available. Those utilized most for the identifi-
cation of microorganisms are the Gram-Positive ID Kit,
Rapid Gram-Positive ID Kit, and the Anaerobe ID Kit.
The Gram-Positive ID kit is the most comprehensive
Gram-Positive ID System available. Both the Gram-
Positive ID System and the Rapid Gram-Positive ID
System utilize modified conventional, fluorogenic, and
chromogenic substrates. These kits are capable of identi-
fying 121 Gram-positive bacteria including cocci and
bacilli. The Gram-Positive ID System can be completed in
18 hours while the Rapid Gram-Positive ID System can be
completed in 4 hours. The Anaerobe ID kit is a miniatur-
ized 4 hour identification method for clinically significant
anaerobes (46).

D. IMPEDANCE

Impedance is described as the resistance to the flow of a
sinusoidal alternating current through a conducting mate-
rial. Detection of cells by electrical impedance is deter-
mined from changes in the growth medium associated with
the increase in biomass of metabolically active microor-
ganisms. The components of growth media such as pro-
teins, carbohydrates, and lipids are uncharged or weakly
charged substrates. As microorganisms metabolize these
compounds, they are converted into more highly charged
molecules such as amino acids, lactate, and acetate.
Consequently, these metabolic products increase the con-
ductivity of the growth medium. Because this increase is
small, a microbial level of at least 106 CFU/mL must be
attained before significant changes can be observed. There
are also disadvantages to electrical impedance method.
The most critical disadvantage is that this method cannot
function under high salt concentrations that are often
found in particular growth media (5). In a recent study to
determine the efficiency of a modified impedance method,
numerous samples of ground beef were inoculated with 12
different serotypes of Salmonella. The method proved to
be a reliable way for rapid detection of different
Salmonella serotypes in fresh meat (47).

There are several commercial systems available that
utilize a color system to monitor levels of contamination.
Red generally depicts samples that are “highly contami-
nated”; yellow signifies “caution zones” and green signi-
fies “acceptable” levels. Common impedance-monitoring
devices are the Bactometer, the RABIT, the Malthus and
the BacTrac (5).

The Bactometer by bioMérieux can be utilized to test
raw materials and finished products. It is used to make
important quality control decisions quickly, prevents
unnecessary delays in production, reduces testing costs,
and helps protect companies’ reputations. The Bactometer
consists of a processing unit (BPU), computer, and printer.
The Bactometer analyzes samples that are simultaneously
incubated and read by the BPU every six minutes. The
computer continuously monitors operations and interprets
the results. The terminal allows all results to be displayed
quickly at any time. The Bactometer can be used to assay
for total microbial counts, coliforms, yeast and mold, lac-
tic acid bacteria, shelf-life testing, and environmental mon-
itoring. Typical testing times can be reduced to less than 48
hours while conventional methods can take up to 5 days.
Additional benefits associated with the Bactometer are a
512 sample capacity, performing different tests simultane-
ously, and working with a wide temperature range, all of
which increase laboratory efficiency (50).

E. BIOSYS

The BioSys system is a computerized instrument designed
to rapidly detect microbial contamination in industrial
samples. It can be applied to foods, beverages, dairy,
wine, cosmetics, toiletries, and nutraceuticals (48,49).
The system has applications for the detection of the pres-
ence of various groups of microorganisms in food samples
or swabs (e.g., Total Viable Count, Enterobacteriaceae,
Coliforms, Yeast, Lactic Acid Bacteria, E. coli, etc.).
Other tests performed by the system are the detection of
spoilage microorganisms, shelflife assessment, microbial
limits and preservative challenge test, and environmental
sponges and swabs for the presence of certain organisms
such as Listeria spp.

BioSys system uses vials consisting of a nutrient
broth with an agar plug at the bottom. The system meas-
ures microbial growth by monitoring changes in pH or
other biochemical reactions, thereby resulting in a color
change as microorganisms grow and metabolize. Color
changes in the agar mirror the color change in the broth,
without letting the sample particles or turbidity influence
the measurements.

Light from light emitting diodes passes though the
agar and a photo diode on the other side of the vial reads
the color change as microbial growth occurs. A measure-
ment is taken every six minutes. As soon as a color change
is detected, the time of such detection is recorded.
Detection times (DT) are inversely related to the number
of organisms in the sample.

F. BIOLUMINESCENCE

Bioluminescence is defined as the production of light by
living organisms. Common bioluminescent organisms
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include certain fungi and bacteria that continuously emit
light. The production of bioluminescent light is formed as
a result of the conversion of chemical energy to light
energy (51). Adenosine triphosphate (ATP) is the main
source of energy in all living organisms. Two hours after
cell death ATP completely disappears. One of the simplest
techniques that measures ATP is the firefly luciferin-
luciferase test. When ATP is present, luciferase produces
light that is measured with a liquid scintillation spectrom-
eter or a luminometer. The amount of light that is pro-
duced by the luciferase is directly proportional to the
amount of ATP. The luciferase method is an example of a
rapid and sensitive test that indicates the presence of bac-
terial cells (3).

A rapid system has been developed using biolumines-
cence to detect bacteria with minimal cultivation. Food
samples are cultivated to produce a sufficient amount of
ATP and are sprayed with luminescent reagents.
Bioluminescent cells appear as spots to indicate the pres-
ence of bacteria in the sample. This method of detection is
fast and is useful in hygiene testing for food, beverages,
and water (52). In a recent study, ground beef containing
E. coli O157:H7 was analyzed using a luciferin-luciferase
assay. It was determined that in the presence of glucose,
the cellular ATP of the E. coli increased causing signifi-
cant luciferin-luciferase bioluminescence in beef ham-
burger. This method, coupled with an immunomagnetic
capture technique allowed for rapid detection of viable 
E. coli O157:H7 cells in certain food samples (53).

G. ATP TEST KITS

There are many different ATP test kits available that are
used as a measure of total hygiene after sanitation or are
used to detect presence/absence of microorganisms in
samples. Bev-Trace™ is an example of an ATP test spe-
cially designed for the rapid detection of microbial con-
tamination in beverages, such as beer, wine, and soft
drinks (54). Results from ATP tests can be obtained faster
than traditional techniques, saving time and money. The
luminometers that are commonly used with this type of
test are usually lightweight, easy to operate, and might be
able to provide printed results. Some key features of these
tests are earlier detection of contamination, decreased
chance of recall, brand protection, and reduced stock
holding requirements.

Another type of ATP test kit is used as a sanitation
check on equipment surfaces. An example is the
PocketSwab (55). These types of test kits are generally
self contained, single service hygiene tests that use the
firefly luciferin-luciferase enzyme system to emit light
when unclean surfaces are detected. Tests are capable of
verifying within intervals as short as 30 seconds if a sur-
face is clean enough for production. ATP from food
residues, microorganisms, biofilms, and human contact

are detected to provide a quick check for cleaning effec-
tiveness that enhances overall food safety.

IX. OTHER DEVELOPMENTS IN
MICROBIAL TESTING

Rapid methods for microbiological analysis of foods also
include improvements in sample preparation. One of the
more useful instruments developed for sample preparation
is the Seward/Tekmar Stomacher™ (Norfolk, UK) and
similar devices (56). After transferring a food sample to a
sterile plastic bag that contains appropriate diluents, the
sample is placed within the stomacher where two paddles
massage the bag for 1 to 5 minutes or longer using alter-
nate strokes. The massage action simulates activity of the
human stomach to mix the sample and dislodge microor-
ganisms for further microbiological analysis, such as plate
counting of viable cells.

Conventional viable cell count, or standard plate
count, is tedious and time consuming. As a result, alterna-
tive methods to enumerate colony forming units within a
food sample have been developed. One particular instru-
ment, the spiral plater has gained wide acceptance and has
become an essential element in many food microbiology
laboratories (56). This instrument spreads a liquid sample
onto an agar surface in an Archimedes spiral pattern. The
sample is applied such that there is a concentration gradi-
ent starting from the center and decreasing as the spiral
progresses outward on the plate. After the liquid contain-
ing the microorganism is spread, the plate is incubated to
allow colonies to develop. The colonies are then counted
either manually or electronically. The sample gradient is
spread across the agar surface in such a manner that the
equivalent of three standard dilutions can be read from
one plate. This substantially decreases sample preparation
and plating time and reduces supplies needed to enumer-
ate microorganisms in a sample.

Major advancements in spiral platers include automa-
tion and plate readers. Automated spiral platers require lit-
tle more than the presentation of a liquid sample followed
by the press of a button. This activates the plater to apply an
appropriate size sample to an agar surface after which the
instrument goes through a clean and sanitation cycle.
Despite the benefit of automation, there have been compli-
cations involving clogging of the dispensing stylus by large
food particles. This problem was largely eliminated with
the use of sterile sample preparation bags with filters that
separate large food particles from the liquid sample (56).

Automated plate readers are designed to allow real-
time enumeration of colonies on a plate. Scanners origi-
nally used with the early spiral platers were based on laser
technology. Automatic readers today often utilize camera
imaging coupled with sophisticated software to detect and
count colonies. These readers can be utilized with any
type of plating method; pour, spread, or spiral.
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X. SUMMARY

No review can completely cover all the methods currently
available, especially when considering that products contin-
uously enter and leave the marketplace. It is critically
important for safety and quality reasons to conduct micro-
biological analyses of food samples. Some microorganisms
that are occasionally found in food products can cause ill-
ness or death, while other microorganisms produce spoilage
and economic losses. Numerous variables are considered
during the selection of a method to detect or enumerate
microorganisms. The analyst must decide if a qualitative or
quantitative test is required, and which microorganisms are
of importance for the sample. If regulatory issues are
involved, an analyst might want to consider the type of sam-
pling plan used, and other factors such as speed, specificity,
cost, and ease of use. Relatively rapid methods include
direct microscopic observations, ATP assays, and test kits to
detect or enumerate specific microorganisms or groups of
microorganisms. Conventional methods of enumeration
(plate counts or MPNs) generally consume more time and
supplies than rapid methods, but are often less expensive
and can yield more accurate data.

XI. NON-ENDORSEMENT OF
COMMERCIAL PRODUCTS AND
SERVICES

References, hypertext links and images to all products and
services are provided for information only and do not con-
stitute endorsement or warranty, express or implied, by
the authors and/or their employers or the publishers of this
work, as to their suitability, content, usefulness, function-
ing, completeness, or accuracy.
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I. INTRODUCTION

According to the Centers for Disease Control and
Prevention (CDC), there are over 250 known different
foodborne diseases (1). These diseases are caused by bac-
teria, viruses, chemicals, toxins, and fungi. In the United
States, where the food supply is one of the safest in the
world, the number of food related illnesses is estimated to
result in 76 million sick individuals, and nearly 5,000
deaths yearly. Many of these pathogens, such as
Campylobacter jejuni, Escherichia coli O157:H7, and
Listeria monocytogenes, were not recognized as major
causes of foodborne illness until recently (2).

One of the main reasons for the emergence of food-
borne pathogens is the increased complexity of food 
products and processes. Each year, hundreds of thousands 

of new food products are introduced into the market place,
and as a result different and more complex food matrices
are produced. Other reasons that foodborne disease 
outbreaks appear to be increasing are: increasing con-
sumer demand for fresh, unprocessed, and minimally
processed foods that are inherently less safe than pasteur-
ized or processed counterparts; public health officials
have established national surveillance programs that are
more sensitive at outbreak detection; there are increasing
imports of foods from countries that may not have 
programs that would decrease contamination levels; and,
innovative packaging and processing techniques may
allow for much longer shelflife of sensitive foods, thereby
allowing a very small pathogen population to proliferate
to infective levels. Despite efforts by the government and
the food industry to curtail illnesses, such as through the



use of programs like Hazard Analysis and Critical Control
Point (HACCP) and Good Manufacturing Practices
(GMPs) there is still a need for rapid and efficient micro-
biological testing.

There have been many improvements in the last few
decades in both the conventional and newer microbiolog-
ical techniques. Driven by food safety issues and eco-
nomics, advanced pathogen detection and identification
protocols make use of rapid and automated microbiologi-
cal analyses. This includes the use of microbiological,
biochemical, immunological, and serological methods for
improving the isolation, early detection, characterization,
and enumeration of microorganisms and their products.
Whether these methods were originally developed for a
clinical, industrial, or environmental setting, such innova-
tive technology has been adopted by the food industry
over the past decade.

II. IMMUNOLOGICAL METHODS

Immunological methods rely on the specific binding of an
antibody to an antigen. An antigen is a substance that is
capable of eliciting the production of antibodies in a living
organism (the host). Figure 186.1 illustrates the Y-shaped
structure of an antibody, with the antigen binding sites on
the arms of the Y structure. It is these binding sites that
account for the specificity of the antibody, particularly the
regions termed the light and heavy chains. The suitability
of the antibodies for food application toward a particular
microbiological target depends on their specificity, includ-
ing whether they are monoclonal or polyclonal. Polyclonal
antibodies contain an assortment of antibodies, each with
different specificities for specific antigens. Monoclonal
antibodies react with only one antigen. Improvements in

monoclonal antibody production have led to better sup-
plies of these potentially powerful diagnostic tools (3).
Typically, monoclonal kits are portrayed as having less
variability than polyclonal-based kits.

Commonly used immunological techniques include
enzyme-linked immunosorbent assay (ELISA) (some-
times referred to commercially as an enzyme immunoas-
say, or EIA), immunomagnetic separation (IMS), latex
agglutination, precipitation assays, immunostaining,
biosensors and automated systems. Numerous commer-
cial products to simplify immunodiagnostics are based on
these detection systems.

III. ENZYME-LINKED IMMUNOSORBENT
ASSAY (ELISA) METHODS

In an enzyme-linked immunosorbent assay (ELISA), an
enzyme is used as a label on an antigen or antibody, which
will then bind to the antigen (or antibody) of interest (the
analyte). After binding, the enzyme portion can be
assayed, which allows for the detection of an immune
reaction and the estimation of the analyte (4).

Occasionally, the term enzyme immunoassay (EIA)
will be encountered, rather than the term ELISA. EIA is a
nonspecific term used to refer to all ELISA-like assays,
including those designed to detect nucleic acids as well as
antigens or antibodies. Thus, the terms EIA and ELISA
are oftentimes used interchangeably.

There are two general forms of enzyme immunoas-
says, the heterogeneous and the homogeneous, typically
differentiated by the use of an incubation period and a
wash step. The most commonly used form, and the one
most often associated with the term ELISA, is the hetero-
geneous enzyme immunoassay method. In heterogeneous
ELISA, the antibody or antigen is bound either covalently
or noncovalently to the solid matrix. The unreacted anti-
gen or antibody in the heterogeneous method is removed
by washing or centrifugation. Unlike the heterogeneous
assay, the homogeneous ELISA has no separation of the
immune complex and the free reactants via a wash step.

Heterogeneous ELISA can be simple or complex. In
simple ELISA, there is just binding of the labeled anti-
body to the antigen, followed by a detection step. The
more complex sandwich ELISA, in which a primary anti-
body is “sandwiched” between a bound antigen and a sec-
ond labeled antibody, is commonly used to detect
bacterial antigens in foods. Figure 186.2 is a schematic
diagram of the sandwich ELISA and the components
involved in the assay. A list of ELISA test kit manufactur-
ers can be seen in Table 186.1.

A. MICROTITER PLATE FORMAT

These assays are usually performed on plastic microtiter
plates. These are trays containing a fixed number of wells,
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FIGURE 186.1 Antibody Structure. The immunoglobulin
molecule consists of two identical light and heavy chains.
Binding occurs at the variable regions.



typically 24, 48, or 96. When the antibody (or antigen) is
added to the well, it then binds to the inside surface of the
well. This binding is due to the hydrophobic interaction
between the hydrophobic residues on the protein and 
the nonpolar plastic surface. Once it is bound, the 
protein cannot be easily washed from the surface of 
the well. After application of the sample and subsequent
binding of labeled antigen or antibody, the response,
either enzymatic or isotopic, is then read via the plate
reader.

One commercially available ELISA, manufactured by
BioControl Systems, Inc. (Bellevue, WA) uses a mixture
of monoclonal antibodies specific for Salmonella detec-
tion (BioControl). Another manufacturer, TECRA
Diagnostic Ltd. (NSW, Australia) uses polyclonal 
antibodies rather than monoclonal antibodies for the
detection of pathogens (5,6). Figure 186.3 shows an

example of a standard ELISA test kit and Table 186.1
gives a list of the various manufacturers and/or distribu-
tors of ELISA based detection systems.

IV. IMMUNOPRECIPITATION

Immunoprecipitation, also called immunochromatogra-
phy, is another method that is antibody-based. These
assays use the technology originally developed for home
pregnancy tests. It utilizes the same “sandwich” technol-
ogy described in the section on ELISA assays. The main
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(A)

(B)

(C)

FIGURE 186.2 The double antibody sandwich methods for
the detection of specific antibodies. A) Antibody specific for tar-
get antigen(s) is bonded to surface (e.g., plate, bead, paper, etc.).
Sample is added and antigen binds with antibody. B) Enzyme-
linked antibody specific for the target antigen(s) is added and
binds to antigen. C) Enzyme substrate is added and reaction pro-
duces a visible color change. (Reprinted by permission from
Tecra Diagnostic, Ltd.)

TABLE 186.1
Partial List of Commercially Available, ELISA-Based
Assays for the Detection of Foodborne Pathogens

Assay
Organism/Toxin Trade Name Formata Manufacturer

Campylobacter VIDAS ELFAb bioMérieux
ALERT ELISA Neogen
VIA ELISA TECRA
Assurance ELISA BioControl 

Gold EIAd

Transia Plate ELISA Transia
EHECc O157:H7 Assurance EIAd ELISA BioControl

VIAd ELISA TECRA
ALERT ELISA Neogen
Transia Plate ELISA Transia
VIDAS ELFAb bioMérieux

Listeria VIAd ELISA TECRA 
Assurance EIAd ELISA BioControl 
Transia Plate ELISA Transia
ListerTest ELISA Vicam
Pathalert ELISA Merck
Listeria-TEKd ELISA bioMérieux
VIDASd ELFAb bioMérieux
VIDAS ELFAb bioMérieux

(monocytogenes II)
Pseudomonas VIA ELISA Tecra
Salmonella VIAd ELISA TECRA

ULTIMA ELISA TECRA
ALERT ELISA Neogen
Assurance EIAd ELISA BioControl 
Assurance Gold EIAd ELISA BioControl
Transia ELISA Transia
Bioline ELISA Bioline
VIDASd ELFAb bioMérieux
Salmonella-TEKd ELISA bioMérieux

Staphylococcus VIA ELISA TECRA
aureus

a Abbreviations: ELISA, enzyme linked immunosorbent assay; ELFA,
enzyme linked fluorescent assay.

b Automated System.
c EHEC - Enterohemorrhagic E. coli.
d Adopted AOAC Official First or Final Action.
This table has been adapted from the FDA Bacterial Analytical Manual.



difference between the two systems is that instead of
enzyme conjugates, the detection antibody is bound to
latex beads or to colloidal gold, which produces a color
change. The sample is placed on the device and is wicked
across media. The antibodies for the specific components
in a sample are then bound to an antibody. It is this bind-
ing of the antibody/antigen complex which results in a
visibly detectable line known as a precipitation band (7).

A. LATERAL FLOW DEVICES

These assays combine the recognition ability of an
immunoassay with the separation power of chromatogra-
phy. In the lateral flow device (LFD) an extracted sample
is introduced onto one end of a membrane strip, usually
encased in a plastic holder. The sample is drawn through
to a reagent zone containing labeled antibodies specific for
the target analyte. A positive reaction occurs when the
analyte in the sample extract combines with the labeled
antibody where it stops at a line of anchored antibodies.
This zone also has antibodies specific for the target ana-
lyte. Here they form an antibody-antigen-antibody “sand-
wich” that is visualized as a line. A second “control” zone
also wicks from the reagent zone and forms a second line
further along the device (Figure 186.4). One benefit of this
class of tests is that they can be read visually. Strategic
Diagnostics, Inc. (Newark, DE) has developed rapid
screening tests for E. coli O157 (including O157:H7) and
for Salmonella via their RapidChekTM kits. The
RapidChek™ E. coli O157 system has been approved by
the AOAC for use in ground beef, boneless beef, and apple
cider (7). Neogen Corporation (Lansing, MI) has also
developed commercially available lateral flow devices for
the detection of Salmonella, Salmonella enteritidis, E. coli

O157:H7, as well as Listeria in their line of Reveal® kits
(8,9). BioControl Systems, Inc. (Bellevue, WA) produces
the VIP® test kit for Salmonella, Listeria, and E. coli
O157:H7 (10). These as well as other commercially avail-
able lateral flow kits are listed in Table 186.2.

B. DIP STICK ASSAYS

Dip stick assays, such as Tecra Diagnostics Ltd.’s E. coli
0157 Immunocapture and UNIQUE™ test kits, offer yet
another iteration of the ELISA methodology. These assays
use an antibody-coated dipstick to capture target antigens
from an enriched sample. All steps take place within a
self-contained module that contains all necessary reagents
and eliminates media preparation (11). These and 
other commercially available dip stick assays are listed in
Table 186.2.

C. IMMUNODIFFUSION

BioControl Systems, in addition to its VIP™ line of
immunoprecipitation tests also produces the 1–2 test used
for detection of motile Salmonella in food. The method,
sometimes referred to as an immunoimmobilization assay
(12), utilizes a unique two-chamber unit. One unit con-
tains the enrichment media while the other is used for the
immunoimmobilization process. Anti-Salmonella anti-
bodies are added to one chamber as the motile Salmonella
migrate in the other. At the point where the diffusing 
antibodies contact the advancing microorganisms, a 
visual “immunoband” is formed when a positive result is
present.

V. IMMUNOMAGNETIC SEPARATION

Immunomagnetic separation is the selective concentration
of a target organism using antibody-coated magnetic
beads or other devices to selectively trap the target
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FIGURE 186.3 Typical ELISA kits for the detection of a bac-
terial pathogen. In addition to detecting pathogens such as E.
coli O157:H7, Salmonella and Listeria monocytogenes, some
test kits will test for the presences of bacterial toxins (e.g.,
Staphylococcus aureus). (Reprinted by permission from Tecra
Diagnostic, Ltd.)

FIGURE 186.4 The RapidChek™ Lateral Flow Assay is an
immunoassay which employs a combination of anti-pathogen
antibodies and colloidal gold conjugate coated on the surface of
a membrane encased within a plastic cassette. (Reprinted by per-
mission from Strategic Diagnostics, Inc.)



microorganism (13). The beads are typically uniform
polymeric particles coated with a polystyrene shell,
providing a smooth hydrophobic surface (15). This allows
for the facilitated absorption of the immunoglobulin 

molecules. It can be effectively used to reduce back-
ground flora and eliminate interfering food particles, but
is sometimes labor intensive and therefore not well suited
for high-volume users. Both VICAM (Watertown, MA)
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TABLE 186.2
Partial List of Immuno-Based (Non-ELISA) Assays for the Detection of Foodborne
Pathogens

Organism/Toxin Trade Name Assay Formata Manufacturer

Campylobacter Campyslide LA Becton Dickinson
Latex LA Microgen
Campylobacter LA Oxoid

EHECc O157:H7 Prolex LA PRO-LAB
Wellcolex O157 LA Murex
VIPe LFD BioControl
Reveal LFD Neogen
Immunocapture™ DS Tecra
Reveal LFD Neogen
Transia Card LFD Transia
Dry Spot LA Oxoid
Dynabeads Ab-beads Dynal

Listeria Latex LA Microgen
Listertest Ab-beads VICAM 
Dynabeads Ab-beads Dynal
VIPe LFD BioControl
Reveal LFD Neogen
UNIQUE™ DS Tecra
UNIQUE PLUS™ DSb Tecra

Salmonella Immunocapture DS Tecra
UNIQUE™ DS Tecra
UNIQUE PLUS™ DSb Tecra
VIPe LFD BioControl
Reveal LFD Neogen
Reveal (enteritidis) LFD Neogen
Capture-TEK Ab-beads bioMérieux
Transia Card LFD Transia
Latex LA Microgen
Salmonella Latex LA Oxoid
Wellcolex LA Murex
Dynabeads Ab-beads Dynal
Screen/Verify Ab-beads VICAM
Screen/SE Verify Ab-beads VICAM
1–2 Testd Diffusion BioControl
UNIQUE PLUS™ DSb Tecra

Shigella Wellcolex LA Murex
Staphylococcus aureus Staphyloslide LA Becton Dickinson 

Staphaurex LA Remel
Staph Latex LA Wampole Labs
Dry Spot LA Oxoid
Prolex LA PRO-LAB

a Abbreviations: RPLA, reverse passive latex agglutination; LA, latex agglutination; ab-beads, immunomagnetic;
Ab-ppt, immunoprecipitation; DS, dip stick; LFD, lateral flow device.

b Automated System.
c EHEC - Enterohemorrhagic E. coli.
d Adopted AOAC Official First or Final Action.
This table has been adapted from the FDA Bacterial Analytical Manual.



and Dynal Biotech (Oslo, Norway) have successfully
developed magnetic beads coated with various antibodies
for the detection of specific pathogens, such as Salmonella
(Salmonella Screen/Salmonella Verify™) (15) and
enteropathogenic E. coli (Dynabeads®) (16). VICAM also
produces beads for Listeria detection under the name of
ListerTest®. Immunomagnetic bead separation technology
can rule out the possible presence of pathogens in less than
24 hours, with similar or better sensitivities as conven-
tional methods. Upon use of this method, further microbi-
ological procedures, such as direct plating or ELISA tests,
can be performed on the charged beads. This is quite use-
ful for foods with very low numbers of target pathogens
such as Listeria and Salmonella (5). Magnetic bead sepa-
ration has been used for detection of pathogens in many
food and environmental matrices, such as
Cryptosporidium species in water samples, Bacillus spores
in food and environmental samples, and Staphylococcus
species in milk (17–20). Commercially available immuno-
magnetic kits are listed in Table 186.2.

VI. LATEX AGGLUTINATION

Another relatively fast and simple immunological method
for food pathogen detection involves latex agglutination.
This method, sometimes referred to as the slide test,
involves the reaction of latex particles coated with a specific
antibody to the corresponding pathogenic antigen (21). A
positive test yields agglutination, or visible clumping of the
test reagents, while a negative control is indicated by the
absence of clumped particles. Latex agglutination has been
developed for many foodborne pathogens as well as their
toxins; commercial products are available for Salmonella,
pathogenic E. coli, Staphylococcus aureus, and Clostridium.
These test kits have similar or better sensitivities than con-
ventional or ELISA methods (21–25). Oxoid Ltd.
(Scotland) produces various commercial latex agglutination
kits for microorganisms such as Bacillus cereus (BCET-
RPLA), E. coli and Vibrio cholerae (VET-RPLA). Other
latex agglutination products that are readily available can be
found in Table 186.2.

VII. IMMUNOSTAINING

Immunostaining, also known as immunoblotting, is the
transfer of antigenic material from one surface onto a
nitrocellulose membrane, and is often used in conjunction
with ELISA. Once antigens are transferred to the mem-
brane, antibodies specific to the antigen are added. The
resulting membrane containing the antigens and antibod-
ies is then assayed as with the ELISA method (12).

Few commercial immunostaining kits are currently in
use for food pathogen detection. 3M Corporation had
developed a system for the detection of E. coli O157:H7,
which involved the inoculation of a Petrifilm™ Test 

Kit-HEC plate. If the target bacteria were present,
colonies would form on the plate. Colony antigens were
then transferred from the plate to a reactive disc. If the E.
coli O157:H7 antigens were present, they would be trans-
ferred to the disc and would capture the enzyme-labeled
antibody, which was added later. The antibody-antigen
complex was then visually detected via the presence of a
black spot on the plate. This system is no longer available
and is only mentioned to provide historical background,
although this technique is still used as a research tool for
the detection of bacteria in food matrices (12).

VIII. BIOSENSORS

A biosensor is a compact analytical device incorporating a
biological or biologically derived sensing element. These
can include enzymes, antibodies, or DNA, either inte-
grated within or associated with a physiochemical trans-
ducer (27). The biological compounds can be used to
detect changes in the environment, such as the presence of
microorganisms, and can vary from simple temperature
sensitive paint, to very complex DNA-RNA probes (28).
Biosensors provide a means for production of very sensi-
tive, miniaturized systems that can be used to detect micro-
bial activity or the presence of biological compounds.

There are two commonly used definitions for the term
biosensors. The first definition refers to any device or
instrument consisting of a biological sensing element
combined or attached to a transducer (29,30). Thus
enzymes, antibodies, cells, DNA, and tissues are consid-
ered the sensing element while typical transducers for
these molecules can consist of electrochemical, calori-
metric, optical, acoustical, or even mechanical means. The
second definition for biosensors refers to a self-contained
analytical system that is capable of responding both
directly and selectively to biological species (29,30).

Enzymes are the most commonly used biological ele-
ments. Biosensors using microorganisms are called
microbial biosensors and they exploit the metabolic func-
tions of living microorganisms to effect detection and
measurements of analytes (31). Immunosensors are
biosensors that use antigens or antibodies as sensing ele-
ments, and are analytical devices based on the affinity and
specificity of the antigen-antibody reaction.

At Georgia Institute of Technology, a biosensor has
been developed that operates with three primary compo-
nents – integrated optics, immunoassay techniques, and sur-
face chemistry tests (32). It indirectly detects pathogens by
combining immunoassays with a chemical sensing scheme.
In the immunoassay, a series of antibodies selectively rec-
ognizes the target bacteria. An antibody, termed the “cap-
ture antibody” is bound to the biosensor and captures the
target bacterium as it passes nearby. Then a set of
“reporter” antibodies, which bind with the same target
pathogen, contain the enzyme (urease), which breaks down
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urea that is then added and produces ammonia. The chemi-
cal sensor detects the ammonia, affecting the optical prop-
erties of the sensor and signaling changes in transmitted
laser light.

Biosensor development has been accelerated by
improvements in materials research and miniaturized
technologies. Biosensors’ specificity for the biological
binding reaction is derived from numerous types of inter-
actions and affinities (33,34). Some common interactions
that have been studied for biosensor applications include
antigen/antibody, enzyme/substrate/cofactor, receptor/lig-
and, energy transducer systems, synthetic chemical inter-
actions, and nucleic acid hybridization.

Funded by the United States Department of
Agriculture, a group at the University of Rhode Island’s
Fiber Optic and Biosensor Research lab has developed sen-
sors that use vibrating quartz crystal or fiber optic probes in
conjunction with antibodies for the detection of Salmonella
(35). Another group at Cornell University has used nucleic
acid sequences to detect pathogens (36). In this system, the
biosensor consists of disposable microchannels with areas
for capture and detection. DNA probes complimentary to
the target pathogen RNA serves as the biorecognition ele-
ment. To obtain a signal, two other probes are used, one
coupled to dye encapsulated liposomes, and the other cou-
pled to superparamagnetic beads for target capture. The
probe then hybridizes to the target RNA and the liposome-
target bead complex is captured on a magnet.

Biosensor techniques are still commercially limited,
but hold promise with applications in the poultry, beef,
and seafood industries (32).

IX. AUTOMATED SYSTEMS

The latest immunological detection methods involve the
development of automated systems. These allow for the
rapid testing of multiple samples concurrently. Typically,
these automated systems are comprised of an analytical
module, a computer, and a recording device such as a
printer. The analytical module is capable of automatically

performing all stages of the analysis, such that all that is
required for analysis is the addition of the sample to the
analyzer. 

VIDAS® (bioMérieux) and mini VIDAS® are two cur-
rently available autoimmuno-analyzers that use enzyme
linked fluorescent assays (37). VIDAS® is capable of ana-
lyzing four different modules concurrently, thus allowing
it to run 240 tests per hour. The mini VIDAS® is a smaller
version of the VIDAS® and contains a built in computer,
keyboard, and printer. It has two independent sections
capable of analyzing a total of 12 samples simultaneously.
This system has been used for the detection of E. coli
O157 in cheese, and Listeria in milk (38,39). The Tecra
Diagnostics, Ltd. UNIQUE PLUS™ system automates
the steps required for the UNIQUE™ dip stick test kit.
The system currently supports assays for Salmonella and
Listeria (11). Figure 186.5 shows the UNIQUE PLUS™
automated system by Tecra Diagnostics, Ltd.

X. SUMMARY

Immunological assay methods, particularly ELISA and
latex agglutination, are routinely used for the detection and
analysis of pathogens in food products. The use of auto-
mated systems and biosensors is not as common, but
should increase in popularity as sensitivity increases and
costs decline with these systems. Most developments in
immunological assays have come about within the last few
decades and future improvements are likely to continue at
the same pace, as immuno-techniques have potential for
superior accuracy and can provide rapid analytical results.

XI. NON-ENDORSEMENT OF
COMMERCIAL PRODUCTS 
AND SERVICES

References, hypertext links and images to all products and
services are provided for information only and do not con-
stitute endorsement or warranty, express or implied, by
the authors and/or their employers or the publishers of this
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FIGURE 186.5 The UNIQUE PLUS™ utilizes the UNIQUE™ ELISA format for pathogen screening. Modules are plugged into
UNIQUE PLUS™ and results collected. The automated system performs all the steps of UNIQUE™ ELISA which are normally done
by a technician. (Reprinted by permission from Tecra Diagnostic, Ltd.)



work, as to their suitability, content, usefulness, function-
ing, completeness, or accuracy.
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I. INTRODUCTION

The food industry is witnessing a tug-of-war as processors
make a slow transition from the use of traditional microbi-
ological methods for quality control/quality assurance of
foods, which are essentially designed around the recovery
and enumeration of viable bacteria in the food matrix, to
miniaturized rapid methods and molecular tools that
achieve the same purpose with greater sensitivity, speci-
ficity, and in less time. In order to successfully counter
increasing consumer demand for high quality food, to
remain abreast of emerging food-associated pathogenic
bacteria, and in keeping with Hazard Analysis and Critical
Control Point (HACCP) implementation, significant
resources are being invested in monitoring food during and

immediately following processing to preclude spoilage
and/or pathogenic bacteria from contaminating food, or
detect them prior to shipment for retail sale (1). 

Novel means of detecting and enumerating bacteria of
interest are continually being reported. Some of these
strategies still rely heavily on traditional, relatively inex-
pensive microbiological methods, but the majority of new
assays in the literature entail a molecular component that
affords rapid (8–48 hour), sensitive, and specific results
for detection of particular target microbes (or their prod-
ucts). Such techniques may offer the food processor
higher sample throughput, greater assay versatility, and
speed compared to traditional (albeit more widely
accepted) manual methods (2,3). This chapter will present
a comparative overview of many of the commonly used

187-1

187 Genetic-Based Methods for
Detection of Bacterial Pathogens

John L. McKillip
Department of Biology, Ball State University

MaryAnne Drake
Department of Food Science, Southeast Dairy Foods Research Center,
North Carolina State University

CONTENTS

I. Introduction ........................................................................................................................................................187-1
II. Background on Traditional Microbiological Methods in Food ..........................................................................187-2

III. Pulsed Field Gel Electrophoresis ........................................................................................................................187-2
IV. Polymerase Chain Reaction (PCR) ....................................................................................................................187-3

A. General Principles of PCR-Based Detection ..............................................................................................187-3
B. Multiplex and Nested PCR ........................................................................................................................187-4
C. RAPD-PCR and Rep-PCR for DNA Fingerprinting ..................................................................................187-4
D. Quantitative-Competitive (Qc-) PCR..........................................................................................................187-5
E. Real-Time PCR ..........................................................................................................................................187-5

1. Nonspecific Real-Time Chemistries ....................................................................................................187-6
2. Specific Real-Time Detection Chemistries ..........................................................................................187-6

V. RNA Assays––Monitoring Virulence Gene Expression in Food Pathogens ......................................................187-9
A. The VBNC Dilemma ..................................................................................................................................187-9
B. Nucleic Acid Sequence-Based Amplification (NASBA) ............................................................................187-9
C. Microarrays ..............................................................................................................................................187-10

VI. Summary ..........................................................................................................................................................187-10
References ..................................................................................................................................................................187-11



approaches in food microbiology for enumeration and/or
detection of bacteria in foods, including many of the
emerging molecular-based technologies currently flood-
ing the literature.

II. BACKGROUND ON TRADITIONAL
MICROBIOLOGICAL METHODS 
IN FOOD

Of the more than 200 known diseases transmitted through
food in the United States yearly, at least 5,000 deaths are
recorded on average from over 75 million reported cases.
Surveillance and detection of food-associated pathogenic
bacteria is complicated by emerging strains not routinely
encountered, and the unclear route of transmission of many
bacteria, which may be problematic in being spread by
water or direct contact, in addition to contaminating spe-
cific foods (4). Routine screening of an increasingly diverse
array of fresh and processed foods obligates pre- and post-
harvest food safety measures be dynamic, sensitive, spe-
cific, as well as versatile and cost-effective for large sample
numbers. In order to assess the microbiological quality of
foods, detection of viable bacteria is traditionally per-
formed by implementing a means of culturing/measuring
growth of individual microorganisms. Hundreds of com-
monly used bacteriological media used in the food industry
are met with unique ways of applying them to best monitor
for spoilage and/or pathogenic bacteria in food (5). The use
of routine nonselective media such as trypticase soy agar or
standard methods agar, known as the aerobic plate count
(APC) or standard plate count (SPC), offer low cost and
ease of use. However, these approaches are not sensitive
below levels of approximately 102 viable cfu/ml or gram of
suspect food, require extended incubation times, and do not
adequately address the presence of key virulence determi-
nants in specific food-associated pathogens that may or
may not be present in target bacteria. The widespread use
of these traditional approaches is being superseded by
molecular tools that are protein- and nucleic acid-based.
The latter, in particular, lend themselves well to not only
sensitive and specific detection of spoilage or pathogenic
bacteria, but DNA typing/fingerprinting, quantitation, and
differentiation of viable from dead microorganisms, fre-
quently in real-time depending on the format of the assay.
Following are descriptions of some of the most common
nucleic acid-based methods used in quality control/quality
assurance within the food industry, as well as some spe-
cialized DNA and RNA technologies that have demon-
strated potential for application in food safety.

III. PULSED FIELD GEL ELECTROPHORESIS

Nucleic acid-based analysis of food-associated spoilage
and pathogenic bacteria encompasses a diverse array of

methods, many of which have had their origins in the clin-
ical arena. One such method dates back to the early 1980s
and is now the basis for the PulseNet molecular subtyping
network of bacterial foodborne disease surveillance.
Pulsed field gel electrophoresis (PFGE) is a fundamental
method in molecular biology for separation of high
molecular weight DNA for typing bacterial strains and
tracing foodborne disease outbreaks through standardized
protocols and data sharing.

In 1984, Schwartz and Cantor (6) described PFGE and
demonstrated the ability of this technique to resolve yeast
chromosomal DNA fragments and in doing so, raised the
upper limit on the size of nucleic acids able to be sepa-
rated electrophoretically. Following this initial high-pro-
file study, a battery of subsequent papers reported on the
utility of PFGE in genetic analyses of other organisms, as
well as improvements on the protocol itself (7,8,9,10). In
principle, PFGE is based on the physics of high molecular
weight DNA fragments (i.e., chromosomal DNA or bacte-
rial genomic DNA) not being resolved when exposed to
constant voltage, but if the DNA is forced to change
through periodic polarity inversion during electrophoresis,
the mobility of large molecular weight DNA is altered and
separation as distinct bands may be obtained (11). Various
instruments and protocols are commercially available that
reorient the DNA at unique angles depending on the spe-
cific experimental objectives, in an effort to obtain opti-
mal separation within particular size ranges, but the
separation principle is essentially the same (12,13,14).

In an effort to standardize protocols for molecular
subtyping of bacterial food pathogens, PFGE has been
developed as the tool of choice for characterizing and epi-
demiologically tracing isolates associated with foodborne
illness outbreaks. In 1996, the Centers for Disease Control
and Prevention in Atlanta, GA, and several state health
departments established PulseNet with just 10 laborato-
ries focusing on a single pathogen – Escherichia coli
O157:H7 – following an outbreak of hemorrhagic colitis
from contaminated ground beef consumed in a fast food
restaurant (15). PulseNet now encompasses nearly every
state in the US, and several provincial Canadian laborato-
ries in an effort to meet the growing frequency of docu-
mented foodborne illness outbreaks with information on
strain designations, tracing outbreak clusters, and sharing
improvements on DNA extraction and end point analysis
methods (16,17,18,19). PulseNet is also established over-
seas, and implements the same PFGE technology in the
molecular subtyping of bacteria associated with food-
borne illness outbreaks in Japan (20). In terms of applica-
bility to food safety, PFGE has been useful for typing
Listeria monocytogenes (21,22), Staphylococcus aureus
(23,24), Shigella flexneri (25), Campylobacter jejuni (26),
Salmonella spp. (27), Clostridium perfringens (28), and
pathogenic E. coli (29,30). 
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IV. POLYMERASE CHAIN REACTION (PCR)

A. GENERAL PRINCIPLES OF PCR-BASED

DETECTION

Ideally, the development of a commercially viable detec-
tion assay for spoilage or pathogenic bacteria would be
supplemented by a molecular approach with the potential
for extreme sensitivity and specificity, while still main-
taining low cost per assay. The polymerase chain reaction
(PCR) has been in use in the food microbiology arena for
over 10 years, with many variations of the common theme
of this technique (Figure 187.1), some of these manifest-
ing themselves as commercial assays (31,32) (Table
187.1). PCR has the potential to significantly reduce the
necessary time for detection and screening of foods for
pathogenic or spoilage bacteria, with a myriad of offshoot
technologies that afford real-time, fingerprinting, quanti-
tative, and/or RNA-based virulence gene expression
assessment in a variety of data generation and collection
formats (33,34). 

The specificity of PCR usually relies on DNA
sequence-specific oligonucleotide primers that initiate
repetitive rounds of in vitro replication of a target gene
fragment through denaturation, primer annealing, and
new strand synthesis (35) (Figure 187.1). The end prod-
uct, or amplicon, is traditionally analyzed by agarose gel
electrophoresis, and visual confirmation establishes that

the expected size fragment has been amplified from DNA
extracted from contaminated food. The general PCR tech-
nique has been used in many applications for pathogen
detection in food, enough to be previously well reviewed
in a variety of sources (36–46). 

The composition of the food medium directly impacts
PCR assay sensitivity, however, and thus no universal
DNA extraction procedure exists; rather, each food matrix
presents its own set of challenges according to composi-
tion and must be addressed on a case-by-case basis
(47,48). In fact, many factors affect efficiency of DNA
template purification from food matrices, subsequent
PCR amplification robustness, or both. For example, in
dairy products and meats lipids, proteases, divalent
cations, carbohydrates, or a host of undefined organic
material may drastically interfere with PCR assay detec-
tion sensitivity (49–53). Rarely is one able to apply a
PCR-based detection assay that lacks sample processing
and template cleanup prior to setting up reactions (54). In
virtually all foods under scrutiny by PCR-based analyses,
debris and other inhibitory components may be at least
partially sequestered or minimized using specialty buffer
or detergent cocktails, solvent extractions, PCR additives,
or a combination of these (55–61). 

Several means have been described for removing the
target spoilage or pathogenic bacterium from the food
medium prior to DNA extraction as an additional efficient
way to obtain PCR template of higher quality than sol-
vent-extracted DNA. Immunomagnetic separation (IMS)
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FIGURE 187.1 Process of polymerase chain reaction (PCR),
showing template strands, sequence-specific primers (usually)
employed that anneal to complementary base sequences, and
extension (new strand synthesis) using Taq DNA polymerase.
Each cycle of PCR theoretically doubles the amount of DNA in
the reaction tube, but only within the region spanned by the for-
ward and reverse primers.

TABLE 187.1
Commercially Available Nucleic Acid-Based Rapid
Methods for Pathogen Detection in Food

Nucleic Acid Assays

Organism Trade Name Manufacturer

Clostridium botulinum Probelia BioControl
Campylobacter AccuProbe GEN-PROBE

GENE-TRAK GENE-TRAK
Escherichia coli GENE-TRAK GENE-TRAK
E. coli O157:H7 BAX Qualicon

Probelia BioControl
Listeria GENE-TRAKb GENE-TRAK

AccuProbe GEN-PROBE
BAX Qualicon
Probelia BioControl

Salmonella GENE-TRAKb GENE-TRAK
BAX Qualicon
BINDa BioControl
Probelia BioControl

Staphylococcus aureus AccuProbe GEN-PROBE
GENE-TRAK GENE-TRAK

Yersinia enterocolitica GENE-TRAK GENE-TRAK
Any (NASBA) assay Nuclisens Organon Teknika



is perhaps the best described method, and has been used
to concentrate E. coli, Salmonella, Campylobacter spp.,
Bacillus spp., and other food-associated pathogenic bacte-
ria from a variety of foods, including fruit juices, dairy
products eggs, seafood, ethnic foods, chicken, and meat
homogenates (62–85). Additionally, insoluble metal
hydroxides have been employed with great success for
bacteria and spore immobilization in food suspensions for
subsequent removal, resuspension, and DNA purification
in a cleaner environment more conducive to high template
yields (68,86–88). Metal hydroxides, essentially a super-
saturated suspension of zirconium, titanous, or hafnium
chloride in pH-adjusted ammonium hydroxide and sterile
saline bind to the negatively-charged bacterial surface and
sequester the cells from polluted suspensions such as food
slurries or other contaminated liquid matrix. Once the
cell-free supernatant is decanted following a low speed
centrifugation, the cells may be rinsed, plated, or sub-
jected to DNA extraction (89). The various factors that
may antagonize DNA extraction and yield, template
purity, or PCR amplification efficiency have been com-
prehensively reported (90) for clinical, food, and environ-
mental DNA template purification applications.

B. MULTIPLEX AND NESTED PCR

In order to balance PCR assay versatility with optimal
levels of detection sensitivity and specificity under varied
contaminated food matrices, multiple primer sets may be
employed to simultaneously detect two or more target
bacterial DNA sequences followed by agarose gel elec-
trophoresis (91). This approach, called multiplex PCR,
reduces the incidence of false-negative results. If one or
more of the DNA fragments are visible, the sample is pre-
sumably positive. In most cases, multiplex PCR targets
two gene sequences at once, although several target
sequences may be possible (92–94). The notion of multi-
plex PCR may lend itself well to high throughput sample
processing because once experimental conditions are opti-
mized for a specific food/bacteria system, reactions may
be in large part prepared ahead of time and stored in bulk,
frozen until needed (95). 

When designing primers for multiplex PCR reactions,
one needs to ensure that the primers will have minimal
tendency to form primer dimers or secondary structure
elements when placed together in the same tube. Primary
sequence homology and GC content of each primer
should be analyzed individually and in concert with the
other primers to be used in the assay to confirm that the
Tm of each is within a few degrees for optimal annealing
efficiency. Additionally, the multiplex amplicons should
be different enough in size to resolve using agarose gel
electrophoresis (91). Multiplex PCR affords increased
assay versatility, but sacrifices assay sensitivity. Multiplex
detection of Salmonella and Vibrio spp. in shellfish and

mussels (93,96), and enterotoxigenic Staphylococcus
aureus in skim milk and cheddar cheese (97) have been
documented. 

The use of multiplex PCR for detection of food-asso-
ciated bacteria is quite prevalent in the literature, and in
many cases this tool as a rapid method is partially negated
by the need for a selective or nonselective enrichment
from the food matrix that may add up to 20 hours to the
assay (53,98–102) while other multiplex regimes follow
confirmation plating steps on selective media (103), or are
not demonstrated in a food system, limiting their potential
applicability in a food processing environment and with a
diverse array of foods (101).

While multiplex PCR techniques decrease the likeli-
hood of obtaining false negative results, assay sensitivity
may be improved with a nested PCR approach. This
method utilizes sequence-specific primers for an initial
round of amplification that when analyzed using agarose
gel electrophoresis, may not yield visible amplicon bands.
By using some of the PCR product in a second round of
reactions with primers internal in annealing position with
respect to the first set, a reamplification is done, with the
goal of obtaining a visible amplicon (albeit one smaller
than the original) on the gel (33). 

Although nested PCR has largely been supplanted by
faster and more sophisticated real-time methods, the basic
technique has merit in terms of sensitivity, being used for
detecting Listeria monocytogenes and Yersinia enterocol-
itica in raw milk (105–107), Campylobacter spp. (108),
verotoxigenic E. coli in ground beef (109), and Vibrio vul-
nificus in fish (110), to cite but a few representative stud-
ies. As in standard PCR detection assays applied in food
systems, nested PCR protocols generally implement an
enrichment step and typically yield sensitivity on the
order of 101–102 cfu per m contaminated food following
such steps.

C. RAPD-PCR AND REP-PCR FOR

DNA FINGERPRINTING

The application of random amplified polymorphic DNA
(RAPD) analysis for typing of food-associated spoilage
and pathogenic bacteria is widely reported in the literature.
This technique employs relatively short (~10 bases) arbi-
trarily designed primers (one or two) in PCR reactions
having a much lower annealing temperature than standard
sequence-specific amplifications. Such conditions allow
for the generation of PCR amplicons that represent more
or less a DNA fingerprint of particular bacterial strains
under that set of defined conditions (111). Although poten-
tially useful as a rapid screening tool for tracking contam-
inants by the RAPD banding pattern on gel
electrophoresis, this technique has limitations, including
difficulty in obtaining reproducible amplicon banding pro-
files within replicates. The issue of variable results due to
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random primer design and low annealing temperatures
used, negate the utility of the technique as a feasible qual-
ity assurance tool in the food industry. Nevertheless,
RAPD-based PCR detection assays have been reported in
the detection of food-associated bacteria ranging from
arcobacters in poultry (112) to assessment of Bacillus
cereus ecology and contamination in processing facilities
and commercial dairy powders, (113–115). RAPD analy-
sis has also been reported for the typing pathogens such as 
E. coli O157:H7 (116), Salmonella (117–119), Vibrio spp.
(120,121), Campylobacter spp. (122–125), and L. mono-
cytogenes (126–129) in food matrices as diverse as cheese,
seafood, pork, and beef.

A unique PCR-based approach to characterizing
pathogens, repetitive element palindromic-based PCR
(rep-PCR), has been applied in clinical settings to differ-
entiate the genetic diversity of bacterial pathogens from
hospitals (130). Rep-PCR is used to amplify repetitive,
noncoding DNA sequences interspersed within bacterial
genomes using primers specific to the repeated elements
(Figure 187.2). Differences in the resulting banding pro-
file are used to categorize new isolates, or identify strains
based on known DNA banding patterns, or fingerprints
(131–135) (Figure 187.2). Rep-PCR has been recently
employed in typing Bacillus sporothermodurans and
other Bacillus spp. isolated from milk (136,137), and to
differentiate Bacillus anthracis strains (138,139) and
enterotoxigenic Bacillus spp. from nonenterotoxigenic
strains in contaminated milk (140). Rep-PCR shows
broader species applicability and better discriminatory
power than biochemical profiling and RAPD analysis and
allows consistent pattern formation and storage of strain
typing information in a database as a digitized image.
Because this technique is sequence-specific, rep-PCR fin-
gerprints are highly reproducible, unlike RAPD analyses.
Unknown strains characterized by rep-PCR can be com-
pared against the stored databases across laboratories for
identification purposes and to monitor changes in micro-
bial populations (141), similar to the PulseNet infrastruc-
ture using pulsed-field gel electrophoresis (PFGE) as the
means of generating strain typing data.

D. QUANTITATIVE-COMPETITIVE (QC-) PCR

For detection and enumeration of target genome equiva-
lents or bacterial numbers in foods, including viable-but-
nonculturable (VBNC) state cells, QC-PCR may be used
(142). Enumeration of cells is possible through the coam-
plification of the target sequence with a shorter fragment
(the competicon) containing the same primer annealing
regions, allowing amplification of both target and com-
peticon to occur with equal efficiency (143). By assem-
bling QC-PCR reactions using titrations of competicon
DNA concentrations but constant levels of target DNA, a
series of doublet bands result following electrophoresis,

with band intensity of competicon fragments decreasing
with inversely increasing band intensities of the slightly
larger target DNA sequence. The concentration of com-
peticon that is equal in band intensity to that of the target
fragment is calculated by scanning densitometry of the gel
image and/or generation of a regression plot. Genome
equivalents are determined and converted to a value for
cell number in the suspect food sample. QC-PCR has
been applied to a few food-based systems, such as quanti-
tation of E. coli O157:H7 (142), and for GMO screening
in grains (144). Because of the logistical difficulty in opti-
mizing QC-PCR assays, the approach has limited poten-
tial for large-scale applications in the food industry as a
rapid method, particularly in light of the many real-time
chemistries in use. 

E. REAL-TIME PCR

Despite the specific advantages as a sensitive tool for
detection and/or screening suspect foods for the presence
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of spoilage or pathogenic bacteria, PCR and the variations
discussed above all have one caveat in common –– the
need to analyze the data using traditional end point analy-
sis (i.e., agarose gel electrophoresis). While this technique
is well-understood by many and does not require expen-
sive equipment, analysis of amplicon band intensity in a
gel following a cycle run adds 1–2 hours to the assay, may
not be quantitative, and possesses a narrow dynamic range
when attempting to detect differences in amplification
efficiency among multiple samples. Moreover, post-PCR
processing is necessary if one wishes to confirm amplicon
identity by restriction enzyme digest analysis or a
hybridization assay, either of which would completely
negate the effect of using PCR as a rapid method for
pathogen detection by stretching the protocol from hours
to days.

The nature of PCR chemistry dictates that the expo-
nential phase of amplification is the most accurate stage
for quantification of products, rather than the plateau
phase when reaction conditions are suboptimal and the
relative amplicon band intensities of a set of templates
that were at varying concentrations prior to PCR are now
essentially equivalent (33). PCR assays that measure the
reaction progress during each amplification, rather than
after reaching a plateau, represent an attractive means of
obtaining real-time quantitative data for rapid and sensi-
tive detection using uniplex, multiplex, nested, or finger-
printing-based variations on the common theme of PCR to
detect DNA (or RNA) (145,146). Currently, a number of
real-time chemistries are commercially available for use
in PCR. These can be divided into those that are not
sequence specific––such as DNA minor groove binding
dyes, and those approaches that are sequence-specific and
may even afford simultaneous detection and confirmation
of target amplicon during the PCR reaction. 

1. Nonspecific Real-Time Chemistries

The standard method for nonspecific real-time detection of
PCR amplicons is use of fluorescent double-stranded (ds)
DNA intercalating dyes such as SYBR Green™ I or SYBR
Gold™. Both of these commercial dyes are DNA minor
groove binding dyes that fluoresce after interacting with
dsDNA (Figure 187.3). Most real-time PCR instruments
are programmed to read near the emission and excitation
wavelength spectrum of SYBR Green™ (495 and 537 nm,
respectively). This dye is very light sensitive, degrading
quickly following dilution to working concentrations, but
when fully active, affords the user the ability to obtain real-
time fluorescence emission data (relative fluorescence
units on the y-axis of a plot) as a function of cycle number
on the x-axis. Since relative fluorescence units for each
sample are plotted during the exponential phase of amplifi-
cation, results are quantitative and thus useful for deter-
mining copy number and genome equivalents from

template DNA purified from food. SYBR Green™ I has
been used as an alternative to ethidium bromide for stain-
ing DNA in agarose gels, but is also useful for real-time
PCR detection assays in food systems, such as quantifica-
tion of enterotoxigenic S. aureus in cheese (147), E. coli
O157:H7 in a multiplex design (148), and for GMO
screening in grains (144). Due to the logistical difficulty in
optimizing QC-PCR assays, the approach has limited
potential for large-scale applications, particularly in light
of many of the real-time chemistries. 

In addition to simply quantitative detection of target
pathogenic or spoilage bacteria in foods, intercalating dyes
such as SYBR Green™ I allow one to discriminate among
amplicons in a multiplex PCR reaction by using melt
curve analysis. This approach subjects the PCR reactions
to slow and continual heating to 95°C while monitoring
fluorescence over time. Since each amplicon of a varying
length and/or GC content will melt at a slightly different
temperature, fluorescence will decrease incrementally
according to the population of products in the reaction
tube. Once conditions are optimized, the negative deriva-
tive of the fluorescence vs. temperature line will allow for
small sequence differences, and certainly differences in
length of products to become apparent (33) (Figure 187.4).
Melt curve analysis has been applied primarily for muta-
tion screening in specific clinical pathogens, but also may
be useful for food pathogen detection.

2. Specific Real-Time Detection Chemistries

A diverse array of fluorescently labeled probes are in use
clinically and industrially for sequence-specific detection
of target DNA or RNA, and many of these have been
applied in food analysis. The primary category of these
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involves fluorescence resonance energy transfer (FRET)
between a specific fluorophore and a quencher group.
Perhaps the most widely used FRET conjugate pair for
real-time PCR assays includes the fluorophore FAM (flu-
orescein) and the quencher TAMRA. The resonance
energy from the fluorophore is passed to the appropriate
quenching moiety, and if in close proximity (as described
below for specific primer and probe regimes), generates
low levels, if any, detectable fluorescence as measured by
a PCR cycler with fluorimeter capabilities. If separated or
alone in solution, the fluorophore will not be quenched
and the resonance energy will be emitted as a detectable
fluorescent signal at the appropriate wavelength.
Depending on the format of the PCR assay, the signal gen-
erated will be directly correlated with the amount of tar-
get DNA present or amplicon concentration (Figure
187.5). Regardless of the specific means in which the flu-
orophore/quenching pair is applied, the basis remains the

same, and includes the added advantage of sequence
specificity that dsDNA intercalating dyes do not offer. 

One of the earliest uses for the FRET-based probe
approach was the 5�-nuclease (TaqMan) assay, first
described as a radioisotopic system, but soon modified to be
based on fluorogenics (149). The 5�-nuclease activity incor-
porates a target gene-specific primer set and a dual-labeled
probe that will hybridize to a region on one of the template
strands within the primer annealing sites (Figure 187.6).
During the extension phase of a PCR cycle, the 5�-3� exonu-
clease activity of Taq polymerase will cleave the 5� fluo-
rophore from the terminal end of the hybridized probe,
separating it from the quenching moiety, eliciting fluores-
cence at a specific wavelength (150) (Figure 187.5).
Depending on the instrument being used for real-time detec-
tion, the investigator may choose to use multiple TaqMan
primer and probe combinations in the same reaction tube for
multiplexing, with each being detected in a unique optical
channel at the respective wavelength. Regardless, TaqMan
is a specific and sensitive assay for detection of pathogenic
and/or spoilage bacteria in food. In recent years, the
TaqMan approach has been reported for E. coli O157:H7 in
raw milk and other foods (151,152), Salmonella spp. in
meat and seafood (153,154), Campylobacter jejuni from
poultry, shellfish, and other commodities (155,156), Vibrio
cholerae in raw oysters (157), Yersinia enterocolitica in raw
meats and tofu (158), Clostridium botulinum in MAP-pack-
aged Japanese mackerel (159), enterotoxigenic Bacillus
cereus from nonfat dry milk (160), and L. monocytogenes in
dairy foods (161,162). These representative studies illustrate
the versatility of the TaqMan assay for a very diverse array
of foods to detect pathogens to levels as low as 101 cfu per
ml, although frequently following several hours of pre-
enrichment. 

Though not as prevalent in the literature for applica-
tions in foods, another interesting variation on the use of
double dye FRET-based probes for real-time PCR is the use
of molecular beacons. Molecular beacons, first described
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by Tyagi and Kramer (163), are short ssDNA probe mole-
cules that are complimentary to target DNA sequences
within the gene (or transcript) under study (Figure 187.7).
Beacons are comprised of a loop region (the probe
sequence) flanked by stem sequences 4–6 bases in length.
The loop is comprised of bases with complete complemen-
tarity to the target DNA or RNA, and must match with per-
fect identity to the nucleic acid sequence being detected.
The stem portions are designed to be complementary to
each other and frequently are comprised of a majority gua-
nine and cytosine bases. A fluorophore reporter dye is con-
jugated to one end of the molecular beacon and a quencher
is attached to the other end (164). When the labeled probe
is in solution alone, the beacon assumes the secondary
structure conformation by forming intramolecular base

pairs involving the stem portion. In this state, the beacon
does not fluoresce, or fluoresces at baseline levels. When in
the presence of the target nucleic acid, the loop attraction to
the target sequence is stronger than the C/G bonds holding
the beacon as a stem-loop, resulting in an unfolding of the
probe, separating the quencher and reporter dye and emit-
ting detectable fluorescence (163,165). 

Although not widely employed in foods to date, molec-
ular beacon technology offers many advantages, including
simultaneous detection and confirmation of target nucleic
acid when incorporated in PCR reactions flanked with
sequence-specific primers. The stability of the stem struc-
ture helps to ensure that unfolding and hybridization will
only occur in the presence of perfectly complementary base
pairs, making the use of molecular beacons essentially a
solution-based fluorimetric Southern blot. FRET-labeled
beacon probes have been used as a clever means of assess-
ment for ribonuclease H activity in vitro (166), but have
recently been demonstrated on pathogens relevant to the
food industry, including Salmonella and E. coli O157:H7
(167–169). Although extremely specific and capable of mul-
tiplexing, molecular beacons are still fairly cost-prohibitive,
a feature likely to delay extended use as a means of rapid
pathogen detection in foods. Specific variations of the FRET
chemistries exist commercially, such as the Scorpion®

primer (Eurogentec, Belgium) approach that relies on a
quenched hairpin loop-based PCR primer that unfolds fol-
lowing the extension step and elicits fluorescence (170).
Although not widely used yet in the food industry, such pro-
prietary spin-off technologies offer great utility beyond the
clinical arena. Regardless of the real-time chemistry
selected, a number of commercial real-time instruments are
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available such as the ABI Prism® 7000 (Applied
Biosystems), RotorGene (Corbett Research), Cepheid’s
Smart Cycler® II System, and the BioRad iCycler iQ Real-
Time Detection System. Most of these offer 2–4 optical
channels to allow for multiplex capabilities, as well as inter-
active software for user-friendly data analyses. 

V. RNA ASSAYS––MONITORING
VIRULENCE GENE EXPRESSION IN
FOOD PATHOGENS

A. THE VBNC DILEMMA

Although DNA (i.e., virulence determinant gene
sequence) is the most frequent choice of target molecule
when designing a PCR-based detection assay for food-
borne pathogens, differentiation of living from dead bac-
teria is not possible, as DNA may be quite persistent in
dead cells (171–175). Moreover, traditional culture-based
approaches for enumeration of sublethally injured and/or
viable-but-nonculturable (VBNC) bacteria are not accu-
rate, as the selective media employed prevents many such
bacteria from growing to visible, countable colonies.
Specialized approaches utilizing viability dyes that inter-
act specifically with DNA from dead cells and prevent it
from being amplified by PCR may be augmented using
additional fluorescent tags that allow for quantitation with
confocal laser scanning microscopy are not practical for
high-throughput sample analyses (176). Therefore, in
order to accurately detect and monitor pathogenic food-
borne bacteria (particularly VBNC cells) as well as viru-
lence gene expression, RNA-based methods must
generally be used. 

When selecting RNA as a determinant of cell physio-
logical state (177), one must bear in mind that ribosomal
RNA (rRNA) is not an appropriate target, as bacterial
ribosomes are stable for at least 48 hours after cell death
(174). Ultimately, only mRNA is ideal to use as an indi-
cator of either the metabolic status of bacteria or assess-
ment of VBNC pathogens that must be assumed to still
pose a threat if ingested by the consumer in contaminated
food (178,179). Initial studies reporting the detection and
measurement of gene expression in foodborne pathogenic
bacteria implemented reverse transcriptase PCR (RT-
PCR) as the means to the qualitative end of mRNA analy-
sis. This labor-intensive protocol involves total RNA
extraction from enrichment cultures, DNase-I treatment to
eliminate genomic DNA (to preclude the incidence of
false positive results), reprecipitation of RNA, and a
reverse transcriptase step to enzymatically convert target
transcripts to cDNA using a sequence–specific primer.
The product is eventually converted to dsDNA in tradi-
tional PCR cycling using a second (forward) primer flank-
ing the region of interest. In addition to samples, one
needs to prepare a no reverse transcriptase control reaction

to confirm the absence of gDNA carryover, as well as a no
template control as a contamination screen (both of which
should never yield an amplicon on the gel). 

In practice, mRNA amplification using RT-PCR has
been used to monitor cell viability in bacteria of relevance
to the food industry (172,173,179–181). However,
because of the inherent sensitivity issue (owing to the
laborious process of RNA recovery), as well as moderate
sample-to-sample variations in yield, RT-PCR is not a fea-
sible means of high throughput gene expression analysis
for the food industry, even with the onset of new com-
mercial products such as single step RT protocols
designed to streamline the process.

B. NUCLEIC ACID SEQUENCE-BASED

AMPLIFICATION (NASBA)

A more rapid means of RNA analysis has been applied in
studies of virulence gene expression in bacteria and viruses
for clinical microbiology, and also lends itself particularly
well for viable cell determination (182,183). First
described by Compton (184) and Fahy et al. (185), nucleic
acid sequence-based amplification (NASBA) is an isother-
mic cyclical series of reactions utilizing RNA as template
(either purified using acidic/phenol or ‘whole cell’ NASBA
starting template) combined with an enzyme cocktail
(Figure 187.8). NASBA begins with first-strand cDNA
synthesis catalyzed by AMV reverse transcriptase using a
transcript-specific forward primer. RNase H activity
digests only the RNA half in the RNA-DNA heteroduplex,
leaving ssDNA. Second-strand DNA synthesis then occurs
by way of a second sequence-specific (reverse) primer
containing a T7 RNA polymerase promoter sequence engi-
neered on the 5� end, extended with the DNA polymerase
activity of the AMV reverse transcriptase. Double-stranded
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DNA results, allowing in vitro transcription to occur using
T7 RNA polymerase (interacting at the promotor site on
the second primer, incorporated into the dsDNA extension
products), generating many mRNA copies of the original
transcript template. A typical 90 minute NASBA reaction
series is performed at 42°C and may amplify mRNA some
1015-fold as in vitro transcription products serve as tem-
plate for subsequent rounds of NASBA. The amplified
RNA may be visualized via subsequent RT-PCR, or any of
a number of real-time chemistries with appropriate fluo-
rophores. 

Because of the promotor-containing reverse primer
utilized in NASBA assays, this procedure may be per-
formed in a DNA background, unlike RT-PCR. Therefore,
NASBA is more rapid than traditional methods for RNA
detection, and if linked with real-time detection chemistry
such as FRET probes (i.e., molecular beacons), has the
ability to detect virulence gene expression in any
pathogen relevant to the food industry. NASBA has
recently been applied in the study of Campylobacter
jejuni in foods (186,187) and to monitor enterotoxin gene
(hblC) expression in three strains of toxigenic Bacillus
spp. in contaminated milk (188). Although seemingly a
very specialized technology at first glance, the speed and
versatility of NASBA to be modified with a variety of uni-
plex or multiplex real-time chemistries make this method
an attractive option when one wishes to assess virulence
gene expression in target foodborne pathogens. To date,
only one commercial supplier (Organon Teknika,
Durham, NC, USA & Markham, Ontario, Canada) manu-
factures a NASBA assay in kit form (Nuclisens®),
although the individual enzymes are available from virtu-
ally any supplier of molecular biology reagents for indi-
vidual optimization sample-to-sample.

C. MICROARRAYS

It is widely believed that thousands of genes and their
products (i.e., RNA and proteins) in a given living organ-
ism function in a complicated and orchestrated way that
creates the mystery of life. However, traditional methods
in molecular biology generally work on a one gene in one
experiment basis, which means that the throughput is very
limited and the whole picture of gene function is hard to
obtain. In the past several years, a new technology, called
DNA microarray, has attracted tremendous interests
among biologists and offers much in the way of high
throughput analysis of virulence gene expression in food-
associated pathogenic bacteria (189). This technology
promises to monitor the whole genome on a single chip so
that researchers can have a better picture of the interac-
tions among thousands of genes simultaneously. An array
is an orderly arrangement of samples. It provides a
medium for matching known and unknown DNA samples
based on base-pairing rules and automating the process of

identifying the unknowns. An array experiment can make
use of common assay systems such as microplates or stan-
dard blotting membranes, and can be created by hand or
make use of robotics to deposit the sample (189,190). In
general, arrays are described as macroarrays or microar-
rays, the difference being the size of the sample spots.
Macroarrays contain sample spot sizes of about 300
microns or larger and can be easily imaged by existing gel
and blot scanners. The sample spot sizes in microarrays
are typically less than 200 microns in diameter and these
arrays usually contains thousands of spots. Microarrays
require specialized robotics and imaging equipment that
generally are not commercially available as a complete
system (Figure 187.9).

There are two major application forms for DNA
microarray technology: 1) Identification of sequence
(gene/gene mutation); and 2) Determination of expression
level (abundance) of genes. In the former, a cDNA probe
(500–5,000 bases long) is immobilized to a solid surface
such as glass using robot spotting/lithography and
exposed to a set of targets either separately or in a mix-
ture. This method, traditionally called DNA microarray, is
widely considered as developed at Stanford University
(191,192). The second method is likely to prove more
directly useful in the food industry over the next several
years as a means of global gene expression analysis. In
this variation, an array of oligonucleotides (20–80-mer
oligos) are synthesized either in situ (on-chip) or by con-
ventional synthesis followed by on-chip immobilization.
The array is exposed to labeled sample DNA, hybridized,
and the identity/abundance of complementary sequences
are determined using quantitative instrumentation (Figure
187.9). DNA microarray technology has been a most
powerful technique in areas of clinical and environmental
microbiology since its inception, and will likely demon-
strate great potential in the food industry as a sensitive
means of detecting gene expression in a battery of target
pathogens.

VI. SUMMARY

In an effort to stay abreast of heightened public awareness
of food safety, and in light of contemporary concerns of
food bioterrorism, research and development of nucleic
acid-based molecular tools for pathogen detection, enumer-
ation, and subtyping must expand. Such DNA- and RNA-
based assays offer versatility in reducing the incidences of
false negative quality assurance screening measures, sensi-
tivity in processing heterogenous food matrices, specificity
in differentiating among closely related target bacterial
strains, and speed, as in the case of many of the real-time
fluorescent chemistries flooding the market (3). Although
some of these nucleic acid-based technologies are unlikely
to supersede conventional culture, biochemical, or antibody
based testing regimes completely, most offer significant
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potential for high throughput and reliability, advantages
that offset the cost of initial equipment needs and ongoing
maintenance.

The notion of quality control by performing a PCR
assay and sample analysis by agarose gel electrophoresis
is obsolescent. The need to perform an enrichment step in
order to increase cell numbers prior to the appropriate
assay will likely be replaced with molecular approaches
that are powerful enough to elicit reliable data in the
midst of carbohydrates, lipids, and cellular debris from
varied food matrices. Whether this will involve a spin-off
of one of the existing approaches discussed on the previ-
ous pages remains to be seen (193), but in a time when the
public demands both fresh ready-to-eat foods and a wide
safety margin, detection of existing and emerging bacter-
ial foodborne pathogens, and quantitation of spoilage
microbes for accurate shelf life prediction is vital to meet
an ever-increasing demand for a growing spectrum of
convenience as well as fresh, ready-to-eat foods. The food
industry’s proverbial tug-of-war between conventional
microbiological techniques for ensuring food safety and

the implementation of molecular approaches must be
carefully staged and stringently refereed.
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I. INTRODUCTION

Both the human enteric viruses and the parasitic protozoa
are now recognized as significant causes of human disease,
perhaps being responsible for as much as 68% and 3% of
all foodborne illness in the U.S., respectively (1). Although
they have been recognized for years, the human enteric
viruses and parasitic protozoa could be considered
“emerging” agents of foodborne disease, largely because
scientists have only recently been able to detect these
pathogens. In fact, prior to the advent of molecular 

biological techniques, epidemiological criteria were the
primary means by which cases of enteric viral and para-
sitic illness were recognized. Unfortunately, epidemiology
had several limitations including the fact that the diseases
caused by most gastrointestinal viruses and parasites were
(and are) not reportable in the U.S.; only the largest, most
severe, and/or most widespread outbreaks were (and are)
investigated, leaving smaller outbreaks and sporadic dis-
ease underestimated; and early detection capabilities, even
for clinical (fecal and blood) specimens, were severely
limited. These early detection methods, which sought to
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directly detect either the virus particle or parasite cyst or
oocyst, were based mostly on some form of microscopy.
Later methods relied on detection of antigen (enzyme
immunoassay) in the stool, or alternatively, on seroconver-
sion, i.e., a rise in specific antibody titer against the
pathogen. The microscopic methods had poor sensitivity,
and the reagents necessary for the serological methods
were not always available to clinical laboratories. Among
other factors, the absence of dependable detection methods
contributed to an underestimate of the true scope and 
significance of foodborne viral and parasitic protozoan
infections.

The human enteric viruses replicate in the intestines of
infected human hosts, are excreted in the feces, and are
therefore transmitted by the fecal-oral route through contact
with human fecal pollution. In some instances, the parasitic
protozoa are less species specific and can therefore be trans-
mitted by the fecal oral-route through contact with either
human and animal feces. Both viruses and parasites can also
be spread by person-to-person contact, a phenomenon
which is frequently responsible for the propagation of pri-
mary foodborne outbreaks. Contamination may occur
directly, through poor personal hygiene practices of infected
food handlers, or indirectly, via contact with fecally con-
taminated waters or soils. Since both types of agents must
survive the pH variations and enzymes present in the human
gastrointestinal tract, they are regarded as highly environ-
mentally stable, allowing virtually any food to serve as a
vehicle for their transmission and enabling them to with-
stand a wide variety of food processing and storage condi-
tions. Neither viruses nor parasitic protozoa are able to
replicate in contaminated foods. Furthermore, when found
in foods, they are likely to be present in low numbers, but
since their infectious doses are presumed to be low, any level
of contamination may pose a public health threat.

The human enteric viruses of primary epidemiological
significance include the hepatitis A virus (HAV) and the
Noroviruses, formerly known as the Norwalk-like viruses
(NLVs) and before that, as the small round structured
viruses (SRSVs) (reviewed in ref. 2). The Sapoviruses (pre-
viously called Sapporo-like viruses) which are genetically
related to the Noroviruses, have also caused cases of viral
gastroenteritis in humans. Both the Noroviruses and the
Sapoviruses are members of the Calicivirideae family, an
antigenically and genetically diverse group of gastrointesti-
nal viruses. The other viruses that can cause food and water-
borne disease include the astroviruses, the human
enteroviruses (polioviruses, echoviruses, groups A and B
coxsackieviruses), hepatitis E virus, parvoviruses, and other
relatively uncharacterized small round viruses. The
rotaviruses, which are the leading cause of infantile diarrhea
worldwide, are transmitted primarily by contaminated water
but can on occasion be foodborne. 

The parasitic protozoa of primary foodborne 
significance include Cyptosporidium parvum, Giardia 

lamblia, Cyclospora cayetanensis, and Toxoplasma gondii
(reviewed in refs. 3–6). The former three organisms cause
predominantly gastrointestinal manifestations, while the lat-
ter organism is associated with severe birth defects in infants
whose mothers become infected during pregnancy. All of
the parasitic agents can cause serious disease in immuno-
compromised hosts. Like the viruses, parasitic protozoa are
obligate intracellular parasites that produce environmentally
stable forms that serve as the vehicle for infection. Both
Cryptosporidium and Giardia are primarily transmitted by
waterborne routes, but foodborne infections have been
reported. Toxoplasmosis has long been recognized as an
uncommon but nonetheless severe foodborne infection that
can be transmitted by the consumption of contaminated
meats, offal, or unpasteurized milk, as well as by waterborne
routes and contact with cat feces (5). Cyclospora cayeta-
nensis, which to date has been almost exclusively food-
borne, has been associated with the consumption of
contaminated imported produce items (7).

Historically, the detection of human enteric viruses from
food concentrates has been based on virus infectivity assays
using susceptible, live laboratory hosts. Host systems
employed were mainly mammalian cell cultures of primate
origin, particularly primary and secondary human embry-
onic kidney and monkey kidney cell cultures. However, it is
critical to note that to a large degree, the epidemiologically
important human enteric viruses, including the Noroviruses
and wild-type hepatitis A virus, cannot be propagated in
mammalian cell culture systems and so these are not viable
detection options. For the parasitic protozoa, many of the
same considerations exist. For instance, cell culture and 
animal models for the propagation of C. cayatanensis are in
developmental phases only (3). Although C. parvum can be
assayed for infectivity using either cell culture or the mouse
bioassay, neither method is very practical for the routine
detection of this pathogen. 

Likewise, immunological and DNA hybridization-
based assays are not practical approaches for the detection
of viruses and parasitic protozoa in foods. For viruses, this
is due in part to the unavailability of immunological
reagents, particularly for the antigenically diverse
Noroviruses. While acid fast and immunologically based
fluorescent staining techniques (or autofluorescence for
Cyclospora) may be considered the “gold standard” for the
detection of parasitic protozoa in environmental samples,
and many effective kits exist for their detection in clinical
specimens (8), these methods are laborious, require highly
trained personnel, and are subject to interpretive problems
when sample matrix components interfere with the assay.
Furthermore, immunological methods tend to have rela-
tively poor assay detection limits (�103–105 detection
units/sample) which restricts their applicability to food
samples, which are likely to be contaminated with small
numbers of pathogens. Much the same can be said for DNA
hybridization methods.
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Without question, nucleic acid amplification methods
have emerged as a promising approach when it comes to
methods to detect enteric viruses and parasitic protozoa in
foods. Methods such as the polymerase chain reaction
(PCR) have the theoretical ability to replace standard cul-
tural enrichment methods with faster nucleic acid enrich-
ment. For the detection of viruses and parasitic protozoa,
where cultural enrichment methods are virtually not feasi-
ble, this is a tremendous improvement. The purpose of
this chapter is to discuss recent developments in molecu-
lar detection methodology that are enabling scientists to
begin detecting viruses and parasitic protozoa in foods,
and to identify research needs that must be effectively
addressed before this effort can become a routine reality. 

II. GENERAL DETECTION
CONSIDERATIONS

There are significant impediments to the development of
effective virus and parasitic protozoan detection methods as
applied to food commodities. Similar to bacterial pathogens,
these agents are likely to be present at low levels in contam-
inated foods. However, unlike bacterial pathogens, both
viruses and protozoa require live mammalian cells in order
to replicate, so the traditional food microbiological tech-
niques of cultural enrichment and selective plating cannot be
used. The general concept, then, is to separate and concen-
trate the agents from the food matrix prior to detection. In
summary, in order to effectively detect viruses and parasitic
protozoa from foods, one must consider the following
restrictions: (i) the agents are inert in the food; (ii) they are
likely to be present in very low numbers or intermittently in
the product; (iii) because of (ii) above, it is necessary to
process relatively large sample volumes to assure represen-
tation and promote detection; and (iv) the food matrix 
possesses inhibitory substances or interferences that can
later compromise detection. In general, molecular detection
schemes for viruses and parasitic protozoa in foods rely on
five sequential steps, which can be designated (i) sampling;
(ii) pathogen concentration and purification; (iii) nucleic
acid extraction; (iv) detection; and (v) confirmation. These
will be discussed in detail below.

III. SAMPLING

For effective sampling, a large and representative sample
size is needed. A sample size of 25�100 g is usually rec-
ommended, which is large enough to provide adequate rep-
resentation yet small enough to work with in the laboratory.
To further increase the chances for detection, the analyst
may choose to obtain multiple samples of the suspected or
implicated product. For complex food products such as
sandwiches, it may be easier to divide the product into its
component parts, processing each part separately for
pathogen concentration and detection. For instance, some

investigators have processed dissected digestive tracts in an
effort to improve virus recovery efficiency from contami-
nated raw molluscan shellfish. Although the viruses and
parasites may be relatively stable in the food matrix, food
samples should nonetheless be refrigerated upon collection
and processed immediately for virus recovery upon receipt
by the testing facility. Freezing may inactivate parasitic pro-
tozoa and should hence be avoided if attempting detection
of these pathogens (9).

IV. PATHOGEN CONCENTRATION

The most common molecular amplification method applied
for the detection of pathogens, including the parasitic 
protozoa, is the polymerase chain reaction (PCR). Since the
nucleic acid for the enteric viruses is RNA, the PCR must
be preceded by a reverse transcription step, producing
cDNA which can then be readily amplified in a subsequent
PCR, hence the designation RT-PCR. When using PCR or
RT-PCR for the detection of viruses or parasitic protozoa in
foods, one must consider pathogen concentration as a 
prerequisite to detection. In actuality, appropriate sample
preparation prior to detection is even more important when
applying molecular methods because of the small sample
volumes (�10 µl) used in nucleic acid amplification reac-
tions, as compared to 0.5–1.0 ml volumes used for cell 
culture infectivity assays or ELISA methods. Therefore, the
pathogens and/or their nucleic acids must be concentrated
and purified from food matrices before applying detection
methods such as PCR or RT-PCR. The challenges of high
sample volumes, low levels of contamination, and the 
presence of residual food components that can act as 
enzymatic inhibitors (10–14) must all be considered in
designing these assays. 

A. PRINCIPLES OF VIRUS CONCENTRATION IN

FOODS

The purpose of virus concentration methods is to reduce
sample volume and remove matrix-associated interfering
substances, all the while recovering most of the viruses
that are present in the food sample. Sample manipulations
undertaken during concentration utilize the property of the
viruses to behave as proteins in solutions, and their ability
to remain infectious at extremes of pH or in the presence
of organic solvents such as chloroform, trichloro-trifluoro
ethane (Freon), and the more environmentally friendly sol-
vent Vertrel (DuPont Chemical Company). Almost all of
the early work in virus concentration and purification from
foods was limited to bivalve molluscan shellfish, largely
because of their frequent association with viral foodborne
disease outbreaks. More recent efforts have targeted a
wider variety of at-risk foods. 

As applied to shellfish, two general schemes for 
virus concentration have been reported, designated 
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extraction-concentration and adsorption-elution-concen-
tration (15). These methods were developed in the
decades between 1970 and 1980 and produced concen-
trates that could be assayed for virus infectivity using
mammalian cell culture techniques. Both schemes employ
conditions that favor the separation of viruses from shell-
fish tissues, primarily through the use of filtration, cen-
trifugation, adsorption, elution, solvent extraction,
precipitation, and organic flocculation. All protocols
begin with sample blending in some type of buffer, usu-
ally containing amino acids and an elevated pH. Further
processing may sometimes be preceded by a crude filtra-
tion step, through a mesh material such as cheesecloth, to
remove particularly large sample particulates. A general
theme in all of these scenarios is that viruses, since they
are so small, do not sediment unaided, even at high cen-
trifugation speeds (10,000 � g). This means that that rou-
tine centrifugation can be used without substantial virus
loss as long as the virus-containing supernatant is recov-
ered in the process. By pH manipulation or the addition of
precipitation agents, conditions can be created such that
viruses adsorb to the shellfish tissues, and when followed
by centrifugation, the adsorbed viruses will sediment with
the tissues and residual fluids are discarded with the
supernatant. This is usually followed by an elution step,
whereby virus desorption from the tissues is facilitated by
further pH and/or ionic manipulations and subsequent
centrifugation, discarding the precipitated tissue in the
process. In this case, a large proportion of the food matrix
can be disposed of while retaining a relatively clear solu-
tion that contains most of the recovered viruses and
smaller amounts of matrix-associated organic material. 

Other sample manipulations are designed to further
remove matrix-associated organic materials and reduce
sample volume, all the while optimizing recovery of
viruses. For instance, a variety of organic solvents can be
used to remove lipid materials, capitalizing on the fact
that virus infectivity remains intact even after exposure to
organic solvents. Virus precipitation can be accomplished
using pH reduction, called acid precipitation, or else
through the use of polyethylene glycol (PEG). Both
methods are based on the fact that viruses behave as pro-
teins in solution; by reducing the pH to that approximat-
ing the virus isoelectric point, the virus will precipitate,
along with other matrix-associated proteins.
Polyethylene glycol essentially removes water, allowing
proteins to fall out of solution. A related precipitation
method is organic flocculation. Used extensively in water
treatment, flocculating agents interact with organic mate-
rial in the matrix, causing the formation of a gelatinous
“floc” to which the viruses adsorb. In the case of acid and
PEG precipitation, and in organic flocculation, the virus-
containing solid materials can be readily harvested by
centrifugation. Finally, methods such as ultrafiltration
can further reduce same volumes. The same general 

principles of filtration, centrifugation, adsorption, elu-
tion, solvent extraction, precipitation, and organic floccu-
lation are used when extracting and concentrating viruses
from food commodities other than shellfish. For purposes
of illustration, a candidate virus concentration and detec-
tion protocol is illustrated in Figure 188.1. Note that this
is only one of literally hundreds of iterations of the basic
techniques used for the concentration of viruses from
foods. 

With the advent of molecular biology methods and
their use in detection, additional virus concentration meth-
ods have been reported. For instance, alternative 
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Filter
Cheesecloth

Solvent extraction
1:1 Freon or chloroform

Centrifuge and retain supernatant
(total volume 300−400 ml)

50-g Food sample
 Dilute 1:10 in elution buffer (elevated pH)

Homogenize
(total volume 400−500 ml)

1° precipitation
PEG or acid

 Centrifuge and retain precipitate
(total volume 30−40 ml)

2° precipitation
PEG or acid

 Centrifuge and retain precipitate
 (total volume 3−4 ml)

RNA extraction
 SDS/proteinase K/phenol-chloroform or GITC

 (total volume <300 µl) 

Detection and confirmation
RT-PCR or NASBA
DNA hybridization 

(assay volume1−5 µl RNA extract)

FIGURE 188.1 Representation of virus concentration and
detection scheme for foods, consisting of sequential steps of fil-
tration, solvent extraction, primary and secondary precipitation,
RNA extraction, detection and confirmation.



commercial virus purification agents such as ProCipitate
and Viraffinity (LigoChem, Inc., Fairfield, NJ 07004)
(11,16,17) have been found to eliminate polysaccharides,
an important matrix-associated inhibitor in shellfish and
produce. Likewise, the cationic detergent cetyltrimethylam-
monium bromide (CTAB) (16,18–20) also promotes the
removal of polysaccharides. Several other protocols utiliz-
ing Sephadex (21), cellulose (22), or Chelex (23) effec-
tively eliminate salts and small proteins. D’Souza and
Jaykus (24) used zirconium hydroxide to concentrate
enteric viruses in a method resembling organic floccula-
tion. Another active area of research has been immuno-
magnetic separation (25–28). 

1. Virus Concentration Methods for Shellfish

Historically, two different approaches have been applied to
prepare food samples for nucleic acid-based methods to
detect enteric viral contamination. The first and most com-
mon approach relies on some form of virion concentration
prior to release or extraction of nucleic acid and subse-
quent amplification. The second circumvents the need for
virus concentration methods altogether by resorting to
direct nucleic acid extraction of the food matrix. As with
the early virus concentration work that was done to facili-
tate detection in cell culture, most methods to concentrate
viruses in preparation for molecular detection were ini-
tially developed and evaluated for shellfish commodities. 

In the case of virion concentration, the investigator
aims at concentration of viruses and removal of inhibitors
prior to the application of nucleic acid amplification, with
or without prior nucleic acid extraction. In early work,
Atmar et al. (19,20) processed artificially contaminated
shellfish samples using an initial concentration and purifi-
cation scheme consisting of solvent extraction and PEG
precipitation, followed by nucleic acid extraction and sub-
sequent amplification. Cetyltrimethylammonium bromide
(CTAB) was added to remove residual inhibitors from
crude nucleic acid extracts, and the resulting solution was
amplifiable using RT-PCR. These investigators were able
to further improve detection limits by dissecting the oys-
ters, discarding the muscle tissue and processing only the
digestive diverticula. This has remained the sampling
method of choice for a number of other investigators
(29–35). Other investigators have used also used glycine
buffer elution, single or sequential PEG precipitation,
and/or Freon extraction to initially purify the viruses from
large sample sizes of shellfish, followed by extraction of
total nucleic acids and subsequent RT-PCR amplification
(33,36–42). 

Some investigators have focused on optimization of
virus extraction methods from shellfish. For instance,
Croci et al. (43) evaluated four different elution buffers
(PBS, pH 9.5; glycine, pH 9.5; and 0.3 or 3% beef extract,
pH 9.5) and four different concentration techniques (acid

precipitation, PEG precipitation, ultracentrifugation, and
ultrafiltration) in an effort to optimize RT-PCR detection
of viruses from mussels. Muniain-Mujika et al. (44)
looked at the effect of alternative elution buffers (borate
buffer, pH 9.5; glycine buffer with conductivity changes,
pH 7.5; nutrient broth with Tween 80; and glycine buffer,
pH 10) on the recovery of viruses from shellfish, finding
the latter to be the most efficient. Likewise, Traore et al.
(45) investigated four methods of elution (borate buffer,
gycine buffer, saline beef extract, and beef extract-Freon)
and three methods of concentration (PEG 6000, PEG
8000, and organic flocculation) to prepare mussel samples
for the detection of three enteric viruses using RT-PCR.
These investigators found that borate or glycine buffers
performed best, as did both PEG 6000 and organic floc-
culation as concentration methods. 

Other investigators have started with an adsorption-elu-
tion-precipitation method for the concentration of viruses
from 50-g samples of shellfish, resulting in an aqueous
solution of 10–20 ml in volume (46,47). This has been fol-
lowed by additional virus concentration steps which
included two consecutive extractions using Freon followed
by virus precipitation with polyethylene glycol and further
removal of matrix-associated inhibitors, particularly poly-
saccharides, using proprietary agents such as ProCipitate
or Viraffinity (11,16,48). In a recent study, Mullendore 
et al. (49) reported a modified virus concentration method
that consisted of acid adsorption at pH 4.8, two sequential
elutions using glycine and threonine-based buffers, respec-
tively, two PEG precipitations, and two chloroform extrac-
tions. After nucleic acid extraction and RT-PCR, detection
limits were 1 PFU HAV/g oyster meat. 

Others have used an antibody capture step to further
concentrate and purify viruses from shellfish extracts prior
to detection using RT-PCR. In its first application,
Desenclos et al. (50) implicated hepatitis A virus in oyster
outbreak specimens by immunocapture of the virus, heat
release of viral nucleic acids, and subsequent RT-PCR
detection. Building upon the clinical work of Jansen et al.
(51), other investigators coated paramagnetic beads with
anti-HAV IgG, mixed these with one ml volumes of oyster
extract initially processed for virus concentration using a
combination of elution, polyelectrolyte flocculation, filtra-
tion and/or ultrafiltration, and then captured the HAV to pro-
vide further virus concentration (25,27). Antibody capture
steps have been used as a final virus concentration step by
others as well (28).

Some investigators have used a direct nucleic acid
extraction RT-PCR method that involves extraction of
total sample RNA, including viral RNA, without any prior
sample manipulations. Although perhaps best suited for
simple sample matrices such as the surfaces of fresh fruits
and vegetables, Legeay et al. (29) reported a method that
involved enzymatic liquefaction of shellfish digestive tis-
sues, followed by clarification using dichloromethane

Methods for the Detection of Viral and Parasitic Protozoan Pathogens in Foods 188-5



extraction. This method produced a concentrate that could
be extracted directly for nucleic acid isolation and subse-
quent virus detection using RT-PCR. 

2. Virus Concentration Methods for Other Foods

Gouvea et al. (52) were the first to systematically develop a
method to detect Norwalk virus and rotavirus from repre-
sentative food commodities other than shellfish, including
orange juice, milk, lettuce, and melon. By blending or wash-
ing, clarification by centrifugation, and RNA extraction with
further removal of inhibitors using a Freon extraction, these
investigators were able to detect both viruses in various
foods. Schwab et al. (53) reported the use of TRIzol, a 
proprietary RNA extraction method, to wash deli meats,
including samples artificially contaminated with Norwalk
virus and ones linked to an outbreak of Norwalk-like viral
gastroenteritis, for subsequent detection by RT-PCR. While
the TRIzol surface wash method was reportedly simple,
nucleic acid amplification inhibition persisted unless sample 
concentrates were diluted 10- to 100-fold. 

Leggitt and Jaykus (17) developed a prototype method
employing homogenization, filtration through cheesecloth,
Freon extraction (hamburger only) and two sequential PEG
precipitations to concentrate poliovirus, hepatitis A virus,
and Norwalk virus from 50 g samples of artificially con-
taminated hamburger sandwiches and lettuce. The sequen-
tial precipitations were done at increasing PEG
concentration and resulted in a 10- to 20-fold sample vol-
ume reduction from 50 g to approximately 2.5 ml. When
appropriate, the resuspended PEG precipitate could be
assayed for virus recovery by mammalian cell culture
infectivity assay, with virus recoveries approximating 50%
for poliovirus but only 4% for hepatitis A virus. Subsequent
nucleic acid extraction resulted in an additional 100-fold
sample volume reduction and detection could be achieved
at initial inoculum levels of �102 infectious units/50-g food
sample. Similar to the TRIzol wash method of Schwab et
al. (53), the final RNA concentrates obtained in this study
were compatible with nucleic acid amplification after a
one- to two-log10 dilution (17).

Most recently, Bidawid et al. (54) reported a method for
the concentration of hepatitis A virus from lettuce and
strawberries. After washing to remove the viruses, the wash
solution was passed through a positively charged filter,
eluted, and further concentrated by immunocapture. The
investigators reported that as few as 10 PFU of cell culture-
adapted hepatitis A virus per piece of lettuce or strawberry
could be detected by RT-PCR, but residual amplification
inhibition remained problematic.

It should be clear from the above discussion that by pre-
ceding nucleic acid amplification with virus concentration
and sample purification steps, the investigator can achieve
significant sample volume reductions with recovery of
infectious viruses. The antibody capture methods may

require even fewer sample manipulations, making these
methods perhaps simpler than others. This strategy also has
advantages in that a positive reaction demonstrates the pres-
ence of antigen-associated viral nucleic acid, which may be
more highly associated with infectious virus than detection
of free viral nucleic acid (25). However, concentration meth-
ods are not without their disadvantages, including the need
for multiple sample manipulations which may result in sub-
stantial virus loss during the extraction steps, impacting
assay detection limits. While the specificity of antibody cap-
ture methods may be appealing, limited reagent availability
and the fact that only a single virus type can be targeted in a
specific antibody capture reaction are considered limitations
by some. Schwab et al. (26) used human hyperimmune
serum in immunocapture methods to target a wider variety
of enteric viruses, but these reagents can be costly and are
not available to all laboratories. The direct nucleic acid
extraction methods, while simpler, almost always result in
residual RT-PCR inhibition and may not provide adequate
sample volume reduction. 

When taken together, virus concentration methods
result in sample volume reductions ranging from 10- to
1000-fold, which means that a 25-g sample theoretically
can be reduced to 25 µl–2.5 ml volumes with recovery of
infectious virus. In the food matrix, the yields after virus
concentration have ranged from as low as 1–2% to as high
as 90%. Yield is almost always virus-specific, and a general
rule of thumb is that recovery efficiency for hepatitis A
virus is usually quite low, that for the human enteroviruses
(poliovirus as a model) are quite high, and that for the
Calicivirideae is in an intermediate range. Further volume
reductions can be achieved through effective nucleic acid
extraction, and this is discussed below. It is important to
remember that there are many methods for the extraction
and concentration of viruses from foods, all of which use
the same general sample manipulations in varying combi-
nations. Interested readers are advised to consult Jaykus 
et al. (55) for a more detailed review of methods to detect
enteric viruses in shellfish or Jaykus et al. (13) for a more
detailed discussion of specific virus detection methods in
foods. There are, however, limitations to all of these virus
extraction and concentration approaches that ultimately
impact the ability to detect the relatively low levels of virus
that might be anticipated in naturally contaminated foods.
Tables 188.1 and 188.2 highlight the detection limits
reported by a number of investigators in their efforts to
develop methods to detect viruses from artificially contam-
inated shellfish and other food commodities, respectively.

B. PRINCIPLES OF PARASITIC PROTOZOA

CONCENTRATION IN FOODS

Like viruses, parasitic protozoa must also be concentrated
and purified from the food matrix prior to detection.
Almost exclusively, the early parasite concentration 
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methods were developed for environmental water samples 
and focused on the two important waterborne parasitic
protozoa, i.e., C. parvum and G. lamblia. As applied to
environmental waters, detection has included three basic
steps, e.g., pathogen concentration, purification, and detec-
tion (3). Both filtration and centrifugation approaches are
effective for the concentration and purification of proto-
zoa, largely because the cysts or oocysts are much larger
than viruses or bacteria, so they can be readily captured on
filters and will sediment at relatively low centrifugal
forces. Filtration is a common first step, and both cartridge
and membrane filters have been used, the former being an
excellent choice when processing large sample sizes of

environmental waters. After elution of the pathogens from
filters, centrifugation approaches have been used for fur-
ther pathogen concentration and purification. These
include differential centrifugation, density gradient cen-
trifugation, and/or immunomagnetic separation. The latter
are available commercially for the further concentration of
Cryptosporidium oocysts (8).

1. Parasitic Protozoa Concentration Methods
for Foods

Relatively less work has been done in developing methods
to concentrate and purify parasitic protozoa from a 
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TABLE 188.1
Detection Sensitivities for Human Enteric Viruses in Food (Shellfish) Commodities

Sample Type Virus Detection Limit Comments References

Clams HAV 10 PFU/g Spiked samples only 79
Oysters PV1 2 PFU/g Spiked samples only 19
Clams/oysters HAV 67 PFU/g Spiked samples only 19
Clams/oysters NV/SRSV2 3–7 PCRU/g Spiked and field samples for SRSV 20, 16
Various NV3 2–20 PCRU/g Spiked samples; nested RT-PCR 52
Cockles PV 20 MPNCU/g Spiked and field samples for PV; 139

nested RT-PCR
Cockles HAV 20 TCID50/g Spiked and field sample; 139

nested RT-PCR
Cockles Rotavirus 100 FF/g Spiked samples; nested RT-PCR 139
Oysters/mussels PV 2 PFU/g Spiked samples only 37
Clams PV, HAV 2 PFU/g Spiked samples only 11
Clams NV 20 PCRU/g Spiked samples only 11
Shellfish PV 3–30 TCID50/g Spiked samples; 109

nested RT-PCR
Oysters HAV 8 PFU/g Spiked samples only 155
Oysters HAV 0.5 PFU/g Spiked samples only 27
Oysters PV, HAV 0.02 PFU/g Spiked and field samples 16, 48
Oysters NV 90 PCRU/g Spiked samples only 16
Clams PV, HAV 20 PFU/g Spiked samples only 11
Clams NV 2 PCRU/g Spiked samples only 11
Oyster HAV � 1 PFU/1g Spiked samples only 49
Mussels PV1 4 pfu/g Spiked samples only 156

HAV 1.8–18 CPU/g
Hardshell clams PV1 �0.02 PFU/g Spiked samples only 28

HAV �0.2 PFU/g
NV 0.02–0.22 PCRU/g

Hardshell clams HAV 0.004 PFU/g Spiked and outbreak specimens 36
NV 6 PCRU/g

Mussels HAV 0.1 TCID50/g Spiked samples; nested RT-PCR 40
Mussels HAV 0.4 TCID50/g Spiked samples; nested RT-PCR 42
Oysters HAV 0.33FFU /g Spiked samples only 38
Mussels HAV 20 PFU/g Spiked samples, dissected digestive tissues 29
Oysters HAV 20 PFU/g Spiked samples, dissected digestive tissues
Mussels PV 1 TCID50/ml Spiked samples and nested RT-PCR 39

*PCRU, RT-PCR amplifiable units.
1PV1 poliovirus type 1.
2SRSV small round structured virus.
3NV Norwalk virus.



potentially contaminated food matrix. In part, this is
because of a general lack of epidemiological data linking
foods as a critical vehicle of transmission for the common
enteric protozoa. However, food matrices may at times be
more complex than environmental waters, further compli-
cating the development of concentration and purification
methods. Most of the developmental work in this area has
been done on shellfish matrices, with only a few studies
attempting pathogen concentration from other potentially
contaminated foods. In the few instances when these tech-
niques have been applied to shellfish matrices, investigators
have recovered hemolymph and used it directly for
immunofluorescent staining or PCR for detection.
Alternatively, oocysts have been recovered by PBS washing
of dissected gill tissue (56–60) or else by using an alkaline
digestion method (61). In recent work, Graczyk et al. (60)
processed whole mussels by grinding in PBS, sieving the
homogenate with recovery of the finest particle fraction
(�100 µm), followed by overnight sedimentation at 4°C
and cesium chloride density gradient centrifugation to
achieve further concentration and purification of oocytes.
Deng et al. (62) used an immunomagnetic separation
method to concentrate C. parvum from apple juice and
milk. These investigators carried out a primary concentra-
tion step using sucrose flotation, and then treated the con-
centrate with rabbit anti-C. parvum antibodies, which were
subsequently captured using magnetic beads coated with
anti-rabbit IgG. After subsequent elution, the oocysts were
visualized by fluorescent microscopy. 

With the emergence of C. cayetanensis in the 1990s,
several investigators developed prototype methods to con-
centrate and purify the oocyctes of this organism from con-
taminated produce items in preparation for detection by
molecular amplification methods. In the first study of its
kind, Ortega et al. (7) eluted the oocytes by washing large
sample sizes of raspberries using distilled water, then 
centrifuged at approximately 2000 � g to sediment the
oocytes, and used the wash sediment (designated RWS) for
further testing or processing. A similar sample concentration
method was used by Steele et al. (63), but in this case,
applied to artificially inoculated basil and mesclun lettuce as
well as to berries. The RWS could be further processed for
Cyclospora concentration using sucrose flotation (63) or
glass wool column chromatography (64). Robertson and
Gjerde (65) processed fresh fruits and vegetables for 
detection of a variety of parasitic protozoa using surface 
elution aided by sonication, followed by further sample 
concentration using centrifugation and, when appropriate,
immunomagnetic separation. 

Like the virus concentration methods, the methods
for parasitic protozoa concentration suffer from many of
the same limitations. These include the potential for
poor recovery of parasites after completion of the con-
centration steps, the inability to recover very low levels
of contamination, and a general lack of available
immunocapture reagents for pathogens such as 
C. cayetanensis. Because so much less work has been
done to develop effective concentration and purification
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TABLE 188.2
Detection Sensitivities for Human Enteric Viruses in Food Commodities Other Than
Shellfish

Sample Type Virus Detection Limit Comments References

Lettuce HAV 0.5 PFU/1ml Spiked samples only 54
Strawberries HAV 0.5 PFU/1 ml Spiked samples only
Ham HAV 0.5PCRU/g Spiked samples only 53

NV1 5 PCRU*/g Spiked samples only
Turkey HAV 0.5 PCRU/g Spiked samples only

NV 0.5 PCRU/g Spiked samples only
Roast beef HAV 5 PCRU/g Spiked samples only

NV 0.5PCRU/g Spiked samples only
Frozen raspberries NV 40 PCRU/g Spiked samples only 81

HAV 0.4 TCID50/g Spiked samples only
Strawberries NV 40 PCRU/g Spiked samples only
Lettuce NV 40 PCRU/g Spiked samples only
Tomatoes NV 40 PCRU/g Spiked samples only
Mashed raspberries NV 150 PCRU/g Spiked samples only
Hamburger HAV �1.7 PFU/g Spiked samples only 70

NV �0.83 RT-PCRU/g Spiked samples only
Lettuce HAV �16.7 PFU/g Spiked samples only

NV �8.3 RTPCRU/g Spiked samples only

*RT-PCR amplifiable units.
1NV Norwalk virus.



methods for parasitic agents in foods, at least when
compared to virus methods, there is much that remains
to be done in this field. 

V. NUCLEIC ACID EXTRACTION

The reliability of nucleic acid amplification methods, as
applied to the detection of pathogens in all types of samples
(clinical, environmental, and foods), depends in large part
on the purity of the target template and the number of target
molecules. Extraction of nucleic acids from food samples is
therefore one of the most important steps preceding the
detection of pathogens using molecular amplification meth-
ods. It should be noted that since the viral genomes are
almost always composed of RNA, the nucleic acid extrac-
tion methods preceding virus detection are RNA extraction
methods. For the parasitic protozoa, either DNA or RNA
can be used as the target nucleic acid. The purpose of these
sample processing steps are (i) to make the nucleic acids
available for amplification and detection; (ii) to provide for
further sample concentration; and (iii) to remove any resid-
ual matrix-associated inhibitory substances that might
remain even after the initial pathogen concentration steps
are completed. Molecular methods can be inhibited by a
wide variety of compounds, including divalent cations,
matrix-associated components which degrade the target
and/or primer nucleic acids, and by matrix-associated com-
pounds which inactivate or inhibit enzymes (10,66,67). For
instance, several reports have demonstrated that proteogly-
cans (68), polysaccharides (18,19,69), glycogen (16,19) and
lipids (53,70,71) all can inhibit molecular amplification
methods. Unfortunately, many of the methods to extract and
concentrate pathogens from foods result in the simultaneous
co-extraction of these inhibitory substances. Nucleic acid
extraction methods, like virus concentration methods, must
therefore be designed to further concentrate the nucleic
acids while removing these inhibitory substances, without
degrading the nucleic acid target or contributing additional
inhibitory substances in the process.

A. NUCLEIC ACID EXTRACTION OF FOOD

CONCENTRATES — VIRUSES

In early work, nucleic acids from shellfish concentrates
were often released by heat, making them available for
nucleic acid amplification while circumventing the need
for RNA extraction (11,16,72). At the same time, other
early studies used SDS-proteinase K digestion to release
nucleic acids from shellfish concentrates, followed by
phenol chloroform extraction with or without the 
addition of cetyltrimethylammonium bromide (CTAB)
for further removal of inhibitors (20,35,38,73). With the
introduction of guanidinium thiocyanate (GuSCN)-based 
methods, this became for many investigators the RNA
extraction method of choice, largely because the method

is effective at deproteinization of nucleic acids while 
providing ample protection of RNA against the effects of
native RNases. In fact, many guanidinium-based proto-
cols have been commercialized over the last decade and
a variety of these commercial kits have been used in more
recent studies (33,39,53,70,74). 

In many instances, multiple extraction methods have
been used in combination to purify nucleic acids. Boom et al.
(75) developed a simple and rapid protocol for the purifica-
tion of nucleic acid that uses a combination of the chaotropic
agent GuSCN and silica particles. The Boom method has
been modified and commercialized by bioMerieux (Durham,
NC) for use in RNA extraction prior to nucleic acid amplifi-
cation using the NucliSens Basic Kit Nucleic Acid
Sequence-Based Amplification (NASBA) assay. Others have
used a GuSCN method followed by RNA binding to glass
powder in order to provide further purification (37,76). Over
the last several years, a number of investigators have com-
pared alternative RNA extraction methods for fecal or food
matrices. For instance, Hale et al. (77) compared four differ-
ent RNA extraction methods to precede RT-PCR detection of
Noroviruses in fecal specimens, finding that the GuSCN/sil-
ica (Boom) method was best at removal of inhibitors, while
RNA extraction methods using the metal chelating agent
Chelex-100, or alternatively, Sephadex G200 column chro-
matography, provided the best detection limits. Svensson
(78) reported similar results in that guanidinium thiocyanate
is the most efficient at removal of inhibitory substances.

In another study, seven RNA extraction methods were
compared to prepare hepatitis A virus RNA from stool and
shellfish concentrates for RT-PCR detection (74). In this
case, GuSCN-silica methods were found to be the most suit-
able for their rapidity and low cost. In very recent studies,
total sample RNA has been extracted using phenol-chloro-
form-based methods followed by further selection for viral
RNA using magnetic poly(dT) beads (33,36,42,79). 

A small number of studies have described RNA
extraction and purification for virus concentrates origi-
nating from other type of foods. Gouvea et al. (52) used
deproteinization with GuSCN, adsorption of RNA to
hydroxyapatite and sequential precipitation with CTAB
and ethanol to purify RNA from shellfish and other
selected foods. Phenol-chloroform based methods have
also been used for more complex commodities such as
hamburger, deli sandwich and deli meats (53,80). More
recently, commercial RNA extraction kits have been used
on concentrates from fruits and vegetables (54,81) and
those from oysters (49). Sair et al. (70) compared multi-
ple RNA extraction methods with respect to their efficacy
in removing RT-PCR inhibitors from model food com-
modities (hamburger sandwiches and lettuce) in prepara-
tion for RT-PCR detection of enteric viruses. The
methods compared included GuSCN, commercial
microspin columns, the QIAshredderTM Homogenizer
and TRIzol, and various combinations thereof. These
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investigators found that the use of TRIzol followed by
further sample preparation using the QIAshredderTM

Homogenizer yielded the best detection limits (�1 
RT-PCR amplifiable units/reaction) for Norwalk virus in
food samples. 

When considered as a whole, the RNA obtained after
extraction steps may be of relatively high purity, yet food-
related amplification inhibitors frequently remain. Also,
multiple sample manipulation steps can result in incom-
plete recovery and/or potential degradation of RNA dur-
ing the extraction procedure (55,82). Another problem
with RNA extraction is that, in destroying the integrity of
the virion, one loses the ability to directly correlate 
infectivity to RT-PCR detection limits, at least when
effective cell culture-based methods are available.
Researchers continue to work on refining extraction pro-
cedures to provide higher nucleic acid yields and
improved purity in an effort to further improve molecular
amplification assay detection limits.

B. NUCLEIC ACID EXTRACTION OF FOOD

CONCENTRATES — PARASITIC PROTOZOA

Template preparation for the detection of parasitic protozoa
is perhaps more complicated than that for viruses due to the
nature of the organisms, which are largely resistant to dis-
ruption and lysis. Three methods used frequently to disrupt
cysts or oocysts for detection from fecal specimens, and
these include sonication, freeze-thaw, and glass bead dis-
ruption; these can be followed by DNA binding in the pres-
ence of chaotropic agents for further template purification
(83). Jinneman et al. (84) investigated various methods to
prepare DNA template from Cyclospora oocysts, including
multiple freeze-thaws in liquid nitrogen to release the
nucleic acid, followed by direct DNA extraction with or
without the addition of various proprietary enhancement
agents. Basicially, PCR detection from raspberries artifi-
cially seeded with C. cayetanensis could be achieved, but
no one template preparation method outperformed another.
Orlandi and Lampel (64) reported a method to prepare
template from the pathogenic parasitic protozoa using FTA
filters. These filters are impregnated with denaturants,
chelating agents, and free radical traps, causing most cells
to lyse on contact and in turn, binding the DNA to the filter
matrix. Other matrix associated inhibitory substances are
removed by washing the filter, and the filters can be used
directly in nucleic acid amplification reactions. These
investigators showed that the FTA filters effectively lysed
the cysts or oocysts of various parasitic protozoa and when
applied to artificially contaminated raspberry extracts, the
DNA template could be detected by PCR at initial seeding
levels of 30 C. cayetanensis oocysts per 100 g of berries.
Higgins et al. (85,86) reported on the efficacy of various
commercial DNA extraction kits for the preparation of 
C. parvum DNA for PCR after its initial release by 

multiple cycles of freeze-thaw, finding that some commer-
cial methods outperformed others. Most recently, Steele et
al. (63) reported C. cayetanensis template preparation from
produce washes using a combination of glass bead disrup-
tion followed by three freeze-thaw cycles and final template
preparation using a commercial DNA extraction method
originally designed for stool samples. In the only study of
its kind, Warnekulasuriya et al. (87) were able to detect 
T. gondii in artificially contaminated ready-to-eat cured
meats at levels of 103 trophozoites/g by applying a simple
SDS-proteinase K DNA extraction method directly to
emulsified meat specimens. Similarly, Deng et al. (62) used
three sequential proteinase K/phenol extractions to isolate 
PCR-amplifiable genomic DNA from C. parvum.

VI. DETECTION

Virtually all of the molecular approaches for the detection
of viruses in foods originated from the clinical literature.
For both clinical and environmental samples, the sensitiv-
ity and the specificity of molecular amplification methods
is largely dependent on the choice of primers. Due to the
tremendous genetic diversity in the Calicivirideae family,
primer design for the detection of the Noroviruses is quite
complicated. The first Norovirus primers, NV 5’/3’ and
NV 36/35, were based on sequences in the prototype
Norwalk virus genome and were extremely specific
(21,88). As more sequence information on related viruses
was collected, more broadly reactive primers were
designed (31,89–92). Typically, the highly conserved
RNA-dependent RNA polymerase region is the amplifica-
tion target for the detection of the Noroviruses, although
on occasion the capsid region has been chosen for primer
design (93–96). 

For a long time, the genogroup I (GI) and genogroup
II (GII) primer sets developed by Ando et al. (89) were the
“gold-standard” with respect to Norovirus detection and
strain discrimination in clinical (fecal) and food samples
(95,97,98). Degenerate primers, a mixture of oligonu-
cleotides varying in nucleotide sequence but having the
same number of nucleotides, have also been developed
and used for the detection of the Noroviruses
(30,31,90,99). The advantage of using degenerate primers
lies in the fact that every possible combination of nucleic
acid sequence that could code for a given amino acid
sequence can be generated and used for PCR amplifica-
tion. Currently, combinations of the Ando et al. (89) GI
and GII primers, as well as one or more degenerate sets,
are routinely used in Norovirus epidemiological investi-
gations (70,100,101).

By and large, there is no consensus for the choice of
the primer pair(s) to detect the Noroviruses and optimal
detection protocols may actually change by year or with
locale (97). In a review of nine sets of PCR primers used
for the detection of the Noroviruses, no single primer pair
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could be used to detect all strains, but the NV110/NV36
primer set was the most efficient of the nine sets tested in
the study (101). More recently, in an effort to address
international harmonization of Norovirus detection meth-
ods, five laboratories in five countries evaluated the per-
formance of different RT-PCR protocols on a coded panel
of 91 fecal samples (102). Although no single assay was
superior by all criteria of sensitivity, detection limit, assay
format, and successful implementation, the authors rec-
ommended the assay based on the Boom extraction
method and using the JV12/JV13 primer set for laborato-
ries seeking to newly initiate Norovirus diagnostics. It
should be clear from the above discussion that Norovirus
primer design is a work in progress and is likely to change
as more sequence information becomes available. Unlike
the great diversity of primers for the detection of the
Noroviruses, primers used for the molecular epidemiolog-
ical studies of hepatitis A virus target the VP1/2A junction
sequence (51). 

Because it is so highly conserved and is frequently
used in phylogenetic analysis, the target gene for most
PCR-based methods to detect the parasitic protozoa is that
corresponding to the small subunit (SSU) 18S ribosomal
RNA gene. For instance, Relman et al. (103) developed
18S rDNA-based primers for the detection of C. cayeta-
nensis, and these have been used subsequently by others
(63,64,84,104). Likewise, a similar gene target has been
used for the PCR-based detection of Cryptosporidium
(57,64,85,86). On a few occasions, alternative targets
have been used, including genes corresponding to
Cryptosporidium oocyst wall protein (62,85,86) and the
Toxoplasma p30 gene (87). 

A. RT-PCR DETECTION OF VIRUSES IN FOODS

In complex matrices such as food systems, the choice of
primer is even more critical since the matrix can be
responsible for non-specific amplification and the poten-
tial for false positive results. Alternatively, matrix inhibi-
tion can cause false negative assays result. Those
consequences are especially important in food samples in
which the level of contamination is comparatively lower
than in clinical samples. The criteria for primer selection
when attempting to detect viruses in food should include
(i) a reasonably high annealing temperature; (ii) a relative
lack of primer sequence degeneracy; and (iii) broad reac-
tivity. These criteria are essential since high stringency
and primer specificity are necessary to prevent the non-
specific amplification that readily occurs with food and
environmental sample matrices. An additional considera-
tion for the genetically diverse Norovirus group is the use
of primers that are broadly reactive and hence will be able
to detect as many genetically distinct strains as possible in
a single assay. 

Table 188.3 summarizes various Calicivirideae
primers that have been used in studies to develop RT-PCR

methods to detect the Noroviruses in different food matri-
ces. As for clinical samples, all of the primers reported in
Table 188.3 target either the viral RNA-dependent RNA
polymerase or the capsid protein genome regions. Several
investigators have used the NV 36/35 primer set for
Norovirus detection in shellfish and deli meat samples
(19,20,35,53,76,105). Previously, our group has used the
NV-3/5 primer set to detect the Norwalk agent in shellfish
and ready-to eat foods such as hamburger and lettuce
(11,16,17,72). The NI/E3 primer set has been used for the
detection of the GII Noroviruses in shellfish (12,76,106).
Shieh et al. (107) used primer sets targeting both the RNA
polymerase and capsid genes, Mon381/383 and SR33/46,
respectively, to identify a GII Norovirus in oyster samples
implicated in a California outbreak. Recently, Dubois 
et al. (81) used a newer primer pair that detects both
Noroviruses and Sapoviruses, as applied to the detection
of viruses in artificially contaminated produce. Sair et al.
(70) systematically compared four Norovirus primer
pairs, reporting the best detection limits for the
NVp110/NVp36 primer combination as applied to virus
detection in various food matrices (hamburger sandwiches
and lettuce). Furthermore, Honma et al. (101) found that
this same primer pair was broadly reactive with a range of
Noroviruses, without requiring separate amplifications for
the two Norovirus genogroups. Other researchers have
also used those primers together or in association with NI 
or NVp69 for the detection of Noroviruses in shellfish
(30,31,33). As for the Noroviruses, most of the method-
ological approaches described for the detection of hepati-
tis A virus in foods have been applied to artificially
contaminated shellfish species (Table 188.4). 

To improve assay sensitivity, “nested” RT-PCR has
been used for the detection of Noroviruses (26,52,76,108)
and hepatitis A virus (36,40,76,109–111) in foods. While
nested reactions can improve assay sensitivity, they have
rightfully earned a reputation of being risky from the
standpoint of contamination. To bypass those issues,
novel single-tube nested RT-PCR methods have been
described. For instance, Ratcliff et al. (112) separated the
reagents required for the nested amplification in a 
“hanging drop” that was intended to be introduced by cen-
trifugation after the first RT-PCR amplification. Burkhardt
et al. (113) compartmentalized the nested RT-PCR 
cocktail in a “tube-within-a-tube” (TWT) device using 
inexpensive and simple materials such as a pipette tip and
a microcentrifuge tube. 

In all, methods such as these have been used by many
investigators for the detection of viruses in environmental
and food samples, with detection limits ranging from
approximately 1–100 infectious units/g food. Some
assays have used internal amplification standards 
to simultaneously evaluate RT-PCR inhibition and/or to
provide a semiquantitative assay (20,31,34,73,99,105,
114,115).
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TABLE 188.3
RT-PCR Detection Methods of Members of the Family Caliciviridae, Including Noroviruses and Sapoviruses in
Foods

Location Size 
Primer Sequence (5’→→3’) (Polarity) (bp) (bp) Viruses Food Sample Reference

NV-5 CAAATTATGACAGAATCCTTC (�) 4601–4621 260 NV1 Lettuce and 17 
NV-3 GAGAAATATGACATGGATTGC (�) 4840–4860 hamburger 72, 16

Oysters 11
28

Clams
Clams

NV 36 ATAAAAGTTGGCATGAACA (�) 4475–4494 470 NV, UK2, Shellfish 35
NV 35 CTTGTTGGTTTGAGGCCATAT (�) 4923–4944 SMA3, TV4 Delicatessen 53

Oysters 20, 73
Shellfish

NI GAATTCCATCGCCCACTGGCT (�) 4756–4776 113 Norovirus GII Shellfish 12 
E3 ATCTCATCATCACCATA (�) 4869–4853 Shellfish 76 

Shellfish 106

M5 CACCACCATAAACAGGCTG (�) 2197–2214 224 NV Shellfish 36 
M3 AGCCTGATAGAGCATTCTTT (�) 2438–2421

P290 GATTACTCCAAGTGGGACTCCAC (�) 4568–4590 319 Noroviruses Fruits and 81
P289 TGACAATGTAATCATCACCATA (�) 4865–4886 and Sapoviruses vegetables

NP1 GCAGATTATACAGCATGGGAC (�) 4552–4572 NV, Semi- Shellfish, 52 
NP2 GAGTGAGGCGGGCTGGGTC (�) 4910–4891 358 nested with orange juice,
NP4 CAGGTGATAAACCAGTGG (�) 4819–4802 268 NP1 milk, cole slaw,

melon, lettuce

Mon381 CCAGAATGTACAATGGTTATGC (�) 5362–5383 Norovirus GII Deli sandwich 80 
Mon383 CAAGAGACTGTGAAGACATCATC (�) 5661–5683 322
Mon382 TGATAGAAATTGTTCCTAACATCAGG (�) 5559–5584 223 Nested with Shellfish 107

381

NVp110 AC(A/T/G)AT(C/T)TCATCATCACCAA (�) 4865–4884 Noroviruses Clams 33 (4 primers)

NVp36 ATAAAAGTTGGCATGAACA(�) 4487–4501 398 Lettuce and 70 (p36 � p110)
NI GAATTCCATCGCCCACTGGCT (�) 4768–4788 150 hamburger 31
NVp69 GGCCTGCCATCTGGATTGCC (�) 4733–4752 116 Oyster 30

Shellfish

SRI-1 CCAACCCARCCATTRTACAT (�) 5659–5640 316 Norovirus GI Seafood 109 
SRI-2 AAATGATGATGGCGTGTA (�) 5344–5361
SRI-3 AAAAYRTCACCGGGKGTAT (�) 5584–5566 241
SRII-1 CGCCATCTTCATTCACAAA (�) 5357–5339 514 Norovirus GII
SRII-2 TWCTCYTTYTATGGTGATGATGA (�) 4844–4866
SRII-3 TTWCCAAACCAACCWGCTG (�) 5046–5028 203
SR33 TGTCACGATCTCATCATCACC (�) 4856–4876 Oysters 114 
SR48 GTGAACAGCATAAATCACTGG (�) 4754–4773 123 GI5: UK2, NV Oysters 30 
SR50 GTGAACAGTATAAACCACTGG (�) 4754–4773 114 
SR52 GTGAACAGTATAAACCATTGG (�) 4754–4773 Shellfish 30 (with p110)
SR46 TGGAATTCCATCGCCCACTGG (�) 4754–4773 123 GII6: UK1, 80
SR33IN CACGATCTCATCATCACCAGTA(�) 4853–4873 UK3, UK4 Deli sandwich 14, 107
SR46IN AATTCCATCGCCCACTGGCTTCG (�) 4757–4776 117 (TNA7,UK4 Oysters

(TNA,HWA8,
SMA)

1 Norwalk virus.
2 UK: Antigenic groups UV1, UK2, UK3, and UK4.
3 SMA: Snow Mountain agent.
4 TV: Toronto virus.
5 GI: Genogroup I Noroviruses.
6 GII: Genogroup II Noroviruses.
7 TNA: Taunton agent.
8 HWA: Hawaii agent.



Methods for the Detection of Viral and Parasitic Protozoan Pathogens in Foods 188-13

TABLE 188.4
RT-PCR Detection Methods of Hepatitis A Virus in Foods

Primer Sequence (5’ →→ 3’) (Polarity) Location (bp) Size (bp) Food Sample Reference

H1 GGAAATGTCTCAGGTACTTTCTTTG (�) 2390–2414 247 Fruits and vegetables 81
H2 GTTTTGCTCCTCTTTATCATGCTATG (�) 2167–2192 Lettuce and

strawberry, on-tube 54
Shellfish 74, 157
Shellfish 29, 155
Oysters 30
Shellfish 27
Oyster

HAV-R CTCCAGAATCATCTCAAC (�) 2208–2226 192 Oyster 48
HAV-L CAGCACATCAGAAAGGTGAG (�) 2035–2054 Oyster 49

Lettuce and 17
hamburger 16

Oyster 48
Oyster 11
Clams 38
Oyster 28
Clams
Lettuce and 70

hamburger

H2 GTTTTGCTCCTCTTTATCATGCTATG (�) 2167–2192 210 Shellfish 139
H3 TCCTCAATTGTTGTGATAGC (�) 2358–2377

2870 GACAGATTCTACATTTGGATTGGT (�) 2986–3004 534 Clams 33
3381 CCATTTCAAGAGTCCACACACT (�) 3381–3360

Down CTCCAGAATCATCTCC (�) 2226–2211 207 Oyster 19
Up ACAGGTATACAAAGTCAG (�) 2020–2037

BG7 CCGAAACTGGTTTCAGCTGAGG (�) 7125–7104 276 Produce and shellfish, 79
BG8 CCTCTGGGTCTCCTTGTACAGC (�) 6850–6871 nested
BG7a CTGGTTTCAGCTGAGGYA (�) 7120–7102 264
BG8a GGTCTCCTTGTACAGCTT (�) 6856–6873

D GGAAATGTCTCAGGTACTTTCTTTGCTAAA 2389–2413 248 Shellfish, one-step 74, 157
AAACTGGATCC (�) 45

E GTTTTGCTCCTCTTTATCATGCTATGGAT 2167–2205 Mussels
GTTACTACAC (�)

HAVp3 GGAAATGTCTCAGGTACTTTCTTTG (�) 2413–2389 248 Shellfish 20
HAVp4 GTTTTGCTCCTCTTTATCATGCTATG (�) 2167–2192 Delicatessen 53

Shellfish 35

2949 TATTTGTCTGTCACAGAACAATCAG (�) 2949–2973 Shellfish, nested 36
3192 AGGAGGTGGAAGCACTTCATTTGA (�) 3168–3145 267 158
dkA24 CTTCCTGAGCATACTTGAGTC (�) 3139–3119? Oysters, non-nested
dkA25 CCAGAGCTCCATTGAACTC (�) 2986–3004 200

HAV4 ATTCTACCTGCTTCTCTAATC (�) 6716–6696 412 Seafood, semi-nested 109
HAV1 TTTGGTTGGATGAAAATGGTT (�) 6305–6325

Primer 1 CAGACTGTTGGGAGTGG (�) 762–778 Shellfish, nested 40
Primer 2 TTTATCTGAACTTGAAT (�) 1131–1147 385 Mussels, nested 110
Primer 3 CAAGCACTTCTGTTTCCCCGG (�) 780–797
Primer 4 ATTGTCACCATAAGCAGCCA(�) 1092–1109 329

P1 CAGGGGCATTTAGGTTT (�) 669–685 Fresh produce, nested 111
P2 CATATGTATGGTATCTCAACAA (�) 1063–1084 415
P3 TGATAGGACTGCAGTGACT (�) 807–825
P4 CCAATTTTGCAACTTCATG (�) 1000–1018 211

HAV240 GGAGAGCCCTGGAAGAAAGA (�) 194–213 170 Bivalve molluscs 143
HAV68 TCACCGCCGTTTGCCTAG (+) 43–60

A1 AGCATGGAGCTGTAGGAGTG (�) 291–309 271 Lettuce 144
A2 TAGAGACAGCCCTGACAATC (�) 543–562
HAV1 TTGGAACGTCACCTTGCAGTG (�) 332–353 Shellfish, nested 141

HAV2 CTGAGTACCTCAGAGGCAAAC (�) 680–700 368
neHAV1 ATCTCTTTGATCTTCCACAAG (�) 371–391
neHAV2 GAACAGTCCAGCTGTCAATGG (�) 641–661 290



B. PCR DETECTION OF PARASITIC PROTOZOA IN

FOODS

In general, considerably less effort has been put into using
molecular amplification methods for the detection of 
parasitic protozoa in foods. In the first study of its kind,
Fayer et al. (57) screened commercial oyster harvesting
sites from the Cheasepeake Bay region by PCR for the
presence of C. parvum-specific DNA. Using an 18S
rRNA gene-based nested assay, these investigators identi-
fied Cryptosporidium from all sites surveyed but only two
genotypes (human and bovine) were found. The IMS-
PCR method of Deng et al. (62) was able to achieve detec-
tion limits of 10 oocysts of C. parvum per 100 ml of apple
juice or milk. A series of studies to develop methods to
detect various parasitic protozoa in produce have resulted
in PCR detection limits ranging from 10–40 C. cayeta-
nensis oocyts/100 g raspberries (63,64) and 1000 
C. cayetanensis oocyts/100 g mesclun lettuce (63).
Finally, Warnekulasuriya et al. (87) developed a PCR-
based assay to detect T. gondii in ready-to-eat cured meat
products with a detection limit of 5 � 103 trophozoites/g.
It is important to note that almost all of these studies have
required nested amplification reactions in order to achieve
adequate detection limits for artificially contaminated
foods.

C. ALTERNATIVE NUCLEIC ACID

AMPLIFICATION METHODS

Nucleic Acid Sequence-Based Amplification (NASBA) is
a nucleic acid amplification method specifically designed
to detect RNA. The system utilizes three enzymes, (i) a
reverse transcriptase (AMV-RT); (ii) an RNase H; and (iii)
a T7 RNA polymerase, all of which act in concert with
two oligonucleotide primers specific to the target (116).
One of the primers (P1) contains the T7 RNA polymerase
promoter sequence at 5’ terminal. The transcription-
driven NASBA reaction is carried out at a single temper-
ature (41°C) and theoretically amplifies the RNA target
more than 1012-fold within 90 min. The final product of
the amplification is mostly single-stranded RNA, which
can be readily detected by probe hybridization without the
need for a denaturation step. 

From a clinical standpoint, NASBA commercial kits
(NucliSens, bioMerieux, Inc. Durham, NC) are available
for the detection of human pathogens such as HIV and
cytomegalovirus in blood or plasma. NASBA assays have
also been developed for the detection of foodborne enteric
viruses (Table 188.5). For instance, Jean et al. (117)
developed a NASBA-based method to detect hepatitis A
virus which performed adequately when tested on artifi-
cially contaminated lettuce and blueberry samples. The
same group (118) also developed a NASBA assay to
detect human rotavirus. Most recently, Greene et al. (119)
applied the NucliSens Basic Kit NASBA protocol for the

detection of Norwalk virus RNA in stool using primers
targeting the RNA polymerase region of the Norwalk
virus genome. This NASBA assay could consistently
detect 104 RT-PCR detectable units of NV RNA. When
applied to stool specimens from human challenge studies
and outbreaks of foodborne disease, the NASBA assay
yielded 100% sensitivity, 50% specificity and 67% con-
cordance using RT-PCR as the “gold standard.”

In general, the NASBA method is more rapid (6–8 hr)
and may demonstrate 10- to 100-fold improvements in
detection limits when compared to RT-PCR. Although the
NASBA is likely to be impacted by many of the same
restrictions as RT-PCR (e.g., contamination control, sam-
ple volume considerations, matrix-associated reaction
inhibitors), it is likely to remain an important alternative
detection method for foodborne pathogens.

VII. CONFIRMATION

After any nucleic acid amplification reaction, the ampli-
cons generated should be detected and confirmed to
assure the sensitivity and the specificity of the assay. The
most common confirmatory testing tool is agarose gel
electrophoresis followed by Southern blot hybridization.
In the case of RNA products (for NASBA), Northern blot
analysis using labeled internal oligonucleotide probes has
been used (101,120). Interestingly, an oligonucleotide
array dot-blot format for the simultaneous confirmation of
Norovirus amplicons and strain genotyping has recently
been reported, offering the promise of providing both
detection and strain typing in a single test (121). It is,
however, important to note that Southern and Northern
hybridization are largely being replaced by more rapid
and user-friendly hybridization methods based on enzy-
matic, chemiluminescent, or fluorescent endpoints. 

DNA enzyme immunoassay (DEIA) methods are an
appealing confirmation approach because they can be read-
ily automated and are familiar to many individuals working
in testing laboratories. For most of these methods, a capture
probe is immobilized to a microtiter plate well. A labeled
amplicon can then by detected directly, or alternatively, an
unlabeled amplicon can be hybridized to a second labeled
detector probe followed by detection after the addition of an
enzyme-conjugate and appropriate chromogen substrate.
After each step, unbound compound is removed by wash-
ing; for colorimeteric, luminescent, or fluorescent end-
points, absorbance is read using a conventional microtiter
plate spectrophotometer or fluorescent plate reader, and the
intensity of the signal may be approximately proportional to
the concentration of amplicon. Microtiter plate assay sensi-
tivity is usually equal to or better than Southern hybridiza-
tion and has the advantages of ease of interpretation and
more rapid (4 hr) amplicon confirmation (35,118).

Electrochemiluminescence (ECL) detection technol-
ogy has been developed by bioMerieux for the detection
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of NASBA amplicons generated using the NucliSens

Basic Kit. The technology involves a liquid sandwich
hybridization employing two specific oligoprobes; a cap-
ture probe immobilized to streptavidin-labeled magnetic
beads and a generic detection probe complexed to a 
ruthenium chelate. The hybrid is drawn into the ECL flow
cell, magnetic particles are trapped on an electrode, and
unbound reagents are washed away. Application of a volt-
age trigger to the electrode induces the ECL reaction, and
the emitted light is detected and the signals interpreted by
the NucliSens Reader and associated software. ECL
technology has been used by Fox et al. (122) as applied to
the detection and confirmation of enterovirus NASBA
amplicons obtained from clinical samples and by Greene
et al. (119) for the detection Norwalk virus in stool sam-
ples. The NASBA-ECL system usually allows for 
confirmed detection results in a single working day. 

Other amplicon confirmation methods have included
specific “nesting” reactions (52,76,108,109) and restric-
tion endonuclease digestion of RT-PCR products
(52,109). As nucleic acid sequencing equipment became
more widespread, direct amplicon sequencing for the con-
firmation of RT-PCR products has become the method of
choice (31,53,76). However, all of these confirmation
methods require significant amounts of sample manipula-
tion and remain time-consuming. 

In the case of parasitic protozoa, confirmation of 
PCR amplicons has been achieved by classic 
DNA hybridization (for C. parvum) (123), nested reactions
(for C. parvum) (57,64,85,86), restriction enzyme digestion
of amplicons (for C. cayetanensis) (63,84), or by oligonu-
cleotide ligation assay (for Cyclospora) (84). For the most
part, species and strain specific typing methods for
Cryptosporidium and Cyclospora are based on polymor-
phisms in either the 18S rRNA gene or intervening 

transcribed spacer regions between rRNA genes (124–126).
Accordingly, a second group of investigators have used
PCR-Restriction Fragment Length Polymorphism (RFLP)
assays for both confirmation and genotyping of C. parvum
(57) and C. cayetanensis (104).

A. REAL-TIME DETECTION

Several achievements have been made during the last
decade enabling nucleic acid amplification and
hybridization technologies to be linked so that detection
and confirmation occur simultaneously, resulting in so-
called “real time” detection. There are currently five main
chemistries used for real-time amplification and detec-
tion technologies, including DNA binding fluorophores,
the 5’ endonuclease assay, adjacent linear and hairpin
oligoprobes and self-fluorescing amplicons (127).
Recently, investigators have developed real-time PCR
systems for the detection of pathogens in foods
(128–134). Prototype real-time PCR and RT-PCR ampli-
fication technologies have been developed for the detec-
tion of hepatitis A virus (135), the Noroviruses (136), C.
cayetanensis (137), and C. parvum (138), although none
of these methods has yet been applied to the detection of
these pathogens in food matrices.

VIII. DETECTION OF VIRUSES AND
PARASITIC PROTOZOA IN FIELD
AND FOODBORNE DISEASE
OUTBREAK SPECIMENS USING
MOLECULAR METHODS

It should be clear from the above discussion that much of the
developmental work in the detection of viruses 
and parasites in foods has focused on applications to 

Methods for the Detection of Viral and Parasitic Protozoan Pathogens in Foods 188-15

TABLE 188.5
NASBA Detection Methods for the Detection of Enteric Viruses 

Location Size
Primers Sequence (5’ →→ 3’) (Polarity) (bp) (bp) Samples Reference

HAV
BB1 CAGATTGGCTTACTACACA 1000–1018 474 Lettuce, 117, 159

Blueberry, turkey
BB2 AATTCTAATACGACTCACTATAGGGAGACATGCAACTCCAAATCTGT 1428–1446
GI

NVP1 AATTCTAATACGACTCACTATAGGGAGAAGGATCTCATCATCACCATA 4592–4605 371 Lettuce, turkey, 119, 160
NVP2b GATGCAAGGTCGCATATGAGATACCACTATGATGCAGATTA ? stool
GII

NVP1 AATTCTAATACGACTCACTATAGGGAGAAGGATCTCATCATCACCATA 4592–4605 165 Lettuce, turkey 160
NVP2a GATGCAAGGTCGCATATGAGGAATTCCATCGCCCACTGGCT 4505–4515
Rotavirus
Rota-1 GTAAGAAATTAGGTCCAAGAG 794–814 286 Lettuce, 118, 159

Blueberry
Rota-2 AATTCTAATACGACTCACTATAGGGAGAGGTCACATCGAACAATTC 1045–1062



artificially contaminated shellfish species. Only a few of the
early methods were applied to naturally contaminated shell-
fish (12,14,20,48,50,76,109,139). Successful detection of
viruses in food samples epidemiologically linked to disease
has been reported only rarely and as applied to shellfish
(14,31,33,50,76,108), deli meats (53), and raspberries (140)
(Table 188.6). Many investigators have found it necessary to
use nested amplifications to achieve the sensitivity needed to
detect viruses in naturally contaminated products
(12,31,39,42,53,76,106,108,109,141). Interestingly, recent
survey work originating from Europe, including France
(30), Italy (42,142), Spain (106,141,143), Brazil (38), and
Greece, Sweden, and the United Kingdom (106) has
reported consistent detection of hepatitis A virus, the
Noroviruses, human enteroviruses, adenoviruses, and
rotaviruses from field shellfish harvesting sites, sometimes
at prevalence rates exceeding 40% (30,141,143). A field
study of market lettuce from Costa Rica demonstrated sam-
ple pools that were positive for both hepatitis A virus and
rotavirus during a period of high diarrhea prevalence in that
country (144). 

Protozoan parasites such as Giardia and
Cryptosporidium species may be present in shellfish-grow-
ing waters and the ability of shellfish to concentrate Giardia
and Cryptosporidium was first demonstrated by Toro et al.
(145). The first isolation of Giardia from market bivalves
was also reported by this same group (61). Later studies pos-
tulated the potential role of oysters in the epidemiology of
Cryptosporidium infection (146) and were followed by
studies that reported oocyst stability for 4–12 weeks in arti-
ficial seawater (56) with detection of Cryptosporidium
ocysts in Eastern oysters harvested from commercial sites in
the Chesapeake Bay (56). Cryptosporidium oocystes have
also been recovered from Bent mussels (Ischadium
recurvum) (58) and from various clams, mussels, and 
oysters harvested in Europe (147). 

With respect to non-shellfish food commodities,
Warnekulasuriya et al. (87) reported finding viable 
T. gondii in one of 67 ready-to-eat cured eat samples
screened in their study. Ortega et al. (7) found a preva-
lence of 14.5% and 1.8% of C. parvum and Cyclospora
oocysts, respectively, in their market survey of vegetables
collected from a Peruvian periurban slum. Robertson and
Gjerde (65) reported that 6% of the fresh fruit and vegeta-
bles sampled in their survey were contaminated with
either Cryptosporidium or Giardia, although the pathogen
concentrations were generally low.

IX. DISCUSSION AND CONCLUSIONS

Although the advent of molecular methods has revolu-
tionized our ability to detect viral and parasitic contami-
nation in foods, these methods are far from perfect. The
reality remains that detection of these agents in foods is
done infrequently, usually only in response to known or
suspected foodborne disease outbreaks, and rarely are
these methods applied routinely. Although there are many
reasons for the hesitance to routinely use these assays, the
most important among these are: (i) the association (or
lack thereof) between detection and viability; (ii) the lack
of widely accepted, collaboratively tested methods; and
(iii) the expense and need for highly trained personnel.

One of the more serious limitations of molecular
methods is their failure to discriminate between viable and
inactivated viruses or parasitic protozoan cysts or oocysts.
This is of critical importance because the inactivated forms
of these pathogens pose no real public health threat, and
yet the pathogens might be expected to be at least partially
inactivated during routine processing and storage of foods.
For instance, some investigators have reported that free
viral RNA is stable for days to weeks and that its detection
by RT-PCR is not necessarily an indication of infectious

188-16 Handbook of Food Science, Technology, and Engineering, Volume 4

TABLE 188.6
Recent Investigations in Which Viruses Have Been Detected in Foods Epidemiologically Linked to Foodborne 
Disease Outbreaks

Agent Food Samples Tested Methods Conclusions Reference

NLV Shellfish Outbreak samples RT-PCR (single and 4/4 outbreak samples 76
(food only) nested) sequencing Positive

NLV Oysters Outbreak samples RT-PCR (nested) Co-existence of two different NLV 108
(clinical and food) sequencing genogroups in single oyster specimen

by RT-PCR and sequencing
NLV Oysters Outbreak samples RT-PCR 2/3 recalled outbreak 14
(G II) (food only) sequencing oysters samples positive
NLV Deli meats Outbreak samples RT-PCR (nested) Identical nucleotide sequences 53
(G II) (clinical and food) sequencing of amplicons from food and

clinical samples
NLV Raspberries Outbreak samples RT-PCR Identical nucleotide sequences 140

(clinical and food) southern hyb. of amplicons from food
sequencing and clinical samples



virions (71,148). To avoid positive RT-PCR results that
might occur with inactivated viruses, Nuanualsuwan and
Cliver (149) pre-treated virus-containing samples with
proteinase K and ribonuclease before RT-PCR amplifica-
tion, finding that amplification was inhibited when inacti-
vated viruses were pre-treated with these enzymes. Others
have developed combined mammalian cell culture-RT-
PCR methods for virological analysis, attempting to con-
firm infectivity with the cell culture step (48,150).
Unfortunately, this approach will not work for the epi-
demiologically important non-culturable enteric viruses. 

For the parasitic protozoa, the issue of viability is no
less important. In general, a dependable indicator of cyst or
oocyst infectivity is needed. Although the use of vital dyes
and in vitro excystation assays have been used to establish
the viability for C. parvum, recent evidence indicates that
these are not always reliable (4). Although not always
practical, this organism may also be tested for infectivity
using the mouse model (9,56). Molecular tests for
Cryptosporidium viability have been attempted, including
fluorescent in situ hybridization (151) and cell culture fol-
lowed by RT-PCR (152,153). Recently, Jenkins et al. (154)
estimated the viability of C. parvum oocysts by RT-PCR
using a mRNA amyloglucosidase target. The issue is even
more complicated for C. cayetanensis, for which cell cul-
ture and animal models are only in developmental phases
(3). It should also be noted that an additional hurdle is the
necessity to differentiate between Cryptosporidium geno-
types that are pathogenic to humans as compared to those
that are not. In the past, this has been approached by PCR-
RFLP or sequencing analysis of antigen, structural and/or
housekeeping genes (4), although recently this has been
facilitated by real-time PCR (138). 

There is a need to develop more universal sample
extraction methods. Although virus and parasitic protozoa
concentration from foods is likely to remain at least in part
product dependent, research is needed to develop and refine
the prototype methods into collaboratively-tested protocols.
This has only been done on a limited basis for viruses in
shellfish (73) and not at all for the parasitic protozoan meth-
ods as applied to foods. In general, as investigators attempt
to refine methods, they must continue to seek effective
methods to concentrate the pathogens from the food matrix,
all the while removing matrix-associated inhibitors.
Furthermore, additional experimentation is needed to 
establish the relationship between detection using molecular
amplification techniques and the presence of infectious
virus particles or parasitic protozoan cysts and oocysts, in
shellfish, other foods, and environmental samples. Since the
concepts of viral and protozoan pathogen detection 
differ so dramatically from those used for the detection of
bacteria in foods, scientists need to continue to educate food
safety professionals about the principles of pathogen con-
centration, and provide technology transfer to bring these
methods into the commercial realm. However, even with the

best developmental efforts, the methods will probably never
be perfect and will always require a high degree of sample
manipulation on the part of the laboratory personnel. We are
hopeful, though, that with sufficient improvement, effective
methods for the rapid detection of human enteric viruses and
parasitic protozoa in foods can become more widely avail-
able to the food safety community.
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I. INTRODUCTION

Fungi are a large and diverse group and include the yeasts
and molds. They are widely distributed in nature. Due to
their versatile nutritional and environmental require-
ments, fungi are common contaminants of agricultural
commodities, foods, beverages, and feeds. The overall
economic losses of foods and crops due to mold growth
are high (1,2). In addition to economic losses, mold
growth on foods and crops presents a health hazard to
humans and animals by producing mycotoxins. Before
the discovery of aflatoxins, scientists and consumers con-
sidered fungal spoilage undesirable only because of eco-
nomic losses and the unaesthetic and organoleptic
changes that result from fungal spoilage. However, after
the Turkey X outbreak disease of 1960 that killed 100,000
turkey poults in England, scientists and regulatory offi-
cials became aware of the health hazards of mycotoxins
(1,3,4,5).

Mycotoxins are naturally occurring compounds pro-
duced by some mold species. Mycotoxins can be toxic to
humans and animals. The origin of the word mycotoxin is
from “mykes,” a Greek term for fungus, and “toxicum,” a
Latin word for poison or toxin. The exposure of humans
and animals to mycotoxins has been documented since
ancient times. In the Middle Ages ergotism, also known as
“St. Anthony’s Fire,” killed thousands of people in some
European countries. The cause of their death was attrib-
uted to ergot alkaloids produced by Claviceps purpurea
that infested rye and other grasses. In the late 1800s and
early 1900s a combination of Penicillium toxins caused

what was called “Yellow rice” outbreak, characterized by
severe liver damage in farm animals (3,6,7). 

During World War II a human outbreak known as
Alimentary Toxic Aleukia (ATA) occurred in Russia due the
consumption of moldy grains. The disease was characterized
by severe dermal necrosis, hemorrhaging, decrease in leuko-
cytes, and bone marrow degeneration. In 1960 the investiga-
tion of the “Turkey X-disease” outbreak led to the discovery
of mycotoxins produced by Aspergillus flavus subsp. para-
siticus, known as aflatoxins (for Aspergillus flavus toxins)
(3,4). The production of mycotoxins occurs in the field, and
during distribution, processing, and storage. The production
of mycotoxins presents a unique challenge to food safety
experts due to the fact that mycotoxins are natural toxins and
their production is sometimes unavoidable, and depends on
various environmental factors in the field and during storage
conditions. The main mold producers of mycotoxins include
Aspergillus, Penicillium, Fusarium, and Alternaria
(4,8,9,10). Various environmental factors affect the growth of
molds and the production of mycotoxins, including temper-
ature, pH, moisture content, oxygen levels, carbohydrates,
trace elements, the mold strains, and microbial competition. 

There is no direct relationship between the presence of
molds in foods and crops and the production of mycotoxins.
On the other hand, the absence of mold fragments and/or
mold spores in foods and crops does not guarantee that they
are free from mycotoxins, because these toxins are heat
resistant and can survive long after the molds have been
destroyed or inactivated. A number of mycotoxins produced
by different mold species have been reported in the litera-
ture. The majority of these toxins have been investigated



under laboratory conditions, and only limited numbers of
them have been encountered in nature.

The major mycotoxins that are of concern to human
and animal health include aflatoxins, ochratoxins, patulin,
zearalenone, fumonisins, moniliformin, and trichothecenes
(Table 189.1). 

Aflatoxins are secondary metabolic products pro-
duced by Aspergillus flavus, A. parasiticus, and A. nomius
(11) in a number of commodities, especially corn and
peanuts. Other nuts and grains are susceptible to aflatox-
ins as well. The main aflatoxins of concern are B1, B2, G1,
and G2. Generally these toxins are found together at vari-
ous levels. Aflatoxin B1 is considered the most potent
hepatocarcinogen to animals and presumably to humans.
Generally young animals are more susceptible to aflatox-
ins than older animals (12).

Ochratoxin A is a naturally occurring mycotoxin pro-
duced by certain species of the genera of Aspergillus and
Penicillium, such as Penicillium verrucosum and
Asepergillus ochraceus. Ochratoxin A is linked to kidney
damage (nephrotoxic) in animals and humans. A number
of investigations have reported the presence of ochratoxin
A in animal tissues, human blood serum, and milk.
Ochratoxin A also has been reported to affect the immune
system. Ochratoxin is commonly found in corn, barley,
wheat, oats, and coffee beans (6,13). Another mycotoxin
that usually coexists with ochratoxin is citrinin, which is
produced by some Aspergillus and Penicillium species
and causes kidney damage and mild liver damage.

Patulin is a low molecular weight mycotoxin that is
produced by a number of Penicillium species (especially
P. expansum), Aspergillus, and Byssochlamys species. 
P. expansum is the usual mold causing apple rot (6). These
molds are the most important producers of patulin in
apples, apple juice, and other apple derived products.
Patulin has been reported to have immunological, neuro-
logical, and gastrointestinal effects on animals. The poten-
tial presence of patulin in products that are consumed by
children and adults, such as apple juice and apple cider,
constitutes a significant a health risk. 

Fumonisins, especially Fumonisin B1 and Fumonisin
B2, are produced in corn by Fusarium moniliforme, F. pro-
liferatum and other Fusarium species. Fumonisins were
found to be extremely toxic to horses, causing what is
known as equine leucoencephalomalacia (ELEM), which
is characterized by loss of appetite, brain liquefaction,
liver damage, and respiratory complications (6,8,14). A
number of studies have also linked fumonisins and the
occurrence of esophageal cancer in humans in northern
Italy, South Africa, and China. 

Trichothecenes are a group of 148 related compounds
produced by the following Fusarium species: F. tricinc-
tum, F. sporotrichioides, F. poe, and F. equiseti. The most 
common trichthecenes isolated from agricultural com-
modities include T-2 toxin, HT-2 toxin, neosolaniol,
deoxynivalenol (DON), 3-acetyldeoxynivalenol, and
nivalenol. Trichothecenes have been isolated from corn,
oats, peanuts, rice, sorghum, wheat, barley, rye, corn meal,
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TABLE 189.1
Important Mycotoxigenic Molds and Their Mycotoxins Found in Foods

Mycotoxin Primary Mold Species Food Commodity

Afaltoxins B1,B2, G1, G2 Aspergillus flavus Peanuts, corn, dried 
Aspergillus nomius fruits, spices

Afaltoxins B1, B2 Aspergillus parasiticus Peanuts, corn, dried
fruits, spices

Aflatoxins M1, M2 Aspergillus flavus Milk and dairy 
products

Ochratoxins Penicillium verrucosum Cereals, coffee beans,
Aspergillus ochraceus beer, nuts

Patulin Penicillium expansum Apples, apple juice…
Citrinin Penicillium verrucosum Cereals
Deoxynivalenol Fusarium graminarium Cereals
Nivalenol Fusarium culmorum
Trichothecens
Fumonisins Fusarium moniliforme Corn, corn products

Fusarium proliferatum
Zearalenone Fusarium graminearum Cereals

Fusarium culmorum
Moniliformin Fusarium proliferatum Cereals

Fusarium subglutinans
Alternariol Alternaria alternata Tomatoes, fruits,

Alternaria tenuis oil seeds, cereals



breakfast cereals, bread, and snack foods. Trichothecenes
are toxic to animals at the cellular and organic system
level. They inhibit the synthesis of proteins. Some of the
common symptoms include refusal to eat, weight loss,
digestive disorders, dermal irritation, vomiting, diarrhea,
hemorrhage of the large intestine, and weakening of the
immune system (6,8).

Moniloformin is another common mycotoxin that is
produced by Fusarium species. It has been detected in
cereals such as wheat and rice. Moniloformin produces
intestinal hemorrhage and heart problems in laboratory
mice. It has been linked to Keshan disease in humans in
certain areas of China. 

Alternaria toxins are a group of compounds produced
by Alternaria species including A. citri, A. alternata, and
A. tenuissima. These are common contaminants of crops,
especially fruits, vegetables, and oilseeds at the preharvest
stage. The most commonly detected Alternaria toxins are
tenuazonic acid, alternariol, and alternariol monomethyl
ether. These toxins have been linked to a number of disor-
ders in humans and animals (3,6).

Other mycotoxins have been reported in the literature.
These include citreoviridin, gliotoxin, ergot alkaloids,
mycophenolic acid, penicillic acid, PR toxin, roquefortine
C, Rubratoxin A, vioxanthin, and xanthomegnin. 

II. MOLD DETECTION AND
ENUMERATION: GENERAL
CONSIDERATIONS

Accurate enumeration and identification of spoilage and
mycotoxigenic molds is essential to the control of these
fungi in the food supply (11,15–17). The current food
mycology techniques that are used to enumerate mold
spores and propagules consist of microscopic examination
and plate count techniques, which are inherited from food
bacteriology. Measurement of mold growth is more com-
plicated than bacterial counts. The significance of mold
count has to be carefully interpreted, since the mold colony
counts can result from mold fragments and/or individual
mold spores. A heavy mold sporulation that can result in a
significant increase of viable counts does not automatically
reflect an increase in the fungal biomass.  In addition the
blending of samples can easily increase the counts by
breaking mycelial fragments into smaller filaments. The
results of mold counts should take into consideration a
number of points including the history of the food product,
its chemical composition, and the sampling technique.
Recently, progress has been made in the development of
potential rapid methods for the detection of molds in foods
and feed. These potential rapid techniques can be grouped
in the following categories: chemical methods, direct meth-
ods, immunological methods, and genetic methods (18).

Any mycological methods should use a proper sampling
method. The sampling plans developed by the International

Commission on Microbiological Specifications of Foods
(ICMSF) are suitable for food mycology (2,19). 

Direct plating and dilution plating are the two main
methods used to detect and enumerate molds in foods.
Direct plating is generally more accurate than other plat-
ing techniques. In direct plating, solid food particles are
deposited on solid media.  Sometimes the food particles
such as grain kernels are disinfected in chlorine solution
to eliminate surface contamination. The results of direct
plating are expressed as percentage of infected particles.
Dilution plating is recommended for powdered and liquid
foods. Generally the sample is blended for two minutes
using a stomacher. To dilute powdered foods and grains
intended for flour manufacturing, peptone diluent (0.1%)
is recommended. After serial dilutions, 0.1 ml aliquots are
surface plated on an agar surface, with plates incubated at
25°C for five days. It is recommended that plates should
not be stacked more than three high and they should not
be inverted. The plates should not be disturbed during the
incubation period. After incubation, plates containing
between 10–150 mold colonies are counted.

III. SELECTION OF MEDIA

The selection of agar media is critical in the success of
mold detection and enumeration in foods and feeds. A gen-
eral purpose mycological medium should satisfy a number
of considerations: inhibition of bacterial growth without
affecting fungal growth, suppression of rapidly spreading
fungi such as Rhizopus species, and support the growth of
the target fungi. Generally these media contain both dif-
ferential and selective ingredients. To inhibit bacterial
growth, antibiotics such as chloramphenicol and chlorote-
tracycline are used. To slow colony spread, rose Bengal
and 2,6-dichloro-4-nitoalinin (dichloran) are used. Another
important consideration is the water activity of the agar
medium and the food to be analyzed. For help in proper
selection of mycological media the reader is referred to
Table 189.2. To simplify preparation, 3M Microbiology
Products (Minneapolis, MN) developed Petri film yeast-
and mold-count plates (Petrifilm YM). Comparison studies
have shown that Petrifilm YM plates to be comparable to
traditional methods, with the advantage of time savings,
because there is no need for media preparation and addi-
tion of antibiotics (19–24).

IV. ENUMERATION AND DETECTION OF
MYCOTOXIGENIC MOLDS

The versatile nature of molds in their environment and
their unique nutritional requirements allow them to grow
in many agricultural commodities and food products.
Molds are generally aerobic microorganisms; however, a
number of mold species can grow at very low oxygen
level. Their pH requirements are broad, ranging from pH
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2 to 9.5. The majority of molds can grow at water activity
(aw) of 0.85 or less. The majority of molds will grow at
temperature range of 10–35°C. There are a number of
Penicillium and Cladosporium species that can grow at
refrigeration temperatures. Other factors that affect mold
growth and mycotoxin production include the nutritional
status of the substrate, its physical state, presence of
preservatives, and competitive microorganisms. 

The three major mycotoxin mold producers are
Aspergillus, Penicillium, and Fusarium species.
Aspergillus and Penicillium species mainly attack 
commodities during storage, while Fusarium species are
generally considered field fungi. Mycotoxin production is
more prevalent in commodities such as corn, peanuts, nuts,
wheat, and barley. Due to the fact that mycotoxins are 
natural fungal toxins, the total prevention and control of
their production in the field and storage is almost impossi-
ble. However, an accurate detection and identification of
mycotoxigenic molds, in combination with other 
measures, is essential in minimizing the problem of myco-
toxins (2,25). 

During the last 20 years, food mycologists are
increasingly developing various selective and differential
media to enumerate and detect specific mold species.

Selective mycological media will help the isolation
and the identification of mycotoxigenic molds such as 
A. flavus strains, producers of aflatoxins. Although good
progress has been made in the development of selective

media, a significant level of research is still needed to
improve the existing media and to develop new ones. One
of the first selective media for A. flavus was called
Aspergillus differential medium (ADM). The main ingre-
dients include 1% yeast extract, 1.5% tryptone, and 0.05%
ferric acid. In this medium A. flavus and A. parasiticus are
identified by their characteristic production of reverse
orange-yellow color (9,25,26). Only a few other molds
such as A. niger produce the same reverse coloration. It
was demonstrated that the production of the orange-yellow
color is due to the reaction of aspergillic acid that is pro-
duced by the mold and the ferric ammonium citrate (27).
ADM was reformulated to develop Aspergillus flavus-par-
asiticus agar (AFPA). When AFPA is incubated at 30°C for
42–48 hours, aflatoxigenic molds (A. flavus, A. parasiti-
cus, and A. nomius) are diagnosed by their production of
bright orange-yellow reverse color prior to their produc-
tion of olive green conidia. A. niger and A. ochraceus have
been found to produce false positive results. However,
after 48 hours incubation, these mold species start to pro-
duce their characteristic colors that are different from the
color of the aflatoxigenic molds. AFPA is generally used to
detect aflatoxigenic molds in nuts, corn, peanuts, various
seeds, animal feed, and other commodities. 

Frisvad (28,29) developed a selective medium
(DRYES) for molds producing ochratoxin A, by adding 50
mg/L chloramphenicol, 50 mg/L chlorotetracycline,
2 mg/L dichloran, and 25 mg/L rose bengal to yeast-extract
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TABLE 189.2
Recommended Agar Media for the General Detection, Enumeration, and Isolation of
Molds

Food Products Type of Molds Medium*

High water activity fresh Molds in general DRBC, MA
foods (milk, fruits, cheese) PDA,

PCA + antibiotics
Cereal grains and nuts Molds in general DRBC

freshly harvested
Dried foods Molds in general DG18

including stored cereals
Flour Molds in general DG18
Confectionary Xerophiles MY50G

Extreme xerophiles MY70GF
Salty foods Molds in general DG18

Halophilic fungi MY5-12
My10-12

Any food Afaltoxigenic molds AFPA
Any food Ochratoxigenic molds DRYS
Any food Fusarium species CZID

*AFPA- Aspergillus flavus and parasiticus agar; CZID – Czapek iprodione dichloran agar; DRBC – Dichloran rose
Bengal chloramphenicol; DG18 – Dichloran 18% glycerol agar; DRYS – Dichloran rose Bengal yeast extract
sucrose agar; MEA – Malt Extract Agar; MY50G – Malt extract yeast extract 50% glucose agar; MY70GF – Malt
extract yeast extract 70% glucose fructose agar; MY5-12 and MY10-12 – Malt extract yeast extract 5% (or 10%) salt
12% glucose agar; PCA – Plate count agar; PDA – Potato dextrose agar.
Source: Pitt and Hocking (2), Tournas et al. (19).



sucrose agar. The main producer of ochratoxin, P. verruco-
sum produces yellow pigment on the colony reverse.
DRYES was reported to distinguish between producers of
ochratoxin A and citrinin (P. verrucosum) and producers of
xanthomegnin and viomellein (P. viridicatum and P. auran-
tiogriseum). It is recommended to incubate DRYES at
20°C for 7–8 days. 

To isolate Fusarium species, the following selective
media have been reported (2,25,30,31): Nash-Snyder
medium, modified Czapek-Dox agar, Czapek iprodione-
dichloran (CZID) agar, potato-dextrose-iprodione-dichlo-
ran (PDID), and dichloran-chloramphenicol-peptone agar
(DCPA).  In Nash-Snyder medium, pentacholoronitroben-
zene (PCNB) is the selective ingredient. However, the
potential carcinogenic properties of PCNB limited its use
in food mycology laboratories. DCPA is recommended
when Fusarium species are dominant due to their high pro-
duction of macroconidia. When these selective media for
Fusarium species were compared, PDID and CZID were
found more effective. Identification of Fusarium isolates
in CZID is more difficult; therefore, their culture on
Carnation Leaf Agar (CLA) is recommended. 

V. DETECTION OF XEROPHILIC MOLDS

Xerophilic fungi are characterized by their ability to grow
under low to very low water activity (aw). Moderately
xerophilic molds can grow on normal media with high aw,
while extreme xerophiles need a medium with low aw.
Media for xerophilic fungi should be able to inhibit the
growth of non-xerophilc microorganisms due to addition
of various humectants such as glucose, sucrose, sorbitol,
and glycerol.  These media are useful for the analysis of
high-sugar food products.  Addition of sodium chloride to
media is recommended for the analysis of high-salt foods.
Dichloran –18% glycerol agar (DG18) is recommended as
a general medium for the isolation of the moderately
xerophilic molds in dry products. Fastidious xerophiles,
such as Xeromyces bisporus, Chrysosporium spp., and
Eremascus, grow poorly on DG18 and require other media
such as malt extract-yeast extract –50% glucose (MY50G)
agar. Pitt and Hocking recommend the use of malt extract-
yeast extract –70% glucose-fructose (MY70GF) agar to
isolate fastidious xerophiles (2,32–34).

VI. DETECTION OF HEAT RESISTANT
MOLDS

Heat resistant molds such as Byssochlamys, Talaromyces,
Neosartorya, and Eupenicillium species, are a unique
group of fungi in that they can cause the spoilage of shelf
stable foods and can survive standard heat processing
operations. The isolation of heat resistant molds from heat
processed food products such as fruit juices and 
concentrates is accomplished by using a plating method or

direct incubation method after heating the samples at 
75–80°C for 30 minutes. It is recommended to heat a 100 g
sample that then should be dispersed in an equal volume
of double strength agar medium of a defined composition.
Generally, Malt Extract Agar (MEA), Potato Dextrose
Agar (PDA) and Oxytetracycline Glucose Yeast Extract
(OGY) supplemented with antibiotics are used. The plates
are incubated at 25–30°C for two to four weeks (2,35,36).

VII. RAPID DETECTION METHODS 

Current methods, such as direct plating and dilution 
plating, that are used to detect and enumerate molds in
food and feed are time consuming and do not offer rapid
assessment of the quality of foods and ingredients. In the
last 10 to 15 years, a number of potential rapid 
techniques have been investigated. These techniques
include chemical and biochemical techniques, electrical
impedence, and immunological methods (18,37–39). The
chemical and biochemical techniques are based on the
detection and quantification of specific components of the
molds, such as chitin, ergosterol, and adenosine triphos-
phate (ATP).

Chitin, a polymer of N-acetyl-D-glucosamine, is one of
the most frequently occurring polysaccharides in mold
spores and mycelia. One of the major non-fungal sources of
chitin are insects. However, chitin does not exist in bacteria
and in the absence of insect infestation is not found in food
and feed products. Therefore, the detection of chitin in
foods and feeds can indicate fungal activity, even if the
mold contaminants have been destroyed. There is a good
correlation between chitin or its breakdown compounds
(glucosamine, N-acetylglucosamine) and mycelial growth
in cereal grains. Methods such as colorimetry, chromatog-
raphy (HPLC, GC), microscopy with fluorescent and non-
fluorescent dyes, and infrared spectroscopy have been used
to detect chitin. The disadvantages of these assays are that
sophisticated instruments are used, and the methods have
low sensitivity and reproducibility problems (40–43).

Ergosterol is another fungal chemical that has been
suggested for use to measure fungal growth in cereal
grains. Ergosterol is the principal sterol in fungal mem-
branes. Ergosterol does not occur in high quantities in
plants. There is some correlation between ergosterol level
and mold growth and associated mycotoxin production.
The methods of analysis for ergosterol are based on direct
saponification, extraction with hexane, and quantification
using high-pressure liquid chromatography (HPLC), thin
liquid chromatography (TLC), liquid chromatography
(LC), or spectrophotometric techniques (UV, infrared)
(41,44–50).

Research on the use of immunological techniques to
detect food-borne fungi has also been active for the last 10
to 15 years (51). These techniques are based on the bind-
ing of fungal antigens and their corresponding antibodies.
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Fungal antigens have been found to be heat resistant, and
they can last after the destruction of the mold species. The
fungal antigens used were mainly mold spores, fungal
proteins, extracellular polysaccharides, and ergosterol.
One of the major issues related to the detection of molds
using immunological techniques is the lack of specificity
and cross reactivity with food components (38,52–57). 

Other potential rapid detection techniques include
genetic methods (i.e., DNA fingerprinting, polymerase
chain reaction, and DNA-DNA hybridization), electrical
impedence methods, automated hydrophobic grid mem-
brane filter techniques, and detection of fungal volatile
compounds (58–64). More research is needed in order for
all these promising methods to be applicable for routine
and online analysis.

VIII. DETECTION OF MYCOTOXINS

There is no single method that is appropriate for the detec-
tion of all mycotoxins. These methods depend on many
factors including the chemical nature of the mycotoxin
and the substrate. Appropriate sampling methods are crit-
ical for the accurate detection and quantification of myco-
toxins in foods and feeds. The routine analytical steps for
the analysis of mycotoxins include sample preparation,
extraction, clean up, qualitative detection, confirmation,
and quantification. 

Mycotoxin extraction is generally done using polar
solvents such as methanol, acetone, and chloroform. For
some mycotoxins a combination of organic solvents and
water or water alone are used. Usually these extracts are

cleaned to remove impurities by using liquid-liquid parti-
tioning or column clean up, such as immuno-affinity car-
tridges. These cartridges contain monoclonal antibodies
that are specific to the target mycotoxin(s). Different
mycotoxins or other chemical components in the sample
are separated by thin-layer chromatography (TLC), gas
liquid chromatography (GLC), or high performance liquid
chromatography (HPLC). Quantification is done using
fluorodensitometry or fluorescence detection with HPLC.
Other detection methods use U.V. absorbance, electro-
chemical, or flame ionization. Naturally occurring myco-
toxins should be determined using the methods outlined in
the Official Methods of Analysis (25,65,66). Recently a
number of immunoassay methods, such as enzyme-linked
immunosorbent assays (ELISA) have been developed and
are commercially available (Table 189.3). The big advan-
tage of these immunoassay techniques is that they are
simple and practical to use for qualitative screening of a
large number of samples.

IX. SUMMARY

Despite recent advances in the detection of foodborne
molds, many practitioners still use very traditional meth-
ods (67). Much of these methods are based on macro-
scopic and microscopic techniques. As such, there is
potential risk that this knowledge will not be adequately
passed on to the next generation of mycologists. Perhaps
more modern methods will replace the traditional tech-
niques before food microbiologists are pondering the
need for a fungal analysis.
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TABLE 189.3
Commercially Available Immunoassay Test Kits

Company Test Kit Mycotoxin

Neogen Corporation Microwell ELISA Aflatoxin, Vomitoxin,
(www.neogen.com) Fumonisin, Ochratoxin,

Zearalenone, T-2 toxin
Vicam LP Immunoaffinity Aflatoxin, Vomitoxin,
(www.vicam.com) Column Fumonisin, Zearalenone,

Ochratoxin
R-Biopharm Microwell ELISA Afaltoxin, Vomitoxin,
(www.rbiopharm.com) Fumonisin, Zearalenone,

T-2 toxin
Editek (Medtox Laboratories) Card ELISA Aflatoxin, Zearalenone,
(www.medtox.com) T-2 toxin, Ochratoxin
International Diagnostic Systems Cup ELISA Aflatoxins, Fumonisin B1

(www.ids-kits.com)
Romer Laboratories Clean-up Aflatoxin, Ochratoxin,
(www.romerlabs.com) Patulin, DON, T-2 toxin,

Zearalenone, Fumonisins,
Sterigmatocystin

Source: Bullerman and Gourama (25).
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Part V
Water Technology





I. INTRODUCTION

Source water quality is not the same all over the world.
Arguably, it has the most variability of any raw material
associated with the food industry. Deep wells, shallow
wells, reservoirs, lakes, streams, rivers, even the oceans
themselves are potential sources of useable water. The con-
trol and management of these water sources can vary along
a spectrum from completely private control (for example, a
plant well) to completely public control (for example, a
municipal water source). Irrespective of whether a food
plant has its own well, or it draws its water from a modern
municipal treatment plant, each individual water supply

presents its own particular problems. This chapter dis-
cusses the importance of water sources to the food indus-
try and provides information on minimizing risk through
the use of source selection and protection strategies.

II. WHY SOURCE WATERS ARE CRITICAL
TO THE FOOD INDUSTRY

A. CONTAMINANTS IN WATER SUPPLIES

Contaminants in water supplies present a danger to the
taste, odor and appearance of food products. In extreme
cases there are potential risks regarding public health.
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Physical discrepancies in water, such as high turbidity,
off-colors, off-odors or off-tastes, can have an almost
immediate effect on the flavor, appearance or shelf-life of
the food products it is used to manufacture. Chemicals
and minerals present in the water supply can also have
adverse effects. For example, high salts content can
change the taste of the food products, thereby making
them unpalatable and unacceptable to the consumer.
Another example is high alkalinity which can quickly
neutralize the delicate acidity of carbonated beverages,
lessening their “tang” and making them more susceptible
to spoilage. Microorganisms, algae, or even small
amounts of organic matter in the water can cause
unsightly sediment to develop in food products and lead to
premature spoilage. A particular danger when using a sur-
face water supply (for example, reservoir, lake, stream or
river) is where seasonal changes result in “blooms” of
algae or “inversion,” where organic debris rises from the
basin. In addition to the debris that is produced, microbial
metabolites from several types of algae can produce
highly sensory-active organic compounds. Two of the
more common compounds are geosmin and methylisobor-
neol which are sensory active at nanogram per liter (ng/l)
concentrations and have been a major cause of sensory
complaints at municipal water works and some food
plants. These concerns, in addition to a growing number
of organic compounds being detected in water supplies
historically considered safe and of high quality, make the
quality of source water and its appropriate treatment
extremely important to the food industry.

B. REGULATIONS

On a world-wide basis, our knowledge regarding the
effects of contaminants in water is increasing. Much of
this advancement is due to the huge progress in the area of
analytical chemistry. Water testing instruments are
becoming more and more sensitive and sophisticated.
Coupled with this is the fact that water has such a simple
sample matrix. The result is the measurement of trace
materials in water at levels previously impossible. Test
results reported in parts per billion and parts per trillion
are now commonplace. Regulatory agencies, understand-
ing the importance of water quality to the health of the
population, and now having analytical tools to support
them, are striving to make water supplies as safe as possi-
ble. As a result, drinking water regulations around the
globe are in a period of change and refinement. Source
waters for products such as natural mineral waters, or
other bottled water categories, often must meet extremely
stringent requirements and the allowable treatments are
often limited.

It is important that food plants be in compliance with
all regulations regarding their water source, as well as
those relating to water treatment and treated water quality.

As analytical capabilities increase and the limits that
instruments can detect decrease, regulators, suppliers and
end users of water will be forced to continually learn and
refresh their understanding of the nature and adverse
effects of all potential contaminants.

C. CONSUMER AWARENESS AND SENSITIVITIES

Water is like no other food industry raw material in terms
of consumer knowledge and sensitivity. Water quality-
related issues are increasingly apparent in the public
domain. Almost any day newspapers will contain some
water-related issue. Cryptosporidium parvum or Giardia
lamblia outbreaks, E. coli contamination, algae blooms,
high arsenic levels, methyl-tertiary-butyl-ether in ground-
water, disinfection by-products such as trihalomethanes or
bromate and depletion of water resources are some of the
more common examples of this. This media coverage has
helped increase the global awareness of the quality of
water, something that for centuries has been taken for
granted. This heightened consciousness underscores the
need for water and its environmental and ecological con-
siderations to be valued and adequately addressed by food
companies.

D. TREATMENT SELECTION

The list of possible contaminants in a given source water
supply could literally take all day to review. We should
recognize this variability and know as much as possible
about the water source that is used at each food process-
ing location. Chemical, physical, microbiological and
radiological analytical data can provide valuable informa-
tion with respect to the characteristics of a given source
water supply. Historical data, seasonal variation and plans
for development of the source and surrounding areas can
help determine its consistency. Water treatment system
design at each food plant should be based on this com-
plete understanding and is source specific.

E. IF SOMETHING GOES WRONG, ALTERNATIVE

WATER SOURCES ARE USUALLY LIMITED

Water is not like other raw materials that can usually be
procured from an alternative supplier if there is a problem.
Droughts can result in reduced availability of water at cer-
tain times of the year. In some coastal areas, it is not
uncommon that intensive pumping of fresh groundwater
will cause salt water to intrude into fresh water aquifers.
Contamination from accidental spills, waste disposal,
industrial effluent, run-off and numerous other events can
potentially compromise the quality of a plant’s source water
supply. Intentional contamination, such as terrorist activity,
could easily result in widespread contamination, as rela-
tively small amounts of a contaminant can have substantial
effects. For example, the U.S. Environmental Protection
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Agency estimates that less than one gallon of gasoline can
contaminate one million gallons of groundwater to the
point where it is unusable for drinking purposes (1).

III. WATER SOURCE PROPERTIES

Clearly, both the quality and quantity of water available to
food plants need to be preserved. The selection, protection
and subsequent treatment design are paramount to helping
assure that only a safe, consistent, high quality treated
water is used. This requires a thorough understanding of
the characteristics of the source water supply. The follow-
ing paragraphs will provide an overview of different types
of source water supplies and their attributes.

A. COMPARISON OF SURFACE AND

GROUNDWATER SOURCES

Water sources may be classified into two major cate-
gories, namely groundwater and surface water. Examples
of surface waters include reservoirs, lakes, streams, rivers
and oceans. Examples of groundwater include confined
and unconfined aquifers, artesian supplies and springs.
The two categories differ greatly in the characteristics of
the water they supply, as does water from groups even
within the same category. Due to this wide variability, it is
not possible to describe with certainty what a “typical”
surface or ground water looks like in terms of its chem-
istry. The best we can do is provide generalities, see
Table 190.1, with the condition that there are truly excep-
tions to every rule.

B. SURFACE WATER SOURCES

In general, surface supplies can be highly variable in
every respect—chemically (total dissolved solids, alkalin-
ity, etc.), microbiologically (bacteria, viruses, protozoan
“cysts,” etc.) and physically (turbidity, color, etc.). Many
surface waters are subjected to contamination which may
present in many forms, including:

1. Bacteria and other organisms from animal wastes
via direct introduction (animals) or indirect intro-
duction (poorly or untreated wastewater)

2. Algae blooms, which are typically acute, sea-
sonal events

3. “Natural” chemical contamination as evi-
denced by high levels of natural organic matter
(primarily the humic substances from decaying
vegetation and animal waste)

4. “Synthetic” chemical contamination from sur-
face run-off (outflow) of agricultural chemicals
(pesticides, herbicides, insecticides, etc.)

5. Intentional human contamination (sabotage,
terrorism, war, etc.).

Again, it must be underscored that the characteristics
above, and those that follow, are intended to provide gen-
eral trends in terms of water composition and characteris-
tics. Exceptions to virtually every characteristic described
have been observed.

1. Lakes

Due to their relatively stagnant flow patterns and long
water residence time, natural lakes are usually of consis-
tent composition relative to other types of surface sup-
plies. One major climatic event which may have drastic
changes in lake water quality is seasonal “inversion.” This
refers to the phenomenon whereby water at the surface of
the lake reaches a temperature at which it is most dense
(3.98°C, or 39.2°F). The water below it has not yet
reached this state, and density and temperature gradients
are therefore formed. This “heavy” water then begins to
descend, and displaces the water below it. The displaced
water then inverts (hence the term “inversion”) and moves
from the bottom of the lake toward the upper portion. The
resulting agitation brings with it much of the sediment,
and associated unwanted components, which make
municipal and industrial monitoring even more critical
during this time. As you might imagine, both the phe-
nomenon of inversion and its related thermal stratifica-
tion, are actually much more complex. Their effects on
aquatic life and the eutrophication process (basically, the
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TABLE 190.1
Relative Comparison of Ground and Surface Water
Supplies

Parameter Ground Water Surface Water

Total Dissolved Solids (TDS) Higher Lower
Suspended solids Lower Higher
Turbidity and color Lower Higher
Alkalinity Higher Lower
Total Organic Carbon (TOC) Lower Higher
Microbiology

● Protection from bacteria Highly protected Highly 
and viruses susceptible

● Protection from protozoa Highly protected Highly 
susceptible

● Presence of iron and/or Common Rare
manganese bacteria

Hydrogen sulfide gas Common Uncommon
Aeration/dissolved oxygen Lower Higher
Temperature More consistent More variable
Flow rate Very slow Very fast
Flow pattern Laminar Turbulent
Susceptibility to pollution via Low High

surface run-off
Time for a contaminant Very Long Usually short

plume to resolve

Source: Adapted from Bena (2001).



nutrient enrichment of a body of water, usually lakes or
ponds, which results in algae growth or “blooms”) have
been studied under many other scientific disciplines.
Unfortunately, industrial waste effluent and sewage treat-
ment plant discharge are often re-introduced into the same
body of water that originally supplied the influent water
(this is also often the case for many large streams). These
practices are coming under more scrutiny and there is ever
increasing political pressure for regulatory reform.

2. Reservoirs

Reservoirs, or “man-made” lakes, are similar in overall
characteristics to those described above for natural lakes.
They are often regarded as huge storage reservoirs for
municipal water supplies prior to treatment. As surface
supplies go, reservoirs are of fairly consistent quality, rea-
sonable turbidity (due in large part to natural oxidation
and settling mechanisms) and often afford lower bacteria
counts than other surface supplies (2). However, as a con-
sequence of their relatively low flow patterns and lack of
agitation, algae blooms are often a problem.

3. Streams

In general, streams are often of reasonable chemical/phys-
ical composition. Due to their locations and physical
dimensions they offer easy access for a multitude of ani-
mal life. With this comes the frequent introduction of
microorganisms of fecal origin, in addition to appreciable
amounts of organic matter. This organic material is typi-
cally considered to be the precursor material of tri-
halomethanes and a host of other chemical by-products
which can be formed once this water supply is disinfected.
Smaller streams are often influenced by rain events,
whereby their flows are increased, with subsequent
increase in suspended solids and turbidity. Larger streams
are generally at higher risk of having industrial waste
(often poorly or inadequately treated) discharged into
them. They are often more of a concern, due in part to
their larger surface area, in terms of accepting surface run-
off and sub-surface drainage.

4. Rivers

Rivers represent perhaps the most difficult of the surface
water supplies to address. In general, they are of highly
inconsistent quality, very high turbidity and suspended
solids, prone to considerable temperature fluctuations and
vary widely with respect to their flow patterns (that is,
areas of excessive turbulence and areas of minimal move-
ment may exist within close proximity to each other).
Rivers, as a result of their great length and flows, are recip-
ients of surface run-off from many types of areas. For
example, a river might flow across areas of agrarian activ-
ity, with the potential to incorporate pesticides, herbicides,

nitrate, and other contaminants along its route. This same
river might later flow through an industrial zone, pick up
run-off from poorly contained chemical storage tanks,
drains, sewers, etc. and possibly even meet the discharge
of one or more waste treatment plants! Imagine the con-
taminant “soup” that would result. For this reason, any
methods of treatment for river water must be preceded by
thorough characterization of the supply. The treatment
itself must be capable of addressing a wide range of
quickly changing water qualities.

C. GROUNDWATER SUPPLIES

In comparison to surface supplies, groundwater supplies
are generally more consistent in every respect—thermally,
microbially, chemically and physically. They have histor-
ically been considered a much safer supply, or one which
produces “purer” water. Two hundred years ago, this blan-
ket statement might have been more universally true.
However, along with the development of the chemical and
related industries came the increased potential for ground-
water contamination. With increasing industry, came
increasing underground chemical storage, increasing con-
taminant spills, increasing numbers of poorly located
and/or poorly constructed septic systems, along with a
host of other problems for the groundwater environment
that needed to be addressed (in fact, many still do).

As with surface water supplies, there are different
classifications of groundwater, with some being more pre-
ferred than others in terms of providing consistently good
quality water. A brief discussion of each, in terms under-
stood by the novice hydrogeologist (which is a discipline
becoming increasingly important for anyone involved
with water operations to know), follows below. 

1. Aquifers and the Underground Environment

An aquifer may be defined as “a geologic formation with
sufficient interconnected porosity and permeability to
store and transmit significant quantities of water under
natural hydraulic gradients”(3). Critical terms in this
description are “store,” “transmit,” and “significant quan-
tities.” All three should be satisfied to consider a supply an
aquifer. The first two are straightforward. For example,
huge amounts may be stored but unable to be transmitted,
in which case this supply, however large, should not be
considered an aquifer. The third term, “significant quanti-
ties” is more nebulous and linked to the intended use of
the supply, such as a residential well, a large municipality,
or multiple industrial users tapped into a community well.
Clearly, “significant quantities” would be defined differ-
ently for these three applications. 

Figure 190.1 describes the different layers or zones
encountered as we move downward from the surface of
the ground to the water bearing strata below it. As we
move from the surface, the first zone encountered is the
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“unsaturated zone” (also referred to as the “vadose
zone”). In this area, the geologic media (dirt, clay, sand,
etc.) contains a mixture of water and void spaces with
air—hence, the terms “unsaturated” or “variably satu-
rated.” Continuing downward, we reach the “capillary
fringe,” which is generally considered the beginning of
the “saturated zone,” but is sometimes considered a dis-
tinct entity. This interface between unsaturated and satu-
rated zones is not completely understood and is the
subject of much study with regard to movement of certain
contaminants within it. The “saturated zone” is the area
where air is at a minimum and water is at a maximum. The
geologic media here are saturated with water. Dissolved
oxygen in the saturated zone is extremely rare. Many deep
groundwater formations exist under anaerobic or hypoxic
conditions. It is within the saturated zone where we find
our aquifers and where most production wells are placed.
Throughout the saturated zone, many strata of varying
permeability will be found. Most importantly, this is
where groundwater supplies are found.

2. Unconfined and Confined Aquifers

Aquifers may be grouped into the two broad categories of
“unconfined” and “confined.” Unconfined aquifers
(sometimes referred to as “water table aquifers”) are those
water bearing, geologic formations which are under
atmospheric pressure at their upper boundary. The “water
table” (sometimes referred to as the “phreatic surface”) is
the upper boundary of the saturated zone. Water levels in
wells which tap unconfined aquifers should be the same

as the level of the water table. The plane which connects
the upper levels of water in all wells which penetrate
unconfined aquifers is known as the “potentiometric sur-
face.” Confined aquifers (sometimes called “artesian
aquifers”) are those water bearing geologic formations
whose upper and lower boundaries are comprised of geo-
logic material of low permeability, and which are under
pressure greater than atmospheric. 

In the case of confined aquifers, due to the internal
pressures, the water levels in wells which tap them may
often exceed the level of the water table (which may result
in a “flowing artesian well” or “spring”). In the food
industry, conversational knowledge of confined and
unconfined aquifers will account for nearly all of the
hydrogeologic discussions into which a food technologist
might become engaged. 

In addition to aquifers being classified as confined or
unconfined, the geologic material of the aquifer may be
described as consolidated or unconsolidated.
“Unconsolidated” deposits are formed from loose geologic
material, such as sand, clay, silt, gravel, and even sea-shell
remains. “Consolidated” deposits are formed by mineral
particles combining from heat and pressure, or via chemi-
cal mechanisms. They include sedimentary rocks, such as
limestone, dolomite, shale, and sandstone; igneous
(formed from molten) rocks, such as granite and basalt;
and metamorphic rocks, such as limestone and gneiss (4).
Fractured rock formations almost always refer to fractures
or fissures in consolidated deposits. Ground water and
contaminant flows through this type of formation are
highly unpredictable, since it is difficult to determine
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which route the water will take through this hard rock
maze. Carbonate aquifers (also known as “karstic forma-
tions”) are formations of limestone and other water-solu-
ble rocks whose fractures have been widened by erosion to
form sinkholes, caves, or tunnels (5). As you might expect,
with such little resistance, the flows through fractured and
carbonate formations can be rapid enough to rival surface
water sources. Flows, though rare, have been reported up
to 450 meters (approximately 1500 feet) per day (5).

D. MUNICIPAL SUPPLIES

Municipal supplies of water may come from either surface
or groundwater supplies, or a mixture of the two. In many
cases, the regulatory oversight of municipal water treat-
ment plants and distribution systems affords water of nor-
mally very high quality. However, this should not be
depended upon as a guarantee. Even if a food plant is
lucky enough to have a normally high quality municipal
supply, it is still necessary for them to monitor their source
water and have appropriate water treatment systems. This
is largely due to the fact that problems can occur with
municipal treatment and distribution, as will be discussed
below. It is also partly because municipalities have differ-
ent treatment objectives and requirements to food industry
plants. For example, high total dissolved solids, high alka-
linity levels and disinfectant residuals (e.g. chlorine)
might be acceptable in municipally treated water but can
adversely impact the quality of many food products. 

Some of the chemicals used by municipalities can
lead to problems with food plant water treatment systems.
For example, chloramines which are often used for disin-
fection purposes by municipalities (or may form uninten-
tionally through municipal chlorination if ammonia is
present in the source water supply) can negatively affect
food plant water treatment operations, especially those
which operate conventional coagulation water treatment
systems. Conventional coagulation systems are also espe-
cially prone to gross upset to the floc formation if
polyphosphate use is instituted by a municipality for cor-
rosion control within their distribution system. Even the
simple act of flushing out distribution lines and fire
hydrants, which can occur on a periodic basis, can stir up
loose particles of iron, debris and/or organic material
leading to short periods of highly undesirable water qual-
ity entering the food plant water supply. Flushing of
municipal distribution systems can also introduce con-
taminants from the scouring agents which are regularly
used. Other problems for which the municipal treatment
sometimes does not adequately address include sensory
issues, such as those related to algae blooms (see above
discussion on “inversion”), high levels of disinfection by-
product formation (for example, trihalomethanes, bro-
mate, etc.) and accidents (such as cross-connections or
damaged valves/pipes that can potentially introduce 

contamination such as that from septic sewage). At the
time of writing there are still cities in the U.S. (most
notably New York) and in Europe (for example, Belfast
and Manchester) that receive surface water from protected
catchments that have essentially had no treatment other
than addition of a disinfectant, fluoridation and corrosion
control. The view that catchment control alone provides
water that is safe after disinfection is becoming less 
and less acceptable as there have been too many outbreaks
of waterborne diseases (especially those associated with
protozoan parasites such as Giardia lamblia and
Cryptosporidium parvum). In addition, there is increasing
pressure for recreational access to protected catchments. 

Many municipal treatment problems occur in the
developing world where there are important differences 
in water priorities compared to developed countries.
Waterborne diseases are one of the greatest health hazards
across much of the world and the high incidence of such
diseases is one of the key factors that cause high infant
mortality rates. The priorities in the developing world is
thus to provide water from reliable supplies of microbially
safe water at an affordable cost. That is not to say that
physiochemical quality criteria are ignored, but they are
considered with due regard to the supply of a microbially
safe water at an affordable cost. Unfortunately, water
treatment processes in the developing world all to often
fail, even with their primary objectives.

It is highly advantageous for food plant personnel to
understand the challenges faced by their municipal water
supply authority. This allows them to be prepared with the
appropriate in-plant monitoring and water treatment.
Maintaining a good relationship can also be very useful so
as to be informed if and when changes to the municipal
water treatment process are being planned or if flushing of
municipal water distribution systems is to occur near the
food plant. Municipalities can also provide valuable ana-
lytical data which helps a food plant determine the char-
acteristics and consistency of its source water supply.

IV. WATER SOURCE SELECTION
CONSIDERATIONS

The categories above briefly discussed the major sources
of water supplies to food plants. Obviously, there are oth-
ers (oceans, lagoons, glaciers, etc.) and many possible
combinations of supplies. The keys to any consideration
of a water source are:

1. First and foremost—what is its microbial qual-
ity? As discussed above, in some areas of the
world, the potability of a supply, even a munic-
ipal supply, may not be guaranteed.

2. Chemical/physical quality—is it safe? Is it too
high a risk to even consider? Can it be treated
economically and within regulatory guidelines?
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These questions must be answered on a case-
by-case basis, and will depend on the degree of
due diligence desired by a parent company, pre-
siding regulations, corporate policies and a risk
assessment of the impurities themselves.

3. Consistency of composition—is it consistent?
Will water quality vary beyond the capability of
the proposed treatment? Gathering any and all
available data will aid in answering this ques-
tion. Make use of municipal monitoring data,
plant testing data, third party testing laboratory
data, rainfall data and hydrogeologic or surface
water surveys.

4. Its recharge—is run-off a concern? The volume
of recharge, or replenishment, of the aquifer is
important, as is the quality and origin of the
water being used for that recharge.

5. Volumes/supply—can it currently meet the
plant’s needs? Will it in the future? In addition
to the quality and safety components, supply is
a key parameter to help ensure that the volume
of water will be available for the long-term
needs of the business. In many areas, the vol-
ume of withdrawal of water from an aquifer
falls under government control or guidance,
and this must be considered.

6. Future plans for the source or surrounding
areas—is a municipality planning to develop the
source and treat it? For example, is there planned
construction or industrial entry to the area? 

These questions highlight the value of considering
water a dynamic ingredient throughout its supply chain.
Irrespective of surface vs. ground, or private vs. munici-
pal, absolute diligence in the selection, qualification and
on-going monitoring of water sources and treatment sys-
tems, in addition to vigilant physical control of these areas
(fenced, locked access, etc.), are paramount in helping to
minimize the risk to the food industry and its brands.

V. WATER SOURCE PROTECTION
PROGRAMS

From the standpoint of water source protection, the ideal
situation is a completely fenced in watershed owned by
the food plant or by the municipal water authority.
Unfortunately, this is not usually possible. When examin-
ing alternative source protection activities there are two
categories to consider, namely groundwater and surface
water. 

A. GROUNDWATER SOURCE PROTECTION

Private wells are most common wherever water distribution
systems are not reliable or simply do not reach industrial

users. The use of private groundwater sources also repre-
sent important cost savings opportunities where the full
cost of high quality water and wastewater services apply.
As a result, private wells are the most common water
source for food plants in many international markets. It is
widely considered good practice for food plants using pri-
vate wells to develop a well protection program to reduce
the vulnerability of water supplies from a quality, availabil-
ity and economic standpoint. The well protection program
steps indicated below were adapted from those suggested
for municipal drinking water companies by governmental
agencies such as the U.S. Environmental Protection
Agency (7,8). They have been amended to apply to the
needs of food plants.

1. Form a team or at least identify the person(s)
responsible for coordinating the plant’s well
protection program. This team will gather map
information, contacts with local authorities and
consultants, if necessary.

2. Delineate the area to be protected. The water
may travel through hundreds of meters of sur-
face and sub-surface land before becoming
available at the well. Ideally, the protection
perimeters would be defined with the help of
local regulatory officials, hydrogeologists, and
others. Realistically, checking the land immedi-
ately surrounding the well-head is often the
most practical method to define the capture
zone for small systems (arbitrary or calculated
fixed radius).

3. Identify and locate potential sources of con-
tamination. This is critical. Often, potential
contaminant sources, which may be quickly
and economically addressed, go unnoticed until
it is too late. 

4. Manage the plants well protection area. This
may range from removing or stabilizing leak-
ing underground storage tanks, to educating the
farmers adjacent to the plant on the use of alter-
native fertilizers or pesticides. This step must
be approached from both a strategic point-of-
view and an economic one. Strategically, build
the relationships that would help this program
over time (local regulators, government offi-
cials, testing labs, etc.). Economically, include
the appropriate expenses in the business plan
[for example the costs for re-grouting or re-dig-
ging a well or constructing security measures
around the well-head (shed, lockable cover,
sampling ports, fences, etc.)].

5. Develop contingency plans with responses for
the most likely scenarios identified. At this point,
it may be important to list all water supply alter-
natives for the case of major disruptions.
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Contingency plans must also secure funding
sources and trained responders.

6. Monitor results and evaluate the well protection
plan. It is critical in any planning process to
compare results with the goals and assess the
success or failure of the effort. Monitoring
water quality and quantity is the key factor and
may require maintaining a network of monitor-
ing wells in addition to pumping tests and water
analysis. Evaluation of the management activity
outlined in step 4, both from an individual
point-of-view and from the plan itself, must be
conducted every year to ensure that the objec-
tives are being achieved and the plan is adjusted
to new realities. The team should take the time
to reflect on its contribution to the protection of
our main ingredient. Recognition from manage-
ment and/or from the community for its
achievements help sustain the effort over time.

These six steps should be considered as general infor-
mation. Some parts can be immediately implemented,
while others will be longer term. The key is keeping
everyone informed and involved throughout the process,
since the success of the plan relies heavily on the aware-
ness and support from the public. 

B. SURFACE WATER SOURCE PROTECTION

A watershed management program can be a useful tool to
help reduce risks associated with surficial supplies.
Managing the watershed is typically the responsibility of
the local water authority. The best way for the authorities
to enforce protective measures is to have the backing of its
citizens. Public education and news media play a critical
role and public relations opportunities allow businesses to
exercise good citizenship. Users of large quantities of
water, like many food manufacturing plants, are especially
encouraged to support the community where they operate
and eventually lead the process, if necessary, in order to
ensure the continuity and quality of the water supply.

Whenever a surface water source is used, the bound-
ary of the entire “hydrographic” basin delineates its ideal
protection zone. Topographic maps indicating features

such as vegetation, roads, open land, sewers and industrial
activities are particularly useful for outlining the area. A
knowledge of potential sources of contamination within
the area is critical. Community engagement has proven
very effective in obtaining this type of information (resi-
dent associations, senior citizens, environment protection
groups, etc.). Overlaying maps containing information
about the points of water withdrawal, animal populations,
potential erosion, sewered areas, zoning, land use and
development plans provide a good understanding of the
overall vulnerability of the watershed. The risk assess-
ment step is more complex for surface water supplies than
for groundwaters as it must take into account all current
and potential values of the surface water resources to a
given community (cultural, environmental, recreational,
spiritual, aesthetic, as well as economic values). 
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I. INTRODUCTION

Abundant, clean and safe water is essential for good pub-
lic health. Of all the advancements made possible through
science and technology, the purification and distribution
of water for safe use is truly one of the most significant.
For example, before cities began routinely treating drink-
ing water, cholera, typhoid fever and hepatitis A had
reached epidemic proportions. The implementation of

effective water purification technologies has virtually
eliminated these diseases in developed countries. 

An overview of some key dates in water treatment is
provided in Table 191.1. Archeological evidence sug-
gests that as early as 2000 BC, people living across the
Tigris, Euphrates and Nile rivers possessed the desire to
improve their water quality (1,2). It is thus clear that
water purification is not a modern concept. Four thou-
sand years later we still strive for the same goal.
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Effective treatment ensures that the water used in pro-
ducing food products meets all standards and require-
ments. Many parameters need to be managed by water
treatment, some for regulatory compliance, some for
product safety, some for process control and others for
product sensory performance and stability. Stringent
water treatment processes are necessary to consistently
meet these water quality needs.

II. REASONS FOR WATER PURIFICATION

If water appeared clean two centuries ago then it was con-
sidered suitable for drinking. In addition, there were very
few environmental concerns relating to its use for waste
disposal. By the early 19th century, urbanization and
industrialization led to the gross pollution of rivers serv-
ing the larger cities and waterborne diseases became com-
monplace. Intensive agriculture ensued, and with it the
widespread use of agricultural chemicals. More recently,
with increasing scientific research, terms such as geno-
toxin and carcinogen have been used to classify a seem-
ingly endless number of compounds in relation to their
health effects. Water quality standards and regulations
were developed to combat these threats to public health.
The water industry has responded in admirable fashion
developing many water treatment technologies. A testi-
mony to this advancement is that the technology is 

now available to treat almost any water supply to 
potable drinking water standards. However, a continuing
hurdle to the provision of safe drinking water to the 
entire global population is the affordability of these 
technologies.

As scientific knowledge in relation to the different
aspects of water quality increases, our expectations as to
what constitutes safe and consistent water quality is
changing. For example, a food plant might have a treat-
ment process that produces water hitherto considered
potable. But now the treated water at this plant might be
unacceptable because of, for example, a failure to comply
with new turbidity, trihalomethane or bromate standards.
The importance of effective and reliable treatment has
been reinforced by the threat from Cryptosporidium
parvum for which the U.S. Environmental Protection
Agency has set a treatment standard (7). This is a prime
example of public confidence relying on effective water
treatment. 

Demanding numerical drinking water quality stan-
dards throughout the world provide the framework for
what is considered safe water. Regulatory compliance,
including the expectations for water treatment and quality,
is required by whatever regulatory agency has  jurisdic-
tion. Historically, water for food applications needs to
meet, as a minimum, the water standards that apply to
potable drinking water. For example, in the United States,
this means adherence to U.S. Environmental Protection
Agency primary drinking water standards (8), in addition
to all applicable local standards and company/product
specific water standards. Around the globe, the foundation
of many drinking water quality standards is the World
Health Organization Guidelines for Drinking Water
Quality (9). National drinking water standards are usually
enforced by means of close scrutiny from various govern-
mental agencies.

In addition to meeting regulatory standards, a specific
water quality is often required to make individual food
products in the way they were designed. As food products
require ingredient water of varying composition, the food
plant water treatment process needs to be designed to con-
sistently deliver the desired water quality. First and fore-
most, treated water must be absolutely safe to drink, from
a physiochemical, microbiological and radiological per-
spective. Second, the receptors in our bodies are sensitive
to certain chemical substances contained in the food we
eat and air we breathe. Because food products contain
large amounts of water, adherence to key water treatment
principles ensures a consistent taste, odor and appearance
in food products, no matter where in the world they are
manufactured. Food plants are also required to deliver
water of a quality that is suitable and operationally effi-
cient for use as a process aid. This includes use in appli-
cations such as rinsing, cleaning, sanitation, lubrication,
warming, cooling and boiler operations.
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TABLE 191.1
Some Key Dates in Water Purification 

Approximate Date Drinking Water Treatment Development

Circa 2000 B.C. Use of alum for water clarification in 
ancient Egypt (1)

1804 First municipal water filtration plant constructed 
in Paisley, Scotland (1,2).

1855 Dr. John Snow proves that cholera was transmit
ted via contaminated drinking water (2). Slow 
sand filters coming into widespread use (3).

1880s Louis Pasteur develops theory of germs (3)
1890s First application of chlorine disinfectants to treat-

ment of drinking water begins in England (4)
1906 Ozone used as a water disinfectant in Nice,

France (1).
1908 US cities began routinely treating drinking water 

with chlorine (starting with Chicago and Jersey
City) (4)

1915 First U.S. drinking water bacterial standard (4)
1952 The first recorded law was passed, in London,

requiring filtration for all drinking waters (2).
1959 Reverse Osmosis membrane treatment invented (5)
1990s Widespread use of granular activated carbon and

ozone in Europe, primarily to remove pesticide
residues (2, 6).

Developed by the author.



III. PRIMARY WATER TREATMENT
TECHNOLOGIES

Many water treatment technologies can be used to purify
water. There may not necessarily be a single correct
process chain to treat a particular raw water supply, but a
number of possible options. The on-site water treatment
technologies most widely used in the food industry are
conventional coagulation, membranes and ion exchange,
each configured with the appropriate pre- and post-treat-
ment unit operations. In some cases the food plant source
water source might already meet the necessary water
quality requirements and none of the primary water treat-
ment technologies will be needed. Table 191.2 provides
an overview of the effectiveness of the primary treatment
technologies, along with some of the pre-and post-treat-
ment unit operations, with respect to chemicals that are of
health significance in drinking water (10).

The actual on-site water treatment process that is
selected at a given food plant facility will depend on sev-
eral factors, including:

1. The nature of the source water, especially its
physiochemical, microbiological and radiologi-
cal characteristics and consistency. A suitable
water treatment system assures consistency by
easily addressing source water or distribution
system problems, often without the plant staff
even knowing that these problems had occurred.

2. The desired treated water quality. The treat-
ment selection to achieve the desired quality is
highly dependent on source water attributes,
the nature of the food product being produced
and company treated water requirements. This
protects the designed sensory aspects of the
food product and helps ensure it has an 
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TABLE 191.2
Treatment Effectiveness for Chemicals that are of Health Significance in Drinking Water

Primary Treatment Systems Pre- and Post-Treatment Unit Operations
Coagulation Membranes Ion Exchange Activated Carbon Chlorination Ozonation

Naturally Occurring Chemicals That Are of  
Health Significance in Drinking Water

Arsenic ��� ��� ���

Barium � ��� ��� �

Fluoride �� ���

Manganese �� ��� ��� ���

Selenium �� ��� ���

Uranium �� ���

Chemicals from Industrial and Human  
Sources That Are of Health Significance

Cadmium ��� ��� ���

Mercury ��� ��� ���

Carbon tetrachloride � ��� ���

1,2-Dichloroethane ��� �

1,1,1-Trichloroethane ���

1,2-Dichloroethene ��� ���

Trichloroethene ��� ���

Tetrachloroethene ���

Benzene ��� ���

Toluene ��� ���

Xylenes ���

Ethylbenzene � ��� ���

Styrene ���

Monochlorobenzene ��� ���

1,2-Dichlorobenzene ��� ���

1,4-Dichlorobenzene ��� ���

Trichlorobenzenes (total) ��� ���

Hexachlorobutadiene ���

Edetic Acid (EDTA) �� ��

Nitrilotriacetic acid ���

1,4-Dioxane
(Continued)



adequate shelf-life in the market. In this
respect, the plant water treatment process pro-
tects the trademark and helps build consumer
confidence on a continuous basis.

3. A consideration of capital and operating costs.
This includes the initial capital investment,

replaceable costs based on anticipated life (e.g.
carbon, membranes, etc.), service agreement
costs, operating supplies and their availability,
chemicals, labor and energy.

4. Projected water volume demand. Often the
flexibility to upgrade the process for future
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TABLE 191.2 (Continued)

Primary Treatment Systems Pre- and Post-Treatment Unit Operations
Coagulation Membranes Ion Exchange Activated Carbon Chlorination Ozonation

Chemicals from Agricultural Activities That
Are of Health Significance in Drinking Water

Nitrate ��� ���

Nitrite ��� ���

Alachlor ��� ��� ��

Aldicarb ��� ��� ��� ���

Aldrin/Dieldrin �� ��� ��� ���

Atrazine � ��� ��� ��

Bentazone ��� �� ���

Carbofuran ��� ��� �

Chlordane ��� ���

Chlorotoluron ��� ���

Cyanazine ��� ��� �

2,4-Dichlorophenoxyacetic acid (2,4-D) � ��� ���

1,2-Dibromo-3-Chloropropane (DBCP) ��

1,2-Dibromoethane ���

1,2-Dichloropropane (1,2-DCP) ��� ��� �

Dichlorprop ��� ��� �

Dimethoate �� ��� ��

Diquat ��� ���

Endothall � ��� �

Endrin � ���

Fenoprop ���

Heptachlor ��� ��� �

Heptachlor Epoxide ��� ��� �

Hexachlorobenzene � ��� ���

Isoproturon ��� ��� �� ���

Lindane ��� ��

4-Chloro-2-Methylphenoxyacetic acid (MCPA) ��� ���

Mecoprop ��� ���

Methoxychlor �� ��� ���

Metolachlor ��� ��

Pentachlorophenol ���

Simazine ��� ��� � ��

2,4,5-Trichlorophenoxyacetic acid (2,4,5-T) �� ��� �

Terbuthylazine (TBA) � ��� ��

Trifluralin ��� ���

Pesticides Used in Water for Public Heath
Dichlorodiphenyltrichloroethane (DDT) ��� ��� ��� � �

and metabolites
Pyriproxygen ���

A blank entry in the table indicates that either the process is completely ineffective or there is no data on its effectiveness. 
� indicates limited removal.
�� indicates 50% or more removal.
��� indicates 80% or more removal.
Source: Adapted from WHO Guidelines for Drinking Water Quality, 3rd Edition, Draft, 2004.



plant expansions is a key consideration at the
outset of a plant design.

5. The space available to construct the water treat-
ment plant.

6. Restraints due to the need to upgrade an exist-
ing plant can result in limitations on the
processes that can be used.

7. Source water costs. The cost of source water
can be an important factor to take into consid-
eration. For example, a reverse osmosis water
treatment system is typically 75% efficient in
terms of the amount of treated water that is pro-
duced from its feed-water, the other 25% end-
ing up in the concentrated waste or “brine”
stream. In fact, the % efficiency of reverse
osmosis may sometimes be lower than 75%
depending on source water quality and pre-
treatment. By contrast, a conventional coagula-
tion system is often greater than 99% efficient
in terms of water usage. 

8. The costs associated with disposing of sludge
or liquid waste discharge to the drain (for
example, sewer surcharges) also need to be
considered. In particular, total water volume to
drain, total dissolved solids, chemical residuals
(e.g. chlorine), effluent license restrictions,
etc., can influence selection of treatment.
Effluent costs can be very significant, and have
often been the key factor for food plants decid-
ing on one treatment technology over another.

9. Often, company or personal preferences are a
major influence.

A. CONVENTIONAL COAGULATION

Conventional coagulation treatment is also commonly
referred to by other descriptions such as conventional lime
treatment systems (CLTS), the cold lime process and batch
coagulation/flocculation. Note that the two terms coagula-
tion and flocculation are often used interchangeably by
water technologists, which is incorrect. For clarity, coagu-
lation is the destabilization and coalescing of colloidal par-
ticles which occurs extremely quickly. Flocculation, on the
other hand, is a longer term process whereby larger parti-
cles are formed by aggregation of smaller particles that are
formed by the coagulation process. In the past, conven-
tional coagulation was at the core of many food plant water
treatment systems, and was applied to treat source water of
virtually any quality. Indeed, this system does address a
broad range of water contaminants including particulates,
alkalinity, hardness, metals, natural organic matter, bacte-
ria, viruses and protozoan populations as well as off-col-
ors, off-tastes and off-odors. Conventional coagulation is
often adequate as a primary treatment for many food plant
water purification applications, but may also be used as a

superb pre-treatment for membrane processes, ion-
exchange, or electrodialysis.

A major disadvantage of conventional coagulation is
that it does not effectively reduce chloride, sulfate or
nitrate concentrations which means that it cannot be used
alone if reduction of these parameters is part of the water
treatment objectives. Additional difficulties that may be
encountered include the requirement for sludge disposal,
a high potential for formation of trihalomethane com-
pounds (which are strictly regulated in most jurisdictions)
under certain conditions and difficulties operating with
some water supplies that have low levels of dissolved
solids. Membrane-based processes have decreased the
dependence on this technology. Despite the limitations
and the availability of cost competitive membranes, con-
ventional coagulation arguably remains the most impor-
tant primary water treatment process for the food industry
around the globe.

Simply put, conventional coagulation involves mixing
three primary chemicals in a reaction tank and allowing a
contact time of at least two hours for the ensuing reactions
to proceed. The three primary chemicals typically used
are 1) a coagulant; 2) hydrated lime; and 3) a chlorine
source. Less commonly applied chemical treatments are
4) the application of calcium chloride or sulfate, 5) the
addition of soda ash, 6) the use of coagulant aids and 7)
the use of chemicals (other than hydrated lime) for pH
adjustment. Coagulation jar testing can prove helpful to
determine the optimal type and dosage of treatment chem-
icals. The coagulant, with the assistance of the chlorine,
hydrated lime, and/or any other chemical used, forms a
heavy floc which entraps particles of debris, dirt, organic
matter and other undesirable material in the water, and
settles slowly toward the bottom of the tank. While the
floc is forming, the precipitated alkalinity also settles
slowly toward the bottom of the tank. The water in the
tank flows toward the draw-off pipe located at the top of
the reaction tank and the floc, because of its own weight,
is left behind, continually trapping particles of debris as it
settles. The treated water flows upward toward the treated
water draw-off pipe and out of the tank toward the post-
treatment system.

1. The Coagulant

The primary purpose for coagulant addition is to cause par-
ticles to coagulate. The coagulant also assists in the precipi-
tation of the insoluble alkaline salts created by the
lime-based reactions. The coagulant, aided by steady non-
turbulent agitation, overcomes the repulsive negative
charges present on colloidal matter in the water supply. This
charge neutralization and subsequent destabilization allows
the coagulant to form a floc of ever-increasing size and den-
sity. As it forms, it incorporates the precipitating calcium
carbonate, along with a host of other contaminants present
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in the incoming water. Two commonly used coagulants are
ferrous sulfate and ferric sulfate. They both provide good
coagulation over a wide range of water conditions, espe-
cially at the high pH typically encountered where hydrated
lime addition occurs (pH 9.6 to 10.5). Anecdotal data sug-
gest that, when ferrous sulfate is used, oxidation of ferrous
to ferric in the reaction tank results in appreciable silica
removal. Aluminum sulfate, or “alum,” can be used but its
effectiveness is optimum in the 5.5 to 8.0 pH range which is
typically cited as too low for alkalinity reduction. Despite
this, there is an appreciable amount of plant operating data
where alum is used effectively with hydrated lime at pH val-
ues near 10. Research into inorganic coagulants in the 1960s
led to polymeric aluminium salts such as polyaluminium
chloride and polyaluminium silicate sulfate.

2. Hydrated Lime

It might seem ironic that in order to reduce the water’s
hardness and alkalinity levels, hydrated lime is added
which contains both hardness and alkalinity. Note that the
word lime is often loosely used to cover both calcium
hydroxide (Ca(OH)2, slaked lime or hydrated lime) and
calcium oxide (CaO, quicklime or lime). Calcium oxide is
rarely used due to difficulties with its handling and con-
trol. Hydrated lime increases the pH of the water in the
reaction tank to above 9.6, and at this pH soluble hardness
and alkaline salts are converted into insoluble ones which
precipitate out of solution. That is, it forces the conversion
of bicarbonates to carbonates. The chemical reactions that
occur to precipitate calcium carbonate are:

Ca(OH)2 � Ca(HCO3)2 → 2CaCO3 � 2H2O

Ca(OH)2 � Mg(HCO3)2 → MgCO3 � CaCO3 � 2H2O

and also 

Ca(OH)2 � MgCO3 → Mg(OH)2 � CaCO3

At this high pH, naturally occurring alkalinity, usually pres-
ent in the form of bicarbonate alkalinity, converts to car-
bonate alkalinity. The calcium carbonate is virtually
insoluble in water at this pH, and precipitates from solution. 

3. Chlorine

The third primary chemical applied in conventional coagula-
tion is chlorine, which can be supplied from liquid sodium
hypochlorite, solid calcium hypochlorite or chlorine gas.
Residual chlorine levels are typically maintained in a range of
6 to 8 ppm free chlorine in order to ensure an effective kill of
microorganisms, including bacteria, yeast and algae, at the
high pH ranges typically encountered in the lime treatment
system. Protozoans, like Cryptosporidium parvum and
Giardia lamblia, are more resilient to chlorine and will be less
affected by the chlorine at the high pH employed in 

conventional coagulation treatment systems. However, the
chlorine, aided by the physical entrapment and removal of
these organisms during the coagulation process, will still typi-
cally result in a substantial reduction in their numbers. Indeed,
conventional coagulation is widely regarded as being one of
the effective barriers in a multiple barrier approach against pro-
tozoans. In addition to the microbial disinfection effects of
chlorination, the following benefits also result from its use:

● Improved coagulation by oxidizing organic
matter, thereby assisting in its removal. This is
preferred as organic matter may hinder the
coagulation process and impart objectionable
odor and taste to the water.

● Removal of components which contribute to
off-taste, off-color, and off-odor.

● Facilitate the removal of soluble metals like
iron, manganese, arsenic and others through
oxidation.

● Reduction of chloramines through breakpoint
chlorination.

● Oxidation of ferrous hydroxide to ferric
hydroxide when ferrous sulfate is used as a
coagulant.

4. Calcium Chloride or Calcium Sulfate

In some cases, water contains sodium alkalinity. This
essentially means that the sodium salts of bicarbonate
(NaHCO3) or carbonate (Na2CO3) are present, instead of
the calcium and magnesium salts of bicarbonate (e.g.
Ca(HCO3)2) or carbonate (e.g. CaCO3). The presence of
sodium alkalinity is indicated by the water hardness being
less than the alkalinity, both expressed as CaCO3 equiva-
lents. Where this happens, the lime-based reactions may
need the assistance of some form of calcium or magne-
sium (usually calcium chloride or magnesium chloride) in
order to effectively reduce the total alkalinity. The cal-
cium provided to the reaction tank allows the calcium car-
bonate to precipitate out of the water. The following
reaction is involved where calcium chloride is added to
effect alkalinity reduction:

Na2CO3 � CaCl2 → CaCO3 � 2 NaCl

Notice that, even though the alkalinity will now decrease
(through precipitation of calcium carbonate), the chloride
level (or sulfate level if calcium sulfate is used) will
increase. This must be accounted for in the dosing so that
treated water chloride levels remain within acceptable
thresholds.

5. Soda Ash

Non-carbonate or permanent hardness will not be reduced
with lime addition alone. The addition of soda ash (sodium
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carbonate; Na2CO3) is often required to reduce non-car-
bonate calcium hardness. Reduction of non-carbonate mag-
nesium hardness may also require additional hydrated lime.
Addition of soda ash should be done with care as it will also
result in an increase in treated water sodium levels.

6. Coagulant Aids

When a chemical is used to strengthen or enlarge flocs
formed by coagulation, it is normally referred to as a
coagulant aid. Coagulant aids are not normally needed for
food plant conventional coagulation operations. Sodium
aluminate is sometimes used only in systems that use alu-
minum sulfate as the coagulant. When needed, calcium
carbonate may be used at 50% of the lime dosage to aid
floc settling. The term polyelectrolyte is used as a generic
term to describe high molecular weight organic polymers
that may be used as coagulant aids. For example, ben-
tonite and Fuller’s sand can be used as so-called
“weighters” to assist removal of colloidal matter. For a
properly sized and designed system, coagulant aids
should not be necessary on a long-term basis.

7. pH Adjustment

Optimum coagulation is generally, but not always,
obtained between pH 9.5 to 11 when using ferrous or fer-
ric sulfate and between pH 6.5 to 7.5 when using alu-
minum sulfate (alum). For systems that use aluminum
sulfate as the coagulant (i.e. where hydrated lime addition
does not take place), soda ash or caustic is sometimes
used for pH adjustment in place of hydrated lime. Acid-
enhanced coagulation refers to the practice of lowering

pH during coagulation to enhance the removal of natural
organic matter. A food grade mineral acid such sulfuric
acid or hydrochloric acid is most often used for this appli-
cation. While acid-enhance coagulation is widespread in
relation to municipal water treatment, it is rare in the food
industry as it would work against the precipitation of cal-
cium carbonate.

The design of the coagulation reaction tank can be
important in relation to the effective operation of a con-
ventional coagulation system. A depiction of a conven-
tional coagulation reaction tank is provided in Figure
191.1. The basic design includes a minimum two hours
retention and appropriate agitation using mixing paddles.
Sludge recirculation can sometimes be important in the
treatment of waters with low bicarbonate concentrations.
This results in enhanced flocculation through “seeding”
which involves the production of larger particles that will
precipitate more easily. Some settling basins are equipped
with settling tubes (angled at 60°) or a Lamella-type
inclined plate design, which promote the settling of sus-
pended floc. Temperature can also play a role in terms of
coagulant effectiveness. For example, a Canadian study
on cold weather treatment revealed that ferric and ferrous
salts might be more effective than alum for some
Canadian waters during winter. Alum, on the other hand,
seemed more effective in summer according to the same
study (11).

Conventional coagulation and “in-line” coagulation
(also commonly referred to as direct filtration) are two
very different types of treatment, and should never be con-
fused or regarded as equivalent. In-line coagulation is typ-
ically viewed as a sort of “enhanced filtration.” It uses a
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coagulant, which is already oxidized (like ferric sulfate),
which is injected in-line ahead of a static mixer. This
forms a floc, which is captured atop a media filter.
Typically, in-line coagulation affords little to no alkalinity
reduction and should only be considered when the incom-
ing water is already of consistent, high quality. However,
it can be a useful pre-treatment to water treatment systems
such as reverse osmosis where colloidal fouling of the
membranes might be a potential issue. The flocculation
and subsequent capture of in-line coagulation systems
takes place over the course of approximately 6 to 8 min-
utes, and is not nearly as effective at removing contami-
nants as is conventional coagulation which typically has a
reaction time of 2 hours or greater.

B. MEMBRANE PROCESSES

The term “membrane process” applies to technologies that
use membranes to remove particulates, colloids, microor-
ganisms, molecules and ions from water. The types of
membrane water treatment process encountered in food
plant operations are, in order of decreasing pore size,
microfiltration, ultrafiltration, nanofiltration and reverse
osmosis. Thus, the use of membranes may range from the
use of a simple five-micron microfilter to help remove
granular activated carbon fines, to reverse osmosis which
has pores so small that molecular ions are removed. Figure
191.2 provides a visual representation of the relative parti-
cle size removal of the each membrane process. The driv-
ing force behind each membrane process is pressure.
When pressure is applied across the membrane, purified
water is forced through the membrane, leaving unwanted
impurities behind. Table 191.3 compares the typical
removal percentages of reverse osmosis, nanofiltration and
ultrafiltration for a variety of water impurities (12).

Ultrafiltration, nanofiltration and reverse osmosis can
all afford removal of many microbial impurities. Absolute
rated microfilters of 0.45 microns (1 micron is 1�10�6

meters) or less are also effective at removing many
microorganisms. However, a critical point which must be
understood is that none of these processes, not even

reverse osmosis, produces a commercially sterile water.
Believe it or not, this is still a common misconception
among many in the food industry. Owing to the nature of
cross-flow technology, the high pressures used, the
integrity of the seals and the variability in the pore struc-
ture of the membrane materials, these membrane treat-
ment operations will remove a large percentage of the
microorganisms to which they are introduced, though not
all. As a consequence, additional disinfection of the water
supply is usually undertaken (for example, chlorination,
ozone, ultraviolet irradiation, etc.).

1. Microfiltration

Microfiltration is a direct extension of conventional partic-
ulate filtration into the sub-micron range. Microfiltration
membranes have a filtration range that is typically from 12
to 0.01 microns. It rejects suspended and some colloidal
material at operating pressures of approximately 15 to 30
pounds per square inch (psi). Due to their controlled pore
size distribution (when absolute rated) microfilters are
often used for mechanical removal of bacteria from water
streams. For this application, a stepped removal approach
is often employed which will include filters of decreasing
pore size oriented in series, so as to minimize the plugging
potential of the smallest pores (for example, a 5 micron
particulate filter, followed by a 1 micron microfilter and
finally a 0.2 micron microfilter which helps assure ade-
quate bacterial reduction).

2. Ultrafiltration

Ultrafiltration is excellent for removing particulate matter,
large organic matter (which includes humic acids, fulvic
acids and related materials that comprise the natural
organic matter in many water supplies) and microorgan-
isms such as bacteria, yeast, mold, viruses and protozoa.
The usual ultrafiltration range is from greater than 0.01 to
0.1 microns. The pore sizes of these membranes are not
small enough to remove dissolved inorganic salts. Typical
operating pressures range from 80 to 150 psi.
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3. Nanofiltration

For removal at the level of dissolved inorganic salts,
nanofiltration and reverse osmosis are the only two feasi-
ble options. Both are very similar technologies, so similar,
in fact, that nanofiltration used to sometimes be referred
to as “reduced pressure reverse osmosis.” Two major dif-
ferences are that the percent rejection of nanofiltration
membranes (30 to 70%, in general) is much lower than
that of reverse osmosis membranes, and the operating
pressures for nanofiltration systems, which typically
range from 100 to 200 psi, are generally lower than for
reverse osmosis systems. Nanofiltration is an excellent
technology where inorganics (salts) removal needs are
less important (approx. 50% removal) than removing
organics and microorganisms. There is less concentration
of salts into the concentrated waste-water effluent which,
in some cases, can be critical (e.g. for regulatory compli-
ance). As there are so many similarities between nanofil-
tration and reverse osmosis, the discussion below in
relation to mechanisms of how reverse osmosis works 
and membrane fouling is also applicable to nanofiltration
systems.

4. Reverse Osmosis

Reverse osmosis, or in some countries termed inverse
osmosis, can afford removal of from 95 to greater than
99% of many dissolved salts, resulting in a treated water
exiting the system with a total dissolved solids concentra-
tion often below 10 mg/L. Significantly, it reduces inor-
ganics not reduced by coagulation, such as sodium,
chloride, sulfate and nitrate. It reduces large organic mole-
cules and microorganisms (bacteria, mold, viruses and

water-borne parasites) at efficiency of greater than 99%.
Typical operating pressures range from 200 to 450 psi. The
major disadvantage of reverse osmosis is the volume of
concentrated waste-water that is produced (typically
20–25%). This can be costly on both ends i.e. where cost
of source water is high and where sewer surcharges are
high for concentrate disposal. Membrane materials of con-
struction include cellulose acetate, polyamide and thin film
composite, the latter having become predominant in the
food industry in recent years. A comparison of the attrib-
utes of each type of membrane is provided in Table 191.4.

The mechanism of operation of reverse osmosis sys-
tems can become complicated, but the principle is fairly
straightforward. In normal osmosis, water flows from a
less concentrated salt solution through a semi-permeable
membrane into a more concentrated salt solution. By
applying pressure in excess of the osmotic pressure, this
process is reversed, and water will flow through the mem-
brane, leaving most of the salts, organics and microbial
life to remain in the high salts solution (or concentrate).
The purified water (or permeate) then goes on to be used
for production. Several mathematic models exist which
describe the movement of water and its components
across the reverse osmosis membrane, but the key point is
to design the system in such a way so as to maximize the
water flux (flow through the membrane per unit of surface
area in a given time). Water flux will naturally decrease as
the membrane ages, but the key to any pre-treatment oper-
ations is to minimize membrane fouling, thereby mini-
mizing the flux reduction and maximizing the useful life
of the membrane. The pre-treatment processes will nor-
mally include the in-line dosing of acid, antiscalant,
or both. These steps help prevent a loss of membrane 

Water: Purification and Distribution 191-9

TABLE 191.3
Comparison of Approximate Removal Percentages of Ultrafiltration, Nanofiltration and Reverse Osmosis
Membrane Processes

Component Ultrafiltration Nanofiltration Reverse Osmosis

Alkalinity None 50 to 70% 95 to 98%
TDS None 50 to 70% 95 to 98%
Particulates nearly 100% nearly 100% nearly 100%
Organic matter some >2000 MW most >200 MW most >100 MW
THM precursors 30 to 60% 90�% 90�%
Sodium None 35 to 75% 90 to 99%
Chloride None 35 to 60% 90 to 99%
Hardness None 50 to 95�% 90 to 99%
Sulfate None 70 to 95�% 90 to 99%
Nitrate None 20 to 35% 90 to 95%
Protozoa near 100% near 100% near 100%
Bacteria near 100% near 100% near 100%
Viruses near 100% near 100% near 100%
Operating pressure 80 to 150 psi 100 to 200 psi 200 to 450 psi

Actual performance is system-specific.

Source: Adapted from Brittan (1997).



performance due to metal oxide fouling, scaling or related
processes which might occlude the membrane pores.

“Membrane Fouling” is generally defined as any
process that results in a decline of permeate flux. Some
processes are chemically or hydrodynamically reversible,
others are not. Any fouling processes must be avoided to
protect the reverse osmosis membrane. This damage to
the membrane can proceed via several mechanisms, but is
most often related to membrane degradation [bacterial,
hydrolytic (pH), or oxidative (disinfectants)] or mem-
brane blockage [suspended solids, silicates, metal
oxides/hydroxides or scaling]. Proper pre-treatment
design, which will vary depending on system specifics,
can avoid any of the fouling mechanisms described above.

5. Electrodialysis

Electrodialysis is not a true filtration or osmotic process.
It makes use of different types of membranes than those
used for reverse osmosis and nanofiltration. Electricity is
used to divert cations and anions through a semi-perme-
able membrane to the waste stream. Electrodialysis sys-
tems are designed such that treated water total dissolved
solids, alkalinity and ion concentrations are reduced by
greater than 80%. Similar to reverse osmosis and nanofil-
tration, electrodialysis removes inorganic ions not
removed by coagulation technology. Organics and organ-
isms are not effectively removed by electrodialysis.

C. ION EXCHANGE

Ion exchange has long been used in the food industry for
treating water. Its early use was not usually for treating
water that was in direct contact with food products, but
instead for treating water that was used in plant utilities
(boilers, heat exchangers, etc.) in order to minimize scal-
ing which would impact their operational efficiency.
However, the development of many new ion exchange
resin technologies has led to its widespread use in pro-
cessing water for many food applications.

As its name implies, ion-exchange uses natural or
synthetic resin material to exchange less desirable ions
with more desirable ions of like charge. The reactions are
reversible, which means that the resin can be regenerated
to be used repeatedly for many years. Many naturally
occurring materials have been found to exhibit ion-
exchange properties to some degree. Soil, for example,
can be an effective ion-exchange material. Although many
natural resin materials are still used today, many synthetic
resin materials are also available. Ion-exchange resins for
most food plant water treatment operations may be
divided into two major categories, namely cation resins,
which remove positively charged ions (cations) like cal-
cium, magnesium and sodium; and anion resins, which
remove negatively charged ions (anions) like nitrate, sul-
fate and chloride. Each of these categories can then be fur-
ther subdivided into “weak” or “strong” depending on
their affinity of the chemical functional group attached to
the resin material for cations or anions. Therefore, there
are four major classifications of resins:

1. Strong acid cation (SAC) exchange
2. Weak acid cation (WAC) exchange
3. Strong base anion (SBA) exchange
4. Weak base anion (WBA) exchange

The resin manufacturers prepare the resin in a particular
form, depending on its intended use. For example, cation
resins can be purchased in either the hydrogen form (H�) or
the sodium form (Na�). Anion resins can be purchased in
either the hydroxyl form (OH�) or the chloride form (Cl�).
The ions that are attached to the resin (in this example, either
the hydrogen, sodium, hydroxyl or chloride) are attached in
a very weak fashion. Because of this, other ions in the water,
with a stronger attraction to the resin, will compete with the
ions that were originally attached, and displace them. In this
way, the ions originally on the resin are exchanged for the
ions in the water. Hence, the ions on the resin to begin with
are the ions that will end up in the treated water.
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TABLE 191.4
Comparison of Cellulose Acetate, Polyamide and Thin Film Composite Membranes

Parameter Cellulose Acetate Polyamide Thin Film Composite

Operating pH range 4–8 1–11 1–12
Langelier index, preferred Slight negative Slight negative Slight negative
Chlorine tolerance, free, mg/l 0.2–1.0 0.0 0.0, or slightly higher
Bacterial resistance Very low Very high Very high
Required silt density index, % < 5 < 5 < 5
Overall rejection, % 90–99 95–99� 95–99�

Turbidity, NTU < 1 < 1 < 1
Temperature (operating), °C 4–30 4–30 4–30
Life expectancy, years 3 5 5
Membrane cost Medium High High

Source: Adapted from Pepsi-Cola Water Training Manual (2001).



Ion exchange systems are often referred to as co-cur-
rent and counter-current. These terms refer to the direc-
tion of flow during normal operation and regeneration.
Where water flows downwards during normal operation,
it is a counter-current system if regeneration is carried out
with an upward flow of regenerant solution. Conversely, if
regeneration involved downward flow the system would
be co-current. The significance of this is that regeneration
will be most effective in those parts of the resin bed which
are treated with the freshest regenerant solution. The bot-
tom of the resin bed for a co-current system would be the
area least effectively regenerated, so there will tend to be
some leakage of ions from this area of the bed during
normal operations. In practice, counter-current regenera-
tion is preferable for demineralization applications, but
there is generally little difference for other types of ion
exchange applications (13).

Applications of ion exchange include: 1) demineral-
ization (near complete or partial removal of total dis-
solved solids to required level); 2) zeolite softening of
water (the removal of calcium and magnesium to an
acceptable level); 3) dealkalization (reduction of alkalin-
ity); and, 4) specialty applications such as removal of
nitrate, arsenic, iron silica or other targeted impurities.

1. Near-Complete and Partial Demineralization

It is possible to use combinations of resins to remove
almost all of the inorganic components in a water supply
resulting in a TDS of less than 1 mg/l. This is often
referred to as either complete demineralization or near-
complete demineralization. In some cases too much of the
inorganic component is removed, in which case a flow by-
pass may be operated whereby the resins are by-passed
with partially treated water, and then both streams are
combined later in the water treatment chain (partial dem-
ineralization). Demineralization includes reduction of
sodium levels to meet any necessary labeling require-
ments for specific products (such as “sodium free” or
“very low sodium”). In a demineralization process, a
strong acid cation (SAC) resin in the hydrogen removes
cations, and a strong base anion (SBA) resin in the
hydroxide form removes anions. Separate columns are
normally installed for each type of resin (i.e. “two bed”
systems). However, there are many commercially avail-
able “mixed-bed” deionization systems, so called because
the two resin types are intimately mixed together in one
column. Regeneration requires the use of an acid for the
SAC resin, usually sulfuric or hydrochloric acid, and
caustic (sodium hydroxide) for the SBA resin.
Regeneration is initiated after a preset number of gallons
have been de-ionized, or when a signal from the conduc-
tivity (or resistivity) monitor indicates regeneration is
required. The effluent from these regenerations usually
requires neutralization prior to discharge from the plant.

2. Zeolite Softening

Zeolite softening is the simplest and most common form
of ion exchange used in the food industry. It is now mostly
used for the treatment of water for auxiliary plant uses
(boiler, heat exchangers, etc.) to prevent mineral scale
buildup. Softening is also sometimes required so as to not
hinder the effectiveness of food preservatives, to prevent
precipitation in sensitive beverages (for example, oxalic
acid containing teas which are prone to calcium oxalate
precipitation) or as a pre-treatment to unit operations such
as reverse osmosis (to inhibit membrane fouling).

This process typically uses zeolite SAC resins to
remove the calcium and magnesium hardness ions, replac-
ing them with sodium ions. Resins are regenerated with
brine (sodium chloride) prior to reaching their capacity
limits. Typically, the regeneration mode is initiated after a
pre-determined volume of water has passed through the
resins. Keep in mind that zeolite softeners increase the
sodium concentration in treated water by 46 mg/l for
every 100 mg/l of CaCO3 removed. Therefore, if used for
food applications then compliance to all sodium related
product requirements and regulations must be ensured
(e.g. labeling requirements, product standards, local regu-
lations, etc.).

3. Dealkalization

Dealkalization involves the use of a WAC exchange resin
in the hydrogen ion (H+) form. This resin will exchange
the hydrogen ion for weakly bonded cations in the water.
The predominant cations removed are those that comprise
hardness (primarily calcium and magnesium). In addition,
some sodium may be removed in the process, but only
after the hardness is removed. As the hardness is removed,
and exchanged for hydrogen ions, these hydrogen ions
combine with the naturally occurring bicarbonate alkalin-
ity in the water to form carbonic acid (H2CO3). This newly
formed carbonic acid quickly dissociates into water and
carbon dioxide, and the carbon dioxide is usually removed
with a downstream degasifier. By forming the carbonic
acid and removing the carbon dioxide, the alkalinity of the
water is reduced proportionally. Hence, dealkalization
using weak acid cation exchange resin removes both
hardness and alkalinity in one treatment unit. Typically,
regeneration takes place after a pre-determined volume of
water has passed through the resins. If sulfuric acid regen-
erant is used, the concentration is normally kept below
0.5–0.7% to prevent calcium sulfate precipitation in the
resin.

4. Specialty Applications

Many specialty ion exchange applications are being
offered by suppliers, including the removal of nitrate,
arsenic, iron, silica, or other targeted impurities. The 
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difference between many of these specialty applications
and those outlined above is that it is likely that only a
small percentage of the total ions present will be ions that
are targeted for removal. The challenge, therefore, is to
develop resins that will preferentially remove some ions
as opposed to others. In weak solutions, the main factor is
valency, with ions of higher valence being preferred.
However, the size of the ion is especially noteworthy as
ion exchange is not simply a surface phenomenon with up
to 99% of the ion exchange reactions occur inside the
resin bead (14). Thus, it is possible to optimize the resin
for the removal of specific ions.

The ionic composition of the water being treated is crit-
ical as there will be competition between it and other ions
in water. For example, in the case of many traditional strong
base anion exchange resins, the order of selectivity is sul-
fate, nitrate, chloride and bicarbonate – sulfate will be
exchanged first, and bicarbonate will be exchanged last. If
the sulfate content in the water being treated is low, the next
anion of preference is nitrate, so nitrate will be effectively
removed. If sulfate levels are high, then the SBA’s capacity
for nitrate will be low, and other options should be explored
(for example, a more nitrate-selective ion exchange resin).

IV. PRE- AND POST-TREATMENT
TECHNOLOGIES

Many unit operations are intended not as primary treatment
but rather to augment the treatment to result in a robust,

complete treatment chain designed to deliver a high quality
treated water that is required for food and beverage plant
applications. A wide variety of pre- and post-treatment unit
operations may be grouped into this category, including
those depicted in Figure 191.3. This chapter will not address
all of the possible pre-and post-treatment unit operations,
but will address some of the more common ones that are
used in the food industry. The choice of proper pre- and
post-treatment operations is a key considerations when
selecting and designing a food plant water treatment system.

The primary goal of pre-treatment processes is to pro-
tect the integrity of primary treatment operations, such as
reverse osmosis membranes or ion exchange resins, which
often represent a substantial portion of the capital cost.
The membranes and resins are susceptible to a variety of
processes and impurities which may foul or degrade them,
thereby rendering them inefficient, ineffective, or, in the
worst case, totally destroyed. Post-treatments include
additional steps of disinfection, organics removal and pol-
ishing which are needed to provide a consistently high
quality treated water. The unit operations discussed herein
are granular activated carbon filtration, chlorination,
ozonation, ultraviolet irradiation, media filtration and par-
ticulate filtration. They may be used for both pre- and
post-treatment applications.

A. GRANULAR ACTIVATED CARBON FILTRATION

Granular activated carbon (GAC) filtration is a common
unit operation in food plant water treatment processes.
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The primary water application of activated carbon has
been to effect the removal of the chlorine species used to
disinfect the treated water. The other major application of
organic impurity removal, which is relatively new to the
food industry, is the provision of broad protection against
a wide range of possible contaminants through the
removal of pesticides and other trace organic chemicals
(for example, see Table 191.2), taste and odor compounds,
algal toxins and natural organic matter. In fact, granular
activated carbon is recognized as the “best available tech-
nology” (B.A.T.) by many regulatory agencies, including
the United States Environmental Protection Agency, for
removing a variety of natural and synthetic organic con-
taminants.

A critical distinction must be drawn between the cat-
alytic mechanisms carbon employs to dechlorinate and its
adsorptive mechanisms of organic contaminant removal.
The catalytic mechanism refers to the formation of a sur-
face oxide on the activated carbon medium as a result of
the reaction of the carbon with hypochlorous acid, accord-
ing to the following reaction:

HOCl � C* → HCl � C*O

Hypochlorous acid � carbon → hydrochloric acid �
carbon surface oxide

The catalytic reaction is not reversible, and, in fact, car-
bon bulk is destroyed in the process.

Adsorption refers to the adhesion, bonding and other
chemical attractive forces that retain impurities on the sur-
face of the carbon and within its pores. Unlike the cat-
alytic mechanisms, adsorption is usually a reversible
process, to varying degrees.

Carbon may be obtained from a variety of different
starting materials, including coal, lignite, peat, coconut
shells and wood. The carbon is activated either thermally
(steam) or chemically. Steam activation, the more com-
mon, involves two steps: 1) carbonization, and 2) activa-
tion. Carbonization involves the conversion of the raw
material into a disordered carbon structure with a very low
volatile content. Carbonization is done at elevated tem-
peratures in an oxygen-lean environment which keeps it
from burning. In activation, some carbon atoms are vapor-
ized, leaving behind the highly porous structure. Steam
activation is carried out in temperatures of approximately
1,800°F (982°C). At these conditions, carbon reacts with
steam to form carbon monoxide and hydrogen, which exit
as gases. The result: a highly porous carbon material.
Chemical activation is used to produce very high pore vol-
ume in wood-based carbons, particularly in the medium-
size pore range. The most common process consists of
mixing wood dust or some other cellulose-based material
with a strong dehydrating agent and then heating to a des-
ignated temperature. The activating agent not only

extracts moisture but also helps prevent collapse of the
pore structure during activation (15).

Activated carbon is generally available in the pow-
dered or granular form, but granular activated carbon
(GAC) is used for the vast majority of water treatment
applications in the food industry. In addition to the pesti-
cide and volatile organic impurities mentioned above, and
the removal of chlorine and chloramine, GAC also affords
treated water protection against adversely sensory-active
compounds, like the microbial metabolites geosmin and
2-methyl isoborneol. These compounds may be odor
active in nanogram per liter concentrations and represent
a substantial proportion of off-odor complaints to munic-
ipal water treatment works (16).

The activated carbon unit operation must be diligently
maintained and sanitized as part of normal food plant
operations. Many microbial complaints and sensory
excursions in the food industry have been linked, at least
in part, to inadequate carbon bed management practices.
One of the reasons for this required diligence is that the
core of the GAC bed has the potential to provide optimal
conditions for the growth of troublesome microorgan-
isms—specifically, the chlorine is absent, the environment
can vary in its level of air or dissolved oxygen, and, in
most cases, the organic microbial nutrients abound (since
GAC is so proficient at removing organic compounds,
including natural organic matter, from water supplies).
These conditions combine to make carbon an excellent
medium for the support of microbial growth. Once estab-
lished, the extremely large surface area within the carbon
pores can make control of an unwanted microbial popula-
tion a daunting task. Routine and diligent backwashing
and sanitization of the carbon bed should be viewed as an
absolute requirement for any food plant water treatment
system. Hot water, steam, or a combination are generally
employed to sanitize the carbon filters, provided their
material of construction can withstand the temperature
needed. When performed regularly, this helps prevent a
biofilm from becoming firmly established in the bed and
avoids problems often associated with poor carbon main-
tenance, including high bacteria counts, off-odor produc-
tion within the bed, poor dechlorination or chlorine
breakthrough and loss of adsorptive capacity.

B. CHLORINATION

The commercially available forms of chlorine for the food
industry are chlorine gas, solid calcium hypochlorite pel-
lets and sodium hypochlorite solutions. The traditional
and most common form that is used for disinfection of
treated water by the food industry is the last, sodium
hypochlorite solutions, although the others are also
employed at some locations. Chlorine gas is usually
reserved for large-volume food plants, and considerable
drawbacks to its use are the strict transport, handling,
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storage, metering, permitting, and use requirements being
enforced by many regulatory agencies. Calcium
hypochlorite is utilized, but in many international markets
it is more costly than sodium hypochlorite. Irrespective of
which form is chosen, once in aqueous solution, the chlo-
rine chemistry becomes essentially the same.

The chlorine species, when dissolved in water, will
eventually dissociate into primarily two active forms: 1)
hypochlorous acid (HOCl); and, 2) the hypochlorite anion
(OCl�). The ratio of these two chlorine species varies as a
function of pH, with hypochlorous acid predominating at
acidic pH, and the hypochlorite anion predominating at
alkaline pH. One critical concept to link with these chlo-
rine equilibria is that hypochlorous acid (predominant at
lower pH) has been described as 80 to 100 times more
potent a germicide than the hypochlorite anion (predomi-
nant at higher pH). As a result of this, the World Health
Organization suggests a pH of less than 8.0 to help assure
effective disinfection of water with chlorine (9,10). In
conventional coagulation water treatment systems, where
the operating pH in the reaction tank is often above 10.0,
the chlorine equilibrium favors the existence of hypochlo-
rite anion, which is why, in addition to allowing adequate
floc settling time, a minimum two hours of retention must
be designed in these systems.

In summary: 1) chlorine is an effective disinfectant
against bacteria and viruses, although it is less effective
against protozoan organisms like Giardia and
Cryptosporidium; 2) the effectiveness of chlorine varies
markedly with pH, owing to the distribution between the
more effective hypochlorous acid, and the less effective
hypochlorite anion; and, 3) the preferred operating range
for chlorine disinfection is roughly pH 6.0 to 7.5; below
this, corrosion may occur, above this, its effectiveness
declines. Although the actual disinfection criteria for indi-
vidual applications must be decided within each plant or
corporation, a long-standing industry practice for water dis-
infection using chlorine in conventional treatment systems
is to maintain a free chlorine residual of 6 to 8 mg/L over
the course of a two-hour contact time. For other treatments,
where the pH is lower, the free chlorine residual concentra-
tion and/or contact time is often decreased. 

C. OZONATION

Ozone (O3) is an unstable, colorless gas that is an allotrope
of oxygen (O2). It has a distinctive pungent odor, from
which its name is derived (from Greek ozein, “to smell”).
Ozone has been used for municipal scale treatment of
drinking water since 1906 (Nice, France) (1). It is formed
naturally in air by the ionizing effects of environmental
lightning, and in the earth’s stratosphere by ultraviolet irra-
diation. It is also formed during combustion in automobile
engines, thereby contributing to the troublesome phenom-
enon of “photochemical smog.” Ozone safeguards us from

the damaging effects of the sun by inhibiting the penetra-
tion of much of the sun’s UV waves, preventing them from
reaching the earth’s surface. The major use of ozone in the
food industry currently is the treatment of bottled water. Its
use in the treatment of water for wider food industry is still
uncommon.

Most ozone for commercial applications is produced
on-site via the Corona Silent Arc Discharge process (17).
With the Corona Discharge, a gas feed of dry oxygen or
dry air passes through an electrode pair (high and low volt-
age) where free electrons are of sufficient energy to split
the diatomic (i.e. two atoms) oxygen molecules apart. The
“single” atomic oxygen species then recombine with other
diatomic oxygen to form a molecule with three atoms of
oxygen, ozone (O3). The net result is that three oxygen
(O2) molecules become two ozone molecules (O3). 

In ozone generation by Corona discharge, it is essen-
tial that the feed air or oxygen be dry. Moist air fed into
ozone generators may result in formation of nitric acid
inside the generator (through the reaction of nitrous
oxides with water). In addition to reduced ozone output,
nitric acid can corrode ozone generator internals and
cause generator failure. Feed gas must also be free of par-
ticulates, coalescible oil (hydrocarbon) mists and gas
impurities (methane, ammonia, etc.) all of which reduce
ozone yield. When compressed purified oxygen gas is
used as the feed, in place of treated air, roughly twice the
amount of ozone is produced for the same energy input.
For most bottled water applications (where ozone is fre-
quently used), even despite the increased output, the cost
of the compressed oxygen usually makes its use uneco-
nomical. There are many designs of ozone generators,
including tubular, plate, water-cooled, refrigerated and
air-cooled. 

As with any chemical disinfectant, when ozone is used
for disinfecting water supplies, the ozone demand must first
be met, and then a residual ozone concentration established,
and maintained for the desired contact time. An industry
practice, which dates back to data nearly four decades old,
is to utilize an ozone CT value of 1.6 mg-min/L (CT refers
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TABLE 191.5
Relative Effectiveness of a Variety of Disinfectants
against Cryptosporidium

Disinfectant Effectiveness Estimated CT-99

Free Chlorine Poor 7200 mg-min/L
Chloramine Poor 7200 mg-min/L
Mixed Oxidants Fair 1000 mg-min/L
Ozone Good 5–15 mg-min/L
Chlorine Dioxide Good 80 mg-min/L
UV Irradiation Excellent 2–5 mJ/cm2

Note: CT-99 is the Concentration � Contact time required for 99%
Cryptosporidium Inactivation.

Source: Aquionics UV Systems, Inc. (2001).



to the ozone concentration multiplied by its contact time).
This is generally done by maintaining a residual of 0.4
mg/L ozone for 4 minutes. A CT of 1.6 mg-min/L is ade-
quate to provide at least a two-log reduction in bacteria,
virus, and Giardia lamblia populations. However, as with
chlorine, Cryptosporidium parvum remains resilient to
inactivation, so higher CT values will be necessary to
address this organism (18).

Operationally, the three major drawbacks to the more
widespread application of ozone to the food industry
include the fact that: 1) it must be generated and used
immediately on-site and cannot be stored; 2) due to its
short half-life, it does not provide adequate residual disin-
fectant activity; and 3) there is a high potential to form
bromate, a strictly regulated disinfection by-product of
ozonation, which can result if bromide is present in the
water. As with other disinfectants, the dose and half-life of
ozone will vary as a function of pH, temperature, organic
matter and other variables, but somewhat unique to ozone
is its behavior at varying levels of total dissolved solids
(TDS). The lower the level of total dissolved solids, the
longer the ozone residual will last (19). Finally, ozone is a
very powerful chemical oxidant and can be extremely
aggressive toward equipment, both in air and in aqueous
phase. Care must be taken to ensure that all materials used
are suitable for ozone contact and that all employee safety
precautions are observed.

D. ULTRAVIOLET IRRADIATION

UV radiation energy waves are 100 to 400 nm long,
lying between X-ray and visible light spectrums in the
electromagnetic spectrum. The division of UV radiation
may be classified as Vacuum UV (100–200 nm), UV-C
(200–280 nm), UV-B (280–315 nm) and UV-A
(315–400 nm). In terms of germicidal effects, the opti-
mum UV range is between 245 and 285 nm. UV disin-
fection typically utilizes a mercury source, although
Xenon sources are also commercially available. UV sys-
tems for food plant applications are usually in the form
of either: 1) low-pressure lamps that emit maximum
energy output at a wavelength of 253.7 nm; 2) medium-
pressure lamps that emit energy at wavelengths from 180
to 1370 nm; or, 3) lamps that emit at other wavelengths
in a high intensity “pulsed” manner. Pulsed UV is a rel-
atively new technology to the food industry and is not
widely employed at present. While both low and
medium pressure designs have their own advantages and
disadvantages, they have both proven to be adequate for
water disinfection applications.

The degree to which the destruction or inactivation of
microorganisms occurs by UV radiation is directly related
to the UV dose. The UV dosage, D, is calculated as the
arithmetic product of intensity, I, in milli- or micro-watt
seconds per square centimeter, and time, t, in seconds.

Internationally, the dose is often expressed in millijoules
per square centimeter, which is exactly equivalent to mil-
liwatt-seconds per square centimeter (1 mJ/cm2 � 1 mW-
s/cm2 � 1000 microW-s/cm2). Research indicates that
when microorganisms are exposed to UV radiation, a con-
stant fraction of the living population is inactivated during
each progressive increment in time. This dose-response
relationship for germicidal effect indicates that high inten-
sity UV energy over a short period of time would provide
the same kill as a lower intensity UV energy at a propor-
tionally longer period of time. The UV dose required for
effective inactivation is determined by site-specific data
relating to the water quality and log removal required (20).

The mechanism of inactivation of microorganisms by
UV is complicated, but has been reported many times in
the literature. Fundamentally, the organism’s genetic
material (for example, bacterial deoxyribonucleic acid, or
DNA) absorbs the UV radiation, which results in a chem-
ical disruption of the DNA’s chemical bases. Though
many various photoproducts form as a result of this, the
major rearrangement is the dimerization of the thymine
base. This change renders the organism unable to replicate
their DNA, and, therefore, cannot reproduce. As you
might expect, ultraviolet disinfection does not provide any
residual disinfectant activity.

Just as with ozone and chlorine, ultraviolet energy
also has an accepted industrial “rule of thumb” which has
been established for decades. A typical UV system used
for the disinfection of food plant water treatment is sized
to deliver a dose of at least 30 mJ/cm2 at the end of its
service life (typically 8,000 hours). To achieve this, since
UV intensity naturally decreases over time as the lamp
ages, the initial dose design is usually on the order of 60
mJ/cm2. This design has traditionally been credited with
providing at least a three-log (99.9%) inactivation of bac-
teria, yeast, and virus populations. Data published in late
1999 (21) and confirmed since then in several industry
journals, suggest that the same 30 mJ/cm2 dose also pro-
vides at least a three-log inactivation of Cryptosporidium
parvum, a protozoan organism highly resistant to disin-
fection by chlorine and, to a lesser extent, ozone. This is
promising news for the water treatment and food indus-
tries, since it confirms the effectiveness of UV as part of a
multiple barrier water treatment process to help ensure the
microbial safety of our treated water.

E. MEDIA FILTRATION

The passage of water through any of a variety of coarse fil-
tration materials can be referred to as media filtration.
Applications of media filtration for the food industry
includes the removal of particulates (for example from
source water or the overflow of conventional coagulation
reaction tanks), prevention of occlusion of carbon pores,
avoiding the fouling of ion-exchange resins and providing
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the required contact time for chlorine and coagulant (for in-
line coagulation systems). Traditionally, the most common
medium for food plant water treatment was simple filtering
sand, supported by a bed of gravel. The major intent of these
sand filters is to provide a coarse straining of the water
stream. Sand filters may be located at different points in the
treatment chain, but for conventional lime treatment sys-
tems, the industry practice is to locate the sand filter down-
stream of the reaction tank. Logically, this was done to
capture any loose floc carryover, precipitated calcium car-
bonate, or other particulates that might not have settled ade-
quately in the reaction tank. In some applications, like
in-line coagulation, the sand filter which is used serves not
only to filter the floc which is intentionally formed in-line,
but to provide part of the contact time of the water with the
chlorine disinfectant.

In addition to sand, garnet, anthracite and diatoma-
ceous earth are common media used as part of a dual or
mixed media filter bed. Other media are commercially
available to suit a variety of applications. For example,
some reverse osmosis and nanofiltration membrane sys-
tems might incorporate “greensand” as one of the pre-
treatment operations. Greensand is a naturally occurring
mineral that consists largely of dark greenish grains of
glauconite, possesses ion-exchange properties (22) and is
used for the removal of soluble iron and manganese from
water streams to prevent fouling of downstream mem-
brane systems. 

Media filtration, like granular activated carbon filtra-
tion and virtually all water treatment processes, requires
diligent maintenance in order to help assure its on-going
performance. Since media filters remove particulate mat-
ter from the water, these impurities must then somehow be
removed from the filter itself. This is accomplished by fre-
quent backwashing of the filter medium, often with
treated water, to suspend and expand the filter bed into the
freeboard of the filter vessel, thereby allowing collected
impurities to be washed to the drain. Some media filters,
more commonly in municipal applications, augment the
water backwash by the injection of air. This air scouring
also helps suspend the bed and conserves the overall vol-
ume of water necessary for the backwash cycle. The fre-
quency and conditions of backwash depend on the quality
of water/ amount of debris going into the filter, the type of
filter media, the vessel design, supplier recommendations
and corporate policies. The range of operating conditions
usually include a frequency of anywhere from daily to
monthly, and a backwash rate of from two to five times
the normal flow. Intimately linked with the maintenance
described above is the routine sanitation of the media fil-
ters. Several methods may be used, including heat and
chemical sanitizers, but this critical operation must not be
overlooked. It is possible for bacterial populations to
become established in media filter beds and for biofilms
to form, which may be extremely resistant to remove.

F. CARTRIDGE FILTRATION

Cartridge filters were once considered only as a point-of-use
water treatment method for removing larger particulate mat-
ter. However, breakthroughs in filter design, such as the con-
trolled use of blown microfiber filters (as opposed to
wrapped fabric or yarn-wound filters), have tremendously
broadened cartridge filter utilization (5). Cartridge filters are
usually disposable, cost-effective, have a high flow capabil-
ity and are commercially available in the particle removing
range of 100 to 0.1 microns. Particulates, and other matter
that are removed from the water, are held within the media
matrix and are not generally subject to release, even where
system fluctuations occur. There are two broad categories of
cartridge filters, namely “depth” and “pleated.”

Depth style cartridge filters have become a standard
tool of the food industry to remove particulate matter and
reduce turbidity to low levels. In a depth style cartridge fil-
ter, water flows through the thick walls of the filter where
the particles are trapped throughout the complex openings
in the filter media. The filters are often constructed of
blown microfibres of polymers, such as polypropylene, or
from cotton, cellulose or synthetic yarns. Filter media is
usually provided with continuously graded fiber density.
This yields progressively finer particulate retention
through the depth of the media. Generally, they are not an
absolute method of filtration since a small amount of par-
ticles within the micron range may pass into the filtrate.
Depth style filters are used as both pre-treatment and post-
treatment unit operations. Their main pre-treatment func-
tion in food industry water treatment applications
(typically sized at 5 micron nominal rating) is to condition
water prior to reverse osmosis membranes or ion exchange
resins to prevent particulate fouling. They are also widely
used as a pre-treatment to ultraviolet irradiation systems to
ensure minimal turbidity is present which diffract incident
ultraviolet light thereby reducing the dose and resulting
disinfection performance. The main post-treatment appli-
cation (typically sized at a 5 or 10 micron nominal rating)
is to “polish” treated water. For example, they remove
small floc particles, oxidized iron, granular activated car-
bon “fines,” or precipitated calcium carbonate that might
have carried over from the primary treatment process.

Absolute rated pleated cartridge filters can perform in
the microfiltration range (see previous discussion on
membrane processes) providing protection against bacte-
ria and many water parasites. They use flat sheet media,
either membranes or non-woven fabric materials. They
typically act as surface filters with the media being
pleated to increase the usable surface area. Pleated car-
tridge filters are not usually cost effective for particulate
filtration applications as particles greater than 1 micron
quickly plug them. However, they serve well for water
that has already passed through depth cartridge filters, or
other treatment steps, in applications such as sub-micron
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particulate, bacteria and protozoan removal filtration. The
National Sanitation Foundation (NSF International) has
published a standard for cartridge filters, Standard 53,
which assures removal of a large percentage of protozoan
oocysts (“cyst reduction filters”).

V. DISTRIBUTION

A variety of factors can affect water quality in municipal
and plant distribution systems. This includes the quality of
water entering the distribution system, contaminants
formed or added by the system, cross connections, mainte-
nance, construction and restoration. There are many ways
in which municipal water quality deteriorates on the way
from the municipal water works to the food plant or
domestic consumer (23). A discussion on this topic is
beyond the scope of this chapter. However, keep in mind
that even the simple act of a municipality flushing out dis-
tribution lines, which can occur on a periodic basis, can stir
up loose particles of metals, debris and/or organic material
leading to short periods of highly undesirable water qual-
ity entering the food plant water supply. At the food plant,
close monitoring of incoming municipal source water
quality helps identify many of these issues (24). In addi-
tion, having the necessary in-plant treatment that can
address upsets in municipal water quality is paramount.

The water distribution system within the food plant
can also lead to a deterioration in water quality.
Monitoring the microbial quality of water throughout a
food plant water distribution system can indicate a variety
of conditions that need correction. For example, water
entering the system may have poor microbial quality
resulting in inferior water quality in the plant system (this
underscores to need for adequate monitoring of the
incoming water supply), the filtration process may not be
functioning correctly (filtration performance can be use-
fully monitored using turbidity, differential pressure and
microbial monitoring measurements), there may be
microbial biofilms in the distribution system (especially
where dead-legs, unprotected storage and/ or rough inter-
nal surfaces are present), microbial contamination of one
or more of the water treatment unit operations (highlight-
ing the need for diligent maintenance and sanitation prac-
tices for water treatment system unit operations,
especially granular activated carbon filters), the disinfec-
tion step(s) in the process might not be adequately func-
tioning or is under-designed (insufficient concentrations
and/or contact times of chemical disinfectants, improper
UV operation, etc.), or there is a cross-connection within
the plant distribution system (operator error, poor system
design and malfunctioning valves may be possible
causes). Closely monitoring the plant distribution system
for microbial indicator organisms and identifying and
monitoring potential corrosion products helps a plant to
recognize emerging problems. 

A prevalent problem at food industry plants is where
inferior or unsuitable materials of construction are used,
either in food plant or in the municipal water distribution
systems that are largely outside of plant control, resulting
in extensive corrosion and/or leaching of metals from
internal into the plant water. It is important for food plants
to use materials that have smooth surfaces and high resist-
ance to oxidation and corrosion and to have adequate treat-
ment processes to effectively deal with potential issues
from the municipal distribution system. 316 stainless steel
is recommended by many suppliers and food industry cor-
porations for plant treated water distribution applications
(22). If adequate materials are not used, corrosion of inter-
nal surfaces of the distribution system can introduce 
contaminants to the water, reduce flow capacity and pro-
vide environments for biofilm growth. For example, iron
pipe corrosion has led to complaints of red water, caused
fouling of membranes and ion exchange resin, caused taste
complaints in water and food products, and the increas-
ingly rough surfaces provide harborage sites for microor-
ganisms. Corrosion from brass pipes, valves and fittings
can result in leaching of lead, copper and zinc. Where gal-
vanized iron pipes and plumbing might be used, leaching
of iron, zinc and cadmium can often be problematic.
Corrosion can result from a variety of causes. The water
supply may be aggressive to pipes and plumbing because
of its particular chemical makeup. In particular, water with
very low pH and TDS (such as RO permeate or ion
exchange effluent) and/or high levels of chlorine, ozone,
chloride, sulfate, carbon dioxide, or other constituents, can
result in increased corrosion. Though corrosion is gener-
ally difficult to predict and quantify, its results are easily
observed through regular inspections of equipment as part
of the plant preventative maintenance schedule.
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I. INTRODUCTION

Pure water has virtually no color, taste or smell. On the face
of it, what could be more boring? But the hidden qualities
of this substance make it a most interesting subject. In fact,
absolutely pure water is never found in nature. Instead,
water is often described as the “universal solvent” largely
because of the seemingly infinite number of substances that
dissolves in it. Some of these substances are considered
contaminants, others are considered therapeutic, and still
others are considered essential for life. The chemistry and
microbiology of key water quality parameters will be 

discussed, in broad terms, in this chapter including the gen-
eral approach adopted for their analysis by the food indus-
try. This work is not intended to provide detailed chemistry,
microbiology and instruction for how to test each parame-
ter as this would entail a large book unto itself. 

II. SUSPENDED MATTER

Water contains complex and shifting combinations of sus-
pended substances. They may be derived from mineral,
geologic, biologic and organic materials and particle sizes
can vary widely in size, as is outlined in Table 192.1 (1).
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The amount of particles being carried by a given body of
water is highly dependent on the speed of water flow.
Fast-flowing water is capable of picking up and suspend-
ing more material than calm water. As surface water sup-
plies have higher flow rates (in particular, rivers often
have flow rates as high as one meter per second or more),
they are generally considered to be more prone to high
levels of suspended matter. However, keep in mind that
even with a groundwater that has a typical flow of one
meter per day, suspended matter might be present. An
example of this is a groundwater for which there has been
improper selection of the well screen sizing (length, diam-
eter and size of openings of the screen) (2). Total sus-
pended solids (TSS) is a parameter that provides a gross
measurement of the amount of particulate matter present
in a water sample. To test for TSS, a well mixed sample is
filtered through a weighed standard glass fiber filter and
the residue retained on the filter is dried in an oven. The
increased weight of the filter represents the TSS (3). 

A. TURBIDITY

Turbidity is an expression of the amount of solid particles
that are suspended in water that cause light rays shining
through the water to be scattered and absorbed, rather than
transmitted. Thus, turbidity makes the water cloudy or even
opaque in extreme cases. According to the Standard
Methods for the Examination of Water and Wastewater (4),
turbidity in raw water “...is caused by suspended and col-
loidal matter such as clay, silt, finely divided organic and
inorganic matter, and plankton and other microscopic organ-
isms.” Turbidity measurement can detect potential problems
in a food plant treated water, including microbiologic con-
tamination, floc carryover, filter channeling, carbon fines
leakage and increase in iron/manganese levels. In general,
any disinfection process will be more effective on waters of
low turbidity than on waters of high turbidity. In the case of
ultraviolet disinfection, the particles that cause turbidity in
effect “shield” the microorganisms from the ultraviolet
bombardment and cause the beam to scatter. For chemical
disinfectants such as chlorine and ozone, the turbidity parti-
cles provide harborage sites for the microorganisms thereby
decreasing the surface contact and germicidal effectiveness.

Water turbidity is typically measured utilizing the
principle of nephelometry and is reported in nephelomet-
ric turbidity units, or NTU. This technique provides high
accuracy, precision, and stability over a wide range of tur-
bidity levels. It is based on the measurement of the amount
of light scattered at a 90 degree angle to the incoming (or
incident) light beam. This right angle-scattered light is
then correlated to the actual level of turbidity in the sam-
ple (4). Many companies offer devices that can measure
turbidity in-line in the plant water treatment process.

B. COLLOIDS

Colloids are characterized as small particles, including
silica, clays, algae, bacteria, viruses and natural organic
matter, that do not settle in water. The majority of col-
loidal particles in water have a slight negative charge that
are stabilized by a cloud of positive counter-ions. This
means that they repel each other, preventing them from
coalescing together to form larger settable particles.
Although colloids are too small to see with the naked eye,
they are increasingly important from an operational per-
spective for the food industry due to the sensitivity of
reverse osmosis membranes, and related water treatment
unit operations, to colloidal fouling. When water that has
high levels of colloidal material is fed to a membrane
treatment unit, particulate matter tends to collect on the
membranes and in the inter-membrane passages, causing
reduced performance. 

The Silt Density Index test, or SDI, is a widely used
test to measures the quantity of colloidal contamination
in waters above 0.45 micron (5). It measures how fast a
sample of water pumped at a pressure of 30 psi will plug
a 0.45 micron filter disc. The time it takes to collect a
fixed volume (usually 500 ml) of filtrate through a clean
disc is compared with the time it takes to collect the same
volume after 15 minutes of filtration through the same
disc. Obviously, the dirtier the water, the longer it will
take to collect the final volume. In general, the higher the
SDI, the more frequently chemical or physical cleaning
will be required to restore reverse osmosis membrane
performance.

SDI is not the perfect indicator of membrane fouling
potential. The zeta potential, a measure of the electrical
charge on the particles, and hence their fouling potential,
will be altered by pH, ionic strength of the water and by
inhibiting agents added. As result of these variables, there
are cases where high SDI waters do not foul membranes
and cases where low SDI waters do cause fouling.
Despite these limitations and exceptions, however, SDI
measurements are an important tool for tracking the con-
sistency of incoming water with respect to colloids, and
for tracking the performance of membrane pre-treatment
equipment. 
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TABLE 192.1
General Classification of Suspended Particle Sizes

Description Approximate Particle Size (micron)

Gravel 64,000 to 2,000
Sand 2,000 to 62
Silt 62 to 4
Clay 4 to 0.24

Source: Adapted from United States Geological Survey at
http://ga.water.usgs.gov/edi/dictionary.html



III. DISSOLVED SOLIDS

Concentrations of dissolved solids in water vary consid-
erably in different regions due to differences in the local
geology and environment. The bulk of the dissolved
residue is typically inorganic minerals. In addition, water
typically contains small amounts of dissolved organic
matter. An aggregate measurement of the dissolved solids
in water is provided by total dissolved solids, or TDS,
testing. This test does not measure a single, specific com-
ponent, but provides instead a single measurement for a
variety of components. TDS is useful to gauge the over-
all consistency of the mineral content in the water. For
operations using reverse osmosis (or similar membrane
processes), TDS measurement provides a critical indica-
tion of the overall rejection characteristics of the mem-
brane. For food plants using ion-exchange, TDS is
important to determine both overall effectiveness of the
resin and adequate blend ratios if a flow by-pass is 
operated.

Most official methods for measuring TDS, as recog-
nized by regulatory agencies and certified laboratories,
involve a “gravimetric” approach. In these methods, a
water sample is coarsely filtered to remove suspended
solids, then evaporated to complete dryness in an oven
and the remaining residue is accurately weighed (6). This
residue is expressed as the mg/l of total dissolved solids
in the original water sample. These methods, however,
routinely require anywhere from two to four hours before
a result can be obtained. An alternative “conductometric”
procedure was developed primarily for its speed and sim-
plicity as compared to the “official” methods (7). The
method has gained wide acceptance as the standard in the
food industry. It is based on the fact that most of the com-
ponents of TDS, when present in a water sample, will
conduct an electric current. Remember that pure water,
with almost no TDS, is a very poor conductor of electric-
ity. Conversely, salt water, with a high TDS content, con-
ducts electricity very well. Correlations have been found
between the measure of the conductivity of a solution,
and the actual level of TDS determined by drying. It is
best to develop a local factor through empirical testing
specific to the local water supply at each plant location,
and these factors typically range from 0.5 to 0.9. Many
automatic TDS meters, however, come already calibrated
with an internal factor. It is important to know what the
factor is so that results among laboratories may be 
compared. 

A. DERIVED FROM MINERALS

Minerals account for the vast majority of dissolved solids
in water. They may be categorized into cations and anions.

1. Common Cations

Common cations, or positively charged ions, in water
include the ions of calcium, magnesium, sodium, iron and
manganese. 

Dissolved calcium and, to a lesser extent, magnesium
cause hardness in water. Water hardness is discussed in
more detail later in the chapter. Sodium, along with the
associated anions, may be a major contributing factor
where high levels of total dissolved solids are determined.
It should be noted that some water softeners can add sig-
nificantly to the sodium content of treated water. This is
because softeners remove the cations that cause hardness,
calcium and magnesium, by replacing them with sodium
cations (which do not cause water hardness). Sodium usu-
ally only becomes a concern for the food industry with
regard to label claims (for example, “very low sodium,”
“sodium free,” etc.). However, concentrations of sodium
in excess of 200 mg/l may give rise to unacceptable taste
in water (8), and this can also impact the taste of any food
product it is used to manufacture. 

Iron and manganese concentrations can often reach
several mg/l in water, high levels being more prevalent in
groundwater than surface water supplies (8). Iron may
also be present in drinking water as a result of the use of
iron-containing coagulants or the corrosion of steel or cast
iron pipes during water distribution. If adequate treatment
is not in place, the presence of high levels of iron and/or
manganese may be problematic for the food industry for
many reasons. These include taste impacts in the water
and products it is used to manufacture, water and product
discoloration, potential catalytic activity with chemicals
in food product matrices and undesirable deposits that
create havoc with valves and piping in the plant water dis-
tribution systems. In addition, without adequate pre-treat-
ment, iron and manganese can result in fouling of plant
water treatment membranes and ion exchange resins.
Certain bacteria can further complicate iron problems.
Organisms such as Crenothrix, Sphaerotilus and Galli-
onella use iron as an energy source. These iron reducing
bacteria eventually form a rusty gelatinous sludge that can
plug a water pipe (9). Concentrations of iron below 0.1
mg/l and manganese below 0.05 mg/l are typically accept-
able for food industry applications.

Concentrations of individual cations may be measured
using sophisticated analytical instrumentation such as flame
atomic absorption (AA) spectrometry and ion coupled
plasma (ICP) emission spectrometry (10–13). With AA, a
sample is aspirated through a flame and atomized. A source
lamp composed of that element’s characteristic absorption
wavelength is used. The amount of energy absorbed at the
characteristic wavelength is proportional to its concentration
in the sample. ICP uses a flowing stream of argon gas that is
ionized by an applied radio frequency field. A sample
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aerosol is generated in the nebulizer and spray chamber
which is carried into the plasma. This subjects the con-
stituent atoms to temperatures of approximately 6000 to
8000°C which results in the atoms producing ionic emission
spectra. The efficient ionic excitations of ICP, coupled with
use of precise monochromators and polychromators, allow
effective multi-element detections that can provide greater
sample throughput. 

Hardness (calcium and magnesium) can be measured
using the traditional hardness test which involves a titra-
tion with a standard solution of ethylenediaminete-
traacetic acid (usually abbreviated as EDTA) (14).
Hardness may also be calculated directly from the con-
centration of calcium and magnesium ions which might
be determined using AA or ICP instruments. The formula
([Ca2+]*2.50) � ([Mg2+]*4.12) is used, the result being
expressed as the equivalent quantity of calcium carbonate
(15). Convenient iron and manganese on-site test kits are
widely used throughout the food industry. The iron test
kits typically use the phenanthroline method (16), while
the preferred field method for manganese detection is
often the persulfate method as it controls interferences
from limited chloride ion concentrations (17).

2. Common Anions

Common anions, or negatively charged ions, in water
include the ions of chloride, sulfate, nitrate and bromide.

Chlorides are present in water from natural sources, but
sewage and industrial effluents, urban run-off containing
de-icing salt, and saline intrusion can lead to increased lev-
els. Excessive chloride concentrations increase rates of cor-
rosion leading to elevated concentrations of leached metals
in the water (e.g. iron or lead). Chloride concentrations in
excess of about 250 mg/l can give rise to detectable taste in
water (8). Sulfate is widely distributed in nature. As with
chloride, high sulfate can contribute to the corrosion of dis-
tribution systems. Taste thresholds for sulfate in water have
been found to vary with the nature of the associated cation,
ranging from 250 mg/l for sodium sulfate to 1000 mg/l for
calcium sulfate (8). The nitrate concentration in water is
normally low but can reach high levels as a result of run-off
from erosion of natural deposits, agricultural fertilizer use,
refuse dump run-off, or contamination with human or ani-
mal wastes (8,18,19). High nitrate levels (typically well
above 50 mg/l, expressed as nitrate ion) are implicated with
methaemoglobinaemia, more commonly referred to as
“blue-baby syndrome”. Nitrate is reduced to nitrite in the
stomach of infants, and nitrite is able to oxidize hemoglo-
bin to methaemoglobin, which is unable to transport oxy-
gen around the body. This is thought to be partly due to the
larger proportion of fetal hemoglobin present in infants
which is more easily oxidized (20). Bromides have only
recently become widely recognized as a potential raw water
quality problem. When water containing bromide is

ozonated, there is a risk of bromates forming for which the
allowable concentrations are typically very low.

Chloride, sulfate, nitrate and bromide can be meas-
ured in water by ion chromatographic (21,22) and capil-
lary ion electrophoresis (23) methods for concentrations
above 0.1 mg/l. A commonly employed wet chemistry
analytical technique for chloride in water is a titration
with silver nitrate solution (24). It is not uncommon to
determine sulfate in aqueous solutions by means of a
gravimetric method in which sulfate is precipitated as bar-
ium sulfate by the addition of barium chloride (25). For
nitrate determinations, a common method uses ultraviolet
to measure the absorbance of the nitrate ion at 220 nm
(26). A widely used colorimetric method for determina-
tion of bromide uses phenol red indicator solution (27).

B. NATURAL ORGANIC MATTER

Natural organic matter refers to the gross content of
organic matter in the water. This includes humic acids,
fulvic acids and related materials that can originate from
plant or animal residues, or substances made by living
organisms. All are based upon carbon compounds. It is
often difficult to treat waters that contain high natural
organic matter content. For example, chlorination can lead
to the production of high levels of disinfection by-prod-
ucts such as the trihalomethanes (THMs). This topic is
further discussed below under the “Impurities Added to or
Formed by Water Treatment” heading. 

Total organic carbon, or TOC, is a widely used meas-
ure of natural organic matter in water. To determine the
quantity of TOC, the organic molecules must be broken
down and converted to a single molecular form that can be
measured quantitatively. Two techniques that are used to
achieve this for TOC analysis are high temperature com-
bustion (28) and persulfate oxidation (29). The measure-
ment of chemical oxygen demand, or COD, can provide
relative indications of organic matter (30). Likewise, a UV
spectrophotometer may be used to track the relative organic
loading of waters by monitoring the absorbency at 253.7
nm (31). While not directly correlated to total organic car-
bon or natural organic matter, COD or UV monitoring do
provide useful screening techniques for food plants, espe-
cially to track seasonal variations for surface water sup-
plies. Assimilable organic carbon (AOC) is yet another
surrogate measure of organic levels. AOC is used to meas-
ure the potential of a particular water for biological
regrowth in the distribution system. The AOC determina-
tion is made by measuring the maximum growth level of a
particular microorganism in a sample of water from which
the original bacteria have been eliminated (32). 

C. ORGANIC POLLUTANTS

In Figure 192.1, the message is clear…“nothing disappears
from the earth.” This applies to all industrial processes,
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including water treatment. Chances are, our food plant is
either treating a contaminant that someone else intro-
duced—maybe decades ago—or, we are contributing our
own to the overall watershed by way of our wastewater
effluent. Compounds like petroleum-based chemicals, pes-
ticides and herbicides all too often make their way to water
supplies either via run-off to rivers and streams, or down
the well casing into groundwater aquifers. Pollution from
such compounds can be a serious and costly matter for
food companies in terms of consumer safety, adverse
media attention, product recalls, remediation, loss of brand
equity and regulatory concerns. Keep in mind that a very
small amount of an organic pollutant can contaminate a
very large amount of water. For example, the U.S.
Environmental Protection Agency estimates that less than
one gallon of gasoline can contaminate one million gallons
of ground water to the point of losing potability.

1. Volatile Organic Compounds

Volatile Organic Compounds, or VOCs, are a category of
compounds that includes many petroleum-based chemi-
cals. For example, VOC compounds such as benzene,
toluene, ethyl benzene and the xylenes (ortho-, meta- and
para-xylene) are often implicated in the contamination of

ground water by fuel (gasoline, kerosene, or some other
petroleum-based energy source) (33–35). It is worth
remembering that microbial soil mechanisms may trans-
form the VOC contaminant in groundwaters. For example,
under certain conditions, the common solvent tetra-
chloroethene (also known as tetrachloroethylene, per-
chloroethylene, PERC) can be transformed in soil first to
trichloroethene, then to dichloroethene, and finally to
vinyl chloride (monochloroethene). So, if vinyl chloride is
detected in a groundwater sample, it might actually be the
result of a tetrachloroethene spill from the dry cleaner sev-
eral miles away! 

The most common laboratory methods for analysis of
VOCs use purge and trap gas chromatography using either a
combination of photoionization detection (PID) and elec-
trolytic conductivity (ELCD) detectors in series (36) or a
mass spectrometer (MS) detector (37). With PID/ELCD,
identification is by elution time only and can be partially
confirmed by the use of a dissimilar chromatographic col-
umn. The MS detector provides more reliable identification.

2. Pesticides and Herbicides

Although the use of pesticides has led to many advances
in agricultural output throughout the world, they have
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Ireland, 2000.)



been found to occur in surface and groundwater supplies
all too frequently. Several of these compounds are bioac-
cumulative and reactively stable, as well as toxic or car-
cinogenic (8). Categories of pesticide residues include the
organochlorine pesticides and the carbamate pesticides.
Agricultural chemicals for weed control can also be 
routinely found in water supplies. Common types of these
herbicides include chlorinated phenoxy acid herbicides,
other types of carboxylic acid compounds and gly-
cophosate herbicides (the latter is sold under registered
trade names such as Roundup and Rodeo). Treatments
such as granular activated carbon filtration, reverse osmo-
sis, and to a lesser extent oxidation via chlorine and
ozone, can play a vital role in controlling contaminant lev-
els. However, it can be a challenge to food plant water
treatment systems to meet the strict regulatory limits of
some countries, especially if there are not controls gov-
erning the local use of pesticides and herbicides.

The type of test method utilized for pesticide and her-
bicide analysis in water often depends on the type of
residue in question and the detection limit required.
Sample preparation steps (which extract and concentrate
the residue from water) and quality control checks can be
time intensive. Analysis of organochlorine pesticides typ-
ically involve liquid-liquid extraction of water samples,
followed by a capillary column gas chromatographic tech-
nique (38). Detection by either mass spectrometer (MS)
or Electron Capture Detector (ECD) is commonplace.
Degradation compounds of pesticides can also be detected
by this method. Carbamate pesticides are heat sensitive
and labile, and hence are not amenable to analysis by gas
chromatography. Therefore, analysis of carbamate pesti-
cides is often based on high performance liquid chro-
matography (HPLC) in conjunction with a post-column
derivatization system and a fluorescence detector (39). A
common method for measuring acidic herbicide com-
pounds uses a micro liquid-liquid extraction method that
is simpler than other extraction procedures and does not
require large volumes of solvent extract (40).
Glycophosate herbicides can be measured in water using
liquid chromatography with a post column reaction/fluo-
rometric method (41).

IV. MICROBIOLOGY

Typhoid, cholera, hepatitis A and E viruses, Legionella
(often associated with piped water distribution systems)
and E. coli O157 are examples of organisms that can
cause infectious diseases by transmission through water.
Others such as the protozoan organism Cryptosporidium
parvum result in what are usually less severe, though
uncomfortable, outcomes such as self-limiting diarrheal
disease (8). According to the World Health Organization,
“infectious diseases caused by pathogenic bacteria,
viruses and protozoa or by parasites are the most common

and widespread risk associated with drinking water (8). In
addition to waterborne organisms of health concern,
microorganisms can cause aesthetic and/or operational
concerns. Despite these concerns, it is not practical to
attempt to test all of these and other possible threats to a
food plant water system. Consequently, the focus of the
food industry, supported by most major regulatory organ-
izations, is to monitor recognized “indicator organisms”
of water quality.

A. INDICATOR ORGANISMS

Total plate count bacteria testing provides a measure of the
total number of viable bacteria. Proactively addressing
increasing counts can avert microbial problems in the
water treatment system. The corrective action(s) is depend-
ent on the individual situation at each food plant. Areas
that a plant might focus on include disinfectant residual
levels, filtration operations, sanitation processes, ultravio-
let radiation performance, materials used in water treat-
ment operations, equipment performance and changes in
the microbiologic quality of the incoming water.

Coliforms are rod-shaped bacteria that are widely
found in the environment. Total coliform testing is widely
used as an indicator of the general sanitary quality of treated
drinking-water. The food industry is particularly interested
in bacteria that may be present in excreted feces from the
human gut, or from the gut of other mammals, which pros-
per in the condition found in the human digestive system.
This is an acidic environment that has a temperature of
approximately 98.6°F (37°C). The primary indicator tests
of such fecal contamination in water are Escherichia coli
(E. coli) or thermotolerant coliform bacteria. 

Despite many benefits, coliforms do have shortcom-
ings as indicator organisms. Among these is the fact that
under certain circumstances (for example, following dis-
infection) they fail to indicate the presence of resistant
pathogens such as viruses and protozoan parasites in
treated drinking-water supplies. Keep in mind that total
coliform bacteria and E. coli bacteria are part of the nor-
mal intestinal flora of healthy individuals, and are not
always themselves implicated with adverse health effects.
However, a pathogenic strain of E. coli known as E. coli
O157 has received much recent discussion in the public
domain. For example, an incident occurred in May 2000
where E. coli O157 contaminated the supply system of a
farming community in Ontario, Canada. Five people died
and 27 were hospitalized (42).

Mold is present throughout the environment (air, dust,
soil, water) and can be transferred into a food manufac-
turing environment by people (direct contact with dirty
hands, clothing, shoes, etc.), air ventilation systems, open
doors and poor manufacturing practices in general.
Sometimes mold issues in food or beverage products can
be traced back to a water root cause. Although yeast is
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rarely a problem with water, high yeast counts are occa-
sionally detected and may be indicative of environmental
issues at the plant. In addition to testing processed water,
yeast and mold tests are sometimes conducted on sanita-
tion rinse waters (assuming no disinfectant is present in
the rinse water) to provide an early indication of the effec-
tiveness of the plant sanitation process.

Membrane filtration techniques are commonplace for
measuring microorganisms including total coliform bacte-
ria, E. coli, thermotolerant coliform bacteria, yeast and
mold. These techniques involve placing samples in a con-
tainer (called a ‘monitor’), using a membrane to capture
microorganisms, adding the appropriate media to promote
growth, incubating the samples in an oven for the appropri-
ate time and temperature and counting the number of
colonies that grow. Colisure, Colilert (both available from
IDEXX Laboratories) and E*Colite (from Charm Sciences)
are examples of rapid methods which are gaining increas-
ing popularity within the food industry to detect the pres-
ence or absence of total coliform bacteria and E. coli. 

B. PROTOZOA

The category of microorganisms known as the “emerging
pathogens” has received a high level of scrutiny since a
massive disease outbreak in Milwaukee, Wisconsin (U.S.),
in 1993. Reports estimated at the time that 400,000 people
became sick with gastrointestinal illness, and 100+ died
(8). The cause of the outbreak was the protozoan parasite
Cryptosporidium parvum.  Since then, disease outbreaks
due to protozoans such as “Crypto” and Giardia lamblia
have become increasingly prevalent around the globe.
Cryptosporidium parvum is particularly resistant to chlo-
rine disinfection compared to bacteria. Part of this resist-
ance is due to the fact that the organism forms protective
shells, or oocysts, which make destruction difficult. A
“multiple barrier” approach is generally recommended to
protect against protozoan organisms. Coagulation with
sand filtration, filtration to 1 micron absolute or less (e.g.
reverse osmosis, nanofiltration, cartridge filters, etc.),
ozone and UV can be effective “barriers” against
Cryptosporidium and Giardia. The National Sanitation
Foundation (NSF International) has published a standard
for cartridge filters, Standard 53, which assures removal of
a large percentage of oocysts (“cyst reduction filters”).

Most water samples contain few oocysts and concen-
tration techniques are required to obtain even a small
number, many of which may be dead. As a result, the cur-
rent test methods for protozoan organisms are neither pre-
cise nor accurate and monitoring results may contain false
positives and false negatives.

C. ALGAE

At certain times of the year surficial supplies can undergo
“inversion” leading to increased numbers of algae. Blooms,

or scums, become easily visible across the water surface. In
simplified terms, this phenomenon occurs where water at
the surface reaches a temperature at which it is most dense
(near 3.98°C, or 39.2°F), while the water below it has not
yet reached this state. A density and temperature gradient
are thus formed, with the denser water descending and dis-
placing the water below it (hence the term “inversion”).
The agitation brings sediment and unwanted components
with it from the bottom to the surface. 

Algae can produce physiologic breakdown products,
such as geosmin and methyl-isoborneol, that are
extremely sensory-active. They can cause off-odors in
water (dirty, musty, moldy) at concentrations as low as
nanograms/liter. These require extensive treatment to
remove and can place a strain on the food plant water
treatment system. Furthermore, some species of algae
produce toxins that can be dangerous to people if they are
consumed. To put this toxicity in perspective, Microcystis,
a commonly found blue-green algae, produces a toxin
called microcystin LR which is 200 times more toxic than
cyanide (43).

Municipal water treatment authorities generally know
of the taste, odor and toxicity problems associated with
algae, and usually swiftly apply an algaecide. This kills
the algae, but doesn’t remove the “bodies.” Sometimes,
when conditions are just right, these algae (essentially sil-
icate-laden diatomic skeletons) can make it through to
food plant water supplies. If not effectively filtered by the
plant water treatment system, this can result in issues with
food products. The skeletons can be easily confirmed via
electron microscopy.

V. RADIOLOGICAL PARAMETERS

Radiological contamination of drinking water can result
from naturally occurring and man-made sources. 

A prime example of a common naturally occurring
radioactive species that can be found in water sources is
uranium. More than 99% of natural uranium consists of
the isotope U-238 which has a half life of 4,510,000,000
years. One gram of pure U-238 has a specific activity of
12,400 Bq, which means there are 12,400 atomic trans-
formations every second, each of which releases an ener-
getic alpha particle. Each atomic transformation produces
another radioactive chemical: first U-238 produces tho-
rium 234 (which has a half life of 24.1 days) and then tho-
rium 234 decays to uranium 234 (which has a half life of
247,000 years). The Becquerel, or Bq, is the S.I. unit of
radioactivity, where 1 Bq = one disintegration per second.

Man-made sources of radiological contamination
include those from medical or industrial areas, from the
disposal of radioactive materials (such as the mining and
processing of mineral sands or phosphate fertilizer pro-
duction), or from materials such as depleted uranium that
are used in the manufacture of anti-tank missiles and other
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weaponry. Depleted uranium has a lower or “depleted” U-
235 content (0.2%) and higher U-238 content (99.8%)
than naturally occurring uranium.

The process of identifying individual radioactive
species and determining their concentration requires
sophisticated and expensive procedures. A practical
approach to monitoring for radioactivity in water is to use
a screening technique. For example, the World Health
Organization recommend a screening approach whereby
the total radioactivity present in the form of alpha and beta
radiation is determined without regard to the identity of
specific radionuclides (8). If gross alpha and gross beta
activity are within their threshold values, then the water is
suitable from a radiological perspective. Only if either the
gross alpha activity or the gross beta activity concentra-
tion thresholds are exceeded is it recommended to identify
the specific radionuclides and measure their individual
activity concentrations. 

VI. DISSOLVED GASES

Water contains varying amounts of dissolved gases such as
carbon dioxide, oxygen, ozone, hydrogen sulfide and
ammonia. Dissolved gases contribute different attributes
to the water. For example, carbon dioxide decreases the
pH of un-buffered water and can contribute significantly
to corrosion, oxygen can increase microbiologic activity,
ozone provides oxidation and disinfection properties and
can result in the formation of by-products such as bromate
and chlorate, hydrogen sulfide imparts rotten egg-like
odors at thresholds above 0.25–0.25 micrograms/l in clean
water (44) and ammonia imparts off-odors, off-tastes and
forms chloramines (commonly referred to as combined
chlorine). The relationship between dissolved gases and
the various species in water can be complex. For example,
the relationship between carbon dioxide and carbonate in
water is very pH dependent, as shown in the following
equation:

CO2 � H2O <—> HCO3
� � H� <—> CO3

2� � 2H�

The equation indicates why one typically sees a lower pH
in reverse osmosis permeate than in feed-water. This is
because the pH is always dictated by the ratios of bicar-
bonate and carbon dioxide found in the water. As these
ratios change through the system, with much of the bicar-
bonate being rejected and much of the carbon dioxide
passing through the reverse osmosis membrane (as gases
are not effectively blocked), the pH will drop. Of course,
if acid addition is employed as a pre-treatment to reverse
osmosis membranes, then this will also contribute to the
pH decrease. The presence of entrapped dissolved gases
needs to be minimized for conventional coagulation treat-
ment processes. They can result in floating floc or sludge
which, in addition to causing operational difficulties, can

potentially make its way to treated water used in food pro-
cessing. Many de-aeration treatments are available to
minimize the presence of entrapped gases. 

If pH, temperature, alkalinity and total mineral content
are known then the concentration of CO2, and any or all of
the alkalinity forms, can be calculated from charts, dia-
grams and nomographs (45). Another way to measure CO2

content is by titration with either sodium carbonate or
sodium hydroxide using phenolphthalein indicator (46).
Dissolved oxygen is typically measured using a membrane
electrode procedure, which is based on the rate of diffusion
of molecular oxygen across the membrane (47). A simple
colorimetric test for ozone uses indigo blue reagent (48).
The blue color of indigo reagent is bleached in proportion
to the amount of ozone present in the water sample.
Alternatively, DPD (N,N-diethyl-p-phenylenediamine)
reagent, the same reagent commonly used for free and total
chlorine testing, may be used to measure ozone (49). Zinc
acetate and sodium chloride solutions are often used to
preserve the sample prior to hydrogen sulfide analysis
(50). Several qualitative tests for hydrogen sulfide are
available, and quantitative methods include the methylene
blue colorimetric (51) and iodometric test methods (52).
Ammonia can be measured using an ammonia-selective
electrode method (53) or by titration against sulfuric acid
using boric acid and mixed indicator solutions (54). 

VII. IMPURITIES ADDED TO OR FORMED
BY WATER TREATMENT

While the matter in water may render it unfit for human
consumption, treatment can also adversely affect water
quality by introducing pollutants, or by modifying chem-
icals that are harmless prior to water treatment.

A. CHLORINE

Chlorine is widely used in water treatment. It has effective
microbial disinfection properties, acts as an oxidant (e.g.
for oxidation of dissolved iron and manganese to form
insoluble products that can be removed as soluble precip-
itates) and it removes, or assists in the removal of, some
chemicals e.g. decomposition of easily oxidized pesti-
cides such as aldicarb (8). Chlorine is easy to apply, pro-
vides a strong residual, is relatively inexpensive and is
easily removed from the water (typically via granular acti-
vated carbon filtration or sodium metabisulfite dosing
prior to membranes). Disadvantages of chlorine include
its reaction with natural organic material to produce dis-
infection by-products such as the trihalomethanes (dis-
cussed below) and that it provides relatively poor
effectiveness for control of the protozoan parasite
Cryptosporidium parvum (also discussed below).

The most common form of chlorine used in the food
industry is sodium hypochlorite solution. Calcium
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hypochlorite, available in granular form, is also com-
monly used. Chlorine gas is used mostly by municipal
water treatment works, but may be used by very large
food plants. A major drawback with chlorine gas is the
regulatory prerequisites and paperwork usually needed for
its safe storage, handling and use.

When chlorine dissolves in water, the hypochlorite
anion (OCl�) and hypochlorous acid (HOCl) form. Figure
192.2 illustrates the equilibrium between the three, with
relative amounts varying depending on the pH. Very little
molecular chlorine exists in solution at pH levels above 4
(or in dilute solutions). Hypochlorous acid is dominant at
the low to moderate pH range. The hypochlorite anion is
dominant at higher pH values. Hypochlorous acid is
roughly 100 times more potent a germicide than the
hypochlorite anion. This illustrates very effectively why
the pH range of typical conventional lime treatment coag-
ulation systems (9.6–10.5) renders the chlorine far less
effective than at lower pHs. A pH in the range of 6 to 7.5
is generally preferred for chlorine disinfection. This pro-
vides a reasonable balance between hypochlorous acid
and the hypochlorous anion, while not allowing the chlo-
rine solution to become corrosive to piping and materials
(as chlorinated water is more corrosive at low pH values).
Chlorine effectiveness also varies with contact time (more
contact time, more kill) and temperature (higher tempera-
ture, more kill). 

Colorimetric methods are widely available to deter-
mine chlorine in water at concentrations ranging from
0.02–10 mg/l (49). When evaluating chlorine residuals,
the distinction must be made between a “free” residual,
and a “combined” residual. The “free” available chlorine
residual is defined as that portion of the total residual
chlorine which will react chemically and biologically as
hypochlorous acid. It is in this form that chlorine exerts
the most potent bactericidal effect. The “combined” avail-
able chlorine residual is defined as that portion of the total
residual chlorine which will react chemically and biolog-
ically as chloramines or organic chloramines. In these
forms, chlorine is a relatively mild bactericide and oxidiz-
ing agent. Analytically, using available test kits with 

prepared reagents, both the “free” chlorine and the “total”
chlorine are measured. The assumption is made that the
difference between these two represents the “combined”
chlorine residual. The reagent N,N-diethyl-p-phenylene-
diamine (DPD) is most commonly used for both “free”
and “total” chlorine testing (49). Orthotolidine has been
used in the past (55), but has been found to be carcino-
genic, and may pose other health risks. Food plants should
therefore avoid it if at all possible. Oxidation-reduction
potential (ORP) is another way to measure if chlorine or
any other oxidizing agent is present in water (56). If you
concentrate, you may remember from your school science
classes that many chemical reactions around us are proton
donor/acceptor in nature. However, with oxidation-reduc-
tion (redox) reactions, one chemical species loses, while
another gains electrons. ORP is a value (number) defining
how much gaining/losing of electrons a system might do
(an oxidizing environment has a positive value). It is
measured indirectly via conductivity or resistivity as the
ability of water to conduct electricity, typically in milli-
volts. Shifts in ORP indicate chlorine breakthrough, con-
tamination or that something has “changed” in the system.

B. TRIHALOMETHANES

Trihalomethanes (THMs) are formed from the reaction of
chlorine with natural organic matter precursors (humic
and fulvic acids, for example). Surface supplies are most
often implicated with respect to elevated levels of THMs.
However, THMs may also be formed from ground water
supplies, especially in cases where the well construction
or integrity has been compromised. Four THMs are com-
monly found in water, namely chloroform, bromoform,
bromodichloromethane and dibromochloromethane. They
are closely controlled from a regulatory perspective as
some THM species are known or suspect carcinogens
above certain threshold levels.

THM formation is dependent on several factors
including:

● Incoming raw water THM levels
● Incoming natural organic matter (“THM pre-

cursor”) levels
● Water treatment conditions, such as conven-

tional coagulation treatment systems
● Free chlorine concentration (increased chlorine

levels can increase THM formation)
● pH (the higher the pH, the higher the THM for-

mation potential)
● Chlorine contact time (the higher the contact

time, the greater potential for forming THMs)
● Seasonal variations can create dramatic

increases in THM precursors and subsequent
THM formation
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In most cases the food manufacturer’s best defense
against trihalomethanes such as chloroform is use and dili-
gent maintenance of granular activated carbon (GAC) fil-
ters. Where conventional coagulation water treatment
systems are in operation at a food plant, use of a “post-
chlorination” technique is often employed where a high
THM formation potential exists. This involves coagulating
or otherwise removing the THM precursors, then chlori-
nating downstream. It is easier to remove the larger organic
precursor molecules than the small THMs once they have
been formed. For this reason, the best approach to THM
control is to minimize their formation in the first place.

The same test procedures previously outlined in rela-
tion to Volatile Organic Compounds (VOC) testing may
be used for THM testing (36,37). Although less precise,
on-site THM test kits are offered by some companies
which can be useful to track overall consistency of THM
levels for some applications.

VIII. PROPERTIES OF WATER OF
IMPORTANCE TO THE FOOD
INDUSTRY

There are many properties of water that have particular
importance for food industry applications. A number of
the more common ones are described briefly below.

A. TASTE, ODOR AND APPEARANCE

Often, the human senses can detect contaminants in water
at levels too low to be reliably measured by plant instru-
mentation, or in some cases the needed instrumentation
may not be readily available. The concentrations at which
such contaminants impact on food plant quality is depend-
ent on individual and local plant factors, including the
quality and consistency of the water available, the nature
of the food products or processes with which the water is
in contact and the sensitivity of the individual to the spe-
cific defect(s) that he or she is tasting.

A list of taste thresholds in water of commonly found
constituents is provided in Table 192.2. Operational prob-
lems at a food plant facility can pose a major risk to the sen-
sory profile of water and the food and beverage products it
is used to prepare. One of the more common problems is
the breakthrough of chlorine from a storage tank (perhaps
due to the malfunction of a carbon filter). A noticeable
“metallic taste” may point toward an overdose of coagulant,
or an increase in metals due to an increase in the corrosiv-
ity of the water. If a carbon filter is utilized, carbon particles
might sometimes penetrate the terminal polishing step of
the process resulting in black specs in the treated water. 

A rapid, coarse, taste, odor and appearance evaluation
of water is routinely included as a step in overall food
plant quality control. No chemical test is done, the tester
merely relies on human senses. There should be no 

off-tastes, no off-odors, no turbidity (not cloudy), no sus-
pended matter and no off-color in water used in the man-
ufacture of food products.

B. HARDNESS

Hardness in water is caused by dissolved minerals, primarily
those producing divalent, or double charged, cations includ-
ing calcium (Ca2+), magnesium (Mg2+), iron (Fe2+), stron-
tium (Sr2+), zinc (Zn2+) and manganese (Mn2+). Calcium and
magnesium ions are usually the only ones present in signif-
icant concentrations in most waters. Hardness is, therefore,
generally considered by the food and water treatment indus-
tries to be a measure of the calcium and magnesium content
of water. The terms “hard” water and “water hardness” stem
from the fact that it is “harder” to raise a lather when more
calcium and magnesium are present, i.e., more soap, deter-
gent, or shampoo is necessary. The term “soft water” devel-
oped as “soft” is obviously an antonym of “hard.”
Temporary or carbonate hardness is the hardness due to the
bicarbonates of calcium and magnesium in the raw water.
By classical definition, this type of hardness can be removed
by boiling the water. Permanent or non-carbonate hardness
is the hardness due to the chlorides and sulfates of calcium
and magnesium in the raw water. This type of hardness can-
not be removed by boiling the water.

High level of water hardness can result in scale deposi-
tion, particularly on heating, depending on factors such as
pH and alkalinity. It is critical to ensure that maximum hard-
ness levels required by manufacturers for the equipment
they supply are satisfied. Boiler make-up water, in 
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TABLE 192.2
Taste Thresholds of Commonly Found Constituents in
Water

Constituent Approximate Taste Threshold

Inorganic Constituents mg/l
Aluminium 0.2
Ammonia (at alkaline pH) 1.5
Calcium 100 to 300
Chloride 200 to 300
Hydrogen sulfide 0.05 to 0.1
Iron 0.3
Manganese 0.1
Sodium 200
Sulfate (highly cation specific) 250 to 1,000
Total dissolved solids 600 to 1,200
Zinc (as zinc sulfate) 4
Organic Constituents µg/l
Toluene 40 to 120
Xylenes 300
Ethylbenzene 72 to 200
Chlorophenols 0.1 to 2

Source: Adapted from WHO Guidelines for Drinking Water Quality,
2nd Edition (1993).



particular, may require softening when the hardness goes
above 50 mg/l or sometimes lower. Waters with a hardness
of less than 100 mg/l have a low buffering capacity and may
be more corrosive to water pipes than water with higher
hardness levels. The acceptability to the food industry will
depend on:

● Whether water might need to be softened to
prevent scale deposition. e.g., water to be used
in plant operations like heat exchangers, boil-
ers, bottle washers, cooling tunnels, etc;

● Where high hardness causes interactions with
individual products (for example, tea beverages
that contain oxalic acid require low hardness
levels to prevent calcium oxalate precipitation
from the beverage). 

● Where high hardness can directly impact sen-
sory in water, and potentially food products.

● Where soft water has a low buffering capacity
and so may be more corrosive for water pipes.

● For plants that utilize coagulation water treat-
ment systems and have sodium alkalinity pres-
ent in the food plant water supply (sodium
alkalinity is indicated by the hardness concen-
tration being less than that of alkalinity, both
measured as calcium carbonate equivalents).
Hardness and alkalinity testing can monitor the
effectiveness of coagulation systems by gaug-
ing the need for addition of a calcium salt to the
reaction tank (required where effective alkalin-
ity reduction is desired from the treatment).

C. ALKALINITY

The sum of the concentrations of bicarbonates, carbonates
and hydroxides present in a water sample is commonly
referred to in the food industry as its alkalinity. High lev-
els can contribute significantly to the total dissolved solids
present in the sample (discussed above). Alkalinity is a
critically important measurement for the beverage indus-
try because high levels will neutralize the acidity in many
beverages, especially carbonated soft drinks. This can
lead to a poor sensory experience for the consumer or
microbial problems in trade. 

There are two widely utilized methods for measuring
the alkalinity of the water. One is a colorimetric method that
uses indicators that change the color of the solution under
test depending on its pH (57). The second is pH-metric
method which is more precise since it removes the subjec-
tivity of interpreting a color change by using a pH meter to
determine the test result. The relationship between alkalinity
components, free CO2 and pH is outlined in Figure 192.3.

D. PH

pH is a measure of the relative acidity or alkalinity of
water. The pH scale runs from 0 (acid) to 14 (alkaline),

with a mid-point of 7.0 denoting neutrality. In more sci-
entific terms, pH is defined as the logarithm of the recip-
rocal of the hydrogen ion activity expressed in moles per
liter. Like the “logarithmic units” of the Richter scale
which measures earthquakes, each number on the pH
scale represents a 10-fold change in the acidity/alkalinity
of the water. For example, water with a pH of 5 is 10 times
more acidic than water having a pH of 6.

The pH of water is a composite reading of the balance
between water, free carbon dioxide, carbonate, bicarbon-
ate and hydroxide. A shift in any one of these species will
produce a shift in the pH. Since pH can be affected by
chemicals in the water, it is an important indicator of
water that is changing chemically. In other words, the
results of a single measurement of pH are usually less
important than looking at how it varies over time. 

The wide range of treatment processes that food
plants employ brings with it an equally wide range in
treated water pH values. Treated water in the 4 to 5 range
is not uncommon where the treatment system is weak
acid cation (WAC) ion exchange due to the displacement
of calcium and magnesium ions in the water with hydro-
gen (H�) ion. An acidic pH is also common for many sys-
tems which utilize reverse osmosis or nanofiltration. This
is due to the pre-membrane acid dosing used to prevent
scaling/fouling and to help maximize recovery, and also
due to the changed ratios of bicarbonate and carbon diox-
ide found in the water, as was described above in the dis-
solved gases section of this chapter. Conventional
coagulation water treatment systems are on the other end
of the spectrum. Here, the operational pH range in the
reaction tank is in the area of 9.6 to 10.5 where hydrated
lime addition is used in the process for effective alkalin-
ity reduction (via precipitation as calcium carbonate). The
treated waters out of these systems are typically some-
where around the pH 8–9 range.

So, a pH 4–5 would not be a concern if the treatment
were WAC ion exchange or reverse osmosis, but it might
suggest a process control problem with conventional coag-
ulation treatment. Conversely, the pH 10–11 would be a
concern from a conventional coagulation operational per-
spective, since a pH of 9.6–10.5 is expected in the reaction
tank, and decreases in pH with chlorination, dechlorination
with granular activated carbon filtration and other unit
operations. A high pH after this type of treatment usually
indicates that the treatment is not being optimally con-
trolled (for example, excess of hydrated lime, poor selec-
tion of or exhausted carbon bed, etc.). Likewise, a pH of
10–11 for WAC, reverse osmosis or nanofiltration treatment
would be highly unusual and would warrant investigation.

E. SOLUBILITY AND CORROSIVENESS

The solubility and corrosiveness of water are two closely
related properties that are of much interest to the food
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industry. The Langelier Saturation Index, or LSI, pro-
vides a measure of the solubility, or more specifically the
scale forming tendency and corrosivity of water. The
basic concept is that it indicates the degree of saturation
of water with respect to calcium carbonate (58). LSI can
also be understood as the pH change required to bring
water to equilibrium. In order to calculate the LSI, it is
necessary to know the alkalinity (mg/l as CaCO3), the
calcium hardness (mg/l Ca2+ as CaCO3), the total dis-
solved solids (mg/l TDS), pH and the temperature of the
water (°C). If the LSI testing result is negative, it can be
interpreted that there is no potential to scale, the water
will dissolve CaCO3 and the water is corrosive. If the LSI
test result is positive, it can be interpreted that scale can
form, CaCO3 precipitation may occur and the water is not
corrosive. 
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I. INTRODUCTION

One part in 1,000,000,000,000,000 parts! Believe it or not,
analytic measurements down to this detection level (parts
per quadrillion, ppq) are quickly becoming routine for cer-
tain classes of organic compounds (for example, the poly-
chlorinated dibenzo-dioxins and -furans). With the
lightning-fast progress being made by chemists, physi-
cists, and other scientists, we can only expect this trend to
continue. Consequently, everyone involved with water in
the food and beverage industries, either as an ingredient,
product, or process chemical, will be forced to learn more

about this often complex matrix—from its origin, through
the paths it travels, the contaminants it meets along the
way, to the point where it enters your production facility.

Water brings with it an inconceivable number of
potential components—some considered contaminants,
others considered therapeutic, and still others considered
essential for life. The treatment technologist’s challenge
then becomes determining which components should be
retained (and how), which should be reduced (and how)—
and what the consequences of this selection might be.
These consequences could potentially range from a minor,
aesthetic defect in finished product, to a beverage or food
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product which results in widespread public illness. The
seriousness of a thorough understanding of water treat-
ment is a unifying principle throughout this writing. 

Over the past five years, the beverage industry’s usable
technology focus has moved from coagulation, ion
exchange, filtration, carbon adsorption and ultraviolet dis-
infection to the use of membranes in technologies ranging
from reverse osmosis, nanofiltration, ultrafiltration, and
microfiltration; continuous electrodeionization, electro-
dialysis, selective exchangers and sophisticated controls
and automation. Our quality focus has expanded to include
organics, inorganics, and pathogens that are serious health
concerns and present new treatment obstacles; and detec-
tion capability at a level to defy imagination which prom-
ises tighter and tighter regulatory guidelines. Our business
focus is now largely driven and supported by regulatory
guidelines and compliance requirements that demand in-
house programs and reporting protocols. Over the next few
years, millions of dollars will be spent on replacing or
upgrading existing water treatment equipment or technol-
ogy to keep pace with these new challenges. It will be a
transition period of substantial turbulence, and we intend
to offer insights into the advantages and shortcomings of
all technology to aid the water technologist in making the
most correct decisions for a given water supply. 

II. WATER SOURCES

Perhaps the best place to begin a discussion of water
sources is with an initial reference to the hydrologic cycle.
As its name implies, the hydrologic cycle describes the con-
tinuous movement of water throughout its phases of state
(solid, liquid, and vapor) within our hydrosphere, and is
pictorially summarized in Figure 193.1. This “movement,”
or transformation, can be imagined in five major steps (1):

1. Water moving from the earth to the sky. In this
part of the cycle, the movement of water from
the earth to the sky involves a combination of
three pathways: 1) evaporation, where water
absorbs solar radiation which allows its trans-
formation from water liquid to water vapor; 2)
transpiration, where water is released to the
atmosphere by plants as part of their normal
physiologic processes; and 3) sublimation,
where water (in its solid state as ice and snow)
passes directly to the vapor state. The first two
pathways above are often combined, and
referred to simply as “evapotranspiration.”

2. Water vapor forming water liquid. The active
pathway in this step of the hydrologic cycle is
one of condensation, due to temperature gradi-
ents within the atmosphere. Water vapor, which
“moved from earth to sky,” and which is cur-
rently stored in cloud formations, begins to

form small droplets of water and/or small crys-
tals of ice. As this condensing water continues
to form, and eventually “saturates” the sky, the
next step, below, is imminent.

3. Water falling back to earth, in the form of snow,
ice, rain, sleet, and hail. The hydrologic cycle
may be compared, on a much smaller and sim-
plified scale, to a laboratory distillation. The
aqueous sample in the “pot” is forced to move
from liquid to vapor state, then the vapor is
forced to condense back to liquid, and this puri-
fied liquid falls back to a collecting vessel.
Ironically, despite the constant recycling of
water through the hydrologic cycle, Table
193.1 illustrates that it may not be as pure as
you think! These data, though reprinted in 1990
(2), were originally collected decades ago. A
comparable analysis using today’s environment
and current analytic methodology would be
interesting; unfortunately, it is likely that the
table would need to be expanded, especially
to include parameters as the result of acid
precipitation, industrial discharge to the atmos-
phere, and emerging pathogens.

4. Water penetrating the ground. A single pathway
describes this movement of water downward
through the soil, but it is generally divided into
two components: 1) infiltration, where water
soaks into the soil and moves toward the root
zones of area plant life. As part of the cycle, this
water is then incorporated by the plants, and
eventually re-introduced via transpirative
processes; and 2) percolation, which describes a
similar movement of water through the soil, but
generally to greater depths—past the root zones
and toward the aquifers, or water bearing geo-
logic strata, which will be discussed in more
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detail in the next sections. It is this movement of
water through the soil that represents a “double-
edged sword.” On one hand, infiltration pro-
vides a perfect opportunity for the water to
become contaminated on its journey—from
underground storage tanks, septic systems, nat-
urally occurring contaminants, and other
sources. On the other hand, it also provides one
of the most effective attenuative mechanisms
for many contaminants. That is, through com-
plex ion-exchange, adsorptive, and microbio-
logic processes in the soil, contaminants may be
reduced in concentration, or completely trans-
formed chemically into some other compound
before reaching many groundwater supplies.

5. Water returning to the oceans. This explains the
pathway of surface runoff. The soil becomes
“saturated” (this term is used loosely here,
since saturated and unsaturated zones have very
specific meanings to hydrogeologists), and
flows downhill (piezometrically, and usually

downhill topographically—but not always)
over the surface and near the surface. The mov-
ing water can incorporate anything in its path
including physical debris, chemical contami-
nants, and microorganisms, as it moves toward
the rivers, streams, etc., and on back to the
oceans, where it again joins the evapotranspira-
tive section of the hydrologic cycle.

Since this effect is cyclical, it may be entered at any
point along its route, and followed through to some end-
point. Though the hydrologic cycle is often viewed as
basic and fundamental, it does underscore the conserva-
tive and recyclable nature of these processes. As a result,
the quality and safety of the water used in our products
and processes is, to some extent, directly linked to how
that water supply traverses the hydrologic cycle, and with
which contaminants and impurities it comes in contact.
Our knowledge of the basic and allied sciences is ever
increasing, and the importance of water quality and over-
all water resources management increases in direct
response. Now, the toxicologic and other health-related
impacts of our ingredient water are under more study than
ever before. As the skills of the analytic chemist lead to
ever-decreasing lower limits of detection, the chemico-
physical and microbiologic integrity of our water supplies
will be under more scrutiny and of greater importance
than at any other time in history. This chapter addresses
the selection, treatment, and safety of this dynamic ingre-
dient—water—as used in the beverage industry.

As an introduction, Table 193.2 affords an overall view
of the world’s water distribution (3). These numbers will
vary depending on which source, and what year of publica-
tion, are cited. The overall illustration, however, is the same.
The key things to glean from the table are these: 1) the vast
majority of the world’s water is trapped in the oceans, which
are not yet considered economically feasible as useable
drinking water supplies on a large scale; 2) if we remove the
oceans from consideration, and we remove the water
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TABLE 193.1
Chemical Analyses of Rain, Snow, and Hail

Rain, after Rain, after
Parameter, in ppm 4 Hours 22 Hours Snow Hail

Total hardness, as CaCO3 43 8 18 28
Calcium hardness 42 8 14 25
Magnesium hardness 1 11 4 3
Alkalinity 19 5 — 4
Sodium 5 0.11 5 —
Ammonia 1.5 2 6 1
Chloride 7 4 12 7
Sulfate 26 3 21 17
Nitrate 1 — 1 —
Iron 0.9 0.1 1.2 2.4
Silica 0.15 0.15 3 1

Source: Adapted from Morelli (1990).

TABLE 193.2
Estimated World Water Balance

Surface Area Volume Volume Equivalent
Parameter (km2��10��6) (km3��10��6) (%) Depth (m) Residence Time

Oceans and seas 361 1370 94 2500 ~4000 years
Lakes and reservoirs 1.55 0.13 ��0.01 0.25 ~10 years
Swamps ��0.1 ��0.01 ��0.01 0.007 1 to 10 years
River channels ��0.1 ��0.01 ��0.01 0.003 ~2 weeks
Soil moisture 130 0.07 ��0.01 0.13 2 weeks to 1 year
Groundwater 130 60 4 120 2 weeks to 10,000 years
Icecaps and glaciers 17.8 30 2 60 10 to 10,000 years
Atmospheric water 504 0.01 ��0.01 0.025 ~10 days
Biospheric water ��0.1 ��0.01 ��0.01 0.001 ~1 week

Source: Adapted from Nace (1971).



trapped in glaciers and the polar ice caps, only 1 to 5% of
the world’s water (depending on the source cited) is com-
monly considered treatable for use; and 3) of this small per-
centage, the vast majority of the supply (in some cases close
to 100%) is found in the form of ground water.

Unfortunately, the citation of available water, alone,
does not automatically mean that these supplies are acces-
sible—or safe. According to Daniel A. Okun (4), in 1980,
nearly two billion people did not have access to water sup-
ply and sanitation services. In 1990, it was estimated that
more than 2.7 billion people in developing countries lacked
access to these basic services (1.7 billion without access to
sanitation, over 1 billion without access to water). Ten
years later, at the first World Water Conference held at the
Hague, a full 20% of the global population was cited as
being without access to safe drinking water (5). Many feel
that even these numbers are grossly underestimated due to
the classification of exactly what water supply and sanita-
tion “services” mean. As a country’s geographic region,
economic standing, and political infrastructure vary, so do
the extent of what is “acceptable” in the provision of water
supplies. Since we now know that the overall supply of
water is a finite entity, let us examine the different water
sources from which we may select our supply.

A. WATER SOURCE CATEGORIES

Water sources may be classified into two major categories:
1) ground water, and 2) surface water. Ground water exam-
ples include consolidated and unconsolidated aquifers
(discussed later), artesian supplies, springs, etc. In short,
water supplies that invade the saturated zone of the sub-
surface environment. Surface water examples include
reservoirs, oceans, lakes, rivers, etc. The two categories
differ greatly in the characteristics of the water they sup-
ply, as does water from groups even within the same cate-
gory. Surface waters are usually higher in suspended
solids, color, and turbidity than ground waters, and lower
in total dissolved solids. The temperature of ground waters
(depending on depth) is remarkably consistent—some-
times within a few degrees per year; in contrast, surface
supplies, subject to the sun’s radiation, are remarkably
variable in temperature. As far as flow characteristics, sur-
face waters are usually turbulent, while ground waters are
usually laminar. “Typical” flows for ground water supplies
may be one meter per day, in contrast to some surface
water flows of one meter per second! Due to this wide
variability, the often asked question of, “what does a ‘typ-
ical’ surface water look like in terms of its chemistry?” is
impossible to answer with certainty. The best we can do is
provide generalities, with the condition that there are truly
exceptions to every rule. Table 193.3 was compiled by the
author to present a relative comparison of surface and
ground water supplies. Just when you think you have a
thorough understanding of a particular supply—tread care-
fully—you may not!

1. Surface Water Supplies

In general, surface supplies can be highly variable in every
respect—chemically (total dissolved solids, alkalinity, etc.),
microbiologically (bacteria, viruses, etc.), and physically
(turbidity, color, etc.). Many surface waters are easily subject
to contamination which may present in many forms, includ-
ing: 1) bacteria and other organisms from animal wastes via
direct introduction (animals) or indirect introduction (poorly
or untreated wastewater); 2) algae blooms, which are typi-
cally acute, seasonal events; 3) “natural” chemical contami-
nation as evidenced by high levels of natural organic matter
(primarily the humic substances from decaying vegetation
and animal waste); and 4) “synthetic” chemical contamina-
tion from surface runoff (outflow) of agricultural chemicals
(pesticides, herbicides, insecticides, etc.).

Again, it must be underscored that the characteristics
above, and those that follow, are intended to provide gen-
eral trends in terms of water composition and characteris-
tics. During the author’s industrial tenure, exceptions to
virtually every characteristic described have been observed.

a. Streams
In general, streams are often of reasonable chemical/physi-
cal composition. Due to their locations and physical dimen-
sions, they offer easy access for a multitude of animal life.
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TABLE 193.3
Relative Comparison of Ground and Surface Supplies

Parameter Ground Water Surface Water

Total dissolved solids Higher Lower
Suspended solids Lower Higher
Turbidity and color Lower Higher
Alkalinity Higher Lower
Total organic carbon Lower Higher
Microbiology:

Protection from Highly protected Highly susceptible
bacteria and 
viruses

Protection from Almost completely Highly susceptible
protozoa protected

Presence of iron Common Rare
and/or manganese 
bacteria

Hydrogen sulfide gas Common Uncommon
Aeration/dissolved Lower Higher

oxygen
Temperature More consistent More variable
Flow rate Very slow (1 m/day) Very fast (1 m/sec)
Flow pattern Laminar Turbulent
Susceptibility to Low High

pollution through 
surface run-off

Time for a contaminant Very long—often Usually short—day/
plume to resolve decades, potentially months;

centuries! sometimes years

Source: Developed by the author (1997).



With this comes the frequent introduction of microorgan-
isms of fecal origin, in addition to appreciable amounts of
organic matter. This organic material is typically considered
the precursor material of trihalomethanes and a host of other
chemical by-products which can be formed once this water
supply is disinfected. Smaller streams are often influenced
by rain events, whereby their flows are increased, with sub-
sequent increase in suspended solids and turbidity. Larger
streams are generally at higher risk of having industrial
waste (often poorly or inadequately treated) discharged into
them. They are often more of a concern, due in part to their
larger surface area, in terms of accepting surface runoff and
subsurface drainage.

b. Lakes
Natural lakes, due to their relatively stagnant flow patterns,
coupled with their long water residence time, are usually of
consistent composition insofar as surface supplies are con-
cerned. One major climatic event which may have drastic
changes in lake water quality, is the phenomenon of seasonal
inversion. This refers to the phenomenon whereby water at
the surface of the lake reaches a temperature at which it is
most dense (3.98oC, or 39.2oF). The water below it has not
yet reached this state, therefore, a density and temperature
gradient are formed. This “heavy” water then begins to
descend, and displaces the water below it. This displaced
water then inverts (hence the term “inversion”), and moves
from the bottom of the lake toward the upper portion. This
agitation brings with it much of the sediment, and associated
unwanted components, which make municipal and indus-
trial monitoring even more critical during this time. As you
might imagine, this phenomenon of inversion and its related
thermal stratification, are actually much more complex, and
their effects on aquatic life and the eutrophication process
(basically, the nutrient enrichment of a body of water, usu-
ally lakes or ponds, which results in certain forms of algae
growth and some higher plant life) have been studied under
many other scientific disciplines. Unfortunately, as is the
case with many large streams, industrial waste effluent and
sewage treatment plant discharge are often re-introduced
into the same lake that originally supplied the influent water.
These practices are coming under more scrutiny, and there is
ever increasing political pressure for regulatory reform.

c. Reservoirs
Impounding reservoirs, or “man-made” lakes, are similar
in overall characteristics to those described above for nat-
ural lakes. They are often regarded as huge storage reser-
voirs for municipal water supplies prior to treatment. As
surface supplies go, reservoirs are of fairly consistent
quality, reasonable turbidity (due in large part to natural
oxidation and settling mechanisms), and often afford
lower bacteria counts than other surface supplies (6).
However, as a consequence of their relatively low flow
patterns and lack of agitation, algae blooms are often a
problem.

d. Rivers
Rivers represent perhaps the most difficult of the surface
supplies to address. In general, they are of highly inconsis-
tent quality, very high turbidity and suspended solids, prone
to considerable temperature fluctuations, and vary widely
with respect to their flow patterns (that is, areas of exces-
sive turbulence, and areas of minimal movement may exist
within close proximity to each other). Rivers, as a result of
their great length and flows, are recipients of surface run-
off from many types of areas. For example, a river might
flow across areas of agrarian activity, with the potential to
incorporate pesticides, herbicides, nitrate, and other con-
taminants along its route. This same river might later flow
through an industrial zone, pick up run-off from poorly
contained chemical storage tanks, drains, sewers, etc., and
possibly even meet the discharge of one or more municipal
waste treatment plants! Imagine the contaminant “soup”
that would result. For this reason, any methods of treatment
for river water must be preceded by thorough characteriza-
tion of the supply. The treatment itself must be capable of
addressing a wide range of quickly changing water quality.

2. Ground Water Supplies

In comparison to surface supplies, ground water supplies
are generally more consistent in every respect—thermally,
microbially, chemically, and physically. They have histor-
ically been considered a much safer supply, or one which
produces “purer” water. Two hundred years ago, this blan-
ket statement might have been more universally true.
Along with the development of the chemical and related
industries came the increased potential for ground water
contamination. Prior to this, the concerns over ground
water were few—maybe the well was dug a little too close
to the septic tank or cess pool, and incidences of diarrhea
and other gastrointestinal ailments were increasing (so
“let’s dig another one farther away,” or “let’s dig this one
a little deeper” were the seeming solutions). Possibly the
well was under the influence of a salt water or brackish
supply, and intrusion of high levels of salts were becom-
ing evident (usually noticed by taste). In many cases, the
two former solutions would have applied here as well.

Though this previous discussion has been a gross
over-simplification, the facts remain that, with increasing
industry, came increasing underground chemical stor-
age—increasing contaminant spills—increasing numbers
of poorly located and/or poorly constructed septic sys-
tems, along with a host of other problems for the ground
water environment that needed to be addressed (and, in
fact, many still do).

As with surface water supplies, there are different
classifications of ground water—some more preferred
than others. A brief discussion of each, in terms under-
stood by the novice hydrogeologist (which is a discipline
becoming increasingly important for anyone involved
with water operations to know), follows below.
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a. Aquifers and the underground environment
An aquifer (7) is defined as “a geologic formation with
sufficient interconnected porosity and permeability to
store and transmit significant quantities of water under
natural hydraulic gradients.” Critical terms in this descrip-
tion are “store,” “transmit,” and “significant quantities.”
All three should be satisfied to consider a supply an
aquifer. The first two are straightforward—huge amounts
may be stored, but unable to be transmitted—in which
case, this supply, however large, should not be considered
an aquifer. The third term, “significant quantities” is more
nebulous and linked to the intended use of the supply—for
example, a residential well, a large municipality, or multi-
ple industrial users tapped into a community well.
Clearly, “significant quantities” would be defined differ-
ently for these three applications. Before discussing
aquifers in more detail, Figure 193.2 which follows
should be reviewed. It describes the different layers or
zones encountered as we move downward from the sur-
face of the ground to the water bearing strata below it.

As we move from the surface, the first zone encoun-
tered is the “unsaturated zone” (also referred to as the
“vadose zone”). In this area, the geologic media (dirt, clay,
sand, etc.) contains a mixture of water and void spaces with
air—hence, the terms “unsaturated” or “variably saturated.”
Continuing downward, we reach the “capillary fringe,”
which is generally considered the beginning of the “satu-
rated zone,” but is sometimes considered a distinct entity.
This interface between unsaturated and saturated zones is
not completely understood, and is the subject of much
study with regard to movement of certain contaminants

within it. The “saturated zone” is the area where air is at a
minimum, and water is at a maximum. The geologic media
here are saturated with water. Dissolved oxygen in the sat-
urated zone is extremely rare; many deep ground water for-
mations exist under anaerobic or hypoxic conditions. It is
within the saturated zone where actual ground water sup-
plies are found, and where most production wells are
placed. Throughout the saturated zone, many strata of vary-
ing permeability will be found. Most importantly, this is
where we find our aquifers.

b. Unconfined and confined aquifers
Aquifers may be grouped into two broad categories: 1)
unconfined aquifers, and 2) confined aquifers.
Unconfined aquifers (sometimes referred to as “water
table aquifers”) are those water bearing, geologic forma-
tions which are under atmospheric pressure at their upper
boundary. The “water table” (sometimes referred to as the
“phreatic surface”) is the upper boundary of the saturated
zone. Water levels in wells which tap unconfined aquifers
should be the same as the level of the water table. The
plane which connects the upper levels of water in all wells
which penetrate unconfined aquifers is known as the
“potentiometric surface.” Confined aquifers (sometimes
called “artesian aquifers”) are those water bearing, geo-
logic formations whose upper and lower boundaries are
comprised of geologic material of low permeability, and
which are under pressure greater than atmospheric. Older
definitions may describe the boundary layers (or “confin-
ing layers”) of a confined aquifer as being of no perme-
ability (that is, “impermeable”). This is inaccurate, as
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even the least permeable geologic materials still exhibit
some degree of permeability. Some hydrogeologists fur-
ther classify these confining layers accordingly, as
aquitards, aquicludes, and aquifuges. While all three
exhibit very low permeabilities, aquitards are the most
permeable of the three, followed by aquicludes, and
finally aquifuges, which are as close to impermeable as
we know. Confined aquifers are sometimes further
described as “semiconfined” (also, “partially confined,” or
“leaky confined”) or “highly confined” (also, “fully con-
fined”), depending on the leakage or seepage through the
confining layers.

Just as the water in unconfined aquifers will form a
potentiometric surface, or water table plane, the water lev-
els in wells tapping confined aquifers will also form a
plane. It may still be referred to as a “potentiometric sur-
face,” but, intuitively, not a “water table plane.” In the case
of confined aquifers, due to the internal pressures, the water
levels in wells which tap them may often exceed the level
of the water table (which may result in a “flowing artesian
well”). In the beverage industry, conversational knowledge
of confined and unconfined aquifers will account for nearly
all of the hydrogeologic discussions into which a beverage
technologist might become engaged. For purposes of com-
pleteness, two more topics will be briefly addressed below.

In addition to aquifers being classified as confined 
or unconfined, the geologic material of the aquifer 
may be described as consolidated or unconsolidated.
“Unconsolidated” deposits are formed from loose geo-
logic material, such as sand, clay, silt, gravel, and even sea
shell remains. “Consolidated” deposits are formed by
mineral particles combining from heat and pressure, or
via chemical mechanisms. They include sedimentary (pre-
viously unconsolidated) rocks, such as limestone,
dolomite, shale, and sandstone; igneous (formed from
molten) rocks, such as granite and basalt; and metamor-
phic rocks, such as limestone and gneiss (8). Fractured
rock formations almost always refer to fractures or fis-
sures in consolidated deposits. Ground water and contam-
inant flows through this type of formation are highly
unpredictable, since it is difficult to determine which
route the water will take through this hard rock maze.
Carbonate aquifers (also “karstic formations”) are forma-
tions of limestone and other water-soluble rocks whose
fractures have been widened by erosion to form sinkholes,
caves, or tunnels (9). As you might expect, with such lit-
tle resistance, the flows through fractured and carbonate
formations can be rapid enough to rival surface water
sources. Flows, though rare, have been reported up to
1500 feet per day.

B. SOURCE SELECTION CONSIDERATIONS

The categories above briefly discussed the major sources
of supplies for potable water. Obviously, there are others

(oceans, lagoons, glaciers, etc.), and many possible com-
binations of supplies. Remember, the keys to any consid-
eration of a water source are:

1. First and foremost, its sanitary quality, wher-
ever possible. In some areas of the world, the
potability of a supply—even a municipal sup-
ply—may not be guaranteed.

2. Chemical/physical quality—is it safe? Is it too
high a risk to even consider? Can it be treated
economically and within regulatory guidelines?
These questions must be answered on a case-
by-case basis, and will depend on the degree of
due diligence desired by a parent company, pre-
siding regulations, corporate policies, and the
risk assessment of the impurities themselves.

3. Consistency of composition—is it consistent?
Will it vary beyond the capability of the pro-
posed treatment? Gathering any and all available
data will aid in answering this question. Make
use of municipal monitoring data, rainfall data,
hydrogeologic or surface water surveys, etc.

4. Volumes/supply—can it currently meet your
needs? Will it in the future? In addition to the
quality and safety components, supply is a key
parameter to help ensure that the volume of
water will be available for the long-term needs
of the business. In many areas, the volume of
withdrawal of water from an aquifer falls under
government control or guidance, and this must
be considered.

5. Its recharge—is run-off a concern? This is
related to the previous discussion in this chapter
of the hydrologic cycle. The volume of recharge,
or replenishment, of the aquifer is important, as
is the quality and origin of the water being used
for that recharge.

6. Future plans for the source or surrounding
areas—is a municipality planning to develop the
source and treat it? Are there multiple taps? Is
there planned construction or industrial entry to
the area? These questions highlight the value of
considering water a dynamic ingredient through-
out its supply chain. Many beverage plant issues
have resulted from municipal water treatment
plant operators effecting a change to the munic-
ipal treatment without alerting the beverage
plant personnel. For example, if polyphosphate
use is instituted by a municipality for corrosion
control within their distribution system, this
could result in a gross upset to the floc formation
in conventional lime treatment systems.

Water, unlike virtually any other raw material, often
does not provide an opportunity for sourcing from an
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alternate supplier. Consequently, selection of a source
after thorough characterization is paramount, and subse-
quent treatment design is critical to helping assure that
only a safe, consistent, high quality treated water is used
by food and beverage plants.

C. SPECIFICATIONS AND GUIDELINES

Frankly, in the Unites States, Canada, the European Union,
and most other first-world countries, the expectations for
water treatment are clearly delineated by the regulatory
agency having jurisdiction. That is, drinking water must
meet the National Primary Drinking Water Standards (10,
11) promulgated by the Unites States Environmental
Protection Agency, the Directive of the European Union on
the Quality of Water Intended for Human Consumption
(12), or some analogous drinking water standard. Indeed,
many of these standards are founded, to varying degree, on
the Guidelines for Drinking Water Quality established by
the World Health Organization (13, 14). Packaged water,
or the water used to make carbonated beverages, usually
has corresponding regulations. In the US, for example, the
Food and Drug Administration established a bottled water
standard of identity, which, with only a few exceptions,
mirrors the EPA’s Drinking Water Standards.

The challenges come when we establish our beverage
businesses in second- and third-world countries where the
regulatory standards are perhaps not as refined as for those
countries mentioned previously. In these countries, the
beverage producer is not afforded the luxury of knowing
that the water entering their plant will consistently meet
USEPA drinking water standards—or the EU Standards
for water intended for human consumption. In these situa-
tions, it becomes even more critical that rigorous water
source assessment, careful treatment selection, and consci-
entious long-term monitoring are performed with even
greater diligence.

Table 193.4 was compiled by the author for informa-
tional purposes only to compare the major standards for
drinking water around the globe. The National Primary
Drinking Water Standards of the USEPA are compared to
the EU Standards for Water Intended for Human
Consumption, and finally with the Guidelines for
Drinking Water Quality of the World Health Organization.

For a beverage producer, as is likely the case with any
of our food industry allies, we cannot—and should not—
rely on any external body to assure the quality and consis-
tency we require for the production of our trademark
products. Certainly, a conscientious municipal monitoring
scheme established by the EPA or analogous regulatory
organization often increases our confidence that a particu-
lar water supply will reach our plant with some level of
safety and consistency, but this should not be expected;
rather, it should be viewed as an added benefit to comple-
ment our already-dependable in-plant treatment system.

III. WATER TREATMENT

A. GOALS OF TREATMENT

In light of the mounting scientific evidence for the myriad
chemical compounds related to their adverse health
effects—at a time when carcinogen, mutagen, and terato-
gen are practically becoming part of the vernacular—the
primary reason for water treatment is to safeguard public
health and safety. All other reasons for treatment fall sec-
ond, and include the following:

1. To assure compliance with all levels of regulatory
guidelines and mandates. The product water for
carbonated soft drinks has historically had to
meet not only the primary drinking water stan-
dards of the U.S. Environmental Protection
Agency (in the United States), but all applicable
local standards as well. This same philosophy of
multiple levels of compliance holds true as we
look at the international arena as well. Here,
compliance will be driven not only by national
standards (often founded to varying degree on the
World Health Organization Guidelines for
Drinking Water), but also by local (state,
regional, etc.) regulations and codes germane to
each product category (bottled water, natural
mineral waters, juice drinks, teas, etc.).

2. To achieve specific product characteristics and
improve product shelf-life. Certain soft-drink
products require ingredient water of varying
composition. By utilizing a variety of water
treatment unit operations, the requisite compo-
sition can be achieved (for example, ion-
exchange demineralization for those products
sensitive to the profile of dissolved ionic
solids). In addition, the shelf-life of the individ-
ual product is often prolonged by removal of
troublesome components that could potentially
result in aesthetically displeasing precipitation
(for example, preventing the precipitation of
calcium oxalate salts in tea by limiting the
incoming calcium load).

As mentioned above, the wide range of chemico-
physical characteristics required of our ingredient water
mandates the utilization of a variety of water treatment
technologies. Selection of the appropriate treatment chain
is based upon several factors, including, but not limited to:
1) water source—aquifer and watershed characteristics,
municipal supply/consistency, location, etc.; 2) proposed
technology capability relative to raw water analyses and
desired product characteristics—removal of organics,
inorganics, disinfection/inactivation, color and odor con-
trol, etc.; 3) recommended support technology—filtration,
preozonation, iron/manganese removal, etc.; 4) costs vs.
finished water profile—initial investment, operating costs,
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TABLE 193.4
Comparison of Major Drinking Water Standards and Guidelines

USEPA 2°°  EU
WHO USEPA 1°°  MCL MCL Indicator

Parameter WHO Health Aesthetics Health Aesthetics EU Parameters

Inorganic Constituents mg/L mg/L mg/L mg/L mg/L mg/L
Aluminum 0.2 0.05–0.2 0.2
Ammonia 1.5 0.5 (ammonium)
Antimony 0.005P 0.006 0.005
Arsenic 0.01P 0.05 (interim) 0.01
Asbestos U 7MFL (�10 µ)
Barium 0.7 2
Beryllium NAD 0.004
Boron 0.5P 1
Cadmium 0.003 0.005 0.005
Calcium
Chloride 250 250 250
Chromium 0.05P 0.1 (total) 0.05
Copper 2P 1 1.3 (action level) 1 2
Cyanide 0.07 0.2 (as free) 0.05
Fluoride 1.5 4 2 1.5
Hydrogen sulfide 0.05
Iron 0.3 0.3 0.2
Lead 0.01 0.015 (action level) 0.01
Magnesium
Manganese 0.5P 0.1 0.05 0.05
Mercury (total) 0.001 0.002 (inorganic) 0.001
Molybdenum 0.07
Nickel 0.02P 0.1 0.02
Nitrate (as NO3) 50 10 (as N) 50
Nitrite (as NO2) 3P, acute 0.2P, chronic 1 (as N) 0.5
Nitrate/nitrite Sum of [conc:GV] � 1 10, total (as N)
Potassium
Selenium 0.01 0.05 0.01
Silver U 0.1
Sodium 200 200
Sulfate 250 500P 250 250
Thallium 0.002
Tin U
Zinc 3 5

Organic Constituents µg/L µg/L µg/L µg/L µg/L µg/L
Chlorinated Alkanes:
Carbon tetrachloride 2 5
1,1-Dichloroethane NAD
1,2-Dichloroethane 30 5 3
Dichloromethane 20 5
1,2-Dichloropropane 5
1,1,1-Trichloroethane 2000P 200
1,1,2-Trichloroethane 5
Chlorinated Ethenes

(or Ethylenes):
1,1-Dichloroethene 30 7
1,2-Dichloroethene 50 70 (cis-) 100 (trans-)
Trichloroethene 70P 5 10 total
Tetrachloroethene 40 5
Vinyl chloride 5 2 0.5

(Continued)
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TABLE 193.4 (Continued)

USEPA 2°°  EU
WHO USEPA 1°°  MCL MCL Indicator

Parameter WHO Health Aesthetics Health Aesthetics EU Parameters

Aromatic Hydrocarbons:
Benzene 10 5 1
Benzo(a)pyrene 0.7 0.2 0.01
Ethylbenzene 300 2–200 700
Fluoranthene U
Phenols
Polycyclic aromatic hydrocarbons 0.1

(PAHs), as sum of:
Benzo(ghi)perylene
Benzo(b)fluoranthene
Benzo(k)fluoranthene
Indeno(1,2,3-cd)pyrene

Styrene 20 4–2600 100
Toluene 700 24–170 1000
Xylenes (o, m, and p) 500 20–1800 10,000 total
Chlorinated Benzenes:
Monochlorobenzene 300 10–120 100
1,2-Dichlorobenzene 1000 1–10 600
1,3-Dichlorobenzene NAD
1,4-Dichlorobenzene 300 0.3–30 75
1,2,4-Trichlorobenzene 70
Trichlorobenzenes (total) 20 5–50
Miscellaneous Organics:
Acrylamide 0.5 TT 0.1
Dialkyltins NAD
Di(2-ethylhexyl)adipate 80 400
Di(2-ethylhexyl)phthalate 8 6
Edetic Acid (EDTA) 600
Epichlorohydrin 0.4P TT 0.1
Hexachlorobutadiene 0.6
Microcystin-LR cyanobacterial toxin 1P
Nitrilotriacetic acid 200
Polychlorinated biphenyls 0.5

(PCBs), as decachlorobiphenyl
Tributyltin oxide 2

Pesticides: µg/L µg/L µg/L µg/L µg/L µg/L
Total pesticides 0.5 (and 0.1 each)
Alachlor 20 2 0.1
Aldicarb 10 3 0.1
Aldicarb sulfone 2 0.1
Aldicarb sulfoxide 4 0.1
Aldrin/dieldrin 0.03 0.03
Atrazine 2 3 0.1
Bentazone 300 0.1
Carbofuran 7 40 0.1
Chlordane 0.2 2 0.1
4-Chloro-2-Methylphenoxy 2 0.1

acetic acid (MCPA)
Chlorotoluron 30 0.1
Cyanazine 0.6 0.1
Dalapon 200 0.1
1,2-Dibromo-3-Chloropropane 1 0.2 0.1

(DBCP)
1,2-Dibromoethane 0.4–15P 0.1

(Continued)



TABLE 193.4 (Continued)

USEPA 2°°  EU
WHO USEPA 1°°  MCL MCL Indicator

Parameter WHO Health Aesthetics Health Aesthetics EU Parameters

Dichlorodiphenyltrichloroethane 2 0.1
(DDT)

2,4-Dichlorophenoxyacetic 30 70 0.1
acid (2,4-D)

1,2-Dichloropropane 40P 5 0.1
1,3-Dichloropropane NAD 0.1
1,3-Dichloropropene 20 0.1
Dinoseb 7 0.1
Diquat 10P 20 0.1
Dioxin (2,3,7,8-TCDD) 0.00003 0.1
Endothall 100 0.1
Endrin 2 0.1
Ethylene NAD 0.05 0.1
Dibromide
Glyphosate U 700 0.1
Heptachlor 0.03 0.4 0.03
Heptachlor epoxide TOTAL OF BOTH 0.2 0.03
Hexachlorobenzene 1 1 0.1
Hexachlorocyclopentadiene 50 0.1
Isoproturon 9 0.1
Lindane 2 0.2 0.1
Methoxychlor 20 40 0.1
4(2-Methyl-4-Chlorophenoxy) NAD 0.1

butyric acid (MCPB)
Metolachlor 10 0.1
Molinate 6 0.1
Oxamyl (Vydate) 200 0.1
Pendimethalin 20 0.1
Pentachlorophenol 9P 1 0.1
Permethrin 20 0.1
Picloram 500 0.1
Propanil 20 0.1
Pyridate 100 0.1
Simazine 2 4 0.1
Terbuthylazine 7 0.1
Toxaphene 3 0.1
Trifluralin 20 0.1
Chlorphenoxy Herbicides

other than 2,4-D and MCPA:
4(2,4-Dichlorophenoxy) 90 0.1

butyric acid (2,4-DB)
Dichlorprop 100 0.1
Fenoprop 9 0.1
Mecoprop 10 0.1
Silvex (2,4,5-TP) 50 0.1
2,4,5-Trichlorophenoxyacetic 9 0.1

acid (2,4,5-T)

Disnfectants and Disinfection µg/L µg/L µg/L µg/L µg/L µg/L
By-Products (D-DBPs):
Bromate 25P 10 10
Monochloramine 3000
Chloral hydrate 10P

(Trichloroacetal dehyde)
Chloramines (total) 4000 MRDL

(Continued)
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TABLE 193.4 (Continued)

USEPA 2°°  EU
WHO USEPA 1°°  MCL MCL Indicator

Parameter WHO Health Aesthetics Health Aesthetics EU Parameters

Chlorate NAD
Chlorine 5000 600–1000 4000 MRDL
Chlorine dioxide 800 MRDL
Chlorite 200P 1000
Chloroacetone NAD
3-Chloro-4-dichloromethyl- NAD

5-hydroxy-2(5H)-furanone (MX)
Chloropicrin NAD
Cyanogen chloride (as CN) 70
Dichloramine NAD
Formaldehyde 900
Trichloramine NAD
Other disinfectants

Chlorophenols:
2-Chlorophenol NAD 0.1–10
2,4-Dichlorophenol NAD 0.3–40
2,4,6-Trichlorophenol 200 2–300

Halogenated Acetic Acids:
Monochloroacetic acid NAD
Dichloroacetic acid 50P
Trichloroacetic acid 100P
Haloacetic Acids (HAA-5), 60 total

includes mono-, di-, and 
trichloroacetic acid, and
mono- and dibromoacetic acid)

Halogenated Acetonitriles:
Bromochloroacetonitrile NAD
Dibromoacetonitrile 100P
Dichloroacetonitrile 90P
Trichloroacetonitrile 1P
Trihalomethanes:
Bromodichloromethane 60
Bromoform 100
Chloroform 200
Dibromochloromethane 100
Total THMs Sum of 80 100

[conc:GV] � 1
Other Chemical/Physical

Parameters
Color 15TCU 15 Co-Pt Acceptable to

consumers and no
abnormal change

Conductivity 2500 uS/cm
@20°C
Corrosivity Non-corrosive
Foaming Agents 0.5 mg/l
Odor Acceptable TON�3 Acceptable to

consumers and no
abnormal change

Oxidizability 5 mg/L O2

pH �8 for effective 6.5–8.5 � 6.5 and � 9.5
disinfection
w/chlorine

(Coninued)
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TABLE 193.4 (Continued)

USEPA 2°°  EU
WHO USEPA 1°°  MCL MCL Indicator

Parameter WHO Health Aesthetics Health Aesthetics EU Parameters

Taste Acceptable Acceptable to
consumers and no
abnormal change

Total Dissolved Solids (TDS) 1000 mg/L 500 mg/L
Total Organic Carbon (TOC) No abnormal change
Turbidity 5NTU TT Acceptable to

consumers and no
abnormal change

Radiologic Constituents
Alpha activity, gross 0.1 Bq/L 15 pCi/L

(includes Ra-226;
excludes radon and
uranium)

Beta activity, gross 1 Bq/L 4 mRem/year
Combined radium-226 5 pCi/L

and radium-228
Radium-226 20P pCi/L
Radium-228 20P pCi/L
Radon 300P pCi/L
Total indicative dose 0.1 mSv/year
Tritium 100 Bq/L
Uranium 0.002P mg/l 0.02P mg/l
Microbiologic Constituents:
All Water Intended

for Drinking:
Clostridium perfringens 0/100 mL

(including spores)
Colony Count @22°C No abnormal change
Cryptosporidium TT (MCLG�0)
E. coli or thermotolerant 0/100 mL ��5% 0/100 mL

coliform bacteria samples positive
Enterococci 0/100 mL
Giardia lamblia TT (99.9% 

reduction)
Legionella TT
Heterotrophic plate count TT (500 cfu/mL)
Total coliform bacteria 0/100 mL
Total plate count @35°C
Viruses TT (99.99%

reduction)
Water for Sale in

Bottles or Containers:
E. coli 0/250 mL
Enterococci 0/250 mL
Pseudomonas aeruginosa 0/250 mL
Colony count @22°C 100/mL
Colony count @37°C 20/mL

Notes and abbreviations:

● Blank cells indicate the absence of a standard for that parameter

● Chemicals that have been assigned a “provisional guideline” value by the WHO, or a “proposed MCL” by USEPA, are included in the table above,
and are followed by the letter “P.”

● Chemicals listed by WHO as “not of health significance at concentrations normally found in drinking water” are designated with the letter “U.”

(Continued)
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TABLE 193.4 (Continued)

● Chemicals evaluated by WHO and assigned the status of having “no adequate data to permit recommendation of a health-based guideline value are
designated with the letters “NAD.”

● 1° refers to the primary maximum contaminant levels (MCL) established by EPA, which are enforceable limits.

● 2° refers to the secondary maximum contaminant levels (SMCL) established by EPA, which are generally not enforceable on a federal level.

● MCLG � Maximum contaminant level goal

● GV � Guideline Value, a maximum level recommended by WHO for the provision of safe drinking water

● MRDL � Maximum Residual Disinfectant Level, established by the USEPA

● WHO � World Health Organization

● EPA � United States Environmental Protection Agency

● EU � Member States of the European Union

● TT � Treatment technique, an approach developed by EPA to provide direction to municipalities as to which parameters require installation of an
acceptable treatment technique to demonstrate reduction of the respective contaminant(s).

● TCU � Total Color Units

● Co-Pt � Cobalt Platinum Color Units

● NTU � Nephelometric Turbidity Units

● TON � Threshold Odor Number

● uS/cm � microsiemens per centimeter, a standard expression of conductivity

● mSv/year � milliSievert per year, a standard expression of committed effective dose of radiation

● pCi/L � picoCurie per liter, the U.S. expression of the activity of ionizing radiation

● Bq/L � Becquerel per liter, the Standard International (SI) system of expressing activity for ionizing radiation:

1 Curie � 3.7 � 1010 Becquerel

1 pCi � 10−12 Ci

therefore, pCi/L � 0.037 � Bq/L

● mrem/year � milliroentgen equivalent man per year, the U.S. expression of radiation dose; applies to total body and individual organ exposure, cal-
culated on the basis of a two liter per day drinking water intake.

● In most cases, standard IUPAC chemical nomenclature was applied, so the unsaturated alkene family of compounds will end in the suffix “-ene.”
Be aware that some regulatory agencies continue to use the older common names, which bear the suffix “-ylene.” So, for example, “trichloroethene”
and “trichloroethylene” are the identical compound.

Table References:

(1) Guidelines for Drinking Water Quality, Second Edition, Volume 1, Recommendations, 1993, World Health Organization.

(2) Guidelines for Drinking Water Quality, Second Edition, Addendum to Volume 1, Recommendations, 1998, World Health Organization.

(3) National Primary Drinking Water Regulations, Code of Federal Regulations, Title 40, Part 141, 1 July 1999, United States Environmental
Protection Agency.

(4) National Secondary Drinking Water Regulations, Code of Federal Regulations, Title 40, Part 143, 1 July 1999, United States Environmental
Protection Agency.

(5) Official Journal of the European Communities, L330/32, Council Directive 98/83/EC of 3 November 1998 on the Quality of Water Intended for
Human Consumption.
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equipment serviceability/parts accessibility, etc.; and 5)
contribution to plant effluent—total dissolved solids,
water volume to drain, etc.

Where ingredient water for production of soft drinks
is concerned, the typical “fleet” of treatment technology
available to the beverage industry includes:

1. Conventional Lime Treatment Systems (CLTS)—
coagulation/flocculation, hydrated lime, super-
chlorination. This treatment chain represents
the majority of most beverage treatment

armadas worldwide. Historically, and as little
as 25 years ago, this combination of treatment
was regarded as the “ideal” treatment for raw
water of virtually any quality. Indeed, this sys-
tem, coupled with the required support technol-
ogy—fine sand filtration, granular activated
carbon, polishing filtration, and ultraviolet irra-
diation—does address a broad range of water
contaminants. 

2. Ion-exchange. This technology is routinely uti-
lized for partial or complete demineralization,



softening, dealkalization, or can be customized
for selective removal of a specific contaminant
(for example, denitratization).

3. Membrane technology. Clearly, this has seen the
most growth in recent years with the advent of
more resistant membrane materials of construc-
tion and more flexible rejection characteristics.
Included in this category is the prototype of the
cross-flow, polymeric membrane filtration sys-
tems—reverse osmosis, along with nanofiltration
and ultrafiltration (both polymeric and ceramic).
Also among this group is electrodialysis technol-
ogy for removal of ionic species in water, and
continuous electrodeionization.

B. PRIMARY TREATMENT TECHNOLOGY

1. Conventional Lime Treatment Systems

Conventional Lime Treatment Systems (CLTS), sometimes
also referred to as traditional coagulation or the cold lime
process, remains one of the most common treatment tech-
niques employed in the carbonated beverage industry. Five
years ago, one estimate placed approximately 85% of bev-
erage water systems using conventional lime treatment (per-
sonal communication, Harry Delonge, 1996), but this
number has been steadily decreasing over the years, with
this treatment modality being replaced by membrane sys-
tems. Operationally, at its most fundamental level, CLTS
involves mixing three chemicals—a chlorine source, a
coagulant, and hydrated lime—together in a reaction tank,
and allowing a contact time of at least two hours for the
ensuing reactions to proceed. The hydrated lime (tradition-
ally called “lime,” even though calcium oxide is rarely used)
increases the pH of the water in the reaction tank to above
9.6, thereby converting the naturally occurring bicarbonate
alkalinity components to carbonate alkalinity. This is a crit-
ical reaction, since at this pH, calcium carbonate is virtually
insoluble in water, and begins to precipitate from solution.
At the same time, the coagulant, aided by steady, non-turbu-
lent mixing, is overcoming the repulsive negative charges
present on natural organic debris in the water supply. This
charge neutralization and subsequent destabilization allows
the coagulant to form a floc of ever-increasing size and den-
sity. As it forms, it incorporates the precipitating calcium
carbonate, along with a host of other particulates present in
the incoming water. The chlorine source in conventional
systems serves a dual purpose: 1) oxidation—both of the
soluble ferrous sulfate coagulant to the insoluble ferric
form, and of metallic contaminants like iron, manganese,
arsenic, and others; and, 2) disinfection of the water in the
reaction tank. The efficiency of disinfection in these sys-
tems will be discussed in more detail at a later point in this
chapter. However, at high pH values (typically the range
used in CLTS), the dissociated chlorine equilibrium favors

the existence of the hypochlorite anion, which is approxi-
mately 100 times less effective as a germicide than the
dominant species at lower pH (hypochlorous acid). From a
microbial safety perspective, if the adequate free chlorine
dosage is maintained in the reaction tank over the entire
course of the two-hour contact time, this will afford excel-
lent bacterial and viral destruction. The protozoans, like
Cryptosporidium and Giardia, being more resilient to chlo-
rine, will be less affected by the chlorine at the high pH
employed in conventional lime treatment systems.
However, the chlorine, aided by the physical entrapment
and removal of these organisms during the coagulation
process, will still typically result in a substantial reduction
in their numbers. Indeed, conventional coagulation is one
of the effective barriers in a multiple barrier approach
against protozoans.

This floc that forms over the course of the two-hour
reaction time in conventional systems continues to grow
in size and bulk, enmeshing suspended solids, particu-
lates, oxidized metals, organic debris, and a host of other
impurities, and eventually settles toward the bottom of the
reaction tank. The settled floc comprises the “sludge”
associated with these conventional lime treatment sys-
tems, which must be frequently discharged in order to
keep this system in equilibrium. As the impurity-laden
floc is discharged from the bottom of the reaction tank,
the treated water—now free of debris, low in alkalinity,
sanitized, and of a generally high quality—is withdrawn
from the top of the reaction tank to undergo further treat-
ment through support processes prior to being used for
final product. Table 193.5 summarizes the advantages and
disadvantages of these treatment systems. From a water
safety perspective, conventional lime treatment continues
to offer excellent removal of a variety of water impurities.

Beverage Plant Sanitation 193-15

TABLE 193.5
Advantages and Disadvantages of Conventional Lime
Treatment Systems

Advantages Disadvantages

Removes alkalinity and hardness Does not effectively reduce nitrate,
sulfate, or chloride concentration

Removes organic debris, Sludge formation and disposal 
particulates, and natural requirements
organic matter (NOM)

Reduces metal concentrations May promote the formation of
(iron, manganese, arsenic, disinfection by products
others) and some radionuclides (trihalomethanes)  under certain

conditions
Reduces some color compounds Often difficult to operate

(tannins), off-tastes, and consistently in waters with very
off-odors low dissolved solids

Reduces bacteria, virus, Relatively large space requirements 
and protozoan populations on plant floor (“foot print”)

Source: Developed by the author (2000).



It is often adequate as a primary treatment for many bev-
erage water purification applications, but may also be
used as a superb pretreatment for membrane processes,
ion-exchange, or electrodialysis.

2. Membrane Technology

Membrane technology, in the application of water treat-
ment for the beverage industry, encompasses a broad
range of polymeric and ceramic impurity removal tech-
niques. This may range from the use of a simple ten-
micron microfilter to help remove granular activated
carbon fines to employment of the prototype polymeric
membrane technology—reverse osmosis. Figure 193.3
depicts the Filtration Spectrum, which provides a visual
representation of the relative particle size removal which
may be expected of the common membrane processes,
including—in order of decreasing pore size—microfiltra-
tion, ultrafiltration, nanofiltration, and reverse osmosis.
As we can see from the spectrum, particulate filters may
be used for the removal of relatively large suspended mat-
ter, and are often employed at the end of a water treatment
chain as a “polishing filter” to remove any small floc par-
ticles, oxidized iron, carbon, or precipitated calcium car-
bonate that might have carried over from the primary
treatment process. Microfilters are often used for their
controlled pore size distribution (when absolute rated),
which makes mechanical removal of bacteria from water
streams commonplace. Often, for this application, a
stepped removal approach is employed which will include
filters of decreasing pore size oriented in series, so as to
minimize the plugging potential of the smallest pores (for
example, a five or ten micron particulate filter, followed
by a 0.45 micron microfilter, and finally as low as a 0.2
micronfilter to help assure adequate bacterial reduction).
Ultrafiltration (either polymeric or ceramic) is an excel-
lent tool for the removal of particulates, large organicmat-
ter (for example, the humic and fulvic acids which
comprise natural organic matter in water supplies), and
many types of microorganisms, including viruses, bacte-
ria, and protozoa. However, for removal at the level of dis-
solved inorganic salts, nanofiltration and reverse osmosis
are our only two feasible options. Table 193.6 compares-
the typical removal percentages of reverse osmosis,

nanofiltration, and ultrafiltration for a variety of water
impurities (15).

The driving force behind the membranes used in water
treatment applications for the beverage industry is pres-
sure, which is applied across the membrane to force the fil-
tered or purified water through the membrane, leaving the
unwanted impurities behind. This concept becomes even
more critical when describing the operation of a reverse
osmosis membrane system. To understand “reverse”
osmosis, we must first understand “osmosis.” According to
The Drinking Water Dictionary (16), osmosis is a “natural
phenomenon whereby water (or some other solvent) dif-
fuses from the lower-concentration side to the higher-con-
centration side of a permselective (semipermeable)
membrane barrier in a process of equalizing concentra-
tions on both sides.” The corresponding osmotic pressure
is the pressure exerted on the solution at equilibrium as a
result of osmosis. This is illustrated in Figure 193.4.

In “reverse” osmosis, we apply a pressure to the con-
centrated side which is greater than the osmotic pressure,
which thereby reverses the osmotic flow. The result is that
the water now flows across the reverse osmosis membrane
in the opposite direction to what was just described above
with osmosis. The water is forced from areas of high to
low solute concentration, thereby leaving a very concen-
trated salt stream behind on the waste side of the mem-
brane, and a very dilute, purified water stream on the
product or permeate side of the membrane. This is
depicted in Figure 193.5. This is an important concept to
visualize, since it is this osmotic pressure control which
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FIGURE 193.3 The Filtration Spectrum.

TABLE 193.6
Comparison of Reverse Osmosis, Nanofiltration, and
Ultrafiltration Membrane Processes

Reverse Nano
Component Osmosis Filtration Ultrafiltration

Alkalinity 95 to 98% 50 to 70% None
TDS 95 to 98% 50 to 70% None
Particulates nearly 100% nearly 100% nearly 100%
Organic matter most ��100 MW most ��200 MW some ��2000 MW
THM precursors 90�% 90�% 30 to 60%
Sodium 90 to 99% 35 to 75% None
Chloride 90 to 99% 35 to 60% None
Hardness 90 to 99% 50 to 95�% None
Sulfate 90 to 99% 70 to 95�% None
Nitrate 90 to 95% 20 to 35% None
Protozoa near 100% near 100% near 100%
Bacteria near 100% near 100% near 100%
Viruses near 100% near 100% near 100%
Operating 200 to 450 psi 100 to 200 psi 80 to 150 psi

pressure

Approximate removal percentages. Actual performance
is system-specific.

Source: Adapted from Brittan (1997).
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allows reverse osmosis to remove impurities from water
down to the level of dissolved ionic species. In fact,
reverse osmosis can afford removal of from 95 to greater
than 99% of many dissolved salts, resulting in a treated
water exiting the system with a total dissolved solids
(TDS) concentration often below 10 mg/L, within the
range of many distilled water products.

Though ultrafiltration, nanofiltration, and reverse
osmosis all afford efficient removal of many microbial
impurities, a critical point which must be understood is
that none of these processes—not even reverse osmosis—
produces a commercially sterile water. This is still a com-
mon misconception among many in the beverage and
allied industries. Owing to the nature of cross-flow tech-
nology, the high pressures used, integrity of the seals, and
variability in the pore structure of the membrane materi-
als, these membrane treatment operations will remove a
large percentage of the microorganisms to which they are
introduced, though not all. If these processes are used as a
primary treatment, this should not preclude the need for
additional disinfection of the water supply.

Key considerations when selecting and designing
nanofiltration and reverse osmosis treatment systems are
the choice of proper pre- and post-membrane treatment
operations. The primary goal of pretreatment processes is

to protect the integrity of the membranes, since they often
represent a substantial portion of the capital cost. These
polymeric membranes, usually some form of polyamide,
though traditionally also available as cellulose acetate, are
susceptible to a variety of processes and impurities which
may foul or degrade them, thereby rendering them ineffi-
cient, ineffective, or, in the worst case, totally destroyed.
In general, the pretreatment processes will involve reduc-
ing the silt density index (plugging potential) of the feed
water to the membrane. This is often accomplished by fil-
tration through sand or mixed media, or via in-line coag-
ulation. Pretreatment also includes some form of chlorine
control—either assuring that it is removed (in the case of
polyamide membranes), or assuring that it is present to
prevent biologic degradation of cellulose acetate mem-
brane materials. Finally, the pretreatment processes will
normally include the in-line dosing of acid, antiscalant, or
both. These steps help prevent a loss of membrane
performance due to metal oxide fouling, scaling, or
related processes which might occlude the membrane
pores. Table 193.7 summarizes the various processes
which may cause fouling (usually partially or completely
reversible) or degradation (usually irreversible) of nanofil-
tration and reverse osmosis membranes. Potential solu-
tions are also listed.

The post-treatment of water exiting nanofiltration and
reverse osmosis membrane systems is also important, and
should be carefully considered. Unlike prior to treatment,
once the water has passed the membrane modules, it will
be considerably more pure than when it entered. As a
result, much of the microbial load is gone, as are many of
the chemico-physical impurities. However, as we stressed
previously, these membrane processes should not be
relied upon to produce a consistently commercially sterile
water. Consequently, post-treatment operations may
include chemical or ultraviolet disinfection, granular acti-
vated carbon treatment, and polishing filtration. In-plant
process monitoring is as critical with membrane processes
as it is for any other treatment modality, and will usually
include microbial monitoring to help gauge biofouling of
the membranes, total dissolved solids or conductivity to
assess the gross rejection of the membranes toward inor-
ganic salts, pH, silt density index, chlorine residuals, and
any other parameters assigned by the parent beverage
company or suggested by the equipment supplier.

The advantages and disadvantages of reverse osmosis,
as the “gold standard” of membrane removal processes,
are summarized in Table 193.8

3. Ion-Exchange

The process of ion-exchange, like conventional lime treat-
ment systems, has been known to the beverage industry
for decades. However, its early applications did not typi-
cally include the water to be used for product, but rather
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involved softening of the water (removal of calcium and
magnesium) used for auxiliary plant purposes in order to
prevent scaling or avoid loss of efficiency in heat
exchangers, boilers, and bottle washers. Today, with the
advent of many categories of resin materials, ion-
exchange is another of the valuable tools used by the bev-
erage water technologist to help assure that the treated
water used meets all of the applicable standards and
guidelines expected.

In its most fundamental form, ion-exchange, as the name
implies, involves replacing an ion which is less desirable in a
particular application with one that is more desirable. In the
case of the early softeners mentioned above, natural ion-
exchange materials (called zeolites) were employed to
exchange the hardness components (calcium and magne-
sium) in water with sodium. The rationale here was that cal-
cium and magnesium salts may often precipitate as scale
inside equipment; the corresponding sodium salts, however,
were much more soluble, and hence did not pose a scaling
concern. In this example, the supply of sodium on the zeolite
to be exchanged for calcium and magnesium is not present in
endless supply. Therefore, once the resin material is

exhausted, it must be replenished—or “regenerated”—with a
new supply of the appropriate ion; in this case, the sodium
zeolite softeners are typically regenerated with brine (sodium
chloride solution). Here the excess of sodium overcomes the
calcium and magnesium attached to the resin, and they are
washed to the drain. The resin, now fully regenerated, is
again ready to be put into service. Figures 193.6 and 193.7
illustrate the exchange of sodium for calcium and magne-
sium, and the regeneration of the resin, respectively.

Ion-exchange applications have broadened far beyond
zeolite softening, and include complete demineralization
(reduction of the total dissolved solids to near zero, if
desired), dealkalization (removal of alkalinity and hard-
ness at the same time), anion or cation exchange alone,
denitratization (nitrate removal), and a variety of other
specialty applications, which include removal of silica,
natural organic matter, iron, and other targeted impurities.
The specific application depends largely on the structure
of the resin material used, the characteristics of the water
being treated, and the desired treated water profile.

Ion-exchange resins for most beverage water treat-
ment operations may be divided into two major categories:

TABLE 193.7
Causes of Fouling and Degradation of Reverse Osmosis and Nanofiltration Membranes, Along with Possible
Solution

FOULING DEGRADATION

Problem Potential Solutions Problem Potential Solutions

Suspended solids (in feed water) • Multimedia filtration (sand, Oxidation • Proper membrane
greensand, carbon) selection

• Ultrafiltration • Disinfectant removal if required
• Microfiltration by membrane (carbon, bisulfite)
• Plate and frame filtration with • Proper dosing and feedback controls

diatomaceous earth
• Cartridge filtration
• In-line coagulation
• Coagulation

Oxidation of metallic components • Oxidation (aeration, ozonation, Hydrolysis (membrane • Proper membrane selection
(iron, manganese, etc.) chlorination, etc.); filtration break down at low pH) • pH control (both operating 

• Greensand filtration range and cleaning range)
• Coagulation/lime treatment • Controlled acid feed
• Acid feed

Precipitation/scaling (sulfates, • Limit recovery (in design phase) Bacterial attack (especially • Proper membrane selection 
carbonates, silicates, etc.) • Antiscalant addition for unprotected cellulose • Periodic membrane cleaning 

• pH control acetate membranes) and sanitizing
• Lime softening • Proper pretreatment
• Ion-exchange

Microbial growth (biofilm • Chemical disinfection Solubilization (not very • Removal of compounds prior to 
formation) • Ultraviolet disinfection common in the beverage membrane contact; usually via 

• Periodic membrane cleaning industry, but due to high aeration or granular activated 
and sanitizing concentrations of organic carbon

compounds with solvent 
properties)

Source: Developed by the author (1996).



1) cation resins, which remove positively charged ions
(cations) like calcium, magnesium, and sodium, and which
require regeneration with brine or a mineral acid; and, 2)
anion resins, which remove negatively charged ions
(anions), like nitrate, sulfate, and chloride, and which require
regeneration with brine or alkali. Each of these categories
may be further divided into “weak” and “strong” subdivi-
sions—that is, weak acid and strong acid cation exchange
resins; and weak base and strong base anion exchange
resins. Due to the nature of the chemistry at work, the
“cation” and “acid” belong together, as do the “anion” and
“base.” The term “weak” refers to the functional moiety on
the resin itself, and the fact that these resins will remove the
“weakly” bonded ions in their respective class, whereas the
“strong” resins will remove both weakly and strongly
bonded ions in their groups.

An increasingly popular ion-exchange application for
the beverage industry involves the use of a weak acid
cation exchange resin. This resin is typically charged with
acid, and, instead of sodium (as in the zeolite softener)
these resins will exchange the acid proton, or hydrogen
ion for weakly bonded cations in the water. The predomi-
nant cations removed are those that comprise hardness,
calcium and magnesium. In addition, some sodium may
be removed in the process, but only after the hardness is
removed. As the hardness is removed, and exchanged for
hydrogen ions, these hydrogen ions combine with the nat-
urally occurring bicarbonate alkalinity in the water to
form carbonic acid (H2CO3). This newly formed carbonic

acid quickly dissociates into water and carbon dioxide,
and the carbon dioxide is usually removed with a down-
stream degasifier. By forming the carbonic acid and
removing the carbon dioxide, the alkalinity of the water is
reduced proportionately. Hence, the weak acid cation
exchange resin, in the acid form (as opposed to the
sodium form, as the zeolites), removes both hardness and
alkalinity in one treatment unit. The caution with this
application is that, if used alone, other operations must
accompany the ion-exchange—for example, disinfection,
filtration, activated carbon, etc.—since softening and
alkalinity removal are the major benefits of this treatment.
If anion impurities are a problem in the water supply
(nitrate, chloride, sulfate), then these weak acid resins will
have no effect on these contaminants. Some companies,
where the water source is of a demonstrated, consistent
supply, use weak acid cation exchange resins preceded by
in-line coagulation. This combination affords the removal
of turbidity, suspended solids, and some protozoans (from
the coagulation), along with the removal of alkalinity and
hardness by the resin itself.

Ion exchange alone affords no disinfection or microbial
protection, unlike conventional lime treatment systems and
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TABLE 193.8
Advantages and Disadvantages of Reverse Osmosis
Systems

Advantages Disadvantages

Removes nearly all suspended Pretreatment must be carefully
material, and greater than considered, and typically involves
99% of dissolved salts in operating costs for chemicals
full-flow operation (acid, antiscalant, chlorine

removal)

Significantly reduces microbial Does not produce a commercially
load (viruses, bacteria, sterile water
and protozoans)

Removes nearly all natural Membranes still represent a sub-
organic matter (NOM) stantial portion of the capital

cost, and may typically last
3-5 years

May be designed as a fully Low solids water may be aggressive 
automated system with little toward piping and equipment,
maintenance so this must be considered for

downstream operations
Relatively small space require- High pressure inlet pump is
ments on the plant floor required

(“footprint”)

Source: Adapted from Berkefeld Water Treatment, Inc. (2000).
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membrane processes already discussed. Consequently, they
must be augmented by the appropriate additional treatment
to result in the final water quality profile desired. In some
cases, the resin beds themselves may promote the growth of
bacterial populations, and, once established, may be very
difficult to fully overcome. Some suppliers recommend the
installation of an ultraviolet disinfection loop to help protect
the resin unit from microbiologic proliferation during peri-
ods when not in use. In general, cation resins are more
resilient materials, and may be disinfected with a variety of
sanitizers, including chlorine solutions, permanganate, per-
acetic acid, and formaldehyde. This is usually not true for
anion resins, which may be more prone to osmotic shock
from changes in ionic strength, water temperature, or pH
extremes. In some cases, anion resins—usually strong base
anion material—have been implicated in causing off-odors
(“fishy”) in the treated water exiting their beds, which may
be due to the methylamine breakdown products of some
anion resins. In all cases, the supplier of the resins should be
consulted for the proper operational, regeneration, and dis-
infection procedures to be used with their particular resin.

C. SUPPORT TECHNOLOGY

“Support technology” is a term used to describe the ancil-
lary unit operations which are typically not considered
primary treatment. Rather, they are intended to augment
the primary treatment to result in a robust, complete treat-
ment chain designed to deliver the quality of treated water
we require for food and beverage plant applications.
Given this definition, a wide variety of unit operations
may be grouped into this category, but this section will
only address two of the more common support technolo-
gies—media filtration, and activated carbon purification.

1. Media Filtration

Media filtration, in the simplest terms, involves the pas-
sage of water through any of a variety of coarse filtration
materials. Traditionally, the most common medium for
beverage water treatment was simple filtering sand, sup-
ported by a bed of gravel. The major intent of these sand
filters was—and still is—to provide a coarse straining of
the water stream. Sand filters may be located at different
points in the treatment chain, but for conventional lime
treatment systems, the industry practice is to locate the
sand filter downstream of the reaction tank. Logically, this
was done to capture any loose floc carryover, precipitated
calcium carbonate, or other particulates that might not
have settled adequately in the reaction tank. In some
applications, like in-line coagulation, the deep bed sand
filter which is used serves not only to filter the floc which
is intentionally formed in line, but to provide part of the
contact time of the water with the chlorine disinfectant.

As the choice of primary treatment technologies avail-
able to the beverage technologist has increased over time, so

has the choice of support operations. In addition to sand,
other media are commercially available to suit a variety of
applications. For example, some reverse osmosis and
nanofiltration membrane systems might incorporate “green-
sand” as one of the pretreatment operations. Greensand is a
naturally occurring mineral that consists largely of dark
greenish grains of glauconite, possesses ion-exchange prop-
erties (17), and is used for the removal of soluble iron and
manganese from water streams to prevent fouling of down-
stream membrane systems. Other media used include gar-
net, anthracite, and diatomaceous earth, each having its own
niche application. These media may also be combined in
dual media or mixed media filters. Regardless of the
medium selected, the fundamental objectives of media fil-
tration include 1) removal of particulates from the overflow
of reaction tanks, 2) preventing the occlusion of carbon
pores, 3) avoiding the surface occlusion or fouling of ion-
exchange resins, and, 4) providing the required contact time
for chlorine and coagulant. In general, the supplier of water
treatment equipment will routinely suggest media with
which they have had positive operating and quality histories.

Media filtration, like virtually all water treatment
processes, requires diligent maintenance in order to help
assure its on-going performance. Since media filters remove
particulate matter from the water, these impurities must then
somehow be removed from the filter itself. This is accom-
plished by frequent backwashing of the filter medium, often
with treated water, to suspend and expand the filter bed into
the freeboard of the filter vessel, thereby allowing collected
impurities to be washed to the drain. Some media filters, more
commonly in municipal applications, augment the water
backwash by the injection of air. This air scouring also helps
suspend the bed, and allows conserves the overall volume of
water necessary for the backwash cycle. The frequency and
conditions of backwash depend on the filter media, vessel
design, supplier recommendations and corporate policies,
although the range of operating conditions usually includes a
frequency of anywhere from daily to monthly, and a back-
wash rate of from two to five times the normal flow.
Intimately linked with the maintenance described above is the
routine sanitation of the media filters. Several methods may
be used, including heat and chemical sanitizers, but this criti-
cal operation must not be overlooked. It is possible for bacte-
rial populations to become established in media filter beds,
and subsequent mucilagenous biofilms to form in and on the
filter media which may be extremely resistant to removal.

2. Carbon Purification

In the field of water treatment, carbon purification is
arguably the single unit operation that provides the broadest
protection against the widest range of possible contaminants.
In fact, the United States Environmental Protection Agency
has routinely identified activated carbon as the “best avail-
able technology” for the removal of a wide variety of volatile



and semi-volatile organic impurities (18), which are summa-
rized in Table 193.9. In addition to these, thousands of other
organic compounds show some degree of removal by acti-
vated carbon. This application of organic impurity removal
is relatively new to the beverage industry, despite the fact
that activated carbon has been a part of beverage water treat-
ment systems for many decades. The primary use of acti-
vated carbon in this field has been to effect the removal of
the chlorine species used to disinfect the treated water. Here,
a critical distinction must be drawn between the adsorptive
mechanisms of contaminant removal by carbon, and the cat-
alytic mechanisms carbon employs to dechlorinate.
Adsorption refers to the adhesion, bonding, and other chem-
ical attractive forces which retain impurities on the surface
of the carbon and within its pores. This is usually a reversible
process, to varying degree. The catalytic mechanism refers
to the formation of a surface oxide on the activated carbon
medium as a result of the reaction of the carbon with the
hypochlorous acid, according to the following reaction:

HOCl � C* → HCl � C*O

Hypochlorous acid � carbon � hydrochloric acid � car-
bon surface oxide

Unlike adsorption, the catalytic reaction is not
reversible, and, in fact, carbon bulk is destroyed in the
process.

Carbon may be obtained from a variety of different
starting materials—for example, coal, wood, peach pits,
coconut shells. The carbon is activated either thermally
(steam) or chemically. Steam activation, the more com-
mon, involves two steps: 1) carbonization, and, 2) acti-
vation. Carbonization involves the conversion of the
raw material into a disordered carbon structure with a
very low volatile content. Carbonization is done at ele-
vated temperatures in an oxygen-lean environment
which keeps it from burning. In activation, some carbon
atoms are vaporized, leaving behind the highly porous
structure. Steam activation is carried out in tempera-
tures of approximately 1800°F. (982°C). At these con-
ditions, carbon reacts with steam to form carbon
monoxide and hydrogen, which exit as gases. The
result: a highly porous carbon material. Chemical acti-
vation is used to produce very high pore volume in
wood-based carbons, particularly in the medium-size
pore range. The most common process consists of mix-
ing wood dust or some other cellulose-based material
with a strong dehydrating agent and then heating to a
designated temperature. The activating agent not only
extracts moisture but helps prevent collapse of the pore
structure during activation (19).

Activated carbon is generally available in the pow-
dered or granular form, but granular activated carbon
(GAC) is used for the vast majority of water treatment
applications in the beverage industry. In addition to the
volatile organic impurities mentioned above, and the
removal of chlorine and chloramine, GAC also affords
treated water protection against adversely sensory-active
compounds, like the microbial metabolites geosmin and
2-methyl isoborneol. These compounds may be odor
active in nanogram per liter concentrations, and represent
a substantial proportion of off-odor complaints to munic-
ipal water treatment works (20).

Operationally, perhaps even more so than for media
filtration, the activated carbon unit operation must be dili-
gently maintained and sanitized. Many microbial com-
plaints and sensory excursions in the beverage industry
have been linked, at least in part, to inadequate carbon bed
management practices. One of the reasons for this
required diligence is that the core of the GAC bed has the
potential to provide optimal conditions for the growth of
troublesome microorganisms—specifically, the chlorine
is absent, the environment can vary in its level of air or
dissolved oxygen, and, in most cases, the organic micro-
bial nutrients abound (since GAC is so proficient at
removing organic compounds, including natural organic
matter, from water supplies). These conditions combine to
make carbon an excellent medium for the support of
microbial growth. Once established, the extremely large
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TABLE 193.9
Organic Contaminants for Which Activated Carbon
Has Been Identified as the Best Available Technology
for Their Removal

Alachlor Aldicarb

Aldicarb sulfone Aldicarb sulfoxide
Atrazine Benzene
Benzo[a]pyrene Carbofuran
Carbon tetrachloride Chlordane
Dalapon 2,4-D
Di (2-ethylhexyl) adipate Di (2-ethylhexyl) phthalate
Dibromochloropropane (DBCP) o-Dichlorobenzene
para-Dichlorobenzene 1,2-Dichloroethane
1,1-Dichloroethylene cis-1,2-Dichloroethylene
trans-1,2-Dichloroethylene 1,2-Dichloropropane
Dinoseb Diquat
Endothall Endrin
Ethylbenzene Ethylene Dibromide (EDB)
Heptachlor Heptachlor epoxide
Hexachlorobenzene Hexachlorocyclopentadiene
Lindane Methoxychlor
Monochlorobenzene Oxamyl (Vydate)
Pentachlorophenol Picloram
Polychlorinated biphenyls (PCB) Simazine
Styrene 2,3,7,8-TCDD (Dioxin)
Tetrachloroethylene Toluene
Toxaphene 2,4,5-TP (Silvex)
1,2,4-Trichlorobenzene 1,1,1 –Trichloroethane
1,1,2-Trichloroethane Trichloroethylene
Xylene

Source: EPA (1999).



surface area within the carbon pores can make control of
an unwanted microbial population a daunting task. As is
the case with media filters, routine and diligent back-
washing and sanitization of the carbon bed should be
viewed as an absolute requirement for any beverage plant
water treatment system. Hot water, steam, or a combina-
tion are generally employed to sanitize the carbon filters,
provided their material of construction can withstand the
temperature needed. When performed regularly, this helps
prevent a biofilm from becoming firmly established in the
bed, and helps avoid the problems often associated with
poor carbon maintenance, including high bacteria counts,
off-odor production within the bed, poor dechlorination or
chlorine breakthrough, and loss of adsorptive capacity.

D. DISINFECTION

At the beginning of this chapter, the food and beverage
producer’s commitment to consumer and employee safety
was stressed as being a paramount goal of water treatment
in our industry. Microbiologic contamination, in addition
to resulting in spoilage of the beverage, represents an
acute potential threat to the quality of our products and the
integrity of our trademarks. Therefore, overall microbial
management is critical to the success of any beverage pro-
ducer. In this section, we will focus on the major tech-
niques employed for disinfection as it specifically relates
to the water used for beverage products. As an introduc-
tion to this section of the chapter, a distinction between
cleaning, sanitizing, and sterilizing must be drawn.

“Cleaning” may be described as the removal of soil
particles from surfaces by rinsing and washing through
the use of physical and chemical action. “Sanitizing,” in
our industry, refers to treating a cleaned surface to
destroy contaminant organisms and reduce the total veg-
etative cell population to a safe level. Finally, “steriliz-
ing” is the complete destruction of all organisms,
including spores, through the use of chemical agents,
heat, radiation, or other means. These are largely intu-
itive, yet critical concepts to recognize. Unlike many
pharmaceutical or ultra clean room applications which
may require commercially sterile water, the beverage
industry does not. Our requirements, in nearly all cases,
dictate a “sanitary” treated water supply, not a “sterile”
one. That is, we diligently “control any contaminant
organisms…to a safe level.”

1. Primary Organisms of Concern

The specific organisms of concern for the water treatment
system of a beverage producer must be identified by the
corporate research and development functions, with prob-
able guidance by any applicable drinking water and food
regulations. The World Health Organization asserts that
“infectious diseases caused by pathogenic bacteria,

viruses, and protozoa or by parasites are the most com-
mon and widespread health risk associated with drinking
water” (21). It would be impossible and irrational to
attempt to test all potential microbial threats to a water
supply. Consequently, the focus of most major regulatory
bodies is on testing and monitoring recognized “indica-
tors” of water quality. Perhaps the most notable and
widely accepted group of indicator organisms is the col-
iform group, which refers to Gram-negative, rod-shaped
bacteria capable of growth in the presence of bile salts or
other surface-active agents with similar growth-inhibiting
properties and able to ferment lactose at 35��37°C with
the production of acid, gas, and aldehyde within 24��48
hours. They are also oxidase-negative and non-spore-
forming. By definition, coliform bacteria display beta-
galactosidase activity (22).

The real threat to public health and safety is from
those waterborne organisms transmitted as a result of
direct contact with fecal contamination. Because not all
coliform organisms are of fecal origin, other indicator
tests are used to help detect the possibility of unsanitary
conditions in a water supply. These include fecal or ther-
motolerant coliform, with Escherichia coli being the most
prominent member (23), fecal Streptococci, and anaero-
bic, spore-forming bacteria, the target of which is prima-
rily Clostridium perfringens. The most common bacterial
measurement in municipal water supplies and in beverage
plant water treatment monitoring remain total coliform
and E. coli. In addition, a total bacterial plate count is
commonplace for routine monitoring, but more as an indi-
cator of acceptable “good manufacturing practices”
(GMPs) rather than as an indicator of the presence of fecal
organisms. One notable exception to this industry practice
is in the production and packaging of a natural mineral
water. In most countries where regulations for natural
mineral waters exist, disinfection is realistically not
allowed for these products. Instead, the focus is on impec-
cable selection and monitoring of a source as close to pris-
tine as possible. Part of this rigorous monitoring may
include all of the organisms mentioned above, in addition
to others (like Pseudomonas aeruginosa, for example).
The rationale is to help assure optimal confidence that the
natural mineral water being abstracted from the source
and subjected to minimal treatment, at best, is as micro-
bially risk-free as feasible.

Another organism that has recently become a threat to
both the municipal and industrial water treatment arenas is
the protozoan, Cryptosporidium parvum. Cryptosporidium
is a protozoan parasite affecting the gastrointestinal tract of
humans and animals. It is shed in the feces in the form of
an “oocyst,” which has a hard shell to protect it from the
environment. This also makes it highly resistant to disin-
fection by chlorine and ozone; although, UV disinfection
has proven to be extremely effective at its inactivation.
Waterborne Cryptosporidium outbreaks have occurred in
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both large and small communities, with the largest outbreak
occurring in Milwaukee, Wisconsin in 1993, affecting an
estimated 403,000 people. Such outbreaks have caused
major disruption to residents, businesses, and government.
Infection with the Cryptosporidium organism may also
have contributed to the premature deaths of immunosup-
pressed individuals in these outbreaks. Because of this, the
finding of Cryptosporidium oocysts in many drinking water
sources (rivers, lakes, and reservoirs), and occasionally
even in municipal treated water, has been a source of
considerable concern to drinking water and public health
officials, as well as to the public and the news media (24).

In addition to waterborne organisms of health con-
cern, like those discussed above, water supplies may also
be subject to inhabitation by “nuisance organisms.” These
organisms, as their name implies, are typically not associ-
ated with any direct health effects, but, rather, are known
to cause aesthetic or operational concerns to the water
treatment plant or distribution network. In reality, most
beverage producers will not test for these nuisance organ-
isms unless a problem is known to exist (which is usually
detected initially by an off-odor in the water plant, or by
metallic particles in the system). Bacteria in this broad
category include the following (25):

1. Iron bacteria. These bacteria incorporate fer-
rous iron as part of their normal physiologic
processes, and oxidize it to the insoluble ferric
form. Genera include Leptothrix, Clonothrix,
and Gallionella.

2. Manganese bacteria. Instead of iron, these bac-
teria may incorporate manganese and oxidize
it. Genera include Hyphomicrobium and
Caulobacter.

3. Sulfur bacteria. Many subgroups of sulfur bacte-
ria exist, depending on the specific sulfur form
utilized as a nutrient substrate. The more trou-
blesome group to the beverage water treatment
plant is the sulfate-reducing bacteria (SRB),
since they produce the malodorous hydrogen
sulfide. These include the genera Desulfovibrio
and Desulfotomaculum. Some species of
Pseudomonas have also been implicated in pro-
ducing organo-sulfur compounds in water.

2. The “CT” Concept

A critical concept when forming the foundation for any
discussion of disinfection is the “CT” concept. In this
mathematic product, the “C” refers to the final residual
concentration of a particular chemical disinfectant, in
mg/L, and the “T” refers to the minimum contact time, in
minutes, with which the material being disinfected has
been in contact with the disinfectant. Therefore, the units
of CT are expressed in mg-min/L. To explore this in more

detail, we must first recognize that every water supply has
a natural disinfectant “demand.” The demand may be
described as the utilization of a disinfectant by compo-
nents in the water which must first be satisfied before a
residual disinfectant concentration may be established.
Impurities like soluble metals, particulates, natural
organic matter, microorganisms, etc., all contribute to the
demand of a particular water supply. Before we can con-
fidently begin to disinfect this supply, we must first pro-
vide the water with enough disinfectant to react with these
components. Once this is accomplished, we may then
establish a “residual” disinfectant concentration. After
this residual is established and confirmed via testing, we
must then maintain this residual in contact with the water
over the course of the required contact time. This concept
explains why in a conventional lime treatment system, a
chlorine dose as high as 12��20 mg/L is often required to
result in a free chlorine residual of between 6 and 8 mg/L.
The dose must be adequate to satisfy the demand, and
then establish a residual. Simply put, the residual is equiv-
alent to the arithmetic difference between the dose and the
demand.

Many regulatory and industry organizations have
adopted the CT concept to express relative values of a
disinfectant’s effectiveness against a particular organism
under a defined set of conditions (temperature, pH, etc.).
Often, published tables of CT data will include a sub-
script, for example, CT 99.9, which describes the log
removal of a particular organism when tested against a
particular disinfectant. The 99.9 subscript in this example
indicates that for this particular CT data, a three-log, or
99.9% reduction in the target organism has been demon-
strated.

Table 193.10 provides further illustration of the CT
concept using real data from the United States
Environmental Protection Agency. The table values include
CT99, or the CT ranges within which 99% of the target
organisms were inactivated by the disinfectant. A bac-
terium, virus, and protozoan are compared insofar as their
susceptibility to free chlorine, preformed chloramine, chlo-
rine dioxide, and ozone. Many conclusions may be drawn
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TABLE 193.10
Comparison of CT Values for Inactivation at 5°°C
(mg-min/L)

Preformed Chlorine
Free Chlorine Chloramine Dioxide Ozone

Organism pH 6–7 pH 8–9 pH 6–7 pH 6–7

E. coli (bacteria) 0.034–0.05 95–180 0.4–0.75 0.02
Polio 1 (virus) 1.1–2.5 770–3740 0.2–6.7 0.1–0.2
G. lamblia 47–150� — — 0.5–0.6

(protozoan)

Source: Langlais (1991).
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from this single tabulation, which will summarize the dis-
cussion of CT:

1. Compared to the other disinfectants, preformed
chloramine is virtually ineffective at inactivat-
ing polio 1 virus (note the very high CT value
of 770–3740 mg-min/L).

2. In general, ozone is the most effective disinfec-
tant against all categories of the organisms
studied (note the very low CT values in the
ozone column).

3. Except for preformed chloramine, the other
disinfectants are markedly effective against E.
coli and polio 1 (in most cases, CT values are
well below one).

Critical concepts with regard to CT data include: 1)
the disinfectant demand must first be satisfied; 2) the dis-
infectant residual must then be established; 3) this resid-
ual must be maintained for the minimal contact time
specified in order to provide adequate protection; and 4)
“dose” and “residual” must not be confused or equated.

3. Major Disinfectants

A variety of disinfectants are currently available for use in
beverage water treatment applications, but this section
will focus on the three most common: chlorine species,
ozone, and ultraviolet irradiation. The perspective pre-
sented will be from that of direct disinfection of the water
to be used for beverage production. Note, however, that
the disinfection of surfaces and equipment in the water
treatment room and throughout the beverage plant is often
treated as a separate topic, and additional sanitizing tech-
niques may be used for these applications, with one of the
most effective being heat. However, surface and plant dis-
infection are beyond the scope of this chapter.

a. Chlorine species
Chlorine is commercially available to the beverage industry
as compressed chlorine gas, solid calcium hypochlorite pel-
lets, and sodium hypochlorite solution of various concen-
trations. The traditional and likely the most commonly used
form for disinfection of treated water is the last, sodium
hypochlorite solutions, although the others are also
employed. Chlorine gas is usually reserved for large-vol-
ume beverage plants, and considerable drawbacks to its use
are the strict transport, handling, storage, metering, permit-
ting, and use requirements being enforced by many regula-
tory agencies. Calcium hypochlorite is utilized, although, in
many markets, is more costly than sodium hypochlorite.
Irrespective of which form is chosen, once in aqueous solu-
tion, the chlorine chemistry becomes essentially the same.

The chlorine species, when dissolved in water, will
eventually dissociate into primarily two active forms: 1)
hypochlorous acid (HOCl); and, 2) the hypochlorite anion

(OCl�). The ratio of these two chlorine species varies as a
function of pH, with hypochlorous acid predominating at
acidic pH, and the hypochlorite anion predominating at
alkaline pH (26). Figure 193.8 depicts the relative equi-
libria, as a function of pH, for chlorine, hypochlorous
acid, and the hypochlorite anion. One critical concept to
link with this chlorine equilibria is that hypochlorous acid
(predominant at lower pH) has been described as 80 to
100 times more potent a germicide than the hypochlorite
anion (predominant at higher pH). As a result of this, the
World Health Organization suggests a pH of less than 8.0
to help assure effective disinfection of water with chlo-
rine. In conventional lime water treatment systems, where
the operating pH in the reaction tank is often above 10.0,
the chlorine equilibrium favors the existence of hypochlo-
rite anion, which is why, in addition to allowing adequate
floc settling time, a minimum two hours of retention must
be designed in these systems.

In summary: 1) chlorine is an effective disinfectant
against bacteria and viruses, although is less effective
against protozoan organisms like Giardia and
Cryptosporidium; 2) the effectiveness of chlorine varies
markedly with pH, owing to the distribution between the
more effective hypochlorous acid, and the less effective
hypochlorite anion; and, 3) the preferred operating range
for chlorine disinfection is roughly pH 6.0 to 7.5; below
this, corrosion may occur, above this, its effectiveness
declines. Though the actual disinfection criteria for your
application must be decided within your own corporation,
a long-standing industry practice for water disinfection
using chlorine in conventional treatment systems is to
maintain a free chlorine residual of 6 to 8 mg/L over the
course of a two-hour contact time. For other treatments,
where the pH is lower, this CT is often decreased.

b. Ozone
Ozone (O3) is an unstable, gaseous, allotrope of oxygen
(O2). It has a distinctive pungent odor, from which its
name is derived (from Greek ozein, “to smell”). It is
formed locally in air by the ionizing effects of environ-
mental lightning, and in the earth’s stratosphere by ultra-
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violet irradiation. It also safeguards us from the damaging
effects of the sun by inhibiting the penetration of much of
the sun’s UV waves, and preventing them from reaching
the planet’s surface. It is also formed during combustion
in automobile engines, and thereby contributes to the trou-
blesome phenomenon of “photochemical smog.”

Following the lead from many municipal drinking
water companies that have used ozone for decades, the
beverage industry more formally recognized its use in
1981 by the publication of “Ozone Treatment of Beverage
Water” in the Proceedings of the International Society of
Beverage Technologists (27), and then again in its 1987
Proceedings: “Applications of Ozone in Soft Drink
Bottling Plants” (28). The major applications then—
which continue to be currently valid—are the use of
ozone as an oxidant and as a disinfectant. The major use
of ozone in the beverage industry currently is the treat-
ment of bottled water. Its use in the treatment of water for
carbonated soft drinks is still uncommon.

Commercially, ozone is produced via the Corona
Silent Arc Discharge process (29). The major drawback
with the use of ozone, due to its very short half-life, is that
it cannot be efficiently stored—it must be produced on-
site at the point of use. With the Corona Discharge, a feed
gas (oxygen or air) passes through an electrode pair (high
and low voltage) where free electrons are of sufficient
energy to split the diatomic (i.e., two atoms) oxygen mol-
ecules apart. The “single” atomic oxygen species then
recombine with other diatomic oxygen to form a molecule
with three atoms of oxygen—ozone (O3). When com-
pressed purified oxygen gas is used as the feed, in place
of treated air, roughly twice the amount of ozone is pro-
duced for the same energy input. For most bottled water
applications (where ozone is frequently used), even
despite the increased output, the cost of the compressed
oxygen usually makes its use uneconomical. There are
many designs of ozone generators—tubular, plate, water-
cooled, refrigerated air-cooled, etc.—but the most impor-
tant design characteristic is the treatment of the feed gas.
The ozone generator must include modules for: air com-
pression and pressure regulation; cooling; particulate fil-
tration; water vapor removal (dryers); gas impurity
removal (methane, ammonia, etc.); and oil (hydrocarbon)
removal. Along with the ozone generator should come

some form of ozone destruct device (usually thermal or
catalytic) to destroy the excess ozone “off-gas.”

As a water disinfectant, the effectiveness of ozone
varies widely with the specific organism of interest. For
example, at 5oC, and a pH of 6��7, to obtain the same
degree of inactivation (99%), the following “CT” condi-
tions must be used (30):

1. E. coli bacteria: CT�0.02 mg-min/L
2. Polio 1 virus: CT�0.1��0.2 mg-min/L
3. Giardia lamblia cysts: CT�0.5��0.6 mg-min/L
4. Giardia muris cysts: CT�1.8��2.0
5. Cryptosporidium parvum cysts: 5��6 mg-

min/L, estimated (unpublished data; personal
communication)

As with any chemical disinfectant, when ozone is used
for disinfecting water supplies, the ozone demand must first
be met, and then a residual ozone concentration established,
and maintained for the desired contact time. An industry
practice, which dates back to data nearly four decades old,
is to utilize an ozone CT value of 1.6 mg-min/L. This is gen-
erally done by maintaining a residual of 0.4 mg/L ozone for
4 minutes. You will notice from the data above, that a CT of
1.6 mg-min/L is adequate to provide at least a two-log
reduction in bacteria, virus, and Giardia lamblia popula-
tions. However, as with chlorine, Cryptosporidium parvum
remains resilient to inactivation, so higher CT values will be
necessary to address this organism.

Operationally, the two major drawbacks to the more
widespread application of ozone to our industry include
the fact that: 1) it must be generated and used immediately
on-site and cannot be stored, and, 2) due to its short half-
life, it does not provide adequate residual disinfectant
activity. As with other disinfectants, the dose and half life
of ozone will vary as a function of pH, temperature,
organic matter, and other variables, but somewhat unique
to ozone is its behavior at varying levels of total dissolved
solids (TDS). Table 193.11 illustrates the time, in minutes,
for the disappearance of initial ozone doses of 0.64, 0.32,
and 0.16 ppm in waters of varying levels of total dissolved
solids (31). Note the magnitude of the inverse relationship
between ozone half-life and total dissolved solids. The
lower the level of total dissolved solids, the longer the

TABLE 193.11
Ozone Half-Life as a Function of Total Dissolved Solids, 70°°F

Time for Disappearance of an Initial Ozone Concentration of

Total Dissolved Solids Ozone Half-Life 0.64 ppm O3 0.32 ppm O3 0.16 ppm O3

500 ppm 5.7 minutes 28.5 minutes 22.8 minutes 17.1 minutes
400−450 ppm 29 minutes 222 minutes 174 minutes 132 minutes
1 ppm 119 minutes 594 minutes 474 minutes 360 minutes

Source: Adapted from IBWA Technical Manual (1995).
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ozone residual will last. Finally, ozone is very powerful
chemical oxidant, and can be extremely aggressive toward
equipment, both in air and in aqueous phase. Care must be
taken to ensure that all materials used are suitable for
ozone contact, and that all employee safety precautions
are observed.

C. Ultraviolet irradiation
The last of the major disinfectants used for water treatment
in the beverage industry is ultraviolet irradiation. UV radi-
ation energy waves are the range of electromagnetic waves
100 to 400 nm long (between the x-ray and visible light
spectrums). The division of UV radiation may be classified
as Vacuum UV (100��200 nm), UV-C (200��280 nm), UV-
B (280��315 nm) and UV-A (315��400 nm). In terms of
germicidal effects, the optimum UV range is between 245
and 285 nm. UV disinfection utilizes a mercury source in
the form of either: 1) low-pressure lamps that emit maxi-
mum energy output at a wavelength of 253.7 nm; 2)
medium-pressure lamps that emit energy at wavelengths
from 180 to 1370 nm; or, 3) lamps that emit at other wave-
lengths in a high intensity “pulsed” manner. Pulsed UV is
a relatively new technology to the beverage industry, and is
not widely employed at present. While both low and
medium pressure designs have their own advantages and
disadvantages, they have both proven to be adequate for
water disinfection applications.

The degree to which the destruction or inactivation of
microorganisms occurs by UV radiation is directly related
to the UV dose. The UV dosage, D, is calculated as the
arithmetic product of intensity, I, in milli- or micro-watt
seconds per square centimeter, and time, t, in seconds.
Internationally, the dose is often expressed in millijoules
per square centimeter, which is exactly equivalent to milli-
watt-seconds per square centimeter (1 mJ/cm2 � 1 mW-
s/cm2 � 1000 microW-s/cm2). Research indicates that
when microorganisms are exposed to UV radiation, a con-
stant fraction of the living population is inactivated during
each progressive increment in time. This dose-response
relationship for germicidal effect indicates that high inten-
sity UV energy over a short period of time would provide
the same kill as a lower intensity UV energy at a propor-
tionally longer period of time. The UV dose required for
effective inactivation is determined by site-specific data
relating to the water quality and log removal required (32).

The mechanism of inactivation of microorganisms by
UV is complicated, but has been reported many times in
the literature. Fundamentally, the organism’s genetic
material (for example, bacterial deoxyribonucleic acid, or
DNA) absorbs the UV radiation, which results in a chem-
ical disruption of the DNA’s chemical bases. Though
many various photoproducts form as a result of this, the
major rearrangement is the dimerization of the thymine
base. This change renders the organism unable to replicate
their DNA, and, therefore, cannot reproduce. As you

might expect, ultraviolet disinfection does not provide any
residual disinfectant activity.

Just as with ozone and chlorine, ultraviolet energy also
has an accepted industrial “rule of thumb” which has been
established for decades. A typical UV system used for the
disinfection of beverage plant water treatment is sized to
deliver a dose of at least 30 mJ/cm2 at the end of its serv-
ice life (typically 8,000 hours). To achieve this, since UV
intensity naturally decreases over time as the lamp ages,
the initial dose design is usually on the order of 60 mJ/cm2.
This design has traditionally been credited with providing
at least a three-log (99.9%) inactivation of bacteria, yeast,
and virus populations. Data published in late 1999 (33),
and confirmed since then in several industry journals, sug-
gest that the same 30 mJ/cm2 dose also provides at least a
three-log inactivation of Cryptosporidium parvum, a pro-
tozoan organism highly resistant to disinfection by chlo-
rine and ozone. Table 193.12 summarizes the relative
effectiveness of a variety of disinfectants against
Cryptosporidium parvum. This is promising news for the
water treatment industry, since it now adds UV to our
armamentarium of weapons to help ensure the microbial
safety of our water supplies.

4. The Multiple Barrier Approach

The “Multiple Barrier Approach,” as the term implies,
refers to the installation of any combination of multiple
barriers in a water treatment chain to help decrease the
risk of microbial contamination. These barriers may be
physical (RO, microfiltration, coagulation, etc.), chemical
(ozone, chlorine, UV, etc.) or a combination of the two.
Multiple barrier design, though it applies correctly to the
protection against any microbial threat, was the subject of
increased interest after the Milwaukee Cryptosporidium
outbreak in 1993. That outbreak, and the research done in
its wake, helped demonstrate the resilience of that proto-
zoan organism to traditional disinfection—an alternate
approach was needed. That alternate approach became the
multiple barrier concept. The Milwaukee outbreak also,
arguably, spurred a heightened focus on the area of
“emerging pathogens,” with the hope of being able to

TABLE 193.12
Relative Comparison of Various Methods for 99%
Cryptosporidium Inactivation

Disinfectant Effectiveness Estimated CT-99

Free chlorine Poor 7200 mg-min/L
Chloramine Poor 7200 mg-min/L
Mixed oxidants Fair 1000 mg-min/L
Ozone Good 5–15 mg-min/L
Chlorine dioxide Good 80 mg-min/L
UV Irradiation Excellent 2–5 mJ/cm2

Source: Aquionìcs UV Systems, Inc. (2001).
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proactively identify troublesome microorganisms, and
apply appropriate treatment technology to address them.

The multiple barrier concept is becoming more recog-
nized by both regulatory agencies and members of indus-
try. This trend is likely to continue, since, intuitively, it
should be able to address—at least to some degree—most
microbial threats in the future. Considering the wide
range of chemical and physical unit operations, and com-
binations thereof, available to the beverage water treat-
ment technologist, we should be well-armed to design a
robust treatment system to address many of the future
threats which might face us in the future. The key is to
work with municipalities, researchers, the private sector,
and other resources to build and sustain network of
expertise. Then, when a “new” pathogen arises, the indus-
try should draw from this “skills reservoir” to take the
necessary precautions to continue to protect public and
consumer health, and the integrity of our brands.

In the beverage industry, many plants can confidently
apply at least three microbial barriers—coagulation (con-
ventional lime treatment systems), chlorine (primary disin-
fection), and UV (secondary disinfection, and extremely
effective against Cryptosporidium). In general, the more
barriers in place, the greater our confidence that we are
providing treated water with adequate protection against
microbial impurities. This is a simple concept, but far-
reaching in implication.

IV. TESTING AND MONITORING

To keep pace with the changes in today’s regulatory envi-
ronment, the food and beverage industries must recognize
a two-pronged approach as it relates to the testing of water
in their facilities. The first prong incorporates testing
required from a “regulatory” perspective. In this case,
“regulatory” not only includes formal bodies like the
Environmental Protection Agency or the Councils of the
European Union, but also our own corporate “regulatory”
departments. This type of testing is typically quite rigor-
ous, and is concerned primarily with the protection of the
consumer and the environment. The second prong incor-
porates the “day-to-day” testing required to keep our
treatment processes functioning effectively, and to assure
that our final treated water used in product consistently
meets acceptable standards. This section is intended as a
primer, to stimulate more in-depth investigation by the
individual company, rather than a complete treatise of
analytic methodology that might be employed.

What should you test? An anecdote paraphrased from a
supposedly “ancient un-named philosopher” was once cred-
ited with the quotation, “To some extent, water can dissolve
every naturally occurring substance on earth. Proof of this is
limited only by our ability to detect species.” (34) As mod-
ern analytic chemistry continues to evolve, this philosopher
must be heralded as the visionary he must have been. For

example, Environmental Protection Agency (EPA) Method
1613B allows the quantitation of polychlorinated dibenzodi-
oxins (PCDDs) and polychlorinated dibenzofurans (PCDFs)
down to part-per-quadrillion levels (35). As the levels of
detection improve, the question will no longer be, “is this
compound in our water?” Rather, it will become, “we know
it’s there, but what level is acceptable?” To try to simplify
this complex and case-specific area, the food or beverage
plant should consider dividing water related testing into five
categories:

1. Testing for new plant site qualification;
2. Testing for regulatory compliance;
3. In-plant testing;
4. Testing to incorporate individual company

requirements;
5. Troubleshooting

A. TESTING FOR NEW PLANT SITE QUALIFICATION

This category of testing is usually considered the most
rigorous, and typically encompasses testing for the broad-
est range of potential contaminants. It is often driven by
the federal and local regulations that apply to the transac-
tion of commercial real estate during a due diligence
period. In the United States, this may include a simple
“transaction screen,” which is categorized by obtaining
data primarily through visual inspection, surveys and
interviews, and previous testing; or may range through a
Phase III Environmental Site Assessment, which is a data-
based quantitation of an identified site hazard. For more
information, the American Society for Testing and
Materials has published “Standard Practices for
Environmental Site Assessments” (36), and should be
reviewed by anyone involved in this initial phase of testing.

B. TESTING FOR REGULATORY COMPLIANCE

This category of testing is also rigorous, and has the pri-
mary function of protecting public health and safeguard-
ing the corporate trademark. It typically represents an
appreciable cost to the food or beverage manufacturer.
The expense may be due to the capital investment needed
for compliance (for example, a gas chromatograph with
mass spectrometric detector to monitor trihalomethanes
and other volatile organic compounds in potable water),
or may be due to the on-going operating costs of external
third party laboratories or contracted companies to man-
age a plant’s overall compliance. The food and beverage
manufacturer must be aware that regulatory compliance
rarely, if ever, involves a single regulatory agency. Two is
a common number in the United States; for example, the
EPA for jurisdiction over potable water as it enters the
food or beverage processing plant, and the Food and Drug
Administration (FDA) for jurisdiction over a finished
packaged water. Outside the United States, the maze of
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presiding regulatory bodies may be even more compli-
cated. For example, some years ago, at a natural mineral
water facility in Poland, the plant was expected to comply
with (1) the Council Directive of the European Union
(since the country followed E.U. trends); (2) the Federal
Regulations for Poland; (3) the regional Codes of the
Vovoidship of Radom; and (4) the local laws as promul-
gated by the Warsaw authorities. The chemical, physical,
microbiologic, and radiologic testing had to, therefore,
follow suit.

Tracking regulatory trends is best left to the experts,
and virtually all major food and beverage companies have
entire departments devoted to doing just that. Historically,
compliance monitoring has been criticized for the tedium
and analyst sophistication necessary in the official ana-
lytic methods. Also, though the water-related agencies of
the federal government have been doing a laudable job,
they have been doing so with ever-dwindling resources.
This has led to an official documentation system which is
sometimes months or years behind the most current
developments. However, the future is bright for regulatory
compliance monitoring as many regulatory bodies join the
Internet age (37).

C. IN-PLANT TESTING

This category should include the more routine, “plant
floor friendly” testing that is required to operate a food or
beverage plant on a day-to-day basis. It is generally
intended for use as a surrogate system for fast, easy mon-
itoring; the parameters measured should serve as a “red
flag” assessment for when the next phase of more inten-
sive testing is warranted.

For example, in beverage water treatment systems,
especially for those utilizing polymeric membrane tech-
nology (i.e., reverse osmosis or nanofiltration), the meas-
urement of total dissolved solids (TDS) is an excellent
aggregate parameter to use as a surrogate measure of the
overall rejection performance of the membrane. Simply
put, TDS provides a fast, easy, in-line, reproducible
method by which to monitor how effectively your mem-
brane is rejecting dissolved salts. If the TDS changes sud-
denly, it raises a “red flag” that further data collection is
necessary (for example, visual inspection of the membrane
elements; speciation of the components of TDS—sulfate,
chloride, sodium, etc.; among others). From the standpoint
of normal daily operation, however, we may not need to
measure all the anions and cations that comprise TDS. The
decision as to which parameters should be included on an
in-plant testing protocol will vary with the type of indus-
try, the specific application of the process, an assessment
of the potential risks associated with a process or product,
hazard analysis and critical control point (HACCP) evalu-
ation, the presiding regulations and guidelines that apply,
and the company’s own internal mandates.

D. TESTING TO INCORPORATE INDIVIDUAL

COMPANY REQUIREMENTS

This category is often a hybrid of the other testing cate-
gories included in this section. The testing may be driven
by: 1) regulatory mandates or voluntary ascription to
impending regulatory trends; 2) “historical lessons”
learned; 3) product- or process-specific testing (for exam-
ple, individual stability or sensory standards, consumer-
driven requirements, etc.); and, 4) parameters that may
affect plant effluent treatment (for example, pH, TDS,
biochemical oxygen demand, etc.)

Most of the points above are self-explanatory, but, in
the author’s experience, the “historical lessons” category
is often the most worthwhile when it comes to monitoring
parameters of importance. Every food and beverage com-
pany must be replete with anecdotes, for example, from a
Principal Scientist with 40 years of corporate tenure,
which describe problems that occurred decades ago.
Though some might scoff at these “war stories,” most will
admit that there is empirical validity to the quote, “those
who do not learn from their mistakes are destined to
repeat them.”

E. TROUBLESHOOTING

This category may be the most encompassing of all, and
cannot be distilled to a few concise guidelines. The test-
ing performed as a result of a troubleshooting exercise is
often not planned; is often forcibly undertaken under the
threat of an impending plant shut down; may potentially
mean the difference between a minor, easily-remedied
plant operations issue, and a serious breach which war-
rants a product recall; and must always be performed in a
scientific, methodical fashion to maintain the integrity of
the data and the value of the conclusions which will be
drawn. 

As we continue to develop the ability to detect com-
pounds at lower levels than ever thought possible, we
must also face the reality that we will undoubtedly find
them in many of the places we look. As contaminants
move more toward ubiquity, this makes the thoughtful
development of appropriate testing protocols, acquisition
of accurate and precise data, formulation of valid conclu-
sions, and data-based action plans key to the future suc-
cess of food, beverage, pharmaceutical, and municipal
water treatment industries.
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Part W
Food Safety and Security





I. INTRODUCTION

Contrary to popular consumer perception about the risk of
chemicals in foods, major hazards associated with food-
borne illness are clearly of biological origin (1). The
Centers for Disease Control and Prevention (CDC) has
published summaries of foodborne diseases by etiology
for the years 1993 through 1997 (Table 194.1) (2). CDC
groups foodborne disease agents in four categories; bacte-
rial, parasitic, viral, and chemical. Greater than 95% of all
reported outbreaks foodborne illnesses are caused by
microorganisms or their toxins. Fully 97% of reported
cases are likewise linked to a microbial source. Only

around 3% of the outbreaks and less than 1% of cases can
be truly linked to chemical (heavy metals, monosodium
glutamate, and other chemicals) contamination of foods.
Furthermore, 97% of reported deaths are due to microbial
sources. These data are from reported outbreaks. CDC
estimates for the actual number of cases of foodborne dis-
ease caused by microbial agents is much higher due to
under reporting (Table 194.2).

Bacterial agents are by far the leading cause of illness,
with total numbers estimated as high as 76 million cases
per year and deaths as high as 5,000 annually in the U.S.
(3). Costs are estimated to be $9.7 billion annually in med-
ical expenses and lost productivity in the U.S. (3). The high
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incidence of foodborne disease is paralleled in other devel-
oped countries (4). Enteric viruses are now recognized as
the leading cause of foodborne infections, although the
bacteria are better known. Predominant bacterial agents are
Campylobacter spp., Salmonella spp., Shigella spp., and
Clostridium perfringens. Foodborne bacterial hazards are
classified based on their ability to cause infections or intox-
ications. Foodborne infections are usually the predominant

type of foodborne illness reported. Foodborne outbreaks
most often occur with foods prepared at food service estab-
lishments and at home (Table 194.3). Improper holding
temperatures and poor personal hygiene are the leading
factors contributing to reported outbreaks (Table 194.4).

Bacterial hazards are further classified based upon the
severity of risk (5). Severe hazards are those capable of
causing widespread epidemics. Moderate hazards can be
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TABLE 194.1
Reported Foodborne Diseases in the United States, 1993–1997

Outbreaks Cases Deaths

Etiologic Agent No. % No. % No. %

BACTERIAL
Bacillus cereus 14 0.5 691 0.8 0 0.0
Brucella 1 0.0 19 0.0 0 0.0
Campylobacter 25 0.9 539 0.6 1 3.4
Clostridium botulinum 13 0.5 56 0.1 1 3.4
Clostridium perfringens 57 2.1 2,772 3.2 0 0.0
Escherichia coli 84 3.1 3,260 3.8 8 27.6
Listeria monocytogenes 3 0.1 100 0.1 2 6.9
Salmonella 357 13.0 32,610 37.9 13 44.8
Shigella 43 1.6 1,555 1.8 0 0.0
Staphylococcus aureus 42 1.5 1,413 1.6 1 3.4
Streptococcus, Group A 1 0.0 122 0.1 0 0.0
Streptococcus, other 1 0.0 6 0.0 0 0.0
Vibrio cholera 1 0.0 2 0.0 0 0.0
Vibrio parahaemolyticus 5 0.2 40 0.0 0 0.0
Yersinia enterocolitica 2 0.1 27 0.0 1 3.4
Other bacterial 6 0.2 609 0.7 1 3.4
Total bacterial 655 23.8 43,821 50.9 28 96.6

PARASITIC
Giardia lamblia 4 0.1 45 0.1 0 0.0
Trichinella spiralis 2 0.1 19 0.0 0 0.0
Other parasitic 13 0.5 2,261 2.6 0 0.0
Total parasitic 19 0.7 2,325 2.7 0 0.0

VIRAL
Hepatitis A 23 0.8 729 0.8 0 0.0
Norwalk/Norwalk-like 9 0.3 1,233 1.4 0 0.0
Other viral 24 0.9 2,104 2.4 0 0.0
Total viral 56 2.0 4,066 4.7 0 0.0

CHEMICAL
Ciguatoxin 60 2.2 205 0.2 0 0.0
Heavy metals 4 0.1 17 0.0 0 0.0
Monosodium glutamate 1 0.0 2 0.0 0 0.0
Mushrooms 7 0.3 21 0.0 0 0.0
Scrombotoxin 69 2.5 297 0.3 0 0.0
Shellfish 1 0.0 3 0.0 0 0.0
Other chemical 6 0.2 31 0.0 0 0.0
Total chemical 148 5.4 576 0.7 0 0.0

Unknown Etiology 1,873 68.1 35,270 41 1 3.4

GRAND TOTAL 2,751 100.0 86,058 100.0 29 100

Source: Data from Reference 2.



those that have potential for extensive spread, with possi-
ble severe illness, complication, or sequelae in susceptible
populations. Mild hazards can also cause outbreaks but
have limited ability to spread. Those involved with food
production, processing, and service should pay careful
attention to controlling these biological hazards by: 1)
destroying or minimizing the hazard, 2) preventing

contamination of food with the hazard, or 3) inhibiting
growth or preventing toxin production by the hazard.
Control steps will follow in later sections of this chapter.

When investigating foodborne disease outbreaks, the
most important factor is time (6). Prompt reporting of an
outbreak is essential to identifying implicated foods and
stopping potentially widespread epidemics. Initial work in
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TABLE 194.2
Reported and Estimateda Illnesses, Frequency of Foodborne Transmission, and Hospitalization and Case-Fatality
Rates for Known Foodborne Pathogens, United States 

Reported Cases
by Surveillance Type

Estimated % Foodborne Hospitalization Case-Fatality
Disease or Agent Total Cases Active Passive Outbreak Transmission Rate Rate

Bacterial
Bacillus cereus 27,360 720 72 100 0.006 0.0000
Botulism, foodborne 58 29 100 0.800 0.0769
Brucella spp. 1,554 111 50 0.550 0.0500
Campylobacter spp. 2,453,926 64,577 37,496 146 80 0.102 0.0010
Clostridium perfringens 248,520 6,540 654 100 0.003 0.0005
Escherichia coli O157:H7 73,480 3,674 2,725 500 85 0.295 0.0083
E. coli, non-O157 STEC 36,740 1,837 85 0.295 0.0083
E. coli, enterotoxigenic 79,420 2,090 209 70 0.005 0.0001
E. coli, other diarrheogenic 79,420 2,090 30 0.005 0.0001
Listeria monocytogenes 2,518 1,259 373 99 0.922 0.2000
Salmonella typhib 824 412 80 0.750 0.0040
Salmonella, nontyphoidal 1,412,498 37,171 37,842 3,640 95 0.221 0.0078
Shigella spp. 448,240 22,412 17,324 1,476 20 0.139 0.0016
Staphylococcus food 185,060 4,870 487 100 0.180 0.0002

poisoning
Streptococcus, foodborne 50,920 1,340 134 100 0.133 0.0000
Vibrio cholerae, toxigenic 54 27 90 0.340 0.0060
V. vulnificus 94 47 50 0.910 0.3900
Vibrio, other 7,880 393 112 65 0.126 0.0250
Yersinia enterocolitica 96,368 2,536 90 0.242 0.0005

Subtotal 5,204,934

Parasitic
Cryptosporidium parvum 300,000 6,630 2,788 10 0.150 0.005
Cyclospora cayetanensis 16,264 428 98 90 0.020 0.0005
Giardia lamblia 2,000,000 107,000 22,907 10 n/a n/a
Toxoplasma gondii 225,000 15,000 50 n/a n/a
Trichinella spiralis 52 26 100 0.081 0.003

Subtotal 2,541,316

Viral
Norwalk-like viruses 23,000,000 40 n/a n/a
Rotavirus 3,900,000 1 n/a n/a
Astrovirus 3,900,000 1 n/a n/a
Hepatitis A 83,391 27,797 5 0.130 0.0030

Subtotal 30,883,391

Grand Total 38,629,641

a Numbers in italics are estimates; others are measured.
b �70% of cases acquired abroad.
Source: Data from http://www.cdc.gov/ncidod/eid/vol5no5/mead.htm and http://www.cdc.gov/epo/mmwr/preview/mmwrhtml/ss4901a1.htm.



the investigation should be inspection of the premises
where the outbreak occurred. Look for obvious sources,
including sanitation and worker hygiene. Food preparation,
storage, and serving should be carefully monitored.
Interview those involved in the outbreak. Obtain case histo-
ries of victims and healthy individuals. Discuss health his-
tory and work habits of food handlers. Collect appropriate
specimens for laboratory analysis, including stool samples,
vomitus, and swabs of rectum, nose, and skin. Attempt to
collect suspect foods, including leftovers or garbage if nec-
essary. Specific tests for pathogens or toxins will depend on
potential etiological agents and food type. Analysis of data
should include case histories, illness specifics (incubation
time, symptoms, and duration), lab results, and attack rates.
All foodborne disease outbreaks should be reported to local
and state health officers and to the CDC.

II. BACTERIAL INFECTIONS

Predominant bacterial infections transmitted via foods are
salmonellosis, campylobacteriosis, yersiniosis, vibriosis,
and shigellosis (7). Most causative agents are Gram-neg-
ative rod shaped bacteria that are inhabitants of the intes-
tinal tract of animals. Indeed, federal and most state
regulatory agencies consider foods of animal origin
(meat, poultry and eggs, fish and shellfish, and milk and
dairy products) potentially hazardous foods. One look at
epidemiological data confirms this suspicion. That said,

fresh produce (fruits and vegetables) is increasingly being
implicated in outbreaks of both bacterial and viral agents. 

A. SALMONELLOSIS

Salmonella resides primarily in the intestinal tract of ani-
mals (humans, birds, wild animals, farm animals, and
insects) (8). Many people are permanent, often asympto-
matic carriers. Salmonellosis varies with species and
strain, susceptibility of host, and total number of cells
ingested. Several dozen serotypes cause foodborne out-
breaks. Incubation time is 24–36 hours, which may be
longer or shorter. Symptoms include nausea, vomiting,
abdominal pain, and diarrhea, which may be preceded by
headache, fever, and chills. Weakness and prostration may
occur. Duration is 1 to 4 days with a low mortality rate
(0.1%). High risk very young and elderly may have a con-
siderably higher mortality rate (3.8%) (9). The condition
needed for an outbreak is the ingestion of live cells
(10,000) present in the food. For high fat foods such as
chocolate, 50 cells may be a sufficient infectious dose due
to protective enrobement of cells by fat allowing survival
in high acid gastric fluid during intestinal transit. Foods
primarily involved in outbreaks include meat, poultry,
fish, eggs, and milk products. S. enteritidis is present in
raw uncooked eggs even with sound shells (10). Most
often the bacterium is transferred from a raw food to a
processed food via cross contamination. Control of
Salmonella in foods can be accomplished in several ways.
Avoidance of contamination by using only healthy food
handlers and adequately cleaned and sanitized food con-
tact surfaces, utensils, and equipment works best. Heat
treatment of foods by cooking or pasteurization is suffi-
cient to kill Salmonella. Refrigeration temperatures at or
below 5°C are sufficient, as the minimum temperature for
growth is 7 to 10°C. The prevalence of salmonellosis as a
foodborne disease has prompted regulatory agencies to
adopt a zero tolerance for the genus in ready-to-eat foods.
Presence of the bacterium in these foods (luncheon meats,
dairy products, pastries, produce, etc.) renders them
unwholesome and unfit for consumptions. These foods
must then be destroyed or reprocessed to eliminate the
pathogen. 

B. SHIGELLOSIS

Four species are associated with foodborne transmission
of dysentery, S. dysenteriae, S. flexneri, S. boydii, and S.
sonnei (11). The disease is characterized with an incuba-
tion period of 1 to 7 days (usually less than 4 days).
Symptoms include mild diarrhea to very severe with
blood, mucus, and pus. Fever, chills, and vomiting also
occur. Duration is long, typically 4 days to 2 weeks.
Shigella spp. have a very low infectious dose of around 10
to 200 cells. Foods most often associated with shigellosis
are any that are contaminated with human fecal material,
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TABLE 194.3
Places where Foodborne Outbreaks Occurred, 1993–
1997 

Place Number Percentage

Home 582 21.3
Deli, café, restaurant 1185 43.1
School 91 3.3
Picnic 34 1.2
Church 63 2.3
Other 664 24.1
Unknown 99 3.6

Source: Data from Reference 2.

TABLE 194.4
Contributing Factors Leading to Foodborne Outbreaks,
1993–1997 

Number Percentage

Improper holding temperature 938 37.0
Inadequate cooking 274 10.8
Contaminated equipment 400 15.8
Food from unsafe source 153 6.0
Poor personal hygiene 490 19.3
Other 282 11.1

Source: Data from Reference 2.



with salads frequently implicated. Control is best focused
on worker hygiene and avoidance of human waste.

C. VIBRIOSIS

Most vibrios are obligate halophiles that are found in
coastal waters and estuaries (12). Consequently most
foodborne outbreaks are associated with consumption of
raw or undercooked shellfish (oysters, crabs, shrimp) and
fish (sushi or sashimi) (13). V. parahaemolyticus causes
most vibriosis outbreaks in developed countries and is pri-
marily foodborne. V. cholerae is primarily waterborne, but
has been associated with foods from aquatic origin (14).
Because V. cholerae is halotolerant it can survive and
grow in non-salt foods. Hence, the bacterium has been
spread through foods of terrestrial origin in addition to
nonsaline fresh water. V. vulnificus is capable of causing
very serious infections leading to septicemia and a high
mortality rate (30–40%) (15). This very high mortality
rate is the highest of all foodborne infectious agents.
Fortunately the incidence of V. vulnificus infections is
extremely low. Consumption of raw oysters harvested
from warm waters (U.S. Gulf Coast) among high risk
individuals (chronic alcoholics, severely immunocompro-
mised) are factors involved with fatalities (16). Several
other Vibrio species may be pathogenic (16). Incubation
period for vibriosis is 2 to 48 hours, usually 12 hours.
Symptoms include abdominal pain, watery diarrhea, usu-
ally nausea and vomiting, mild fever, chills, headache, and
prostration. Duration is usually 2 to 5 days. Cholera typi-
cally expresses profuse rice water stools as a characteriz-
ing symptom. V. vulnificus infections can include
septicemia and extremity cellulitis. Prevention of vibriosis
includes cooking shellfish and fish, harvesting shellfish
from approved waters, preventing cross contamination,
and chilling foods to less than 10°C (17).

D. ESCHERICHIA COLI

There are six pathogenic types of E. coli associated with
foodborne illness (18). The infectious dose for most
strains is high (106 to 108 cells), although enterohem-
orrhagic strains may be much lower (2–45 cells).
Enteropathogenic (EPEC) strains are serious in develop-
ing countries but rare in the U.S. These strains are a lead-
ing cause of neonatal diarrhea in hospitals. Likewise,
diffusely adherent (DAEC) and enteroaggregative (EAEC)
E. coli strains are associated with childhood diarrhea.
Enteroinvasive (EIEC) strains have an incubation period
of 8 to 24 hours, with 11 hours most often seen. Symptoms
are similar to Shigella infections, with bloody diarrhea
lasting for several days. Enterotoxigenic (ETEC) strains
are a notable cause of traveler’s diarrhea. Onset for illness
by these strains is 8 to 44 hours, 26 hours normal.
Symptoms are similar to cholera, with watery diarrhea,
rice water stools, shock, and maybe vomiting lasting a

short 24 to 30 hours. Enterohemorrhagic or verotoxigenic
strains (EHEC) are the most serious E. coli found in foods,
especially in developed countries. E. coli O157:H7 is the
predominant serotype among these shiga-like toxin pro-
ducing bacteria, although other serotypes are found.
EHEC cause three syndromes (19,20). Hemorrhagic coli-
tis (red, bloody stools) is the first symptom usually seen.
Hemolytic uremic syndrome (HUS), which is the leading
cause of renal failure in children, is characterized by blood
clots in kidneys leading to death or coma in children and
the elderly. Rarely, individuals may acquire thrombotic
thrombocytopenic purpura (TTP), which is similar to HUS
but causes brain damage and has a very high mortality
rate. Verotoxic strains have an incubation period of 3 to 4
days. Symptoms include bloody diarrhea, severe abdomi-
nal pain, and no fever. Duration ranges from 2 to 9 days.
Vehicles of transmission include untreated water, cheese,
salads, raw vegetables, and water. For 0157:H7, ground
beef, raw milk, and raw apple juice or cider are common
vehicles. Prevention of E. coli outbreaks includes treat-
ment of water supplies and proper cooking of food.
Complete cooking of hamburgers is necessary for destruc-
tion of verotoxigenic strains.

E. YERSINIOSIS

Most environmental Yersinia enterocolitica strains are
avirulent; however, pathogenic strains are often isolated
from porcine or bovine foods (21). The disease is pre-
dominately serious to the very young or the elderly and is
more common in Europe and Canada compared to the
U.S. Incubation period for the disease is 24 hours to sev-
eral days with symptoms including severe abdominal pain
similar to acute appendicitis, fever, headache, diarrhea,
malaise, nausea, vomiting, and chills. It is not uncommon
for children involved in outbreaks to experience unneces-
sary appendectomies. Duration is usually long 1 week to
perhaps several months. The majority of foods involved in
yersiniosis outbreaks are pork and other meats. Milk,
seafood, poultry, and water may also serve as vehicles.
Control is achieved by adequate pasteurization and cook-
ing and avoiding cross-contamination. Refrigeration is not
adequate because the bacterium is psychrotrophic.

F. CAMPYLOBACTERIOSIS

Three species are linked to foodborne diseases, C. jejuni,
C. coli, and C. laridis (22). C. jejuni is most often associated
with poultry, C. coli with swine, and C. laridis with shell-
fish. C. jejuni gastroenteritis is the most frequent infection
among the bacterial agents of foodborne disease (Table
194.1). Campylobacters and related pathogens Arcobacter
spp. and Helicobacter pylori are microaerophilic and are
thus sensitive to normal atmospheric oxygen concentrations
(21% O2) and very low oxygen concentrations (less than
3%). Growth is favored by 5% O2. Disease characteristics
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are an incubation period of 1 to 10 days, 3–5 days normal.
Symptoms include fever, abdominal pain, vomiting, bloody
diarrhea, and headache, which last for 1 day to several
weeks. Relapses are common. The infectious dose is low, 10
to 500 cells. Foods linked to outbreaks include raw milk,
animal foods, raw meat, and fresh mushrooms. Control is
achieved by adequate cooking, pasteurization, and cooling
and by avoiding cross-contamination. Although gastroen-
teritis is the predominant clinical presentation of campy-
lobacteriosis, chronic sequelae may occur. Guillian-Barré
syndrome, which is a severe neurological condition, and
Reiter’s syndrome, which is reactive arthritis are rare but
serious consequences of campylobacteriosis. H. pylori is
associated with chronic peptic ulcers.

G. LISTERIOSIS

Listeria monocytogenes emerged as a cause of foodborne
disease in 1981 (23,25). Susceptible humans include
pregnant women and their fetuses, newborn infants, the
elderly, and immunocompromised individuals due to can-
cer, chemotherapy, and AIDS. The disease has a high 30%
mortality rate. Incubation period is variable, ranging from
1 day to a few weeks (25). In healthy individuals, symp-
toms are mild fever, chills, headache, and diarrhea. In seri-
ous cases septicemia, meningitis, encephalitis, and
abortion may occur. The duration is variable. The infec-
tious dose is unknown, but for susceptible individuals it
may be as low as 100 to 1000 cells. Foods associated with
listeriosis are milk, soft cheeses, meats, and vegetables.
Like Y. enterocolitica, the bacterium is psychrotrophic
and will grow at refrigeration temperatures, though
slowly. Control is best done by avoiding cross-contamina-
tion and adequately cooking food.

H. CLOSTRIDIUM PERFRINGENS

C. perfringens is a moderate thermophile showing optimal
growth at 43 to 47°C, with a maximum of 55°C (26).
Large numbers of viable cells (�108) must be consumed,
which then pass through the stomach into the intestine.
The abrupt change in pH from stomach to intestine causes
sporulation to occur, which releases an enterotoxin.
Furthermore, the bacterium can grow in the intestine lead-
ing to a toxicoinfection. The illness is characterized by an
incubation period of 8 to 24 hours. Symptoms are abdom-
inal pain, diarrhea, and gas. A cardinal symptom is explo-
sive diarrhea. Fever, nausea, and vomiting are rare.
Duration is short, 12 to 24 hours. Because of the large
infectious dose foods often associated with outbreaks are
cooked meats and poultry that have been poorly cooked,
such as gravy (anaerobic environment at bottom of pot),
stews, and sauces. Outbreaks frequently occur in food
service establishments where large quantities of food are
made and poorly cooled. Control is best achieved by rap-
idly cooling cooked food to less than 7°C, holding hot

foods at greater than 60°C, and reheating leftovers to
greater than 71°C. 

I. OTHER BACTERIAL FOODBORNE INFECTIONS

Many other bacteria have been linked to foodborne dis-
eases including Plesiomonas shigelloides (raw seafood),
Aeromonas hydrophila (raw seafood), Arizona hinshawii
(poultry), Streptococcus pyogenes (milk, eggs), and per-
haps Enterococcus faecalis (27). Their contribution to
foodborne illness appears to be minimal but they may
contribute to opportunistic infections.

III. NON-BACTERIAL FOODBORNE
INFECTIONS

Numerous infectious viruses and parasitic worms are
capable of causing foodborne illness. All are easily con-
trolled by proper heat treatment of foods. Difficulty with
laboratory confirmation of viral agents as causes of food-
borne illness leads to probable under reporting (28,29).

A. INFECTIOUS HEPATITIS

Hepatitis A virus is a fairly common infectious agent hav-
ing an incubation period of 10 to 50 days, mean of 4
weeks (30). Symptoms include loss of appetite, fever,
malaise, nausea, anorexia, and abdominal distress.
Approximately 50% of cases develop jaundice that may
lead to serious liver damage. The duration is several
weeks to months. The infectious dose is quite low, less
than 100 particles. The long incubation period and dura-
tion of the disease means that affected individuals will
shed virus for a prolonged period. Foods handled by an
infected worker or those that come in contact with human
feces are likely vehicles (raw shellfish, salads, sand-
wiches, and fruits). Filter feeding mollusks concentrate
virus particles from polluted waters. Control is achieved
by cooking food, stressing personal hygiene, and by
avoiding shellfish harvested from polluted waters.

B. ENTEROVIRUSES

Norwalk-like viruses in the calicivirus family (Coxsackie,
ECHO, Norwalk, Rotavirus, Astrovirus, Calicivirus,
Parvovirus, and Adenovirus) are now considered the lead-
ing cause of foodborne gastroenteritis in the U.S. (1).
Other viruses most certainly are involved but our ability to
isolate them from infected consumers and foods is lim-
ited. Incubation period is typical for infectious organisms,
27 to 72 hours (30). Symptoms are usually mild and self
limiting and include fever, headache, abdominal pain,
vomiting, and diarrhea. Duration is from 1 to 6 days. The
infectious dose for these agents is thought to be very low,
1 to 10 particles. Foods associated with transmission of
viral agents are raw shellfish, vegetables, fruits, and
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salads. Control is primarily achieved by cooking and per-
sonal hygiene. 

C. PARASITES

Nematodes (roundworms) linked to foodborne illness in
humans include Trichinella spiralis, Ascaris lumbri-
coides, Trichuris trichiura, Enterobius vermicularis,
Anisakis spp., and Pseudoterranova spp. (31). T. spiralis
can invade skeletal muscle and cause damage to vital
organs leading to fatalities. Incubation period of trichi-
nosis is 2 to 28 days, usually 9 days. Symptoms include
nausea, vomiting, diarrhea, muscle pains, and fever.
Several days duration is common. Foods linked to the dis-
ease are raw or undercooked pork and wild game meat
(beaver, bear, and boar). Control in pork is accomplished
by: 1) cooking to 60°C for 1 minute, 2) frozen storage at
�15°C for 20 days, �23°C for 10 days, or �30°C for 6
days, or 3) following USDA recommendations for salting,
drying, and smoking sausages or other cured pork prod-
ucts. Anisakis simplex and Pseudoterranova decipiens are
found in fish and are potential problems for consumers of
raw fish. The incubation period is several days with irrita-
tion of throat and digestive tract as primary symptoms.
Control of these nematodes is by thoroughly cooking fish
or by freezing fish prior to presenting for raw consump-
tion. A. lumbricoides is commonly transmitted by use of
improperly treated water or sewage fertilizer on crops. 

Cestoda (tapeworms) are common in developing coun-
tries. Examples include Taenia saginata (raw beef), Taenia
solium (raw pork), and Diphyllobothrium latum (raw fish)
(31). Incubation period is 10 days to several weeks with
usually mild symptoms including abdominal cramps, flat-
ulence, and diarrhea. In severe cases weight loss can be
extreme. Control methods are limited to cooking and
freezing. Salting has been suggested as an additional con-
trol technique.

Protozoa cause a large number of foodborne 
and waterborne outbreaks each year. Entamoeba histolyt-
ica, Toxoplasma gondii, Cyclospora cayetanensis,
Crytosporidium parvum, and Giardia lamblia cause
dysentery-like illness that can be fatal (31). Incubation
period is a few days to weeks leading to diarrhea.
Duration can be several weeks, with chronic infections
lasting months to years. Those foods that contacted feces
or contaminated water are common vehicles. Control is
best achieved by proper personal hygiene and water and
sewage treatment.

D. PRIONS

Prions are small proteins found in animal nervous tissues
(brain, spinal cord) (30). They are capable of forming
holes in brains of affected animals leading to neurological
deficits. In cattle, prions are associated with bovine
spongiform encephalopathy (BSE) and consumers of beef

from affected animals are at risk of obtaining the human
form of the disease called variant Creutzfeldt-Jakob dis-
ease (vCJD). Although this link is tenuous, a few human
cases in Europe are thought to be based on consumption
of contaminating nervous tissue in beef. The disease is
characterized by progressive brain dysfunction ultimately
leading to death. Little is known about the incubation
period or the infectious dose, as this is a newly emerged
condition. Meat and milk from affected animals are not
considered a transmission risk. 

IV. FOODBORNE BACTERIAL
INTOXICATIONS

Foodborne microbial intoxications are caused by a toxin in
the food or production of a toxin in the intestinal tract.
Normally the microorganism grows in the food prior to
consumption. There are several differences between food-
borne infections and intoxications. Intoxicating organisms
normally grow in the food prior to consumption, which is
not always true for infectious microorganisms.
Microorganisms causing intoxications may be dead or
nonviable in the food when consumed; only the toxin need
be present. Microorganisms causing infections must be
alive and viable when food is consumed. Infection-causing
microorganisms invade host tissues and symptoms usually
include headache and fever. Toxins usually do not cause
fever and toxins act by widely different mechanisms.

A. STAPHYLOCOCCUS AUREUS ENTEROTOXIN

Certain strains of S. aureus produce a heat stable entero-
toxin that is resistant to denaturation during thermal pro-
cessing (cooking, canning, pasteurization) (32). The
bacterium is salt (10 to 20% NaCl) and nitrite tolerant,
which enables survival in cured meat products (luncheon
meats, hams, sausages, etc.). Conditions that favor opti-
mum growth favor toxin production, i.e. high protein and
starch foods. S. aureus competes poorly with other
microorganisms, so if competitors are removed by cooking
and S. aureus is introduced, noncompetitive proliferation is
possible. The toxin affects the vagus nerve in the stomach
causing uncontrolled vomiting shortly after consumption
(1 to 6 hours). Other symptoms include nausea, retching,
severe abdominal cramps, and diarrhea, which clear in 12
to 48 hours. Fortunately, fatalities are rare. Sources of the
bacterium are usually from nasal passages, skin, and
wound infections of food handlers. Hence, suspect foods
are those rich in nutrients, high in salt, and those that are
handled, with ham, salami, cream filled pastries, and
cooked poultry common vehicles. Control is accomplished
by preventing contamination, personal hygiene, and no
hand-food contact. Refrigeration below 5°C prevents mul-
tiplication, and heating foods to greater than 60°C will not
destroy the toxin but will kill the bacterium. Prolific
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growth of the bacterium is possible in the 5 to 40°C range.
Problems with the bacterium occur most frequently with
foods prepared at home or at food service establishments,
where gross temperature abuse has occurred.

B. BACILLUS CEREUS ENTEROTOXIN

This spore-forming bacterium produces a cell-associated
endotoxin that is released when cells lyse upon entering
the digestive tract (33). There are two distinct types of dis-
ease syndromes seen with this bacterium. The diarrheal
syndrome occurs 8 to 16 hours after consumption.
Symptoms include abdominal pain, watery diarrhea, with
vomiting and nausea rarely seen. Duration is a short 12 to
24 hours. Foods linked to transmission of this syndrome
are pudding, sauces, custards, soups, meat loaf, and gravy.
The second, emetic syndrome, is similar to S. aureus
intoxication. The incubation period is very short, 1 to 5
hours. Symptoms commonly are nausea and vomiting,
with rare occurrence of diarrhea. Duration again is short,
less than 1 day. This syndrome is commonly linked to
consumption of fried rice in Oriental restaurants. Other
foods include mashed potatoes and pasta. The infectious
dose for both is thought to be at least 500,000. Because
the bacterium forms spores, prevention of outbreaks is by
proper temperature control. Hot foods should be held at
greater than 65°C, leftovers should be reheated to greater
than 72°C, and chilled foods should be quickly cooled to
less than 10°C.

C. BOTULISM

This rare disease is caused by consumption of neurotox-
ins produced by Clostridium botulinum (34). This spore-
forming bacterium grows anaerobically and sometimes
produces gas that can swell improperly processed canned
foods. The bacterium produces several types of neurotox-
ins that are differentiated serologically. The toxins are
heat-labile exotoxins. Two main food poisoning groups
(proteolytic and nonproteolytic) are found in nature.
Nonproteolytic strains can be psychrotrophic and grow at
refrigeration temperatures without the food showing obvi-
ous signs of spoilage (no swollen cans or off odor).
Incubation period is 12 to 48 hours, but may be shorter or
longer. Early symptoms, which may be absent, include
nausea, vomiting, and occasionally diarrhea. Other symp-
toms are dizziness, fatigue, headache, constipation,
blurred vision, double vision, difficulty in swallowing,
breathing, and speaking, dry mouth and throat, and
swollen tongue. Later, paralysis of muscles followed by
the heart and respiratory system can lead to death due to
respiratory failure. Duration is 3 to 6 days for fatal cases,
several months for non-fatal cases. Treatment of suspect
cases is by immediate administration of antisera, which
can be useful if given early. Respiratory assistance is usu-
ally required. 

Foods frequently linked to botulism are inadequately
home canned foods, primarily low-acid vegetables, pre-
served meats, and fish (more common in Europe), cooked
onions and leftover baked potatoes. The bacterium gener-
ally will not grow at a pH of less than 4.6 or at a water
activity below 0.85. Thus, high-acid foods, like tomatoes
and some fruits, generally are safer than low-acid foods,
like corn, green beans, peas, muscle foods, etc. Control is
by applying a minimum botulinum cook (12 D) to all ther-
mally processed foods held in hermetically sealed contain-
ers. Each particle of food must reach 120°C (and be held
at that temperature for 3 minutes to reach a 12 D process).
Consumers should reject swollen or putrid cans of food.
Properly cured meats hams, bacon, luncheon meats should
not support growth and toxin production by the bacterium. 

A related illness caused by C. botulinum is infant bot-
ulism. The bacterium can colonize and grow in the intes-
tinal tract of some newborn infants who have not
developed a desirable competing microflora. The toxin is
then slowly released in the intestines leading to weakness,
lack of sucking, and limpness. Evidence suggests that
infant botulism may be associated with sudden infant
death syndrome. Consumption of honey by young infants
has been linked to this type of disease. 

V. CHEMICAL INTOXICATIONS

Chemical hazards are minimally important as etiological
agents of foodborne disease (Table 194.1). It should be
noted that a number of chemicals, whether naturally
occurring or intentionally added, have tolerance limits in
foods. These limits are published in the Code of Federal
Regulations, Title 21. Informal limits are available
through FDA Compliance Policy Guidelines (Center for
Food Safety and Applied Nutrition, Washington, D.C.).
Prohibited substances (CFR 21, Part 189) are not allowed
in human foods either because they have been shown to be
a public health risk or they have not been shown to be safe
using sound scientific data (36). Safe food additives are
oftentimes referred to as Generally Recognized as Safe
(GRAS) substances. There are no documented occur-
rences of foodborne disease associated with the proper
use of insecticides, herbicides, fungicides, fertilizers, food
additives, package material migration chemicals, and
other industrial use chemicals. 

Most human-made chemicals associated with food-
borne disease find their way into foods by nonintentional
means. Accidental or inadvertent contamination with
heavy metals, detergents, or sanitizers can occur (36).
Although infrequently reported to CDC, most chemical
intoxications are likely to be short in duration with mild
symptoms. CDC does not attempt to link exposure to
these chemicals with chronic diseases. There are measur-
able levels of pesticides, herbicides, fungicides, fertiliz-
ers, and veterinary drugs and antibiotics in most foods.
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The vast majority of instances where these residues are
found, levels are well below tolerance. Heavy metal poi-
sonings have occurred primarily due to leaching of lead,
copper, tin, zinc, or cadmium from containers or utensils
in contact with acidic foods. Although usually considered
minor contributors to human illness, toxic chemicals in
foods may be significant contributors to morbidity and
mortality of consumers. A number of toxic chemicals
found in foods are of microbial origin. For example,
mycotoxins are secondary metabolites produced by fungi
(37). The aflatoxins were the first fungal metabolite in
foods regulated by the U.S. government. Grains and nut
products are common carriers of these and other mold
toxins. Other fungal toxins not associated with micro-
scopic molds include toxic alkaloids associated with cer-
tain mushrooms. In this case direct consumption of wild
mushrooms that are frequently confused with edible
domesticated species can lead to acute toxicity (38). There
are no current food processing or sanitation methods that
can render these mushrooms acceptable as human food.

A number of seafood toxins are naturally associated
with shellfish and some predatory reef fish (39). Again,
the ultimate cause of these intoxications is traced to the
presence of microorganisms. Under favorable environ-
mental conditions, populations of planktonic algae
(dinoflagellates) are high (algal bloom) in shellfish grow-
ing waters. The algae are removed from the water column
during filter feeding of molluscan shellfish (oysters,
clams, mussels, cockles, and scallops). The shellfish then
concentrate the algae and associated toxins in their edible
flesh. Four primary shellfish intoxications have been iden-
tified: amnesic shellfish poisoning (ASP), diarrhetic shell-
fish poisoning (DSP), neurotoxic shellfish poisoning
(NSP), and paralytic shellfish poisoning (PSP). ASP has
been linked to mussels, DSP with mussels, oysters, and
scallops, NSP with oysters and clams, and PSP with all
mentioned shellfish. Control of shellfish toxins is best
accomplished by monitoring harvest waters for the toxic
algae. Post-harvest control is not presently possible; how-
ever, depuration or relaying may be of some use.

Some marine fish harvested from temperate or tropical
climates may contain toxic chemicals. Scombroid fish
(anchovy, herring, marlin, sardine, tuna, bonito, mahi
mahi, tuna, mackerel, bluefish, and amberjack) under
time/temperature abuse during storage can support growth
of bacteria that produce histidine decarboxylase (39). This
enzyme releases free histamine from the fish tissues. High
histamine levels lead to an allergic response among sus-
ceptible consumers. Prompt and continued refrigeration of
these fish after harvesting will limit microbial growth and
enzyme activity. Fish most often associated with histamine
scombrotoxicity are mahi mahi, tuna, mackerel, bluefish
and amberjack. Another form of naturally occurring chem-
ical food poisoning found in tropical and subtropical fish
is ciguatera. Like shellfish toxicity, ciguatera results when

fish bioconcentrate dinoflagellate toxins through the food
chain. Thus, large predatory fish at the top of the food
chain can accumulate enough toxin to give a paralysis-type
response among consumers. Fish associated with ciguatera
poisoning are grouper, barracuda, snapper, jack, mackerel,
and triggerfish. Again, monitoring of harvest waters is the
essential control step to avoid human illness.

VI. PHYSICAL HAZARDS

Consumers frequently report physical defects with foods,
of which presence of foreign objects predominate (8).
Glass is the leading object consumers report and is evi-
dence of manufacturing or distribution error. Most physi-
cal hazards are not particularly dangerous to the
consumer, but their obvious presence in a food is discon-
certing. Most injuries are cuts, choking, and broken teeth.
Control of physical hazards in foods is often difficult,
especially when these hazards are a normal constituent of
the food, such as bones and shells. Good manufacturing
practices and employee awareness are the best measures
to prevent physical hazards. Metal detectors and X-ray
machines may be installed where appropriate.

VII. SUMMARY

Because of the predominance of hazardous biological
contaminants found in raw foods most food processing
unit operations are designed to reduce or eliminate these
hazards. Successful implementation of these processing
steps can greatly minimize the risk of foodborne disease
transmission. Unsuccessful implementation or failure to
recognize the need for interventions sets the stage for pro-
duction of potentially dangerous products. Because of the
varied nature of foods it is imperative that prudent proces-
sors understand the inherent risks of their products and
ensure the proper application of interventions to reduce
these risks. This fundamentally sound recommendation
will help keep processed foods competitive in the market-
place and will help maintain and enhance consumer con-
fidence in the safety of their food supply.
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I. INTRODUCTION

More than 215 million cases of infectious disease are
caused by foodborne illness in industrialized countries
each year, but the true incidence is difficult to determine
because actual illness cases are probably underreported
(1,2). The five major risk factors related to employee
behaviors and preparation practices in retail and food
service establishments that have been identified as con-
tributing to foodborne illness are improper holding tem-
peratures, inadequate cooking, contaminated equipment,
food from unsafe sources, and poor personal hygiene (3).
The five key public health interventions to protect con-
sumer health are demonstration of knowledge, employee
health controls, controlling hands as a vehicle of contam-
ination, time and temperature parameters for controlling
pathogens, and the consumer advisory notices (3). Three
of the important interventions rely directly or indirectly
on the employee and individual personal hygiene.

Personal hygiene refers to the cleanliness of a person’s
body, with skin, hands, hair, eyes, mouth, nose, nasophar-
ynx, respiratory tract, and excretal organs as body parts that
can potentially contaminate food (4). Poor personal hygiene
contributed 38% of foodborne illness outbreaks in the U.S.
from 1973 to 1987 (5) and 36% of outbreaks from 1988 to
1992 (6). From 1983 to 1992, 79% of outbreaks were bac-
terial in origin, with disease incidence contributed most by
improper holding temperature and poor personal hygiene of
food handlers (7). This trend continued in the U.S. from
1993–1997, with 75% of foodborne outbreaks from bacter-
ial pathogens, 33% being attributed to improper holding
temperature, and 15% to poor personal hygiene (8). The

most common factors contributing to outbreaks in England
and Wales between 1992 and 1996 were improper cooking,
inadequate storage, cross-contamination, and raw ingredi-
ents in prepared foods, with 63% of outbreaks involving
foods of animal origin (9). A key concept in proper personal
hygiene is that appropriate individual behavior and actions
can prevent transmission of pathogenic microorganisms
from the body or from contaminated surfaces to food by the
food handler. The recommended practices of sanitation and
personal hygiene are similar in food processing plants, food-
service preparation establishments, and home kitchens, indi-
cating a common goal in preventing foodborne illnesses.
Personal hygiene forms the basis for effective food process-
ing sanitation programs and manufacture of safe food prod-
ucts. Good Manufacturing Practices (GMPs), Sanitation
Standard Operating Procedures (SSOPs), Sanitation
Performance Standards (SPSs), Sanitation Control
Procedures (SCPs), and Hazard Analysis Critical Control
Point (HACCP) programs all depend upon the consistent
application of desirable habits by employees. HACCP is a
preventive system of food control that relies upon the other
prerequisite programs for success (10).

II. SOURCES AND TYPES OF FOOD
CONTAMINATION

Contamination of food can be categorized into three haz-
ard areas of physical, chemical, and biochemical sources.
A hazard is an agent that is reasonably likely to cause ill-
ness or injury in the absence of its control (11) or any bio-
logical, chemical, or physical property that may cause an
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unacceptable consumer health risk (12). Physical hazards
are usually considered to cause less severe or shorter dura-
tions of illness than the other types of hazards, but may be
caused by human activities or behaviors. Physical hazards
include foreign objects or extraneous materials not nor-
mally found in food, such as wood, plastic, glass, and
metal that might be contributed by lack of personal
hygiene regarding toothpicks, jewelry, bottles, eating
utensils, and other objects not desired in food areas.
Finding these items in foods causes discomfort or per-
sonal injury to the consumer, but usually does not result in
death (13). Physical hazards that are less likely to be con-
tributed by improper personal hygiene are materials like
bone fragments in meat or poultry, insects or insect frag-
ments, and sand or soil due to improper harvesting or pro-
cessing practices.

Chemical hazards are substances that may cause toxi-
city or acute diseases. The actual risk of illness or injury
to consumers from many of the chemicals used in food
production and processing is controversial (14). Some
chemicals may be used in processing, such as cleaners,
detergents, sanitizers, lubricants, and water treatment
chemicals (14). Other chemicals are used for specific pur-
poses, ingredients in food products, antimicrobial solu-
tions on carcasses, or as processing adjuncts (14). Other
sources of chemical hazards might be pesticides, herbi-
cides, antibiotics, hormones, or heavy metals from raw
materials; personal care-related materials such as cosmet-
ics, perspiration, and medicines; or naturally occurring
substances such as myotoxins, allergens, or color extrac-
tives. Foodborne illness may be caused by chemical poi-
soning, but illnesses caused by microorganisms are more
common than from chemicals (15). Generally, biological
hazards are considered the most serious of the foodborne
agents. These include bacteria, viruses, fungi, and para-
sites as well as the toxins from those biological sources
(16,17). Humans have been regarded as an excellent har-
bor for most of the pathogenic microorganisms, with
human disease conditions linked to the contamination of
foodstuffs. Gram-negative pathogenic microorganisms
(Salmonella, Shigella, Escherichia coli, Campylobacter,
and Vibrio species) may be present in the intestines and
feces of humans, animals, and birds (18). These microor-
ganisms are not heat resistant and cause problems because
of poor sanitation, inadequate personal hygiene, and
cross-contamination (18).

The major classifications of biological foodborne ill-
nesses are intoxication caused by ingestion of toxins pro-
duced by microorganisms, infection caused by growth of
microorganisms or parasite, and toxin-mediated infection
that arise from toxin production by pathogenic microor-
ganisms introduced to the intestinal tract through con-
sumption of contaminated foods (15,16,17). Pathogenic
microorganisms that cause foodborne illnesses include
Campylobacter, Clostridium, Escherichia, Listeria,

Salmonella, Shigella, Staphylococcus, Streptococcus,
Vibrio, and Yersinia bacteria species; viruses such as
Hepatitis, Noroviruses (Norwalk), and Rotavirus; molds
and fungi that produce ergotoxins, alkaloids, and aflatox-
ins; and parasites such as Anisakis, Cryptosporidium,
Cyclospora, Giardia, Toxoplasma, and Trichinella
(6,15,16,17,19,20,21,22). Minimum growth temperature
for most pathogenic bacteria is 4°C or above (16,17).
Incubation times for foodborne illnesses range from a few
hours with S. aureus and V. parahemolyticus to several
weeks for L. monocytogenes and Hepatitis A (6,22). An
individual may be infected with foodborne illness vectors
and contaminate food-contact surfaces or other individu-
als, even if clinical symptoms of the illness are not evident
(23). Food handlers may not always recognize when they
are ill and may cause contamination by handling food.

Food workers who were ill either prior to or at the time
of the outbreak, depending upon the specific microorgan-
ism involved, were implicated in 93% of foodborne illness
outbreaks from 1975 to 1998 (23). Staphylococcal food
poisoning, shigellosis, and typhoid fever were most highly
contributed by colonized persons handling the implicated
foods (5). Campylobacter in retail chicken and lamb
shared identical subtypes as those strains found in humans,
which indicates the potential role of food to human food-
borne illness through hand-to-mouth transmission (24).
The incidence of Campylobacter spp. in broiler feces and
corresponding processed carcasses decreased by 1 loga-
rithmic unit from 1995 to 2001, which may have con-
tributed to the reduction in the frequency of human disease
during the same time period (25). However,
Campylobacter was not detectable on carcasses after
overnight chilling, even though it was readily recovered
from composite rectal and individual colon samples from
swine, indicating that the microorganism did not progress
through the slaughtering operation and other means of
transmission to pork should be considered (26).

Campylobacter jejuni and Salmonella spp. are easily
transferred from raw chicken to food contact surfaces and
hands and then to other foods or food contact surfaces
through cross-contamination (27). Salmonella and
Campylobacter were implicated in 72% of laboratory-
diagnosed cases of foodborne diseases in the U.S. in 2001
(22). Salmonella species isolated from domestic and
imported food products were resistant to rifampin antibi-
otic, and 49% of isolates were resistant to one or more
antimicrobial agents, giving a baseline for antimicrobial-
resistant Salmonella in the U.S. food supply (28). The inci-
dence of L. monocytogenes was increased after chilling
and cutting of pork and beef, with contamination originat-
ing from the processing environments of the chilling or
cutting room, and the incidence of L. monocytogenes was
lower in bovine cutting and processing than in porcine cut-
ting and processing (29). Viral foodborne infection can 
be transmitted to humans and food-contact surfaces by
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contaminated human hands (30,31). There are health risks
of contaminated hands contacting the mouth through
smoking or eating or the further contamination of ready-
to-eat foods by contaminated hands (27). Foodservice
employees can contribute to foodborne illness by mishan-
dling food or as direct sources of illness (32). The infec-
tious doses for many pathogenic microorganisms are
relatively low, especially in susceptible individuals, which
indicates that all measures possible should be implemented
to prevent contamination of food from any source.
Governmental health agencies have implemented guide-
lines and regulations required of personnel and their man-
agers regarding the cleaning and composition of facilities
and equipment and the health and hygienic practices
expected of employees for all sectors of the food industry
(2). The recognition that food handlers served as the
source of infection in foodborne outbreaks and that hand
contact with food was a mode for pathogen contamination
has been responsible for changes in governmental over-
sight of food production and handling practices (23).

III. PERSONAL HYGIENE REGULATIONS

Most governments have agencies that prescribe sanitation
and sanitary practices because there is potential for food
handlers to transfer pathogenic microorganisms to food.
The European Union (EU) European Food Safety
Authority, United States Food and Drug Administration
(FDA), and United States Department of Agriculture
(USDA) have enacted directives and regulations that iden-
tify the need for sanitation and cleanliness of facilities,
equipment, and personnel (3,33,34,35,36). The EU passed
Council Directive 93/43/EEC in 1993 to harmonize gen-
eral rules of hygiene for foodstuffs to protect human
health through movement of foodstuffs throughout all
stages of preparation, processing, manufacturing, packag-
ing, storing, transportation, distribution, handling, and
sale or supply to the consumer (33). These incorporated
the use of hazard analysis, risk assessments, and other
management techniques, including microbiological crite-
ria and temperature control when those were adopted in
accordance with scientifically accepted general princi-
ples. In addition, the guides to good hygiene practice
based on the Recommended International Code of
Practice, General Principles of Food Hygiene of the
Codex Alimentarius were developed (34). In the U.S., the
Food, Drug and Cosmetic Act was enacted in 1906 and
amended in 1997 and the Federal Meat Inspection Act
was enacted in 1906 and substantially amended by the
Wholesome Meat Act of 1967. The Food and Drug
Administration of the Department of Health and Human
Services and the Food Safety and Inspection Service of
the Department of Agriculture are agencies responsible
for ensuring the wholesomeness of food products in the
U.S. (3,35,36). The many requirements for personal

hygiene that are common among different country juris-
dictions are summarized in Table 195.1 to show the com-
mon concerns for personal hygiene.

The common concerns for prevention of food contam-
ination and maintenance of personal hygienic conditions
are reflected by the regulatory preambles to ensure that
food is safe and unadulterated, that food-contact surfaces
are cleaned and maintained in an uncontaminated condi-
tion, that facilities provide for cleaning and continuation of
hygienic conditions, and that employees practice appropri-
ate hygienic behaviors in food areas. Additionally, most
agency regulations describe appropriate facilities for clean-
ing equipment; necessary personal hygiene, training, and
knowledge of food sanitary practices by employees and
managers; and requirements for personal habits of individ-
uals in food areas and manufacturing facilities. A difficulty
in quantifying the role of personal cleanliness in control of
infectious diseases is that other factors, including improved
public services, waste disposal, water supplies, commercial
food handling, and nutrition, have also changed (37).

The implementation of HACCP plans and improve-
ments in Good Manufacturing Practices have reduced
microbial contamination on equipment surfaces and educa-
tional programs that continually reinforce food safety prin-
ciples have reduced total aerobic and coliform counts (38).
Complex etiological relationships in food products are due
to interactions among food, environment, and the food han-
dler (39). The role of hands in disease transmission and the
accompanying importance of handwashing in preventing
foodborne disease has been well established (40).

IV. HAND CLEANLINESS

The aim of hand sanitation is to prevent transmission of
pathogenic microorganisms from the hands through food
or from food to food transferred through the handler’s
hands (41). Cross-contamination of bacterial and viral
pathogens was thought to be a major contributing factor
for sporadic and epidemic foodborne illness (42,43). The
FDA database of 17,477 observations by compliance offi-
cers indicated that lack of hand washing accounted for 30
to 45% of the noncompliance observations (44). Resident
bacteria are those normally present on the skin and are
usually not harmful while transient bacteria are microor-
ganisms transferred to the skin (45). Bacteria can change
their status from transient and become permanent resi-
dents on the skin (39). The pathogens most commonly
transmitted by hands in healthcare settings are nosocomial
bacterial pathogens and lipophilic viruses, which are dif-
ferent than the fecal pathogens transmitted through fecal-
oral routes from contaminated hands to food items in
retail and food service settings (46).

Skin and hand hygiene are primary means to reduce
contact and fecal-oral transmission of infectious agents
(37). Removal of the bioload from the hand is a key focus
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in proper hand washing (47,48). Frequent hand washing
has been cited as a critical component for safe food serving
in the retail industry to prevent spread of disease
(49,50,51). Numerous pathogenic microorganisms can
survive up to 90 minutes when artificially inoculated on
the fingertips (52). Thorough hand drying is also important
to reduce the incidence of sporadic infections (53). A
review of the efficacy of hand washing using literature and
experimental data to determine risk assessment ended with
the conclusion that proper hand washing can reduce the
risk of bacterial contamination on hands, with sanitizer
use, soap use, and drying method being primary factors
influencing final bacterial counts on hands (54). Hand
washing and drying efficacy against resident microbial

flora is 35% to 60% (55). Levels of microbial contamina-
tion vary with worker and type of work in food and non-
food industries (56). Heavily soiled hands of meat cutters
had higher bacterial levels, even after hand washing, than
workers in meat packaging areas (57).

More frequent hand washing will affect the number of
bacteria on the skin (58). After washing with water for one
minute with rubbing, but without soap, food handler hand
samples had 6,200 to 16,000,000 microorganisms per mL,
which was indicative of the problem of hand hygiene
among food handlers (59). Comparisons of bacterial base-
line levels on hands of workers in the food industries and
non-food occupations showed a correlation between the
flora on the hands and that of the food that was contacted
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TABLE 195.1
Sanitary and Personal Hygiene Requirements in International and United States Regulations

EU 93/43 
Sanitary Guideline or Requirement Codex (34) Food Code (3) 21CFR (36) 9 CFR (35) Directive (33)

Ensure food is safe and suitable for Section III 2-102.11 110.5; 110.80 416.1 Article 2
intended purpose

Protect food and ingredients from 3.3; 4.4.4 110.10 416.1 Article 3
contamination

Effective cleaning and maintenance 3.4 2-103.11 110.35 416.3 Chap. I
Maintain appropriate personal hygiene 3.4; 4.4.4; 2-301.11 110.10 416.5a Chap. VIII-1

and cleanliness 7.3
Adequate facilities for cleaning 4.4.3 2-103.11 110.35 Chap. II-2

equipment and utensils
Adequate hot and cold potable water 4.4.3 110.37 416.2g; 416.2h Chap. I-4; 

Chap. III-2e
Adequate means of washing and 4.4.4 2-301.12 110.37 Chap. I-4

drying hands
Suitable lavatories and sinks 4.4.4 2-301.15 110.37 416.2h Chap. I-3
Adequate changing facilities for 4.4.4 110.10 416.2h Chap. I-9

personnel
Knowledge of food hygiene principles 5.6 2-102.11 110.10

and practices by managers
Appropriate handling of 6.1.1 2-301.16 110.35 416.4c

cleaning chemicals
Proper cleaning 6.2 2-103.11 110.35 416.12c Chap. III-2c; 

Chap. V
Prohibition of ill individuals or 7.1 2-201.12 110.10 416.5c Chap. VIII-2

disease carriers from food areas
Reporting of medical conditions 7.2 2-201.11 110.10

to management
Suitable protective clothing, 7.3 2-304.11; 2-402.11 110.10 416.5b Chap. VIII-1

head covering, footwear
Dressings to cover cuts and wounds 7.3
Effective hand washing 7.3 2-301.11; 2-301.12; 110.10 Chap. III-2a

2-301.14
Refrain from smoking, spitting, 7.4 2-301.14; 2-401.11; 110.10

chewing, eating, sneezing, 2-401.12
coughing in food areas

Prohibit jewelry, watches, pens, 7.4 2-303.11 110.10
other items

Food hygiene training of personnel 10.1 2-103.11 110.10 Chap. X



(39). Fecal coliforms and enterococci on hands of employ-
ees increased with increased degree of food contact (39).
Bacterial transfer rates among hands, foods, and food
preparation surfaces are highly variable, but it is likely that
contamination of hands and various surfaces occurs fol-
lowing the preparation of contaminated foods (43).

Microorganisms were transferred in sufficient numbers
by contact of fingers or clean surfaces with contaminated
surfaces or cloths to represent a potential hazard if hands
then contacted food (60). Cleaning of cloths with detergent
increased contamination of cloths and surfaces while qua-
ternary ammonium disinfectant plus EDTA significantly
reduced contamination of surfaces and cloths (61). After
handling meat contaminated with Enterobacter aerogenes,
hands had lower microbial counts, but microorganisms were
transferred to water faucet spigots (43). Hand washing
reduced microorganisms enumerated on the hands, but not
to an absolute level of zero, and so the transfer rate of
microorganisms by hand to food must be considered a
dynamic phenomenon (43). Campylobacter are unlikely to
survive for long periods outside the body, but transmission
from contaminated hands to mouth may occur when food
handlers process raw food and from cross contamination of
foods and utensils when cooked food is handled immedi-
ately after uncooked food (42). The risk of foodborne illness
associated with cross-contamination depends upon the level
of contamination on the surfaces and the probability of con-
tamination transfer to the foods that will be consumed (42).

Inoculum level of microorganisms is critical in trans-
mission of foodborne pathogens by the hands (58). In one
study, all beef samples became positive when food han-
dler fingertips were inoculated with more than 600
Salmonella, but lower levels of inocula on fingertips
yielded variable microorganism counts on beef samples
(62). The efficacy of hand disinfectants and hand washing
practices can be determined using several different tech-
niques, but the major areas of contamination are the fin-
gertips and perimeter of the palm (63). Most bacteria
identified on hands are resident rather than transient-type
skin microorganisms (64). Transient microorganisms rep-
resent the major concern in cross-contamination and may
not act like resident or normal skin flora in a washing
process (64). Hand washing by workers with low initial
contamination did not eliminate transient microorganisms
that contaminated the hands (57). Cleaning compounds
will remove transient bacteria and sanitizers will subse-
quently destroy the microorganisms, but antimicrobial
agents must have a contact time of more than five seconds
during hand washing to reduce microbial load on the
hands (45). An antibacterial agent for hands should not be
chosen on the basis of activity against staphylococci and
Gram-positive bacteria, but should control transient
organisms by killing a wide variety of pathogenic
microorganisms, have sufficient residual concentration to
exert control throughout the day, and be non-irritating to

the skin (41). Detergents or agents that irritate the skin
may damage the stratum corneum and impair the barrier
properties by removing normal skin oils (65).

Bacteria are not readily transferred from person to per-
son through use of bar soaps, which do not support growth
of bacteria under usage conditions and are inherently anti-
bacterial by their physical-chemical nature (66). Bacteria
from previously used soap bars were not transferred to the
hands of individuals by routine handwashing (49). Some
antimicrobial agents (0.5% 2,4,4’-trichlor-2’-hydroxy
diphenyl ether, 0.5% tribromosalicylanilide, 0.325% para-
chloro-meta-xylenol, PCMX) did not decrease the num-
bers of bacteria released from hands more than a
non-germicidal soap control while iodophor with 0.75%
available iodine and 4% chlorhexidine gluconate gave sig-
nificant reductions during short exposure times (64).
Higher concentrations of 2,4,4’-trichlor-2’-hydroxy
diphenyl ether and PCMX did not improve reduction in
microorganisms released from fingertips (67). Iodine was
the only agent that killed bacteria, had residual effect, and
was not irritating to skin compared with bisphenols and
quaternary ammonium compounds (41). Other studies
showed that non-antibacterial liquid soap, hand wash con-
taining PCMX, and an alcohol gel sanitizer gave equiva-
lent reductions in microbial populations on hands after 30
seconds of washing and 30 seconds of rinsing while the
combination of antibacterial lotion soap and alcohol gel
sanitizer caused greater reductions in microorganisms
(68). Automated hand washing systems are used in some
food establishments. Manual hand washing with soap for 5
seconds gave the same relative results as automated hand
cleansing for 10 seconds with 2% chlorhexidine gluconate
(69). The major advantage of hand wash machines is con-
sistency of the hand washing procedure (70). Hand wash-
ing machines improved hand-washing compliance from
22% to 38%, but nurses preferred manual hand washing
and contamination of sleeves sometimes occurred in a
healthcare study (71). Washing of hands is generally
preferable to dipping of hands in antimicrobial agents.

Manual hand washing with soap for 5 seconds or auto-
mated hand cleansing for 10 seconds with 2% chlorhexi-
dine gluconate resulted in greater microbial reduction than
an iodine dip for 2 seconds (69). Hand dip treatments with
25% available iodine, 50 ppm available chlorine, or 930
ppm benzalkonium chloride were generally less effective
than hand wash treatments, particularly those with 0.75%
available iodine or 4% chlorhexidine gluconate (72). Of
hand dip agents, only quaternary ammonium (930 ppm
benzalkonium chloride) resulted in significant microor-
ganism decreases compared with sodium hypochlorite (50
ppm available chlorine) and iodophor (25 ppm available
iodine) (64). USDA requires that hand sanitizing com-
pounds for dips have equivalency of 50 ppm chlorine (73).
Hand sanitizer and sanitizing solutions used as a hand dip
should have approved antimicrobial ingredients (3).
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Different antimicrobial agents influence different types of
microorganisms. Widespread use of antimicrobial prod-
ucts that are superior to plain soap have caused concerns
about bacterial strains resistant to the agents and the alter-
ations of skin flora (37). Iodophors and chlorhexidine glu-
conate reduced E. coli more than P. fluorescens (72). 
S. aureus had better tolerance to sodium hypochlorite than
Salmonella enteritidis (74). Hepatitis A virus was highly
resistant to a variety of commercial disinfectants, with
12% sodium hypochlorite most effective at inactivating the
virus on food contact surfaces (31). Antiseptics like alco-
hols and iodophors have instant microbial killing while
chlorhexidine gluconate, cloroxylenol, and triclosan have
less rapid action, but a residual effect (75). Some protec-
tive and antiseptic lotion products applied after hand wash-
ing may give a residual antibacterial effect and reduce skin
irritation, particularly with glove use (75). Barrier creams
are widely used for skin protection, creating a thin, water
repellent layer over the skin, which may decrease the
effectiveness of germicidal agents (76). The benefits of
hand washing are enough to require hand washing even
when gloves are used (77).

The FDA Food Code requires that there be no hand
contact with ready-to-eat food, reflecting the premise that
use of a physical barrier such as gloves or utensils mini-
mizes the transfer of pathogens to food (3). Plastic glove
use offers benefits and disadvantages because intact
gloves prevent bacteria from the skin from entering prod-
uct, but the skin inside the glove may be occluded and
may promote resident microorganism growth (45). Use of
gloves is well established for infection control in health-
care environments (77). A vinyl or latex barrier that is
intact will provide protection from transmission of bacte-
ria contaminating the hands (78). Vinyl food-grade gloves
frequently have pinhole punctures that compromise the
barrier protection (77). Gloves can be easily ripped, torn,
or punctured as workers perform their normal duties in
food handling (78). Studies are conflicting on the neces-
sity of glove use when food is handled. Microbiological
counts on ungloved hands washed hourly were lower at
3.5 log cfu/g than on gloved hands with no hand washing
and hourly glove changes (6.1 log cfu/g) after a three-hour
time (79). Transfer of microorganisms from food to hands
and from hands to food was 0.01% when subjects wore
gloves and 10% without gloves (80). Gloving is generally
recognized as an adjunct and not a replacement for hand
washing (77). The frequency of glove changes depends
upon length of time gloves are worn, types of food han-
dled, material and thickness of gloves, type of work activ-
ity, and chemicals contacting the gloves (56).

Hourly glove changes with hand washing between
changes and hourly washing and sanitizing of bare hands
after handling of ground beef contaminated with E. coli
were similar in minimizing microbial levels on hands
after 3 hours (81). Bare hands had the greatest level of

contamination while bare hands with hourly washing, but
no sanitizing, and hourly glove changes with no hand
washing minimally reduced microbial loads on hands
(81). Knitted gloves (polyester and cotton cloth) could
reduce the transfer of bacteria from hands to meat, but
increased the transfer of microorganisms among meat
pieces (82). Cloth gloves should not be used in direct
contact with food unless the food is subsequently cooked
to destroy pathogenic microorganisms (3). Cloth gloves
must be laundered before being used with a different type
of raw animal food (3). Rubber gloves could almost pre-
vent transfer of bacteria from hands to meat and would
greatly reduce transfer of microorganisms among meat
pieces (82). Heavy contamination of hands is rare when
knitted or rubber gloves are worn by meat plant workers
(83). Decontamination of glove surfaces can be accom-
plished by washing. Washing with water, non-medicated
soap, or several antimicrobial agents eradicated S. aureus
loads from vinyl glove surfaces, but water was ineffective
with latex gloves (84). Use of 4% clorhexidine gluconate
and 70% ethanol was more effective in decontaminating
latex gloves than non-medicated soap or sodium
hypochlorite with 6,000 and 10,000 ppm available chlo-
rine (84). The routine washing of gloved hands could not
be recommended for healthcare workers (84). It should
be noted that glove use may promote complacency about
hand hygiene so effective hand washing must be con-
ducted with or without the use of gloves (45). Use of
gloves does ensure that fingernails and fingertips, major
sites of contamination, are not exposed.

Microbial counts of 2 to 3 log CFU frequently occur
beneath nails and are often more difficult to remove than
from other locations on hands (85). Inoculated microbial
populations were reduced the greatest by washing with liq-
uid soap plus a nailbrush (86). Counts recovered from
hands with artificial nails were higher before and after
hand washing than with natural nails (86,87). Best prac-
tices for fingernail sanitation are maintaining short finger-
nails and scrubbing of fingernails with soap and nailbrush
when hands are washed (86). The residual effectiveness of
hand washing to prevent cross-contamination of foods and
hand-to-mouth contamination is also affected by other fac-
tors (53). Residual moisture after washing is an important
factor in cross-contamination (79). Washing hands with
soap and water or water alone combined with drying on
paper towels can remove a heavy inoculum of
Campylobacter from the fingertips (53). Paper towels were
the most effective way to reduce residual moisture after
washing (79). Wiping of hands with a paper towel seemed
to physically remove bacteria from the hand (42). Hot air
driers were viewed to be safe from a bacteriological view,
but a 30-second cycle time was insufficient to dry hands
thoroughly (88). Electric air drying was shown to reduce
the most test microorganisms on finger pads, with paper
intermediate and cloth drying the least effective regardless
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of washing agents among 70% isopropanol, medicated liq-
uid soap, unmedicated liquid soap, or tap water (89). Hot
air driers may create undesirable aerosols when used in
processing areas or accumulate microorganisms from toi-
let areas when used in rest rooms (56,90).

Transfer of Hepatitis A virus from contaminated fin-
ger pads could be interrupted by hard-water rinsing and
towel drying, application of a topical agent followed by
water rinsing and towel drying, and exposure to a hand gel
with 62% ethanol (91). Variability in virus transfer rates
following water rinsing indicated that volume of water
might influence virus removal from the finger pads differ-
ently (91). The studies discussed in this section verify that
effective hand hygiene is highly dependent upon the
habitual behavior of food handlers and the available sup-
porting facilities and items for hygienic practices.

V. RECOMMENDED PERSONAL
HYGIENIC PRACTICES

Food workers should follow several fundamental practices
to maintain themselves, facilities, equipment, and the food
hygienically. Personal hygiene concerns include physical
health maintenance, exclusion of individuals with illnesses
or disease from contact with food, development of
hygienic work habits, proper washing of hands, and main-
tenance of personal cleanliness (45). Proper personal
hygiene at a food establishment involves hand washing fol-
lowing any act that even remotely might cause hand con-
tamination, covering of cuts and abrasions, and designated
areas for smoking (58). Personal cleanliness should be
maintained through daily bathing, frequent hair washing,
daily fingernail cleaning, use of a hat or hairnet, and clean
underclothing (45). The sanitary and personal hygiene
requirements of controlling regulatory agencies, such as
those in Table 195.1, should be used as a guide in estab-
lishing food handler and personal hygiene rules and mon-
itoring procedures. Employees should be given adequate
training, supervision, and supporting items to promote and
maintain desired personal hygiene when handling food.

Managers should check each employee before each
shift begins to ensure healthfulness (4). All workers
should be trained to report when they are ill or have suf-
fered from an illness. Sick employees may have food poi-
soning bacteria that can be spread to food (4). Workers
should advise the supervisor if they feel ill, especially if
there is diarrhea, sore throat, discharge from ears, eyes, or
nose; if there are cuts, boils, or skin infections; or if they
have been in contact with someone who has been ill (4).
Employees with open lesions that cannot be adequately
covered, with signs of illness such as coughing or colds,
or who have been in contact with other individuals who
are ill should be placed in work that does not require con-
tact with food or food-contact surfaces (3,92).

The clothing worn by food workers should be clean (3).
Food handlers should also wear appropriate head and face
coverings, gloves when applicable, and boots or other
cleanable footwear when floors are contaminated (92).
They should maintain cleanliness of themselves, particu-
larly their hands and exposed arms, utensils, equipment,
facilities, and other food-contact surfaces that might cause
food contamination (3). Hand washing should be frequent
to prevent hand-to-food or food-surface-to-food-contami-
nation, with a minimum of 20 seconds washing with soap
and warm water (3).

It has been suggested that hand washing procedures
may vary with activity, double hand washing when ini-
tially entering food handling areas and single hand wash-
ing frequently during the food handling operations (73).
The suggested procedures for double hand washing
requires wetting of hands, soap application to form a
lather that is spread uniformly on all hand surfaces, use of
a nailbrush on all sections of the hand, fingers, and nails,
rinsing with warm water, repeat of soap lathering and
physical abrasion, second rinse, and towel drying (45).
Recommended double washing procedures are shown in
Figure 195.1 (73). Double hand washing is used to reduce
high levels of pathogens to a safe level upon beginning a
work shift, after using toilets or after breaks, after contact
with vomit or any fecal material, and after touching any
open sores (73). Increased friction through rubbing hands
together or use of a fingernail brush with the soap will
reduce a larger number of transient and resident microor-
ganisms than quick hand washing (4). The single wash
procedure omits use of nailbrush, second soap lathering,
and second rinsing and is recommended for use during
food handling operations to reduce lesser amounts of
microbial or other contamination of the hands (56). Food
employees should use vigorous friction on the surfaces of
lathered fingers, finger tips, areas between fingers, hands,
and arms by rubbing for at least 10 to 15 seconds followed
by thorough rinsing under clean and running warm water
and thorough drying of cleaned hands and arms (3).
Contact with antimicrobial agents less than 5 seconds will
have little effect on reducing the microbial load (4).

Hands should be washed before starting work, after
touching bare human body parts other than clean hands
and arms, after using the toilet, after coughing, sneezing,
and use of a handkerchief or disposable tissue, after using
tobacco products, following eating or drinking, after han-
dling soiled equipment or utensils, during food prepara-
tion as often as needed to remove soil and contamination,
to prevent cross-contamination when changing tasks,
when switching work between raw and ready-to-eat
foods, before donning gloves for working with food, and
after engaging in activities that contaminate the hands (3).
Hands should be washed often throughout the working
day and most particularly when specific activities are
changed to another type of task. It is highly advisable that
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hand washing be conducted after each absence from the
post of duty or work station, after handling cleaning
chemicals or equipment, and after putting on a waterproof
dressing over wounds or sores (92). Particular attention
should be given to cleaning under the fingernails during
hand washing (3). 

Nails should be clean and short with no biting with
the teeth, no nail varnish or polish, and no false nails.
Artificial nails and nail polish should not be used by food
workers (92). Nails and cuticles should be smooth and
neatly trimmed (3,93). Workers should not wear any jew-
elry, such as earrings, hairgrips, rings, bracelets or wrist-
watches, or other items that might carry bacteria on them
or be lost and cause physical contamination of food prod-
ucts (3). Jewelry should be removed because it interferes
with hand washing and may become a physical contami-
nant if lost in food (89,93).

Hair should be kept clean, tidy, and covered when
working with food. Hair restraints are absolutely neces-
sary for all individuals in food processing and preparation
areas (3,4). It is preferable to use disposable bouffants,
hoods, or snoods to keep hair and hair contaminants from
contaminating food, even with helmets, hard hats, or caps.
Loosely woven hairnets should be avoided because there
is inadequate control of hair (90). Individuals with facial
hair should wear disposable paper beard nets. Adequate
and clearly marked containers for disposal of head cover-
ings should be immediately outside work areas and near
locker and rest room areas (90).

If gloves are to be used, a means to keep them
hygienic while workers are washing their hands immedi-
ately before beginning work should be available. Hands

must be washed properly before gloving (3). Clean gloves
should be issued at each break or when employees per-
form tasks other than food handling. Workers should be
required to change gloves whenever they become exces-
sively soiled or contaminated or when changing from one
task to another activity (3). It is highly advisable that
utensils, tools, and equipment be used to contact food
rather than hands or gloves. Gloves should be chosen
carefully. Green gloves frighten animals in meat process-
ing facilities (94). Latex gloves should be avoided because
latex in glove materials might be transferred to food and
cause allergic reactions in the approximately 6% of U.S.
consumers who are allergic to latex (94). If latex gloves are
used, gloves should not be powdered since the powder,
often corn starch, will bind the latex protein and increase
glove contact with the skin (94). Alternatives to natural
latex rubber gloves are polychloroprene (neoprene), styrene
butadiene, styrene ethyl butadiene, and synthetic latex,
which lack the protein that initiates allergic reactions (94).

Smoking and gum chewing should be avoided during
the day (93). Workers should never eat, drink, chew gum,
or use tobacco products in any room or adjacent areas
where food is handled or stored. Workers must always
wash their hands after eating, drinking, chewing gum,
using tobacco products, or handling money before resum-
ing activities in food areas (4). Workers should not cough,
sneeze, or touch the mouth and nose during working with
food and should wash their hands using the double wash
technique if the mouth or nose is contacted. Sanitation
training and education should be ongoing and continuous
to maintain personal and environmental hygienic condi-
tions (78).
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 bacterial pools, dirty containers,
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FIGURE 195.1 Double hand washing procedure advocated for elimination of pathogenic microorganisms from hands. Used with
permission by OP Snyder, Jr., Ph.D., reference 73.



VI. TRAINING, FACILITIES, AND
SUPPORT FOR PERSONAL HYGIENE

Appropriate equipment and supplies are needed for per-
sonal hygiene (4). Survey instruments have indicated that
knowledge of food safety by food service managers did
not correlate with hand washing habits, with only 75%
always washing hands after using the toilet (40). As many
as 60% of foodservice personnel neglect to wash their
hands after use of toilets (40,55). Hand washing behavior
was ranked by an expert panel as the highest behavior for
prevention of shigellosis while other factors such as keep-
ing food at safe temperatures and avoidance of cross-con-
tamination ranked more highly for prevention of other
forms of foodborne illnesses (95). Hand washing should
be made a part of the operation, and not treated as a sepa-
rate issue apart from the food preparation (48). This may
be difficult because of the location of hand wash and san-
itary facilities. Barriers to frequent hand washing have
been identified as understanding the necessity for frequent
hand washing and the amount of time needed for hand
washing (51). The solution lies in improved hand washing
compliance and management of hand washing through
effective and consistent training (47).

Teaching workers to wash their hands properly
involves learning by doing through repetition and observ-
ing actual hand washing results (48). An effective teach-
ing tool is to use colored spice in cooking oil or a safe
fluorescent compound spread on the hands before wash-
ing and to observe the hands carefully, particularly
around the fingernails and between the fingers, after
washing (using UV light for fluorescent compounds)
(48,55). Employees should scrub hands whenever con-
taminated, as may occur after touching food, contact sur-
faces, or the mouth, and always before performing the
next or a different job function (93). Washing for 30 sec-
onds, using a nail brush and lather to scrub fingernails,
knuckle creases, backs of finger joint, and deep creases in
palms is required (93).

Hand washing sinks should be located near all work
and food preparation areas to encourage washing of hands
frequently during work and to allow convenient use by
employees (3,93). Separate sinks are required for hand
washing and for food preparation or utensils (3). Hand
washing sinks should have foot or knee-operated faucets
to prevent contamination of faucet handles with contami-
nated hands (4). Hand washing lavatories should be
equipped to provide water at least 38°C with a self-clos-
ing, slow-closing, or metering faucet to provide a flow of
water for at least 15 seconds without reactivation (3). It is
desirable that water be 43–50°C (4). Automatic hand
washing facilities may be substituted for hand washing
lavatories in food establishments that have at least one
hand-washing lavatory (3). Each hand washing lavatory or
group of adjacent lavatories should have a supply of hand

cleaning liquid, powder, or bar soap and individual dis-
posable towels, a continuous towel system that supplies
the user with a clean towel, or a heated-air hand drying
device (3). A sign or poster that notifies employees to
wash their hands should be provided and clearly visible at
all hand washing lavatories (3).

Welfare facilities must be clean, free of debris, well
lighted, and conveniently located away from production
areas. There should be a locker or changing area where
employees change from street clothing to work garments
(3). Work clothes should not be worn to work, but stored in
a locker at work or carried to work in a garment bag (93).
Lockers should be neat and well ventilated, with sufficient
size to store clothing and other personal items (3,90).
Laundry services are preferable to in-plant laundry for sup-
ply of clean clothing (90). It is highly recommended that
uniforms be provided to workers to ensure that clothing is
clean each day (90,94). This may be especially important
when protective clothing is necessary to keep employees
dry, warm, and comfortable in cold work environments
(94). The choice of durability or disposability, relative
weight of garments, and barrier capacity of garments
depends upon the activities of the food handler (94). An
effective means of reducing human contamination to food
and contact surfaces in ready-to-eat facilities is clean, sani-
tized clean room work apparel to provide a protective bar-
rier between employee and product (96). Clean room
apparel is designed to capture and trap particles to prevent
them from dispersing into the processing environment (96).
Clean room clothing fabrics vary in weight, pore size,
moisture vapor transmission rate, and air permeability (96).

Selection of uniforms and uniform provider services
should involve consideration of garment segregation to
prevent cross-contamination, a wash process formulated
to decontaminate and remove particles, an efficient one-
pass drying process, complete inspection process, gar-
ment packaging to maintain cleanliness, and distribution
of required garment quantities (96). Cleaning of food
handler clothing is a multi-step process, removing
organic material first and then using sequential washing
and rinsing cycles (94). Reusable uniforms should be
durable and cleanable, achieving a six-log reduction of
pathogens (94). Clothing of 100% polyester garments
lasts longer than with cotton (94). Effective bacterial
destruction relies on water temperature higher than 70°C
and pH of 11 or 12 (94). Clothing should have no pock-
ets or pockets only on the lower part of the body to pre-
vent physical contamination by items falling from
pockets (90). Pockets should have flaps that close
securely, and all clothing should be routinely examined
for loose buttons, snaps, closures, and frayed edges (90).
Work clothing should be light in color to reveal stains and
contamination (90,93). Food handlers should be encour-
aged to change their clothing when it becomes soiled or
contaminated. Employers must anticipate the demand for
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different sizes of clean garments, the purchase of
replacement clothing, repair of damaged clothing, and
adequate cleaning and sanitation of soiled clothing.

Rubber boots with steel toes are recommended in food
processing areas to promote proper foot hygiene and pre-
vent cross-contamination in food processing areas (92).
Boot wash stations and footbaths with antimicrobial agents
should be located at strategic locations, especially at
entrances and exits to areas of food production. If leather
boots are used in areas of the plant where food is not han-
dled, dirt and debris should be rinsed from boots with plain
water or a mild soap solution using a soft-bristle brush,
damp cloth, or sponge rather than detergent or oil soap (94).

Rest room facilities should be clean at all times and
adjacent to, but separated from, locker rooms and work
areas. There must be at least one toilet provided and a
hand washing facility in or immediately adjacent to toilet
rooms (3). Toilet tissue supplies must be available at each
toilet (3). Rest rooms should have self-closing doors (4).
Shower areas must be kept absolutely sanitary with daily
or more often cleaning and adequate ventilation (90). An
area separate from lockers, changing rooms, and rest
rooms should be provided for employees to store food
(90). Designated areas for eating, drinking, use of tobacco
products and other non-work activities should be provided
away from work areas (3).

VII. SUMMARY

A major risk factor in contributing to foodborne illness is
personal hygiene because food handler training and prac-
tices determine the effectiveness of eliminating and pre-
venting contamination of food. Personal hygiene is
keeping all parts of the body in a healthful and clean con-
dition. Governmental agencies have established direc-
tives, regulations, and rules necessary for personal
hygiene practices and support. Hand washing and atten-
tion to hand hygiene on a frequent basis and when hands
are contaminated with pathogenic microorganisms will
prevent transfer of contaminants from humans and sur-
faces to food. Effective hand washing depends upon rub-
bing of hands in warm water, preferably with an
antimicrobial agent, for at least 20 seconds followed by
sufficient rinsing and drying. Hands that are heavily soiled
or contaminated with pathogenic bacteria should be dou-
ble washed using a hand brush for nails, fingers, and
creases in the hand. Sufficient numbers of hand washing
facilities with knee or foot operation, soap, and towels
should be located where workers enter and leave work
areas and close to work activities so hands can be washed
before and after handling food and when contaminated
during work activities. Other hygienic practices include
food handling only by healthy individuals; daily personal
bathing; clean clothing; hair restraint; gloves and boots
when applicable; and proper welfare facilities for toilets,

lockers, and breaks for eating, drinking, and tobacco use.
Proper training, constant reinforcement, and careful
supervision of personal hygienic habits and supporting
sanitary facilities and equipment are essential for preven-
tion of foodborne illnesses.
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I. INTRODUCTION

Technological advances have resulted in processing and
packaging methods that produce higher quality, less
expensive food (1). However, this increased productivity
has also led to problems due to food contamination and
waste disposal. As the food industry has expanded, sani-
tary practices have become more complex and regulations
have become more strictly enforced (1,2). In addition,
inspection has become more stringent as modern testing
methods become more precise (3).

In processing food, one of the objectives should be to
make it cleaner and more wholesome (2). Proper sanitation
results in a better, more competitive product, a more effi-
ciently operating plant, greater employee productivity, and
fewer accidents. In addition, having a clean plant engen-
ders employees to practice higher standards of cleanliness
and hygiene (4).

An effective sanitation program can control problems
due to food spoilage, can improve product quality, pro-
long shelflife, and ensure product safety. Such a program
includes regular cleaning and sanitizing of the whole 
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processing plant including environmental heating and
cooling equipment, ventilation ducts, and the refrigeration
and storage equipment (1,2). Major effort should be
expended on cleaning and sanitizing processing equip-
ment and the plant floor. In addition, all equipment in a
plant should be cleaned and sanitized before each use.

Maintaining environmental equipment is important in
order to prevent the spread of dirt and microorganisms
through the ventilation system and into the plant environ-
ment. As a bonus, well maintained heating and cooling
equipment will run more efficiently and will thus reduce
overhead costs (1,3).

II. GMPS AND REGULATIONS

Good Manufacturing Practice (GMPs) regulations were
established by the U.S. Food and Drug Administration in
1969. The “umbrella GMPs” broadly cover maintenance
of the facilities, cleaning and sanitizing equipment and
utensils, pest control, proper use and storage of chemical
compounds in the plant, and basic guidelines for restroom
facilities. There are also more specific GMPs for safe food
manufacturing. These are directed towards individual
food industries (5,6). GMPs do not specify how often
cleaning and sanitizing is to occur. This is a decision of
the sanitation managers, and is based on the equipment,
its frequency of use, its potential for food contact, and the
type of cleaning it requires (2). International regulations
by the Codex Alimentarius (FAO/WHO) are similar to
GMPs. Their Recommended Codes of Practice (RCPs)
make general recommendations about hygiene, and pro-
ducing safe food (7).

Federal authorities have regulatory responsibility over
food industries that ship their products across state lines.
These companies are regulated by the federal government,
with assistance from state regulatory bodies. Some states
have their own local ordinances, which apply to both the
food that is produced for local consumption as well as for
interstate consumption (2). The majority of local regula-
tions are in the form of GMPs. In addition, the U.S. Food,
Drug and Cosmetic Act, which was established in 1938,
also regulates the national food industry. This Act pro-
vides general regulations for food quality standards and
identity as well as general guidelines on tolerances and
specific prohibitions on what can and cannot be used as
food additives (3).

III. CLEANING

Cleaning is a process where dirt, food debris, and other
soils are removed from surfaces. This is a prerequisite to
sanitation as the ability of sanitation routines is affected
by how clean a surface is prior to application. The
removal of biofilm materials from all equipment and food
contact surfaces will enable best control of both spoilage

and pathogenic microbes that may cross contaminate
foods. Although some microbes are removed during
cleaning, this is not the primary purpose of this step.

A. TYPES OF SOIL

In order to select the correct cleaning compound one has
to know what type of soil is present. In a food plant the
most common types of organic soils are food deposits,
such as salts, sugars, lipids, and proteins. Salts are soluble
in water and acid but may react with other compounds
when exposed to heat and become difficult to remove (8).
Sugar is soluble in water but may caramelize in the pres-
ence of heat and become more adhered to the surface.
Lipids (fats and oils) are insoluble in water but soluble in
alkali. The sources of lipids may be the food being
processed or petroleum deposits from lubricants used to
grease plant equipment (1). Both lipid sources can be
removed using solvent cleaners. Protein is insoluble in
water, slightly soluble in acid, and soluble in alkali.
Proteins are very difficult to remove because heat dena-
tures the protein molecules allowing them to adhere
tightly to surfaces (3). 

One other type of organic soil is biofilm. Biofilms are
matrices of microbial cells adhering to a surface. These
usually occur in areas where liquids are constantly in
contact with surfaces, but they may also occur on moist
surfaces, such as the exterior of meats (9,10,11,12).
Biofilms inoculate any fluids passing over the colonized
surfaces and are more resistant to sanitizers than plank-
tonic (non-attached) cells because the sanitizing agent is
unable to penetrate the organic matrix (9,13,11,12).
Eliminating biofilms requires mechanical cleaning of the
surfaces. Chlorinated alkaline detergents help detach
biofilms, but scrubbing surfaces and using high-pressure
jets is more effective. Acid detergents are ineffective (9).

Inorganic soils include hard water deposits or scale,
rust, and alkaline film deposits from previously used
cleaners. When water with bicarbonates (calcium and
magnesium bicarbonate are the common sources of water
hardness) is heated, the bicarbonates transform into car-
bonates that have low solubility and as a result precipitate
out of solution and form a scale on exposed surfaces. This
scale can reduce heat transfer and if allowed to build-up
will also reduce pipe diameters (1,2,4). Water pretreat-
ment systems, such as using ion exchange resins that capt-
ure calcium and magnesium ions, can prevent problems
due to hardness. If no pretreatment is used, then the clean-
ing routine must also include an acid cleanser and an abra-
sive compound to remove scale build-up (1).

Rust commonly occurs near boilers or in other areas
where condensation is prone to settle. Adequate ventila-
tion and proper maintenance of plant humidity can go a
long way in preventing rust. Surfactants and abrasives can
help to remove rust, but will not prevent it from returning.
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Any equipment that has food contact surfaces should be
replaced when rust forms. Modern equipment is primarily
made of rustproof aluminum and stainless steel.

B. CLEANING BASICS

A properly kept plant and plant grounds will not only
improve the quality of the product but will also improve
the morale of the employees and serve as a reflection to
the public of the quality of the food produced by the plant
(4). Both the exterior and the interior of the plant need to
be constantly cleaned and maintained. GMPs maintain
that any grass or hedges on the exterior of the building
should be properly trimmed to ensure that they do not
serve as breeding ground for rodents or insects. In addi-
tion, all openings into the building should have screens to
prevent animals from entering (1,5,7).

The interior of the building should be constructed in a
manner that facilitates cleaning. Floors should be smooth
so that any soil or food particles may be easily dislodged.
In addition, drains should be present approximately every
3 meters so that water may be easily removed (1,4).
Processing plants need to be well ventilated as the area
may become very humid due to steam produced while
processing and because large quantities of water are regu-
larly used while cleaning. Poorly ventilated areas may
facilitate microorganism growth resulting in an unsanitary
and odorous plant (1,5,7).

Processing equipment used in a food plant should be
designed in a manner that facilitates cleaning and sanitiz-
ing (4). Difficult to clean equipment should be disassem-
bled to facilitate removal of debris. Improperly cleaned
equipment will harbor microorganisms and serve as a
reservoir of contamination of the plant. Small parts,
chains, cutters, grinders, and conveyor belts are examples
of equipment that tend to be difficult to clean, and as a
result are conducive to biofilm formation. Despite claims
by detergent manufacturers, difficult to clean equipment
must be taken apart and the individual pieces must be
scrubbed. Gels and foams are not abrasive, and as a result
will not remove adhered material from equipment.
Detergents with silicates are somewhat abrasive, but with-
out scrubbing, they are not abrasive enough to remove
food particles and biofilms (1,9,11).

When cleaning, gross dirt must be removed first. This
can be done by using air jets or vacuums, by sweeping, or
spraying with low-pressure water hoses. Compressed air or
vacuums are good options for removing dry material. Use
of compressed air is usually done at the beginning of the
cleaning session as the material may be blown onto sur-
rounding equipment. Vacuums are especially useful in stor-
age areas, where excess humidity is undesirable. At this
point, any water used should be cold as hot water is more
expensive. In addition, hot water may gel or bake on food
particles, making them even more difficult to remove (1,4).

While high-pressure jets can efficiently remove dirt, if
used incorrectly they can simply spread loose dirt around.
The resultant spray may also disseminate microbes through-
out the plant in aerosols. These aerosols can also condensate
on ceilings, walls, and overhanging structures, which can
serve as harborages of microorganisms. For loose dirt, low-
pressure sprayers and brooms are recommended. High-pres-
sure sprayers are better recommended for difficult to reach
areas and dirt that is stuck on surfaces. Keep in mind that
high-pressure sprayers are more likely to have strong recoil
and the water is likely to splash on the operator (1,2,3).

Cleaning should be carried out in planned stages.
When planning, the operators should take into account the
order in which the equipment and plant areas are being
cleaned in order to prevent spreading dirt or dirty water
onto surfaces that have been previously cleaned. Cleaning
should be carried out in a top down manner, from the
highest level of the equipment moving down towards the
floor. The floors should be the last surface cleaned (1).

Cleaning equipment, including, brushes, brooms, buck-
ets and hoses must also be cleaned after each use to prevent
them from becoming sources of plant contamination. They
must be washed and allowed to dry before storage. Hoses
should be drained before storage. Processing plants normally
have suspended hoses for use on the processing floor, and
use portable hoses for cleaning the exterior of the plant or the
non-processing areas of the plant. These should not be intro-
duced into the plant, as they may have picked up dirt and
microorganisms. All the cleaning and sanitizing equipment
must be maintained in proper working order, and must be
replaced when they start showing wear, as these old brushes,
frayed brooms, and broken hoses, for example, will be less
effective and will make the operators less efficient (1).

C. CLEANING COMPOUNDS

1. Detergents

An ideal detergent is water-soluble and will not leave
deposits on cleaned surfaces. A good detergent is non-corr-
osive and should assist in conditioning (softening) the
water. It should also be able to penetrate the surface of
soils in order to remove them more effectively. The ideal
detergent should also be able to emulsify fats and break the
bonds between soil and the surface. In addition, it must be
easily rinsed off after use (1). As yet, no single detergent
has all the listed properties, so mixtures of detergents and
other compounds are used. Most of the detergents used in
food plant applications are synthetic detergents, which
usually will not react with minerals in hard water.

2. Alkaline Cleaners

Alkaline cleaners have a pH above 7 and are used primarily
for their abilities to dissolve protein-based soils and emul-
sify fats (1,3). Unfortunately, alkaline cleaners also tend to
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be corrosive to metals and skin, and will also corrode glass
if heated. In addition, they may also leave a film on sur-
faces. There are three different types of alkaline cleaners,
strong, heavy duty, and mild (3). 

Strong alkaline cleaners have strong dissolving prop-
erties, but are corrosive and can burn skin. In addition, the
fumes they release may cause respiratory problems. These
cleaners may precipitate calcium and magnesium from
hard water, thereby depositing scale on the equipment
surfaces. Strong alkaline cleaners are used to remove
heavy, mixed soils such as those deposited on walls and
equipment of smoke houses. These soils may consist of
fats, sugars, and proteins and as a result require a cleaner
that has strong penetrating and emulsifying properties.
Examples include sodium hydroxide, sodium orthosili-
cate, and sodium sesquisilicate (1,2,3).

Heavy-duty alkaline cleaners are less corrosive than
strong alkaline cleaners; however, prolonged exposure to
skin may cause irritation. These are usually used in con-
junction with high pressure cleaning. Examples include
sodium carbonate and sodium metasilicate (1,2,3).

Mild alkaline cleaners are usually used for manual
cleaning of equipment. These cleaners are general purpose
and can be used on any surface. Examples include sodium
bicarbonate and tetrasodium pyrophosphate (1,2,3).

3. Acid Cleaners

Acid cleaners are not as commonly used as alkaline clean-
ers. They are mainly used to remove mineral buildup
(scale) and other encrusted deposits on surfaces. These
cleaners are naturally corrosive, but low-corrosion formula-
tions have been created for plant use (1). The acid cleaners
react chemically with mineral deposits, making them solu-
ble and easily removable. These chemicals are extremely
corrosive and are not used as all-purpose cleaners. They are
not very effective against lipid and protein soils. Their
cleaning activity is mainly limited to removal of mineral
and alkaline deposits (1,2,3). The most commonly used
acid cleaners are hydrochloric (muriatic) acid, nitric acid,
phosphoric acid, sulfuric acid, and sulfamic acid. Sulfamic
acid is distributed in crystalline form and is therefore easier
to transport and easier to mix with powdered detergents. 

Strong acid cleaners are corrosive to most metals and
even concrete. When heated they release toxic fumes. In
addition, if the acid solution is at too high of a tempera-
ture, the solution will redeposit the minerals onto the
equipment surfaces. Therefore, use of these cleansers has
to be done in a strictly controlled manner. Examples of
strong acids include hydrochloric acid, sulfuric acid, and
sulfamic acid. Phosphoric acid, which is also classified as
a strong acid cleaner, is the least corrosive of the strong
acid cleaners (1,2,3).

Mild acid cleaners are only mildly corrosive. Examples
include acetic acid, gluconic acid, and hydroxyacetic acid.

These can be used in manual applications but tend to be of
higher cost than the strong acid cleaners. As a result they
are less popular than the strong acids.

4. Chelating Agents

Chelating agents are also called sequestrants. These addi-
tives prevent minerals from being deposited on equipment
surfaces and forming scale. Chelators act by binding min-
eral ions to prevent precipitation and adherence to equip-
ment surfaces. Commonly used chelators include
polyphosphates or amine derivatives. Examples include
ethylenediaminetetraacetic acid (EDTA), sodium acid
pyrophosphate, and sodium tripolyphosphate. EDTA is
more effective than the polyphosphates (1,2,3).

5. Surfactants

Surfactants are used to improve the wetting and penetrat-
ing abilities of a detergent by reducing the surface tension
between water molecules and soils. Surfactants are also
able to emulsify lipids with water, which results in easier
removal of fats from surfaces.

Surfactants usually dissociate in solution to give pos-
itively charged ions and negatively charged ions. There
are three types of surfactants, negatively charged anionic,
positively charged cationic, and amphoteric in which the
most active ion is determined by the pH of the solution. If
the solution is alkaline, an amphoteric surfactant will
behave anionically. If the solution is acidic, the surfactant
will behave cationically.

Anionic surfactants are usually high foaming cleaners
and are affected by water hardness. Common anionic surf-
actants include sodium and potassium salts of fatty acids,
and sodium, potassium and ammonium sulfates, sulf-
onates, and sulfosuccinates. Cationic surfactants are not
affected by water hardness and usually have bactericidal
properties. These two advantages make cationic surfact-
ants the most commonly used surfactants. 

Surfactants that do not dissociate in solution are
called non-ionic. They are not affected by water hardness.
These are low foaming and can be combined with other
surfactants (1,2,3).

6. Abrasive Agents

Abrasive agents are normally inert materials that are
added to detergents to physically scour equipment surf-
aces. Abrasives can scratch smooth surfaces of stainless
steel equipment leaving pockets where biofilms or minis-
cule food particles can accumulate. In addition, they can
corrode surfaces over time. Abrasive use should be care-
fully monitored. Examples of abrasives include borax,
volcanic ash, pumice, and feldspar. They are available in
powder or paste forms and are usually used to remove
baked on or encrusted material. They may also be used to
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remove mineral scale in areas where the use of acid clean-
ers is undesirable (1,2,3). 

IV. SANITIZING

Once surfaces have been cleaned they are ready for a sani-
tization step. The purpose of sanitization is to kill any
residual microbes that may be present on surfaces.
Because the efficacy of many sanitizers is affected by
soils, properly cleaned surfaces will be more readily san-
itized than dirty surfaces.

A. HEAT

Sanitizing using heat is the oldest method used.
Unfortunately heat is economically inefficient because of
substantial energy requirements for production of hot
water or steam. Sanitation by heat should not be carried
out on surfaces that are not heat tolerant. Heat also should
not be used on sectors of equipment that are lubricated as
steam can melt grease. In addition, high temperatures can
cause scale deposition. The most common heat sanitizing
methods use steam and hot water (14). 

1. Steam 

Steam is not recommended for sanitizing because opera-
tors frequently mistake steam for water vapor, resulting in
high probability for worker injury. In addition, steam can
condense on surfaces and provide a water source for
microbe proliferation (14). Water droplets from cond-
ensed steam can help spread microorganisms on food con-
tact surfaces. This may only be a problem in plants that
are inadequately ventilated. Guthrie (2) recommends
steam, citing that the high temperature allows the surfaces
to dry quickly. 

2. Hot Water

Hot water (76°–85°C) is frequently used as a sanitizing
rinse. This is a non-selective sanitizing method. The temp-
erature of the water needs to be maintained; as a result one
cannot simply pour hot water over equipment. Hot water
sanitization requires the use of thermostat-controlled
tanks, which will circulate the water and maintain the
desired temperature (2,5,14).

3. Time-Temperature Relationships 

Since heat historically has been the most widely used
method of killing microorganisms, several studies have
been carried out to determine the most advantageous heat
treatment. It has been established that the temperature of
the heat source determines the time of exposure required to
sanitize a surface (14). For example, equivalent treatments
can be achieved using hot water at 85°C for 15 minutes or

80°C for 20 minutes. According to Guthrie (1988), steam
is more efficient at killing microorganisms than hot water
because of its higher temperature. This reduces the time
required to sterilize equipment making the sanitation
process quicker and also reduces deterioration of equip-
ment, as it is exposed to high temperatures for less time
than it would be if hot water was used (2,5,14).

B. CHEMICALS

Chemical sanitizers are usually more desirable than ther-
mal sanitizers because they reduce the likelihood of burns
and require less labor and less energy input. Chemical
sanitizers have various modes of activity and each is
appropriate for different situations. Chemical sanitizers
do not penetrate below the surfaces of the soil and as a
result will only sanitize the exterior. The effectiveness of
chemical sanitizers depends primarily on the initial
microbial load, the exposure time, and the sanitizer con-
centration (3,14).

1. Chlorine 

Hypochlorite solutions are the most common and most
effective chemical disinfectants. Other common sources
of chlorine are potassium chloride, trichlorisocycamuric
acid, and dichloroisocycamuric acid. The latter two are
available in granulated form in concentrations of up to
60% available chlorine. Sodium and potassium chloride
are usually only available in liquid forms. Commercial
solutions are available with any of these formulations in
concentrations of up to 12% available chlorine. In con-
trast, solutions for household use are only available with
up to 6.0% sodium hypochlorite. Solutions with 200 ppm
or less of free chlorine do not have to be rinsed. Chlorine
compounds are desirable because they can kill a wide
variety of microorganisms and because they can be used
in concentrations that do not need to be rinsed, which cuts
down on cleaning time.

One disadvantage of chlorine is that it corrodes metal.
In addition, chlorine reacts with all proteinaceous material
resulting in inactivation by organic material present on sur-
faces. Because of this, all surfaces should be cleaned
before chlorine sanitizing is attempted. Chlorine also tends
to lose strength in storage and should not be purchased in
amounts larger than will be used within a few months.
Storage conditions will determine how quickly the chlo-
rine will become inactivated. Temperatures above 60°C
and excess light will hasten deterioration (2,3,4,14).

2. Iodine Compounds

Iodine is effective against a wide variety of microorgan-
isms. However, iodine is of limited use in the food industry
because it is extremely corrosive, toxic, and stains equip-
ment and food. Instead, iodophors, which are iodine in
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complex with a nonionic surface-active agent, are more
useful in the food industry. Iodophors are less irritating than
chlorine compounds and are mostly employed as skin sani-
tizers or in solutions used for manual washing of equip-
ment. Iodophors are also able to remove scale build-up on
equipment. 

Iodophors are available in solution with surfactants
and acids such as phosphoric acid. This gives them deter-
gent properties, which allows them to be used as a sani-
tizing cleaning agents. Iodophors are usually used in
concentrations of up to 50–70 mg/L free iodine. They
have higher bactericidal activity in acid conditions and are
more stable than chlorine in the presence of organic mat-
ter. However, they are more expensive than chlorine solu-
tions and when heated above 43°C will release free iodine
resulting in the negative characteristics of iodine
(2,3,4,14).

3. Quaternary Ammonium Compounds

These compounds have a different mode of action than
other sanitizing compounds in that they form a bacterio-
static film on surfaces. As a result, their use is usually lim-
ited to physical plant surfaces such as floors and walls, but
not processing equipment. In addition, they penetrate sur-
faces and are very effective for porous surfaces.
Quaternary ammonium compounds (QACs) are only
mildly corrosive, non-irritating, and of low toxicity. They
are less susceptible to inactivation by organic matter than
chlorine and iodine based sanitizers. They are, however,
easily inactivated by the presence of detergents (2,3,4,14).

4. Peroxyacetic Acid

This type of sanitizer is popular because it can combine an
acid cleaning rinse with sanitization in one step. It is a
rapid acting, broad-spectrum sanitizer. Despite being acid
based, it is less corrosive than iodine. The normal, appli-
cation rate is 125–250 ppm. The disadvantages of perox-
yacetic acid are that its effectiveness is reduced in the
presence of organic material and it is expensive. However,
it is useful for automated cleaning equipment, because it
is low foaming and heat stable, pH tolerant, and effective
against biofilms (2,3,4,14).

V. DESIGNING CLEANING AND
SANITIZING ROUTINES

A. SANITATION STANDARD OPERATING

PROCEDURES

Sanitation should not be delegated to the employee who
has nothing else to do, as it requires dedication and
knowledge of what needs to be done and why it needs 
to be done (4). The sanitary engineer or the sanitation

department is responsible for the development and main-
tenance of a sanitation program. In addition, they must
secure the support and compliance of the management
and employees (3,4).

Sanitation Standard Operating Procedures (SSOPs)
are closely linked to GMPs as they both are guidelines on
how to maintain sanitary plant conditions. SSOPs describe
the specific steps required to clean different equipment or
areas of the plant. They cover the preoperational and oper-
ational procedures that must be followed to prevent con-
tamination of the food products. In addition, SSOPs should
specify: 1) the frequency and method for cleaning, 2) the
frequency and method for sanitization, 3) the cleaners/dis-
infectants to be used, 4) the specific equipment that will
make the process more efficient and effective, and 5) the
employee responsible for cleaning and sanitation (3,4,7).

B. DESIGNING SCHEDULES

The most efficient sanitation program is accomplished by
establishing a routine that is preventative (2). Having a
designed schedule facilitates cleaning and avoids problems
or downtime. The workers are aware of what their assign-
ments are and what equipment they will need, which makes
cleaning more efficient. Schedules should show who has
been designated for each specific job. In addition, these
schedules should also have a space for the workers signa-
ture. This can serve as proof that the particular assignment
was carried out. Schedules should be prepared for every
cleaning and sanitizing task in the processing plant (2,3).

C. STOP PRODUCTION AND CONTINUOUS

PRODUCTION PROCESSING PLANTS

Stop production plants are those that process for a specific
number of hours daily. In these plants all the equipment is
cleaned and sanitized after the last shift. Continuous pro-
duction plants process 24 hours a day, 7 days a week.
There is no time when the plant is shut down for cleaning
and maintenance. In these situations, a carefully con-
structed cleaning and sanitation schedule must be pre-
pared and rigorously adhered to on a daily basis. In
continuous plants, the preferred cleaning methods are
those that will reduce downtime. Thus, use of sanitizing
detergents, acid sanitizers, and sanitizers that do not need
to be rinsed are widely used (2). 

D. CLEANING OUT OF PLACE AND CLEANING IN

PLACE

Cleaning out of place (COP) is the traditional cleaning
method. Equipment is dismantled and the parts are
washed. First, gross pieces of dirt are removed using
brushes. Then the pieces are manually cleaned using water,
detergent, and brushes to scrub the parts. Scrubbing may
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also be carried out in tanks or vats — this saves water, but
the operators also have to be aware to regularly change the
water. Then the parts are rinsed with hot water
(76°C–85°C), which would rinse, sanitize, and help the
parts dry quickly. Parts can also be rinsed with cold water
first then immersed in sanitizers. Concentrations of sani-
tizers to be used should be carefully monitored using test
kits or a Bactometer as sanitizer effectiveness is dependent
on concentration (15). In addition some sanitizers degrade
with time, with exposure to light or exposure to organic
material (15). Some sanitizers may need to be rinsed off.
This should be done with hot water if possible to facilitate
drying. If not, then special areas of the plant will have to
be designated for drying. Drying ovens, which circulate
warm dry air, are useful for quickly drying equipment or
utensils. Drying cloths are not recommended as they can
easily contaminate the equipment if dirty (3,14). 

Small parts can also be washed using commercial dish-
washers, which usually have a sanitizing cycle. If the dish-
washer does not sanitize, then the parts must be manually
sanitized as described above. Circulation cleaners may also
be used to wash parts. These are tanks that circulate deter-
gent solutions. The cleaning solutions in circulation tanks
are usually held at higher temperatures than for manual
cleaning. In addition more caustic detergents may be used,
as no employees will actually be handling the solution. This
has to be followed by manual rinsing and sanitizing (2,3).

Cleaning in place (CIP) is used more frequently now. In
this system, a tank containing detergent solution is con-
nected to the processing equipment, and the solution is
piped into the equipment lines and pumped through. The
proper concentration of chemicals, the required temperature,
and the pressure must be maintained in order to effectively
clean using CIP (14). CIP can reduce downtime and requires
less man-hours than COP as the equipment does not have to
be taken apart. The drawback, however, is that it is initially
expensive to refit existing equipment to CIP (1,2,3,14).

VI. SUMMARY

Sanitation programs, no matter how well designed, are
only as good as the operators who implement them. As a
result, regular testing of cleaned and sanitized equipment
is recommended. Common tests include the use of sterile
swabs, replicate organism detection and counting plates
(Rodac), and ATP bioluminescence tests. Testing with
swabs simply requires dipping a sterile swab in a sterile
buffer solution and swabbing the test area. The swab is
then returned to the buffer solution and swirled to deposit
bacteria into the solution, and the buffer solution is plated
and incubated. Rodac plates are surface contact plates that
are simply pressed against the area being tested, then
incubated. Plate counts are used as a measure of sanita-
tion, for both the swab tests and the rodac tests. ATP 
bioluminescence test measures adenosine triphosphate

(ATP), which is the energy store in living cells. When ATP
comes into contact with luciferin, luciferase catalyzes a
chemical reaction that produces light. ATP biolumines-
cence tests will measure the amount of light produced,
which is directly related to the amount of ATP present,
which in turn is related to the amount of cellular debris on
surfaces. All these testing methods can be used to evalu-
ate the sanitation operators, but can also be used when a
plant adopts new sanitation procedures or equipment.
Sanitation programs are never complete. Managers must
constantly look for ways to improve their sanitation pro-
gram and make it more efficient.
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I. GENERAL CONSIDERATIONS
The information in this chapter have been derived from
the following sources:

1. Food and Drug Administration (FDA) docu-
ments: Code of Federal Regulations, Current 
Good Manufacturing Practices (CGMPs), the
Food Code, Hazard Analysis and Critical
Control Point (HACCP) programs;

2. Department of Agriculture (USDA) docu-
ments: Code of Federal Regulations, HACCP
programs, inspection manuals, directives, etc.;

3. Recommendations developed and distributed by
major trade associations representing food,
warehousing, and transport and related industries.

Food processing equipment used in all food plants
(meat and non-meat) is “predetermined” under usual
circumstances:

1. FDA and USDA mandatory specifications.
Most of those used in processing low acid
(acidified, etc.) foods in hermetically sealed
containers (thermal processing) and meat and
poultry products are directly regulated by regu-
lations promulgated by the FDA and USDA, in
relation to safety and sanitation.

2. New establishments. Equipment intended for
use in newly constructed establishments should
take into consideration all aspects of good man-
ufacturing practices before their construction or
purchases.

3. Most specialty equipment (for bakery, dairy,
pasta, oil, etc.) is under voluntary/mandatory
requirements established and distributed by
trade associations such as the American
Institute of Baking, Dairy and Food Industries
Supply Association, American Oil Chemical
Society, and the National Sanitation
Foundation. Again, such equipment is in com-
pliance with FDA/USDA GMP provided that
all instructions relating to maintenance and
repair are adhered to.

4. With built-in designs to comply with FDA/USDA
GMP, this equipment saves food processors time
and money in looking for the “right” equipment.

5. Custom made equipment. Plant personnel may
build their own equipment or have an outside
contractor fabricate equipment for them. Even
though it is custom made and not intended for
resale, such equipment should be built to com-
ply with good manufacturing practices. The
same standards are applicable to custom made
equipment as are applicable to commercially
available equipment. 

6. Many food processing plants require some
equipment that is custom made for particular
operational requirements. It may not be possi-
ble to comply with certain good manufacturing
practices in the same way as other conventional
equipment. If so, it is always advisable to
inform the appropriate state and federal regula-
tors of the circumstances.

7. All other food processing equipment that is
commercially available.

The bottom line is that all food processing equipment,
no matter how they are “predetermined,” must comply
with FDA, USDA and State GMP.

Some equipment manufacturers or brokers are some-
times not interested in complying with FDA/USDA GMP.
In such events, equipment is considered the same as custom
made and food establishment operators should be aware of
this responsibility before they purchase any equipment.

All food processors using a variety of equipment,
especially custom made ones, should focus on correcting
problems during the initial development of equipment
instead of resolving problems which may result when
improperly designed or constructed equipment is put into
widespread use. This preventive mode of action benefits
equipment manufacturers, food processors, state and fed-
eral regulators, and American consumers.

In general, the following basic and standard equipment
is usually considered to comply with good manufacturing
practice or their compliance is of minor significance:

1. Simple hand tools.
2. Equipment used to prepare packaging materials.
3. Equipment used on fully packaged product.
4. Equipment used on operations involving inedible

products that will not be mixed with edible ones.
5. Central cleaning system.
6. Utensil and equipment cleaning machinery.
7. Pails, buckets, etc.
8. Pallets for packaged product.
9. Picking fingers.

10. Tanks for fully finished oils.
11. Simple can openers.
12. Chutes, flumes, hangback racks, supporting

stands, and brackets.
13. Vegetable cleaning equipment (not applicable

to spin type washers/dryers.)
14. Insect control units.
15. Shipping containers.
16. Pressure storage vessels for refrigerants (not

applicable to CO2 snow making equipment).
17. Water softeners, water heaters, water meters,

and chemical dispensers.
18. Can and jar washers/cleaners.
19. Mixing equipment.
20. Hot air shrink tunnels.
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21. Air and water filters.
22. Devices for measuring physical characteristics

(temperature, pressure, etc.).
23. Rubber floor mats.

The product contact area of this equipment must be
made up of approved materials.

II. MATERIALS FOR CONSTRUCTION
AND REPAIR 

A. CHARACTERISTICS

Materials that are used in the construction of utensils and
food-contact surfaces of equipment may not allow the
migration of deleterious substances or impart colors, odors,
or tastes to food and under normal use conditions 
should be:

1. Safe;
2. Durable, corrosion-resistant, and nonabsorbent; 
3. Sufficient in weight and thickness to withstand

repeated warewashing;
4. Finished to have a smooth, easily cleanable 

surface; and
5. Resistant to pitting, chipping, crazing, scratch-

ing, scoring, distortion, and decomposition. 

Multi-use equipment is subject to deterioration
because of its nature, i.e., intended use over an extended
period of time. Certain materials allow harmful chemicals
to be transferred to the food being prepared which could
lead to foodborne illness. In addition, some materials can
affect the taste of the food being prepared. Surfaces that
are unable to be routinely cleaned and sanitized because
of the materials used could harbor foodborne pathogens.
Deterioration of the surfaces of equipment such as pitting
may inhibit adequate cleaning of the surfaces of equip-
ment, so that food prepared on or in the equipment
becomes contaminated. Inability to effectively wash, rinse
and sanitize the surfaces of food equipment may lead to
the buildup of pathogenic organisms transmissible
through food. Studies regarding the rigor required to
remove biofilms from smooth surfaces highlight the need
for materials of optimal quality in multi-use equipment.

It must be emphasized that each food processing oper-
ation is unique which applies to the equipment used. The
acceptability and non-acceptability of any food process-
ing equipment or its component materials occasionally
depends on the operation itself. This must be taken into
consideration when evaluating an item of equipment in
relation to the GMP.

B. CAST IRON, USE LIMITATION

1. In general, cast iron may not be used for uten-
sils or food-contact surfaces of equipment.

2. It may be used as a surface for cooking.
3. It may be used in utensils for serving food if the

utensils are used only as part of an uninter-
rupted process from cooking through service.

Cast iron is an alloy of iron and heavy metals which
may leach into food if left in contact with acidic foods for
extended periods of time. Heavy metal poisoning has
resulted from such situations. The temporary or incidental
contact that results from using cast iron as a cooking sur-
face and for dispensing utensils used as part of an unin-
terrupted, short-term process is acceptable because of the
brief contact time involved.

C. SOME ACCEPTABLE MATERIALS

Equipment should be constructed of materials that will not
deteriorate from normal use under the anticipated environ-
ment. For example, equipment must be constructed of
materials that will withstand one category of environment,
e.g., generally humid operating environment and high
pressure, hot water cleaning with strong chemical cleaning
agents. Of course, there are other categories of food pro-
cessing environments. In addition, all equipment surfaces
should be smooth; corrosion and abrasion resistant; shat-
terproof; nontoxic; non-absorbent; and not capable of
migrating into food product (staining). The following lists
some acceptable food processing equipment and/or their
component materials. 

1. The Series 300 (18-8) Stainless Steel 

The Series 300 (18-8) stainless steel is acceptable for gen-
eral use. Other series have been used for construction of
food equipment, but their use is limited because they tend
to rust or discolor in certain applications. The abbrevia-
tion “S/S” is used throughout this publication to denote
stainless steel construction.

2. Aluminum

Aluminum may pit and corrode when exposed to certain
chemicals. When friction occurs between aluminum and
fats a black oxide is produced which discolors the product.
Anodizing the aluminum does not eliminate this problem.
Therefore, the use of aluminum is limited to applications
where the metal does not contact the product or in which
the product is suspended in water.

3. Surface Coatings and Platings 

Surface coatings and platings may be used if the base mate-
rial is non-toxic and rendered non-corrosive and the plating
material is USDA/FDA acceptable. Chrome, nickel, tin, and
zinc (galvanization) platings will generally be acceptable for
most appropriate applications. USDA/FDA clearance of
other plating materials and processes can he obtained by
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receiving a favorable opinion for the intended use from the
FDA, Office of Premarket Approval. Surface coatings and
platings must remain intact. If a surface coating or plating
begins to peel or crack, the FDA/USDA inspection will
request correction from the management and may even dis-
allow the use of the equipment.

4. Hardwood

Hardwood may be used for dry curing. In addition, solid
(unlaminated) pieces of hardwood are acceptable as
removable cutting boards provided the wood is main-
tained in a smooth, sound condition and is free from
cracks. Hardwood cutting boards must be of the shortest
dimension which is practical preferably not exceeding 3
or 4 feet (.91 or 1.22m.).

D. SOME UNACCEPTABLE MATERIALS

Cadmium. antimony. and lead are toxic materials that can-
not be used as materials of construction either as a plating
or the plated base material. Lead, however, may be used
in acceptable alloys in an amount not exceeding 5%.

Enamelware and porcelain are not acceptable for han-
dling and processing food product unless a food plant
management provides reasons why they are needed.

Copper, bronze, and brass are not acceptable for direct
product contact. These materials may be used in air and
water lines or for gears and bushings outside the product
zone. Brass is acceptable for potable water systems and
direct contact with brine, but not for brine, or any solu-
tion, that is recirculated.

Leather and fabric are not acceptable materials unless
a food plant management provides reasons why they are
needed.

E. NONFOOD-CONTACT SURFACES

Nonfood-contact surfaces of equipment that are exposed
to splash, spillage, or other food soiling or that require fre-
quent cleaning should be constructed of a corrosion-
resistant, nonabsorbent, and smooth material.

Nonfood-contact surfaces of equipment routinely
exposed to splash or food debris are required to be con-
structed of nonabsorbent materials to facilitate cleaning.
Equipment that is easily cleaned minimizes the presence
of pathogenic organisms, moisture, and debris and deters
the attraction of rodents and insects.

III. DESIGN AND CONSTRUCTION

A. DURABILITY AND STRENGTH

1. Equipment and Utensils 

Equipment and utensils should be designed and con-
structed to be durable and to retain their characteristic
qualities under normal use conditions.

Equipment should be designed so that all product 
contact surfaces can be readily and thoroughly cleaned
with high temperature, high pressure water and caustic
soap solution. Components such as electric motors, elec-
tric components, etc., which cannot be cleaned in this
manner should be completely enclosed and sealed. Other
considerations are:

a. All product contact surfaces should be visible
(or easily made visible) for inspection.

b. All product contact surfaces should be smooth
and maintained free of pits, crevices, and scale.

c. The product zone should be free of recesses;
open seams; gaps; protruding ledges; inside
threads; inside shoulders; bolts; rivets; and
dead ends.

d. Bearings (including greaseless bearings)
should not be located in or above the product
zone. In addition, bearings should be con-
structed so that lubricants will not leak or drip
or be forced into the product zone.

e. Internal corners or angles in the product zone
should have a smooth and continuous radius of
1/4 inch (6.35 mm.) or greater. (Lesser radii
may be used for proper functioning of parts or
to facilitate drainage provided these areas can
be readily cleaned).

f. Equipment should be self-draining or designed
to be evacuated of water.

g. Framework of equipment (if not completely
enclosed and sealed) should be designed to use
as few horizontal frame members as possible.
Furthermore, these components should be
rounded or of tubular construction. Angle is not
acceptable except as motor supports.

h. Equipment should be designed, constructed, and
installed in a manner to protect personnel from
safety hazards such as sharp edges, moving
parts, electric shocks, excessive noise, and any
other hazards. Safety guards should be remov-
able for cleaning and inspection purposes.

i. All welds, in both product and non-product con-
tact areas, should be smooth, continuous, even,
and relatively flush with the adjacent surfaces.

j. Equipment should not be painted on areas
which are in or above the product zone.

k. External surfaces should not have open seams,
gaps, crevices, and inaccessible recesses. 

l. Where parts must be retained by nuts or bolts,
fixed studs with wing nuts should be used
instead of screws to a tapped hole.

m. Gasketing, packing materials, 0-rings, etc.,
must be nontoxic, nonporous, nonabsorbent,
and unaffected by food products and cleaning
compounds.

Sanitation of Food Processing Equipment 197-5



Equipment and utensils must be designed and con-
structed to be durable and capable of retaining their original
characteristics so that such items can continue to fulfill their
intended purpose for the duration of their life expectancy
and to maintain their easy cleanability. If they can not main-
tain their original characteristics, they may become difficult
to clean, allowing for the harborage of pathogenic microor-
ganisms, insects, and rodents. Equipment and utensils must
be designed and constructed so that parts do not break and
end up in food as foreign objects or present injury hazards
to consumers. A common example of presenting an injury
hazard is the tendency for tines of poorly designed single
service forks to break during use.

2. Food Temperature Measuring Devices

Food temperature measuring devices may not have sensors
or stems constructed of glass, except that thermometers
with glass sensors or stems that are encased in a shatter-
proof coating such as candy thermometers may be used.

Food temperature measuring devices that have glass 
sensors or stems present a likelihood that glass will end up
in food as a foreign object and create an injury hazard to
the consumer. In addition, the contents of the temperature
measuring device, e.g. mercury, may contaminate food or
utensils.

B. CLEANABILITY

1. Food-Contact Surfaces

Multi-use food-contact surfaces should be:

a. Smooth;
b. Free of breaks, open seams, cracks, chips, pits,

and similar imperfections;
c. Free of sharp internal angles, corners, and

crevices;
d. Finished to have smooth welds and joints; and
e. Accessible for cleaning and inspection by one

of the following methods:
i. Without being disassembled,
ii. By disassembling without the use of tools, or
iii. By easy disassembling with the use of only

simple tools such as mallets, screwdrivers,
or wrenches that are kept near the equip-
ment and are accessible for use.

The purpose of the requirements for multi-use food-
contact surfaces is to assure that such surfaces are capable
of being easily cleaned and accessible for cleaning. Food-
contact surfaces that do not meet these requirements pro-
vide a potential harbor for foodborne pathogenic
organisms. Surfaces which have imperfections such as
cracks, chips, or pits allow microorganisms to attach and

form biofilms. Once established, these biofilms can
release pathogens to food. Biofilms are highly resistant to
cleaning and sanitizing efforts. The requirement for easy
disassembly recognizes the reluctance of food employees
to disassemble and clean equipment if the task is difficult
or requires the use of special, complicated tools.

2. Clean-In-Place (CIP) Systems

Clean-In-Place or CIP is defined as follows:

a. “CIP” means cleaned in place by the circula-
tion or flowing by mechanical means through a
piping system of a detergent solution, water
rinse, and sanitizing solution onto or over
equipment surfaces that require cleaning, such
as the method used, in part, to clean and sani-
tize a frozen dessert machine.

b. “CIP” does not include the cleaning of equip-
ment such as band saws, slicers or mixers that
are subjected to in-place manual cleaning with-
out the use of a CIP system.

Sanitation procedures for CIP systems must be as
effective as those for cleaning and sanitizing disassembled
equipment. Only equipment that meets the following cri-
teria may be cleaned in place. Any equipment or portions
of equipment not meeting these requirements should be
disassembled for daily cleaning and inspection.

a. CIP equipment should meet the characteristics
as specified.

b. Cleaning solutions, sanitizing solutions, and
rinse water should circulate throughout a fixed
system and contact all interior surfaces of the
system.

c. All internal surfaces should be either designed
for self draining (of cleaning and sanitizing
solutions) or physically disassembled for drain-
ing after rinsing. CIP equipment that is not
designed to be disassembled for cleaning
should be designed with inspection access
points to assure that all interior food-contact
surfaces throughout the fixed system are being
effectively cleaned.

d. Pipe interiors should be highly polished
(120–180 grit abrasive) stainless steel or some
other acceptable, smooth surfaced material
which is easy to inspect.

e. Easily removable elbows with quick disconnect
mechanisms should be located at each change
of direction.

f. All sections of the system should be capable of
being completely disassembled for periodic
inspection of all internal surfaces.

197-6 Handbook of Food Science, Technology, and Engineering, Volume 4



g. All sections should be available for inspection
without posing any safety hazard to the inspector.

Certain types of equipment are designed to be cleaned
in place (CIP) where it is difficult or impractical to disas-
semble the equipment for cleaning. Because of the closed
nature of the system, CIP cleaning must be monitored via
access points to assure that cleaning has been effective
throughout the system. 

The CIP design must assure that all food-contact sur-
faces of the equipment are contacted by the circulating
cleaning and sanitizing solutions. Dead spots in the sys-
tem, i.e., areas which are not contacted by the cleaning
and sanitizing solutions, could result in the buildup of
food debris and growth of pathogenic microorganisms.
There is equal concern that cleaning and sanitizing 
solutions might be retained in the system, which may
result in the inadvertent adulteration of food. Therefore,
the CIP system must be self-draining. 

3. “V” Threads Use Limitation

“V” type threads may not be used on food-contact surfaces.
This section does not apply to hot oil cooking or filtering
equipment.

V-type threads present a surface which is difficult to
clean routinely; therefore, they are not allowed on food-
contact surfaces. The exception provided for hot oil cook-
ing fryers and filtering systems is based on the high
temperatures that are used in this equipment. The high
temperature in effect sterilizes the equipment, including
debris in the “V” threads. 

4. Hot Oil Filtering Equipment

Hot oil filtering equipment should meet the characteristics
of cleanability and should be readily accessible for filter
replacement and cleaning of the filter.

To facilitate and assure effective cleaning of this
equipment, cleanability requirements must be followed.
The filter is designed to keep the oil free of undesired
materials and therefore must be readily accessible for
replacement. Filtering the oil reduces the likelihood that
off-odors, tastes, and possibly toxic compounds may be
imparted to food as a result of debris buildup. To assure
that filtering occurs, it is necessary for the filter to be
accessible for replacement. 

5. Can Openers

Cutting or piercing parts of can openers should be readily
removable for cleaning and for replacement.

Once can openers become pitted or the surface in any
way becomes uncleanable, they must be replaced because
they can no longer be adequately cleaned and sanitized.
Can openers must be designed to facilitate replacement.

6. Nonfood-Contact Surfaces

Nonfood-contact surfaces should be free of unnecessary
ledges, projections, and crevices, and designed and con-
structed to allow easy cleaning and to facilitate mainte-
nance.

Hard-to-clean areas could result in the attraction and
harborage of insects and rodents and allow the growth of
foodborne pathogenic microorganisms. Well-designed
equipment enhances the ability to keep nonfood-contact
surfaces clean. 

7. Kick Plates, Removable

Kick plates should be designed so that the areas behind
them are accessible for inspection and cleaning by being:

a. Removable by one of the methods specified
under cleanability or capable of being rotated
open; and

b. Removable or capable of being rotated open
without unlocking equipment doors.

The use of kick plates is required to allow access for
proper cleaning. If kick plate design and installation does
not meet the above requirements, debris could accumulate
and create a situation that may attract insects and rodents. 

C. ACCURACY

1. Food Temperature Measuring Devices

a. Food temperature measuring devices that are
scaled only in Celsius or dually scaled in
Celsius and Fahrenheit should be accurate to
�1°C (1.8°F).

b. Food temperature measuring devices that are
scaled only in Fahrenheit should be accurate 
to �2°F.

The Metric Conversion Act of 1975 (amended 1988)
requires that all federal government regulations use the
Celsius scale for temperature measurement. The Fahrenheit
scale is included here for all other sectors of the country
using Fahrenheit equivalents. The Fahrenheit equivalent
will also help those jurisdictions that require Celsius read-
ings to make the transition from Fahrenheit. Since 1°C is
equivalent to approximately 2°F (1.8°F), an accuracy of 
� 1°C is required.

The small margin of error specified for thermometer
accuracy is due to the lack of a large safety margin in the
temperature requirements themselves. The requirement
for Fahrenheit thermometers to be accurate to 2°F is due
to the lack of 1° increment scaling in Fahrenheit ther-
mometers currently being used such as the metal stem
thermometer. 
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2. Ambient Temperature Measuring Devices

a. Ambient temperature measuring devices that
are scaled in Celsius or dually scaled in Celsius
and Fahrenheit should be designed to be easily
readable and accurate to �1.5°C (2.7°F) at the
use range.

b. Ambient temperature measuring devices that
are scaled only in Fahrenheit should be accu-
rate to �3°F at the use range. 

A temperature measuring device used to measure the
air temperature in a refrigeration unit is not required to be
as accurate as a food thermometer because the unit’s tem-
perature fluctuates with repeated opening and closing of
the door and because accuracy in measuring internal food
temperatures is of more significance.

The Celsius scale is the federally recognized scale
based on The Metric Conversion Act of 1975 (amended
1988) which requires the use of metric values. The
�1.5°C requirement is more stringent than the 3°F previ-
ously required since �1.5°C is equivalent to �2.7°F. The
more rigid accuracy results from the practical application
of metric equivalents to the temperature gradations of
Celsius thermometers. 

If Fahrenheit thermometers are used, the 3°F require-
ment applies because of the calibrated intervals of
Fahrenheit thermometers.

IV. FUNCTIONALITY, DESIGN AND
CONSTRUCTION

A. VENTILATION HOOD SYSTEMS, DRIP

PREVENTION

Exhaust ventilation hood systems in food preparation and
warewashing areas including components such as hoods,
fans, guards, and ducting should be designed to prevent
grease or condensation from draining or dripping onto
food, equipment, utensils, linens, and single-service and
single-use articles. 

The dripping of grease or condensation onto food
constitutes adulteration and may involve contamination of
the food with pathogenic organisms. Equipment, utensils,
linens, and single service and single use articles that are
subjected to such drippage are no longer clean. 

B. EQUIPMENT OPENINGS, CLOSURES

AND DEFLECTORS

1. A cover or lid for equipment should overlap the
opening and be sloped to drain.

2. An opening located within the top of a unit of
equipment that is designed for use with a cover

or lid should be flanged upward at least 5 mil-
limeters (two-tenths of an inch).

3. Fixed piping, temperature measuring devices,
rotary shafts, and other parts extending into
equipment should be provided with a water-
tight joint at the point where the item enters the
equipment. This assumes that a watertight joint
is not provided:

4. If a watertight joint is not provided:
a. The piping, temperature measuring devices,

rotary shafts, and other parts extending
through the openings should be equipped
with an apron designed to deflect condensa-
tion, drips, and dust from food openings; and

b. The opening should be flanged (see Item 2
above).

Equipment openings and covers must be designed to
protect stored or prepared food from contaminants and
foreign matter that may fall into the food. The require-
ment for an opening to be flanged upward and for the
cover to overlap the opening and be sloped to drain pre-
vents contaminants, especially liquids, from entering the
food-contact area.

Some equipment may have parts that extend into the
food-contact areas. If these parts are not provided with a
watertight joint at the point of entry into the food-contact
area, liquids may contaminate the food by adhering to
shafts or other parts and running or dripping into the food. 

An apron on parts extending into the food-contact
area is an acceptable alternative to the watertight seal. If
the apron is not properly designed and installed, conden-
sation, drips, and dust may gain access to the food. 

1. Bearings and Gear Boxes, Leakproof

Equipment containing bearings and gears that require
lubricants should be designed and constructed so that the
lubricant cannot leak, drip, or be forced into food or onto
food-contact surfaces.

It is not unusual for food equipment to contain bear-
ings and gears. Lubricants necessary for the operation of
these types of equipment could contaminate food or food-
contact surfaces if the equipment is not properly designed
and constructed.

2. Condenser Unit, Separation

If a condenser unit is an integral component of equipment,
the condenser unit should be separated from the food and
food storage space by a dustproof barrier.

A dust-proof barrier between a condenser and food
storage areas of equipment protects food and food-contact
areas from contamination by dust that is accumulated and
blown about as a result of the condenser’s operation.
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3. Temperature Measuring Devices

1. In a temperature regulated storage unit (cool
for refrigerator or warm/hot for a storage
room/equipment), the sensor of a temperature
measuring device should be located to measure
the air temperature in the warmest part of a
mechanically refrigerated unit and in the
coolest part of the storage unit.

2. Cold or hot holding equipment used for edible
products should be equipped with at least one
integral or permanently affixed temperature
measuring device that is located to allow easy
viewing of the device’s temperature display.
There are exceptions.

3. Item 2 does not apply to equipment for which
the placement of a temperature measuring
device is not a practical means for measuring
the ambient air surrounding the edible product
because of the design, type, and use of the
equipment, such as calrod units, heat lamps,
cold plates, bainmaries, steam tables, insulated
food transport containers, and salad bars.

4. Temperature measuring devices should be
designed to be easily readable.

5. Food temperature measuring devices should
have a numerical scale, printed record, or digital
readout in increments no greater than 1°C or 2°F.

The placement of the temperature measuring device is
important. If the device is placed in the coldest location in
the storage unit, it may not be representative of the temper-
ature of the unit. Food could be stored in areas of the unit
that exceed requirements. Therefore, the temperature meas-
uring device must be placed in a location that is representa-
tive of the actual storage temperature of the unit to assure
that all potentially hazardous foods are stored at least at the
minimum temperature required for the specific foods.

A permanent temperature measuring device is
required in any unit storing potentially hazardous food
because of the potential growth of pathogenic microor-
ganisms should the temperature of the unit exceed
requirements. In order to facilitate routine monitoring of
the unit, the device must be clearly visible.

The exception to requiring a temperature measuring
device for the types of equipment listed is primarily due to
equipment design and function. It would be difficult and
impractical to permanently mount a temperature measuring
device on the equipment listed. The futility of attempting to
measure the temperature of unconfined air such as with heat
lamps and, in some cases, the brief period of time the equip-
ment is used for a given food negate the usefulness of ambi-
ent temperature monitoring at that point. In such cases, it
would be more practical and accurate to measure the inter-
nal temperature of the food.

The importance of maintaining potentially hazardous
foods at the specified temperatures requires that tempera-
ture measuring devices be easily readable. The inability to
accurately read a thermometer could result in food being
held at unsafe temperatures.

Temperature measuring devices must be appropriately
scaled per stated requirements to assure accurate readings.

The required incremental gradations are more precise
for food measuring devices than for those used to measure
ambient temperature because of the significance at a given
point in time, i.e., the potential for pathogenic growth,
versus the unit’s temperature. The food temperature will
not necessarily match the ambient temperature of the stor-
age unit; it will depend on many variables including the
temperature of the food when it is placed in the unit,
the temperature at which the unit is maintained, and 
the length of time the food is stored in the unit. 

4. Case Lot Handling Equipment, Moveability

Equipment, such as dollies, pallets, racks, and skids used to
store and transport large quantities of packaged foods
received from a supplier in a cased or overwrapped lot,
should be designed to be moved by hand or by conveniently
available equipment such as hand trucks and forklifts.

Proper design of case lot handling equipment facili-
tates moving case lots for cleaning and for surveillance of
insect or rodent activity.

V. EQUIPMENT AND WATER USAGE

A. WATER WASTING EQUIPMENT

Water wasting equipment should be installed so that waste
water is delivered into the drainage system through an
interrupted connection without flowing over the floor, or
is discharged into a properly drained curbed area. Waste
water from cooking tanks, soaking tanks, chilling tanks,
and other large vessels may be discharged for short dis-
tances across the floor to a drain after operations have
ceased and all product has been removed from the area.

B. PROTECTION OF WATER SUPPLY

An air gap should be provided between the highest possi-
ble level of liquids in equipment and a directly connected
water supply line(s). The air gap must be at least twice the
diameter of the supply side orifice. If submerged lines are
unavoidable due to design considerations, then the equip-
ment must include a functional vacuum breaker which
will, without fail, break the connection in the event of
water pressure loss.

C. RE-CIRCULATION OF WATER

Equipment which re-circulates water as part of its intended
function should be equipped with sanitary re-circulating
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components if the water directly or indirectly contacts food
product or the product contact surfaces. For examples, re-
circulating pumps should be accepted for direct product
contact and piping must be easily demountable with quick
disconnect mechanisms at each change of direction.

In addition, establishment operators using equipment
or systems which re-use water may be required to have
written approval of a water re-use procedure. However,
the requirement is mandatory for meat and poultry proces-
sors by the USDA. Although the FDA does not require a
written approval at this stage, its GMP regulations make it
clear that there must be built-in safeguards in the reuse of
water in a food plant.

D. VALVES

Valves on drainage outlets should be easily demountable
to the extent necessary for thorough cleaning. Overflow
pipes should be constructed so that all internal and exter-
nal surfaces can be thoroughly cleaned.

VI. PIPING SYSTEMS

Piping systems used to convey edible product (including
pickle solutions) should be readily disassembled for
cleaning and inspection. Pumps, valves, and other such
components should comply with the sanitary require-
ments of good manufacturing practices promulgated by
USDA/FDA. Piping systems must be designed so that
product flow will be smooth and continuous, i.e., no traps
or dead ends. Pipes must be either 300 series stainless
steel or a USDA/FDA acceptable plastic.

Clear demountable rigid plastic piping may be used
for two-way flow provided it is chemically and function-
ally acceptable. Opaque plastic piping may be used for
one way purposes only.

The above requirements apply to systems for convey-
ing raw fat and to re-circulate cooking and frying oils.
Black iron pipes with threaded or welded joints are
acceptable for conveying completely finished, rendered
fats. Continuous rendering is not considered complete
until after the final centrifuge.

Pipeline conveying systems for aseptic processing and
packaging should comply with the requirements promul-
gated by the FDA and USDA in the U.S. Code of Federal
Regulations.

VII. MAGNETIC TRAPS AND METAL
DETECTORS

The extensive exposure of some products to metal equip-
ment such as grinders, choppers, mixers, shovels, etc.,
causes the possibility of metal contamination. Magnetic
traps have been found effective in removing iron particles

from chopped or semi-liquid products. However, these mag-
netic traps are not useful for removing nonmagnetic metals
such as stainless steel or aluminum. Therefore, the use of
electronic metal detectors is highly recommended for
sausage emulsions, can filling lines (especially baby foods),
etc. Metal detectors are usually installed so an alarm (either
a bell or light or both) is activated when a metal fragment is
in the detection zone. The production line should stop auto-
matically when the detector is activated. Alternatively, some
systems are arranged so that the nant(s) is automatically
removed from the production line.

The FDA and USDA do not currently regulate the use
of metal detectors for normal production. The agencies do
encourage food plant operators to voluntarily use metal
detectors whenever possible. The agencies review and
evaluate metal detectors using the same sanitary standards
applied to other types of equipment.

The sensitivity and reliability of metal detectors varies
depending on aperture size, type of food product, fre-
quency and method of calibration, and numerous other
variables. Since many of the involved factors are not
related to the design of the unit itself, the agencies do not
currently classify metal detectors. However, the following
classification standard is offered on a voluntary basis.

Classification* Spherical Diameter Type of Metal

A 1/32 inch (.794 mm) 316 stainless
B 1/16 inch (1.588 mm) 316 stainless
C 1 / 8 inch (8.175 mm) 316 stainless
D**

*To test a metal detector, a metal sphere of the size and type indicated
(generally imbedded in an acceptable, non-metallic material) is passed
through the center of the aperture. The detector must detect in at least 9
of the 10 pass through to qualify for the applicable classification.

**The “D” classification identifies those detectors which are either not
sensitive to the 1/8 inch (3.175 mm) level or are installed in a manner
that prevents testing in the described fashion.

VIII. CONVEYOR BELTS

Conveyor belts used in direct contact with food product
must be moisture resistant and nonabsorbent. Convey
belts should have the edges sealed with the same material
as is used for the food contact surface. In addition, belting
material must be chemically acceptable and approved by
the FDA/USDA. Conveyors with trough like sides and
bed should have a quick belt tension release device to
allow cleaning under the belt.

IX. JET-VACUUM EQUIPMENT

Equipment used for cleaning jars or cans should have
safety devices to indicate malfunction of either jet or
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vacuum elements. If necessary, vents to the outside should
be provided to control exhaust currents and to prevent
dust and/or paper particles from being blown back into
cleaned containers.

X. HOSES

Hoses used for product contact should comply with rec-
ommendations of trade associations or be accepted by
both FDA/USDA. The hose material must be installed in
a manner that allows for inspection of the interior surface.
Sanitary connectors can be installed at appropriate inter-
vals to allow breakdown for visual inspection or use of
inspection devices, such as, boroscopes.

Hoses without sanitary connectors are acceptable for
steam and water lines where breakdown for cleaning and
inspection is not necessary. However, hoses used for 
re-circulating water into and out of product contact areas
must satisfy the requirement for product contact hoses.

XI. PICKLE LINE

Pickle lines should be either stainless steel or some other
USDA acceptable material. If re-circulated, pickle line
should be filtered and re-circulated through a system that
can be disassembled to the extent necessary for thorough
cleaning and inspection.

XII. SMOKEHOUSES, OVENS

Smokehouses or ovens must be designed for easy clean-
ing and inspection of all inner and outer surfaces. Ducts
should be designed to be easily disassembled to the extent
necessary for thorough cleaning and inspection. Spray
heads for dispensing liquid smoke must be mounted
below the level of the rails and trolleys. If liquid smoke is
to be recirculated, the pump and pipelines must be of san-
itary type construction. Liquid smoke cannot be re-circu-
lated if product is on rack trucks.

XIII. SCREENS AND FILTERS

Screens and straining devices should be readily removable
for cleaning and inspection and should be designed to pre-
vent incorrect installation. Permanent screens should be
constructed of non-corrosive metals. Synthetic filter mate-
rials should have clearance from trade associations. The
same applies to filters intended for direct product contact.
Filter paper should be single service. Filter cloths should
be washable. Asbestos is not acceptable for use as filter-
ing material or for any other purpose.

XIV. VENT STACKS FROM HOODS

Vent stacks from covered cooking vats or hoods over cook
tanks and CO2 equipment should be arranged or constructed

so as to prevent drainage of condensate back into the
product zone.

XV. ULTRAVIOLET (UV LAMPS)

Ultraviolet lamps which generate ozone are restricted for
use as described under Ozone Producing Equipment. UV
lamps which do not produce ozone may be used in any
area provided shields are used to prevent exposure of
workers to direct or reflected UV rays. Otherwise, rooms
where unshielded UV lights are used should be equipped
with switches at all entry points so the units may be turned
off before workers enter. These switches should be identi-
fied with suitable placards such as, “Ultraviolet Lights.”
Employees should not enter areas where unshielded UV
lights are burning because of possible damage to skin 
and eyes.

XVI. HEAT EXCHANGERS

Heat exchangers may be used to heat or cool product. Heat
exchangers may also be used to heat or cool gases or liquids
which directly contact product. However, extreme caution
should be exercised to prevent contamination. Inspectors
and plant personnel should be alert to the following condi-
tions and requirements.

1. Only heat exchanger media authorized by trade
associations, FDA, USDA and other standardi-
zation bodies in the U.S. can be used for appli-
cations involving food product. Common
materials such as brine or ammonia need not be
submitted for review. Under no circumstances
can toxic materials be used.

2. Heat exchangers should be routinely pressure
tested to ensure that pinholes, hairline cracks,
loose fittings, or other similar defects are not
present. Presence of off-color, off-odor, and/or
off-flavor may indicate leakage. Frequent
depletion of heat exchange media may also
indicate leakage.

3. Pressure on the product side should be higher
than the media side.

XVII. IN-PLANT TRUCKS

Trucks used to transport product within the plant should
be constructed of stainless steel. However, galvanized
metal is acceptable provided it is maintained in a good
state of repair and is re-galvanizcd when necessary.
Trucks should be free of cracks and rough seams. Metal
wheels should be avoided as they cause deterioration of
the floor surfaces. All trucks should have some means of
affixing a tag. This can be accomplished by drilling two
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holes approximately 1 inch (25.4 mm) apart in the lip of
the truck to accommodate string or wire.

XVIII. AIR COMPRESSORS

Compressed air may be used to directly contact product
and/or product contact surfaces provided the air is filtered
before entering a compressor and it is clean and free of
moisture, oil, or other foreign material when contacting
product or product contact surfaces. Lubricants and
coolants directly contacting air should be authorized by
trade associations, FDA, USDA and other standardization
bodies in the U.S.

Compressed air storage tanks should have a drain.
Water and oil traps must be located between storage tanks
and the point of use. Spent air must be exhausted in a
manner to prevent product contamination.

Air directly contacting product or product contact sur-
faces should be filtered as near the air outlet as feasible.
Filters should be readily removable for cleaning or
replacement and should be capable of filtering out 50
micron particles (measured in the longest dimension). Air
intake on votators should also be filtered.

XIX. PRODUCT RECONDITIONING
EQUIPMENT

Product which is accidentally soiled may be cleaned on a
separate, conveniently located wash table or sink. This wash
station should be properly equipped with sprays and a
removable, perforated plate to hold product off the bottom.
The station should be identified as a “product wash station”
and cannot be used for hand or implement washing.

XX. ELECTRIC CORDS

Accepting the use of electric cords should be based on both
sanitary and safety considerations. Drop cords suspended
from the ceiling may be retractable and used to connect
portable equipment on an as needed basis if the cords are
properly wired to the power source. Electric cords should
not be strung across the floor even on a temporary basis.

XXI. ELECTRIC INSECT TRAPS

Electric insect traps may be used in edible product handling
and storage areas provided the following conditions are met.

1. The equipment should be made of acceptable
non-corrosive materials.

2. The traps must not be placed above uncovered
product or above uncovered product traffic ways.

3. The electrified components are either apparent
or properly identified; insulated from non-elec-
trified components; and covered with a protec-
tive grille to prevent electric shock hazard. 

4. The equipment should have a removable shelf
or drawer which collects all trapped insects.

5. The equipment is designed and constructed so
that all dead insects are trapped in the remov-
able shelf or drawer. (Insects must not collect
on the protective grille.)

Removable drawers or shelves should be emptied as
often as necessary. If the drawer or shelf becomes full of
dead insects, then the fourth requirement above cannot be
met so the equipment should be rejected for use. Dead
insects must be removed from the unit before they create
an odor problem. They cannot be left in the unit as “bait.”

XXII. INEDIBLE PRODUCT EQUIPMENT

Containers for handling and transporting inedible prod-
ucts should be watertight; maintained in a good state of
repair (no rust or corrosion); and clearly marked with an
appropriate identification. All inedible product containers
in the plant should be uniformly identified. Inedible prod-
uct containers should be cleaned before being moved into
an edible products department.

Metal barrels, tanks, or trucks may be used for hold-
ing inedible poultry products in specially designated ined-
ible product rooms. Alternatively, the containers may be
stored outside the building provided the storage area is
paved, drained, and conveniently located. These storage
areas should also be equipped with nearby hose connec-
tions for cleanup.

XXIII. BLOW-OFF EQUIPMENT USING
COMPRESSED AIR

Filters used on the compressed-air line should be readily
removable for cleaning or replacement and should be
capable of filtering out 50 micron particles.

The air-pressure must be measured and recorded with
appropriate devices and must be set to deliver 75 to 125
psi (5.27 to 8.79 Kg/sq. cm).

The blown air must be confined so that it is captured
by a water curtain or by an exhaust system that has a suc-
tion of at least 1500 cfm (425 Hectoliters/min) at the point
of exhaust.

XXIV. OZONE PRODUCING EQUIPMENT

Equipment which produces ozone may be used only in
coolers designated for certain types of products, e.g.,
aging meat. The ozone concentration in the air must be
measured and recorded with appropriate devices and can-
not exceed 0.1 ppm. Ozone generating equipment should
be turned off and the ozone permitted to dissipate before
any in-house or external inspection is performed.
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XXV. OZONE WATER TREATMENT AND
RECYCLING EQUIPMENT

Equipment used to ozonize and recycle water should be
constructed from non-corrosive type material with safe and
easy access for cleanup and sanitary inspection of all com-
ponent parts. Pumps and piping should be of acceptable
sanitary type, demountable, with quick disconnect mecha-
nisms at each change of direction. Tanks, funnels, ozone
generators, filter housings and filter media should have
FDA/USDA acceptance and approval and they should be
easily demountable for cleanup and sanitary inspection. A
written approval of a water re-use procedure may be needed
by state and federal regulators. There should also be written
procedures for measuring and recording the total bacteria
count and the total organic carbon level (TOC) in the ozone
treated water returning to the source of use. [Established
guidelines: a total aerobic plate count of less than 1000/mL,
coliform less than 10/mL, and E. coli less than 2/mL.] All
systems should have monitoring devices online:

1. to measure and record the ozone level and con-
centration in the immediate area (ozone con-
centration cannot exceed 0.1 ppm);

2. to measure and record ozone level and range of
turbidity in the water being returned to the source
of use; all ozone must be dissipated at this time
and turbidity must be within the range of 0.5–5.0
NTU (nephelometric turbidity units); and

3. to automatically interrupt the water flow if the
quality of the ozone treated water does not
comply with established NTU guidelines.

XXVI. SANITIZING SOLUTIONS, TESTING
DEVICES

A test kit or other device that accurately measures the con-
centration in mg/L of sanitizing solutions should be pro-
vided. Testing devices to measure the concentration of
sanitizing solutions are required for two reasons:

1. The use of chemical sanitizers requires mini-
mum concentrations of the sanitizer during the
final rinse step to assure sanitization; and 

2. Too much sanitizer in the final rinse water
could be toxic.

XXVII. LOCATION AND INSTALLATION

1. Fixed Equipment, Spacing or Sealing

A unit of equipment that is fixed because it is not easily
movable should be installed so that it is:

a. Spaced to allow access for cleaning along the
sides, behind, and above the unit; 

b. Spaced from adjoining equipment, walls, and
ceilings a distance of not more than 1 millime-
ter or 1/32 inch; or

c. Sealed to adjoining equipment or walls, if the
unit is exposed to spillage or seepage.

Table-mounted equipment that is not easily movable
should be installed to allow cleaning of the equipment and
areas underneath and around the equipment by being:
(a) sealed to the table; or (b) elevated on legs as specified.

When the weight of the equipment exceeds 14 kg (30
pounds), it is no longer considered by the definition to be
easily movable. Consequently, the following guide is noted:

a. Allows accessibility for cleaning on all sides,
above, and underneath the units or minimizes the
need for cleaning due to closely abutted surfaces; 

b. Assures that equipment that is subject to mois-
ture is sealed;

c. Prevents the harborage of insects and 
rodents; and 

d. Provides accessibility for the monitoring of pests. 

2. Fixed Equipment, Elevation or Sealing

Floor-mounted equipment that is not easily movable
should be sealed to the floor or elevated on legs that pro-
vide at least a 15 centimeter (6 inch) clearance between the
floor and the equipment. However, if no part of the floor
under the floor-mounted equipment is more than 15 cen-
timeters (6 inches) from the point of cleaning access, the
clearance space may be only 10 centimeters (4 inches).

The above suggestions do not apply to display shelv-
ing units, display refrigeration units, and display freezer
units located in the consumer shopping areas of a retail
food store, if the floor under the units is maintained clean.

Table-mounted equipment that is not easily movable
should be elevated on legs that provide at least a 10 cen-
timeter (4 inch) clearance between the table and the
equipment. However, the clearance space between the
table and table-mounted equipment may be:

a. 7.5 centimeters (3 inches) if the horizontal dis-
tance of the table top under the equipment is no
more than 50 centimeters (20 inches) from the
point of access for cleaning; or 

b. 2.5 centimeters (2 inches) if the horizontal dis-
tance of the table top under the equipment is no
more than 7.5 centimeters (3 inches) from the
point of access for cleaning.

3. Summary

Stationary equipment or equipment not easily moveable
(i.e., no casters) should be installed far enough from walls
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and support columns to allow thorough cleaning and
inspection. In addition, there must be ample clearance
between the floor and the ceiling. If these clearances are
not possible, then equipment should be sealed watertight
to the surfaces. All wall mounted cabinets, electrical con-
nections, and electronic components should be at least 
1 inch from the wall or sealed watertight to the wall.

The inability to adequately or effectively clean areas
under equipment could create a situation that may attract
insects and rodents and accumulate pathogenic microor-
ganisms that are transmissible through food. 

The effectiveness of cleaning is directly affected by
the ability to access all areas to clean fixed equipment. It
may be necessary to elevate the equipment. When elevat-
ing equipment is not feasible or prohibitively expensive,
sealing to prevent contamination is required. 

The economic impact of the requirement to elevate
display units in retail food stores, coupled with the fact
that the design, weight, and size of such units are not con-
ducive to casters or legs, led to the exception for certain
units located in consumer shopping areas, provided the
floor under the units is kept clean. This exception for
retail food store display equipment including shelving,
refrigeration, and freezer units in the consumer shopping
areas requires a rigorous cleaning schedule. 

XXVIII. MAINTENANCE AND OPERATION

A. EQUIPMENT

1. Good Repair and Proper Adjustment

a. Equipment should be maintained in a state of
repair and condition that meets the require-
ments specified in this chapter.

b. Equipment components such as doors, seals,
hinges, fasteners, and kick plates should be
kept intact, tight, and adjusted in accordance
with manufacturers’ specifications.

c. Cutting or piercing parts of can openers should
be kept sharp to minimize the creation of metal
fragments that can contaminate food when the
container is opened.

Proper maintenance of equipment to manufacturer
specifications helps assure that it will continue to operate
as designed. Failure to properly maintain equipment could
lead to violations of the associated requirements that place
the health of the consumer at risk. For example, refriger-
ation units in disrepair may no longer be capable of prop-
erly cooling or holding potentially hazardous foods at safe
temperatures.

The cutting or piercing parts of can openers may accu-
mulate metal fragments that could lead to food containing
foreign objects and, possibly, result in consumer injury.

Adequate cleaning and sanitization of dishes and
utensils using a warewashing machine is directly
dependent on the exposure time during the wash, rinse,
and sanitizing cycles. Failure to meet manufacturer and
stated requirements for cycle times could result in failure
to clean and sanitize. For example, high temperature
machines depend on the buildup of heat on the surface of
dishes to accomplish sanitization. If the exposure time
during any of the cycles is not met, the surface of the
items may not reach the time-temperature parameter
required for sanitization. Exposure time is also impor-
tant in warewashing machines that use a chemical sani-
tizer since the sanitizer must contact the items long
enough for sanitization to occur. In addition, a chemical
sanitizer will not sanitize a dirty dish; therefore, the
cycle times during the wash and rinse phases are critical
to sanitization. 

B. CUTTING SURFACES

Surfaces such as cutting blocks and boards that are subject
to scratching and scoring should be resurfaced if they can
no longer be effectively cleaned and sanitized, or dis-
carded if they are not capable of being resurfaced.

Cutting surfaces such as cutting boards and blocks
that become scratched and scored may be difficult to clean
and sanitize. As a result, pathogenic microorganisms
transmissible through food may build up or accumulate.
These microorganisms may be transferred to foods that
are prepared on such surfaces.

XXIX. CLEANING OF EQUIPMENT AND
UTENSILS

A. OBJECTIVES

1. Equipment, Food-Contact Surfaces, 
Nonfood-Contact Surfaces, and Utensils

a. Equipment food-contact surfaces and utensils
should be clean to sight and touch. The food-
contact surfaces of cooking equipment and
pans should be kept free of encrusted grease
deposits and other soil accumulations.

b. Nonfood-contact surfaces of equipment should
be kept free of an accumulation of dust, dirt,
food residue, and other debris.

The objective of cleaning focuses on the need to
remove organic matter from food-contact surfaces so that
sanitization can occur and to remove soil from nonfood
contact surfaces so that pathogenic microorganisms will
not be allowed to accumulate and insects and rodents will
not be attracted. 
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B. FREQUENCY

1. Nonfood-Contact Surfaces

Nonfood-contact surfaces of equipment should be cleaned
at a frequency necessary to preclude accumulation of soil
residues. 

The presence of food debris or dirt on nonfood con-
tact surfaces may provide a suitable environment for the
growth of microorganisms which employees may inad-
vertently transfer to food. If these areas are not kept clean,
they may also provide harborage for roaches, flies, mice,
and other pests.

C. METHODS

1. Dry Cleaning

a. If used, dry cleaning methods such as brushing,
scraping, and vacuuming should contact only
surfaces that are soiled with dry food residues
that are not potentially hazardous.

b. Cleaning equipment used in dry cleaning food-
contact surfaces may not be used for any other
purpose.

Dry cleaning methods are indicated in only a few oper-
ations, which are limited to dry foods that are not poten-
tially hazardous. Under some circumstances, attempts at
wet cleaning may create microbiological concerns.

2. Precleaning

a. Food debris on equipment and utensils should
be scrapped over a waste disposal unit, scupper,
or garbage receptacle or should be removed in
a warewashing machine with a prewash cycle.

b. If necessary for effective cleaning, utensils and
equipment should be preflushed, scrubbed with
abrasives, or presoaked.

Precleaning of utensils, dishes, and food equipment
allows for the removal of grease and food debris to facili-
tate the cleaning action of the detergent. Depending upon
the condition of the surface to be cleaned, detergent alone
may not be sufficient to loosen soil for cleaning. Heavily
soiled surfaces may need to be presoaked or scrubbed
with an abrasive. 

3. Wet Cleaning

a. Equipment food-contact surfaces and utensils
should be effectively washed to remove or
completely loosen soils by using the manual or
mechanical means necessary such as the appli-
cation of detergents containing wetting agents

and emulsifiers; acid, alkaline, or abrasive
cleaners; hot water; brushes; scouring pads; or
high-pressure sprays. 

b. The washing procedures selected should be
based on the type and purpose of the equipment
or utensil, and on the type of soil to be
removed.

Because of the variety of cleaning agents available
and the many different types of soil to be removed it is not
possible to recommend one cleaning agent to fit all situa-
tions. Each of the different types of cleaners works best
under different conditions (i.e., some work best on grease,
some work best in warm water, others work best in hot
water). The specific chemical selected should be compat-
ible with any other chemicals to be used in the operation
such as a sanitizer or drying agent. 

XXX. SANITIZATION OF EQUIPMENT
AND UTENSILS

A. OBJECTIVE

1. Food-Contact Surfaces and Utensils

Equipment food-contact surfaces and utensils should be
sanitized.

Effective sanitization procedures destroy organisms
of public health importance that may be present on wip-
ing cloths, food equipment, or utensils after cleaning, or
which have been introduced into the rinse solution. It is
important that surfaces be clean before being sanitized to
allow the sanitizer to achieve its maximum benefit.

B. FREQUENCY

1. Before Use and After Cleaning

Utensils and food-contact surfaces of equipment
should be sanitized before use and after cleaning.

Sanitization is accomplished after the warewashing
steps of cleaning and rinsing so that utensils and food-
contact surfaces are sanitized before coming in contact
with food and before use. 

C. METHODS

1. Hot Water and Chemical

After being cleaned, equipment food-contact surfaces
and utensils should be sanitized in:

a. Hot water manual operations by immersion for
at least 30 seconds as specified in standard
manuals;
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b. Hot water mechanical operations by being
cycled through equipment that is set up as spec-
ified elsewhere and achieving a utensil surface
temperature of 71°C (160°F) as measured by an
irreversible registering temperature indicator; or 

Chemical manual or mechanical operations, including
the application of sanitizing chemicals by immersion,
manual swabbing, brushing, or pressure spraying meth-
ods, using a solution as specified in a standard manual,
FDA/USDA regulations, and trade recommendations by
providing:

1. An exposure time of at least 10 seconds for a
chlorine solution,

2. An exposure time of at least 30 seconds for
other chemical sanitizer solutions, or

3. An exposure time used in relationship with a
combination of temperature, concentration, and
pH that, when evaluated for efficacy, yields
sanitization as defined elsewhere.

Efficacious sanitization is dependent upon warewash-
ing being conducted within certain parameters. Time is a
parameter applicable to both chemical and hot water san-
itization. The time that hot water or chemicals contact
utensils or food-contact surfaces must be sufficient to
destroy pathogens that may remain on surfaces after
cleaning. Other parameters, such as temperature or chem-
ical concentration, are used in combination with time to
deliver effective sanitization.

XXXI. PROTECTION OF CLEAN ITEMS

A. DRYING

1. Equipment and Utensils: Air-Drying Required

a. After cleaning and sanitizing, equipment and
utensils may not be cloth-dried.

b. Equipment and utensils may be air-dried or
used after adequate draining as specified in
FDA regulations (21 CFR 178.1010 Sanitizing
solutions), before contact with food.

c. Utensils that have been air-dried may be
polished with cloths that are maintained clean
and dry.

d. Items must be allowed to drain and to air-dry
before being stacked or stored. Stacking wet
items such as pans prevents them from drying
and may allow an environment where microor-
ganisms can begin to grow. Cloth drying of
equipment and utensils is prohibited to prevent
the possible transfer of microorganisms to
equipment or utensils.

B. LUBRICATING AND REASSEMBLING

Lubricants should be applied to food-contact surfaces that
require lubrication in a manner so that food-contact sur-
faces are not contaminated.

Equipment should be reassembled so that food con-
tact surfaces are not contaminated.

C. STORING

Cleaned equipment and utensils should be stored:

1. In a clean, dry location;
2. Where they are not exposed to splash, dust, or

other contamination; and
3. At least 15 cm (6 inches) above the floor.

Further, equipment and utensils should be stored:

1. In a self-draining position; and
2. Covered or inverted.

Clean equipment and multi-use utensils which have
been cleaned and sanitized can become contaminated before
their intended use in a variety of ways such as through water
leakage, pest infestation, or other insanitary conditions.

Cleaned and sanitized equipment and utensils may not
be stored:

1. In locker rooms;
2. In toilet rooms;
3. In garbage rooms;
4. In mechanical rooms;
5. Under sewer lines that are not shielded to inter-

cept potential drips;
6. Under leaking water lines including leaking

automatic fire sprinkler heads or under lines on
which water has condensed; 

7. Under open stairwells; or
8. Under other sources of contamination.

The improper storage of clean and sanitized equipment,
and utensils may allow contamination before their intended
use. Contamination can be caused by moisture from
absorption, flooding, drippage, or splash. It can also be
caused by food debris, toxic materials, litter, dust, and other
materials. The contamination is often related to unhygienic
employee practices, unacceptable high-risk storage loca-
tions, or improper construction of storage facilities.

XXXII. CONCLUSION

For any food processor, the sanitation of equipment is 
a permanent problem. Contamination of food or food
ingredients by unclean equipment has been the cause of
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foodborne diseases in human population throughout the
history of modern civilization. 

It is important that a food processor comply with good
manufacturing practices to reduce the potential of equip-
ment being the source of human pathogens or poisonous
chemicals.
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I. INTRODUCTION

The Departments of Agriculture of most states in this
country have issued some basic regulations governing
frozen food processing plants. Such regulations have,
among others, a major objective of assuring that the
frozen food products are safe for public consumption. 

This chapter has provided a modified version of those
regulations issued by the Pennsylvania Department of
Agriculture. The modification transforms a legal docu-
ment into an easy-to-read scientific discussion. Consult
the Pennsylvania Code for a copy of the original legal
document [Title 7 Agriculture, Part III Bureau of food
safety and laboratory services, Chapter 37, Frozen foods,
Subchapters B-G, Sections 37.11–37.216.].

A. DEFINITIONS

Accessible. Easily exposed for cleaning and inspection
with the use of simple tools, such as those normally used
by maintenance personnel.

Air temperature. The equilibrated temperature of the
air environment in question.

Break-up room. Any area, or space within a ware-
house, used primarily for the purpose of organizing cased
frozen food into lots for individual consignment on route
delivery.

Display case. Any case, cabinet or other facility used
for displaying frozen food for sale.

Food product zone. Those surfaces with which food is
normally in contact and those surfaces with which food
may come in contact during processing, conveying, hold-
ing, refrigeration and packing, and which may drain onto
product contact surfaces or into the product.

Freezing cycle. Lowering the internal product temper-
ature of a food product to a temperature of 0°F or lower.

Frozen food. Any article used for food or drink by man
or other animal which is all of the following: processed;

packaged and preserved by freezing in accordance with
good commercial practices; intended for sale in the frozen
state.

Internal product temperature. The equilibrated prod-
uct temperature of frozen food.

Operator. (1) Any person, firm or corporation operat-
ing or maintaining a frozen food plant or warehouse for
the purpose of commercially preparing or storing frozen
food. (2) Any person, firm, or corporation, operating or
offering to operate, a vehicle for the purpose of transport-
ing frozen food.

Readily (or easily) accessible. Easily exposed without
the use of tools, for cleaning and inspection.

Readily removable. When a component part shall be
capable of being separated from the principal part without
the use of tools.

Ready to eat frozen food. A frozen food product
which has been factory processed to the point at which it
is ready for use as a food and may or may not require fur-
ther heating before use.

Removable. When a component part shall be capable
of being separated from the principal part with the use of
simple tools, such as those normally used by maintenance
personnel.

Retail outlet. Any building, room, or parts thereof,
where the sale of frozen food is conducted to the ultimate
consuming purchaser.

Route delivery. The transportation of frozen food,
with frequent stops for partial unloading.

Sale. Any and every transaction including the dis-
pensing, giving, delivering, serving, exposing, storing or
any other possessing of frozen food wherein frozen food
is subject to transfer to another person.

Storage room or facility. Any area or space within a
warehouse used for the purpose of storing frozen food.

Transportation. The physical movement, or the accept-
ance for physical movement, of frozen food by a carrier.
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Vehicle. Any van, truck, trailer, automobile, wagon,
ship, barge, freight car, airplane or other means for trans-
porting frozen food.

Warehouse. Any structure, room or part thereof, used
for the purpose of storing commercially processed or
manufactured frozen food.

B. TEMPERATURES

1. Air Temperature

All frozen food should be held at an air temperature of 0°F
or lower, except for defrost cycles, loading and unloading
or for other temporary conditions beyond the immediate
control of the person under whose care or supervision the
frozen food is held. Only those frozen foods destined for
further processing or repackaging in smaller units should
be defrosted for such purposes. All such defrosting should
be in accordance with good sanitary precautions.

2. Internal Product Temperature

The internal product temperature of frozen food should be
maintained at 0°F or lower except when the product is sub-
jected to the conditions provided and relating to air temper-
ature. When the frozen food is subjected to such conditions
the internal product temperature should not exceed 10°F
except during further processing. In all cases the product
should be returned to 0°F as quickly as possible.

When an accurate determination of internal product tem-
perature of any case of frozen food fails without having sac-
rificed the packaged frozen food, representative packages or
units should be opened to allow inserting of the sensing ele-
ment to the approximate center of the packages in question.

Internal product temperature of cases of consumer
packages of frozen food should be determined in the fol-
lowing manner:

1. Open the top of the case and remove two corner
packages.

2. Punch a hole in the case from the inside. The
stem of the thermometer should not be used for
punching. The hole should be positioned so that
when the thermometer stem is inserted from the
outside it fits snugly between packages.

3. The temperature may be read after 5 minutes.
4. Thermometers or other temperature measuring

devices should have an accuracy of plus or
minus 2°F.

II. GENERAL REQUIREMENTS

A. SEPARATION FROM LIVING QUARTERS AND

OBJECTIONABLE CONDITIONS

Frozen food preparation plants should be completely 
separated from areas used as living quarters by solid,

impervious floors, walls and ceilings, with no connecting
openings.

Food processing plants should be located in areas rea-
sonably free from objectionable odors, smoke, fly ash and
dust or other contamination. Objectionable conditions are
often prevalent in the environs of the following facilities,
though not limited to such facilities:

1. Oil refineries.
2. City dumps.
3. Chemical plants.
4. Sewage treatment plants.
5. Dye-works.
6. Paper pulp mills.

B. ACCESSWAYS; PARKING AREAS; EXPANSION

Adequate, dust-proof accessways for all vehicular traffic,
connecting loading and unloading areas of the plant to the
public streets, should be available. Employee parking areas
and access roads close by the food processing plant should
be hard surfaced with a binder of tar, cement or asphalt.

When planning a plant, due consideration should be
given to providing for an arrangement of buildings and
necessary space to permit future expansion. Coolers,
freezers, and the various processing departments should
be so located that they may be enlarged without adversely
affecting other departments.

C. POTABLE WATER; NONPOTABLE WATER

The plant should have an ample supply of potable water
available from an approved public or private source as
specified

Whenever a nonpotable water supply is necessary it
should not be used in a manner which will bring it into
contact with the product or product zone of equipment.
Nonpotable water systems should be kept entirely sepa-
rate from the potable water supply. The nonpotable water
lines should be positively identified by paint of a distinc-
tive color.

D. EQUIPMENT INSTALLATION; HOT AND COLD

WATER; CLEAN-UP; SEWAGE SYSTEMS

Equipment should be so installed and used that back
siphonage of foreign liquids into the potable water lines is
impossible.

Hot and cold water in ample supply should be pro-
vided for all plant cleanup needs. Hoses used for cleanup
should be stored on racks or reels when not in use. 

Disposal of liquid wastes should be through the 
public sewage system, if available and permitted by 
local ordinances, or by a properly designed and installed
private facility. Private liquid waste treatment facilities
should be approved by the health authority having 
jurisdiction.
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III. PLANT LAYOUT

A. PRODUCT PREPARATION AND PROCESSING; 
PREPARATORY OPERATIONS AREAS

Product preparation and processing (including freezing)
departments should be of sufficient size to permit the
installation of all necessary equipment with ample space
for plant operations, and with unobstructed truckways for
conveyances of raw materials and processed products. The
plant should be so arranged that there is a proper produc-
tion flow of materials, without undue congestion or back-
tracking, from the time raw materials are received until the
frozen, packaged article is shipped from the plant.

Raw material storage rooms and areas where prepara-
tory operations, such as washing and peeling of fruits and
vegetables and the evisceration of poultry, are carried on
should be separate from areas where frozen food is for-
mulated, processed and packaged. Doors connecting vari-
ous rooms or openings to the outside should be tightly
fitted and kept in a closed position by self-closing devices.

B. REFRIGERATION FACILITIES; QUICK FREEZING

FACILITIES; WASTE STORAGE ROOMS

Facilities for holding products under refrigeration until
processed should be provided.

Whenever facilities for quick freezing the processed
product are used, they should be so located as to be con-
venient to the food processing and packaging depart-
ments. Ample freezer storage should be provided, located
conveniently to the quick freezing facilities. Freezer stor-
age should not, however, be required if the frozen prod-
ucts are immediately removed from the establishment.

Separate rooms for storing inedible materials such as
fruit and vegetable peels, and feathers and bones pending
removal from the plant, should be provided in a location
convenient to the various preparation and processing areas. 

Waste storage rooms should be of sufficient size to
permit the proper storage of filled and empty metal or
other relatively nonabsorbent refuse containers and their
lids. Waste storage rooms should be equipped with effi-
cient power exhaust ventilation systems, hot and cold
water outlets, and adequate floor drainage. The discharge
from the exhaust system should be located well away
from fresh air inlets into the plant.

C. STORAGE OF PACKAGING AND LABELING

MATERIALS; FACILITIES FOR INEDIBLE PRODUCTS;
CLEANING ROOM; DOCKAGE AREAS

Packaging and labeling materials should be stored in an
area separate from but convenient to the packaging depart-
ment, except that small quantities of such supplies which
are necessary for maintaining continuity of operations may
be stored in the processing and packaging departments.

Facilities for inedible products and catch basins,
should be located so as to avoid objectionable conditions
affecting the preparation and handling of edible products.

A separate room or area and the proper facilities for
cleaning equipment such as trays, hand trucks and imple-
ments, should be provided in a location convenient to the
processing department. A power exhaust system should be
provided to dispel steam and vapors from the room.

Dockage areas should be of adequate size, con-
structed of impervious materials and so drained as to min-
imize the entrance into the plant of dust, dirt and other
contaminants from the receiving and shipping operations.
If live animals are received a separate dock should be pro-
vided for this purpose.

D. DRESSING ROOMS; TOILET ROOMS; EATING

Well located, properly ventilated dressing rooms and toi-
let rooms of ample size should be provided for employ-
eees. Dressing rooms should be separated from adjoining
toilet rooms by tight, full height walls or partitions. Toilet
rooms should not be entered directly from a work room
but through an intervening dressing room or a properly
ventilated toilet room vestibule.

Standard building codes should govern such matters
as the following:

1. Ventilation and lighting of toilet and dressing
rooms.

2. Ratio of toilet, handwashing facilities, and uri-
nals to the number of employees using such
facilities.

3. Type of fixtures used.
4. Manner of installation of plumbing in such

rooms.

Employees should not eat in food processing or pack-
aging areas.

IV. PLANT CONSTRUCTION

A. FLOORS; WALLS; CEILINGS; WINDOW LEDGES;
RODENTS; VERMIN

Floors should be constructed of durable material which is
easily cleaned and skid resistant. Where floors are wet
cleaned, they should be sloped to drain.

Regarding the walls of the plant:

1. Interior walls should be constructed of smooth,
cleanable, surfaces applied to a suitable base.

2. Dressed lumber should be used for exposed inte-
rior woodwork. Exposed wood surfaces should
be finished with nontoxic oil or plastic paint or
treated with hot linseed oil or clear wood sealer.
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3. Coves with radii sufficient to promote sanita-
tion should be installed at the juncture of floors
and walls in all processing rooms.

Ceilings should be of adequate height and of smooth,
cleanable material.

Window ledges should be sloped at least 45° to the
interior to promote sanitation.

Frozen food plants and warehouses should be so con-
structed as to be rodent resistant. Exterior window and
door openings should be equipped with effective insect
and rodent screens. Where doors in outside walls of food
handling areas are used for loading or unloading, fly
chaser; fans and ducts or other effective means should be
provided at such doors to prevent the entrance of insects.

B. STAIRS; REFRIGERATOR DOORS; VARIATIONS

FROM REQUIREMENTS

Stairs in product handling departments should be con-
structed with solid treads and closed risers and should
have side curbs of similar material, which should be 6
inches high as measured at the front edge of the tread.

Regarding the refrigerator doors:

1. Refrigerator doors and jambs should be cov-
ered with rust-resisting metal securely affixed
to the doors and jambs. 

2 Joints necessary for installation should be
welded, soldered or otherwise effectively
sealed.

3 The juncture of the metal covering on jambs
and walls should be sealed with a flexible seal-
ing compound.

4. Doorways through which the product is trans-
ferred, either on overhead rails or on hand
trucks, should be sufficiently wide to permit
free passage of the largest trucks or the widest
suspended products without contact with the
jambs.

The requirements for building materials listed in this
chapter represent minimum requirements. Variations
should be acceptable provided the substitutions are equal
to or exceed minimum requirements.

V. PLUMBING AND FLOOR DRAINAGE

A. WET PROCESSING AREAS; HAND WASHING

FACILITIES; STERILIZERS

Floors should be sloped and drains functionally located to
provide adequate drainage. In wet processing areas the
type and size of floor drains and sanitary sewage lines
used and the method of installing such facilities and other

plumbing equipment should conform to Commonwealth
or local regulations.

Hand washing facilities should be located conve-
niently to all locations where products are prepared 
and processed. Lavatories should be supplied with the fol-
lowing:

1. Hot and cold or warm running water.
2. Powdered or liquid soap in a suitable dispenser.
3. An ample supply of single service towels or

electric air dryers.
4. A suitable receptacle for used towels.

Where sterilizers are required they should be large
enough to allow complete immersion of tools and other
implements. Sterilizing facilities should have the following:

1. A water line.
2. A means of heating the water.
3. An overflow outlet.
4. A means of emptying the receptacle.

VI. LIGHTING; VENTILATION

A. WORK ROOMS AND DRESSING ROOMS; FRESH

AIR INTAKES; GENERAL LIGHT INTENSITIES

Work rooms and dressing rooms:

1. Work rooms and employee dressing rooms
should have means for furnishing adequate nat-
ural light, which may be accomplished by hav-
ing windows or skylights of an area
approximately 25% that of the floor area.

2. Ventilation or efficient air conditioning or a
mechanical ventilation system should be pro-
vided.

3. Adequate artificial light should be provided.

Fresh air intakes:

1. Fresh air intakes for mechanical ventilation
systems should be equipped with effective
replaceable filters to prevent the entrance of
airborne contaminants.

2. Fresh air intakes should be located well away
from power exhaust system discharges and
other sources of airborne contaminants.

General light intensities:

1. The general light intensities in product prepara-
tion, processing and packaging areas should be
not less than 20 foot-candles as measured 30
inches above the floor.

Frozen Food Plant Sanitation 198-5



2. Where detailed visual tasks are required to
assure a safe, wholesome product, the intensity
of light on the surfaces of the product or product
container should be not less than 50 foot-candles.

3. At least ten foot-candles of light should be pro-
vided in all dressing rooms and at least 5 foot-
candles in all other areas of the plant.

VII. FROZEN FOOD PROCESSING
EQUIPMENT: CLASSIFICATION

These specifications should apply to the design, materials,
construction and installation of equipment used in the pro-
cessing, holding, and packaging of ready-to-eat frozen
food and the processing and holding of gravies, coating
batters, and other food ingredients containing eggs, milk,
broth and other food components capable of supporting
rapid bacterial growth. 

Design, materials, construction and installation of
frozen food equipment should be easily accessible for
cleaning and sanitizing.

In order to encourage the cleaning of equipment, the
time factor and the ease of disassembly are important con-
siderations. The unit of equipment should contain the
fewest number of parts to permit easy reassembly by
unskilled labor following cleaning.

A. GROUP A

Equipment in Group A should be used for the processing,
conveying, holding, refrigeration and packaging of
gravies, coating batters or other food ingredients contain-
ing eggs, milk or broth, alone or in combination with
other food ingredients, which are capable of supporting
rapid bacterial growth. This group includes, but is not lim-
ited to, the following:

1. Pumps.
2. Valves.
3. Pipelines and fittings.
4. Heat exchangers.
5. Homogenizers.
6. Containers.
7. Hoppers.
8. Fillers.

B. GROUP B

Equipment in Group B should be used in the processing,
holding and conveying of foods or food ingredients which
are intended to be incorporated in ready-to-eat frozen food.
This group includes, but is not limited to, the following:

1. Reservoirs.
2. Holding tanks.
3. Kettles.

4. Mixers for liquids.
5. Mixers and blenders for powders.
6. Dough mixers.
7. Flour handling equipment.
8. Fryers.
9. Cutters.

10. Dicers. 
11. Slicers.
12. Cutting boards.
13. Pumps.
14. Valves.
15. Tanks.
16. Lines and fittings for liquid sugar.
17. Lines and fittings for oil and shortening. 

C. GROUP C

Equipment in Group C should be used in the manufacture
of ready-to-eat frozen food, but applicable standards are
not available.

VIII. FROZEN FOOD PROCESSING
EQUIPMENT: MATERIALS, DESIGN
AND CONSTRUCTION: GROUPS A
AND B

Specifications and published standards for food equip-
ment have been developed by official agencies and volun-
tary organizations other than those specifically mentioned
in this chapter. These standards may be worthy of consid-
eration in the evaluation of certain equipment items. The
development organization and the area in which standards
are published are the following:

1. National Sanitation Foundation. Food prepara-
tion and service equipment. 

2. United States Department of Agriculture, Meat
Inspection Division, Meat processing equipment.

3. United States Department of Agriculture,
Poultry Inspection Division, Poultry processing
equipment.

4. United States Department of Commerce,
National Marine Fisheries Service, Fishery
products handling and processing equipment.

A. GROUP A

Effort should be made to have equipment in Group A con-
form to 3A Sanitary Standards. Standards are as follows:

1. Pumps. 3A Sanitary Standards for Pumps for
Milk and Milk Products, including both cen-
trifugal and rotary pumps

2. Valves. 3A Sanitary Standards for Inlet and
Outlet Leak Protector Plug Valves for Batch
Pasteurizers.
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3. Milk and milk products equipment. 3A Sanitary
Standards for Fittings and Connections Used on
Milk and Milk Products Equipment.

4. Heat exchangers. 3A Sanitary Standards of
Plate Type Heat Exchangers for Milk and Milk
Products.

5. Pasteurizers. 3A Accepted Practices for the
Sanitary Construction, Installation, Testing, and
Operation of High-Temperature, Short-Time
Pasteurizers.

B. GROUP B

Effort should be made to have equipment in this group con-
form to B.I.S.S.C. standards, which are promulgated by the
Baking Industry Sanitation Standards Committee. Standards
(always check for the latest version) are as follows:

1. Mixers or blenders for powders. B.I.S.S.C.
Standards pending.

2. Horizontal and vertical dough mixers. B.I.S.S.C.
Sanitary Standard No. 6, for Horizontal Mixers
and Vertical Mixers.

3. Flour handling equipment. B.I.S.S.C. Sanitation
Standard for Flour Handling Equipment.

4. Liquid sugar handling equipment. B.I.S.S.C..
5. Liquid oil and shortening handling equipment.

B.I.S.S.C.
6. Fryers. B.I.S.S.C. Sanitation Standard No. 16,

for Doughnut Equipment.
7. Depositors, fillers. B.I.S.S.C., Sanitation

Standard No. 5, for Cake Depositors, Fillers
and Icing Machines.

8. Conveyors. B.I.S.S.C., Sanitation Standard No.
7, for Conveyors.

9. Homogenizers, emulsifiers. B.I.S.S.C., Sanitation
Standard No. 18, for Emulsifiers and
Homogenizers.

IX. FROZEN FOOD PROCESSING
EQUIPMENT: MATERIALS, DESIGN AND
CONSTRUCTION: GROUP C

A. MATERIALS

1. Food surfaces:
a. Surfaces within the food product zone

should be smooth, free from pits, crevices
and loose scale, and should be relatively
nonabsorbent. Furthermore, surfaces should
be nontoxic and unaffected by food products
and cleaning compounds.

b. Sponge rubber, stone slab, linoleum, flannel
and unglazed ceramic material are basically
objectionable and should not be used.

c. Wood and cloth, if used, should be indicated
under specific application. 

2. The finish of corrosion-resistant surfaces such
as stainless steel or nickel alloy should be of
125 grit, and properly applied. 

3. Finishes of cast iron, cast and forged steel, and
cast nickel alloy should not exceed a surface
roughness of American Standard #125 or its
equivalent.

4. The use of galvanized surfaces should be 
minimal and where used should be of 
the smoothness of high quality commercial 
hot dip.

5. Copper and its alloys should not be used in
equipment where edible oils, liquid shortening,
chocolate liquor and other fatty food products
come in contact with the metal.

6. Cadmium should not be used in any manner or
form on the food equipment.

7. Lead should not be used within or adjacent to
the food product zone, with the exception of its
inclusion in dairy solder, in an amount not to
exceed current specification.

8. Plastics should be in conformity with federal
regulations.

9. Gasketing and packing materials should be rel-
atively non-porous, relatively non-absorbent,
and installed in a manner that results in a true
fit to prevent protruding into the product zone
of the creation of recesses or ledges between
the gasketed joints.

10. Coatings used in the food product zone as a lin-
ing to prevent corrosion of the base material of
food equipment should be in conformity with
federal regulations.

B. DESIGN AND CONSTRUCTION IN THE FOOD

PRODUCT ZONE

1. All parts of the product zone should be readily
accessible or should be readily removable for
cleaning and inspection.

2. All parts of the food product zone should be free
of recesses, dead ends, open seams and gaps,
crevices, protruding ledges, inside threads,
inside shoulders and bolts or rivets which form
pockets and patterns.

3. Permanent joints of metal parts should be butt
welded. Dissimilar metals should not be used in
equipment construction if their contact with
liquid products might create deleterious chemi-
cal or electrolytic action.

4. Welding within the food product zone should
be continuous, smooth, even and flush with the
adjacent surfaces.
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5. Interior corners should be provided with a min-
imum radius of 1/4 inch except where a greater
radius is required to facilitate drainage or
cleaning.

6. Equipment should be constructed and installed
to provide sufficient pitch so as to be com-
pletely self-draining.

7. Equipment which introduces air into the food
product or uses air to convey the food product
should be fitted with filters capable of with-
holding particles 50 microns or larger in size.
Such filters should be readily removable for
cartridge replacement or cleaning.

8. Bearings should be located outside the food
product zone or outboard, and should be of the
sealed or self-lubricated type. Those intended
for use with a dry granular or a dry pulverized
product directly adjacent to the food product
zone should be of the sealed type without
grease fittings. The bearings should be installed
flush to eliminate any recessed areas around the
shaft within the food product zone.

9. Shaft seal assemblies and packing glands
should be outboard and should be readily
removable. The shaft seal or packing should be
retractable within a space between the assem-
bly and bearing to facilitate easy removal of the
sealing assembly and materials for cleaning
and inspection.

10. Permanent screening and straining devices and
surfaces
a. All permanent screening and straining devi-

ces should be readily removable for cleaning
and inspection. They should be designed to
prevent replacement in an improper posi-
tion.

b. Permanent screening and straining surfaces
intended for use with a liquid or a semi-liq-
uid product should be fabricated from perfo-
rated metal.

c. Permanent screening and straining surfaces
for use with a dry granular or a dry pulver-
ized product should be designed with suffi-
cient strength for its intended use, and be
sized to efficiently remove foreign material.

11. Filtering process
a. Filtering surfaces should be readily remov-

able for cleaning and inspection.
b. Filter papers should be of the single-service

type.
c. Filter cloths and spun glass filters should be

launderable.
12. Hinges and latches should be of the simple

take-apart type.

13. Motors should be of the totally enclosed finless
type and should be mounted on the equipment
whenever possible.

14. Covers should be provided on reservoirs, hop-
pers or other vessels and should be readily
removable and fitted with drip protective
devices or facilities to prevent foreign sub-
stances from falling into the product.

C. DESIGN AND CONSTRUCTION IN THE

NONFOOD PRODUCTS ZONE

1. Safety and gear guards should be removable for
cleaning and inspection.

2. External surfaces should be free of open seams,
gaps, crevices, unused holes and inaccessible
recesses.

3. Horizontal ledges and frame members should
be kept to a minimum. External angles should
be rounded and internal angles should be
avoided.

4. Where lubrication of equipment is required
provision should be made to prevent leaking or
dripping into the food product zone.

D. INSTALLATION OF EQUIPMENT

1. Equipment should be installed on a foundation
of durable, easily cleaned material.

2. Equipment should be placed at adequate dis-
tance from walls, ceilings and floors for clean-
ing and maintenance, or sealed watertight
thereto. The preferred minimum space between
walls or ceilings should be 30 inches.

3. Whenever equipment passes through walls or
floors it should be sealed to that partition, or
sufficient clearance should be allowed to per-
mit inspection, cleaning and maintenance.

4. Wherever there is spill or drip, drains and catch
pans should be provided and should be of such
dimensions to collect all spill and drip. They
should be easily accessible or easily removable
for cleaning.

5. Where pipes pass through ceilings of process-
ing areas pipe sleeves should be inserted in the
floor above so that their upper periphery is at
least 2 inches above the floor.

E. CONNECTIONS

All electrical connections, such as switch boxes, control
boxes, conduits and box cables, should be installed a min-
imum of 3/4 inch away from the equipment or walls or be
completely sealed to the equipment or walls.
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X. OPERATING PRACTICES FOR THE
COMMERCIAL MANUFACTURE OF
FOOD

A. HANDLING AND STORAGE OF MATERIALS

Requirements for food should be as follows:

1. All food ingredients received at the plant
should be wholesome.

2. Storage conditions should protect against con-
tamination from rodents, insects and other
sources.

3. Storage temperature should be in accordance
with the following practices:
a. Ingredients requiring refrigeration should be

stored at an air temperature of 40°F or
lower. Only areas where the temperature
does not exceed 40°F should be considered
refrigerated.

b. Frozen ingredients not in process should be
stored at an air temperature of 0°F or lower.

Storage of packaging materials should be separate and
set apart from food preparation and processing operations
under conditions which should protect against contamina-
tion from rodents, insects and other sources.

General housekeeping should be conducted so that the
plant and premises present a neat and orderly appearance
at all times.

B. PERSONNEL HYGIENE

The services of an employeee with any open sore on an
exposed portion of the body or one afflicted with an infec-
tious or contagious disease should not be used except that
services of employees with finger cuts or with bandages,
finger cuts and similar type coverings may be utilized on
the condition that the employeee wears rubber gloves.
Any employeee with an upper respiratory infection should
be assigned duties outside of the areas of food prepara-
tion, processing and packaging. Visitors to food prepara-
tion, processing and packaging areas should comply with
employee requirements.

Practices for employees handling unpackaged food
should be as follows:

1. Employees should wear head covering and
should keep clothing in a clean condition con-
sistent with the duty being performed.

2. Before beginning work, after each absence
from post of duty and after contact with non-
sanitized surfaces, each employee should:
a. Wash his hands with liquid or powdered

soap and warm water dispensed from a foot
or elbow operated device (Existing faucet

facilities need to be changed to a foot or
elbow operated device only when a new
hand washing facility is installed.).

b. Rinse his hands in a chlorinated spray or
other approved sanitizing agent, unless a
bacteriostatic soap is used in washing.

c. Dry his hands with single service towels or
with electric hot air dryers.

3. Hand contact with food products should be
minimized.

4. Use of a common dip bowl or tank is prohibited.
5. Whenever rubber gloves are used they should

be cleaned and sanitized in accordance with
hand washing specifications.

6. Use of tobacco in any form, chewing gum or
eating in rooms where food products are stored,
handled or prepared should not be permitted.

C. PLANT AND EQUIPMENT SANITATION

1. Plant and equipment should be clean when put
into service.

2. All floors, tables, splash boards, work surfaces,
equipment and utensils should be maintained in
a clean and sanitary condition at all times.
Critical areas and all food contact surfaces
should be cleaned and sanitized whenever
necessary or at scheduled intervals.

3. Equipment such as pipes, pumps, fillers and
valves should be dismantled for cleaning and
sanitizing, unless in-place cleaning and sanitiz-
ing methods are effective. Suggested criteria
for acceptance of clean-in-place (CIP) systems
areas are as follows:
a. The arrangement should allow cleaning and

bactericidal solutions to be circulated
through the system.

b. Solutions should touch all surfaces.
c. The system should be self-draining or other-

wise completely evacuable.
d. The cleaning procedure should result in

thorough cleaning of the equipment.
4. A thorough rinse with potable water should fol-

low any sanitizing operation that has been com-
pleted with a chemical sanitizing agent.

D. PREPARATION AND PROCESSING

1. Fans, blowers or air cooling systems should not
move unfiltered air from raw material or prepa-
ration rooms into processing rooms.

2. Only adequately cleaned, prepared raw materi-
als should be introduced into areas where frozen
precooked foods are cooked and subsequently
handled in processing operations.
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3. Preparatory operations feeding to the packing
line should be so timed to permit efficient han-
dling of consecutive packages in production,
and under conditions designed to prevent con-
tamination, loss of quality or spoilage.

4. When batter, egg wash or milk wash is an
ingredient, it should be maintained at a product
temperature not to exceed 45°F, except when
the process temperatures required for manufac-
turing the product are higher. Cracked or flaked
ice used to refrigerate batters should meet bac-
terial standards for potable water. Batter
remaining in machines and equipment at
cleanup time should be discarded.

5. Breading materials that have come in contact
with batter and have been removed by screen-
ing should be discarded.

6. Food ingredients or mixtures that are capable of
supporting rapid bacterial growth should be
maintained either at a product temperature above
160°F or below 45°F, except when processing
temperatures falling in this range are an integral
part of the product manufactured, such as, yeast.

7. Cooked food such as meat, poultry, sauces and
gravies should be all of the following:
a. Refrigerated or incorporated into the finished

product within 1 hour following preparation.
b. Refrigerated within 30 minutes following

preparation at an air temperature of 50°F or
less if the product is to be held from 1 to 8
hours after preparation.

c. Refrigerated within 30 minutes following
preparation such that the internal tempera-
ture of the food product will be 40°F or
lower, within 2 hours of refrigeration if the
food product has been comminuted, sliced
or is a liquid, and if the food is to be held
more than eight hours. Large solid food
components such as those that must be
cooled before slicing should be refrigerated
at an air temperature of 40°F or lower.

8. Trays, pans or other containers of ingredients
destined for incorporation into the finished
product should be protected with a clean cover
unless these ingredients are used within 30
minutes of preparation. The cover should not
be made from porous material.

9. Permanently legible code marks should be
placed on each immediate container or package
at time of packing. The code marks, as devised
by management, should include date of pack-
ing and establishment where packed.

10. Packaged products should be placed in the
freezer according to good commercial practice.
Placement of packages in cases before freezing

is prohibited unless the wholesome quality of the
product is fully protected by prior processing.

11. Waste disposal:
a. Refuse from the food operations should be

promptly placed in containers that are
prominently marked REFUSE and equipped
with lids.

b. The handling of refuse should be done in
such a manner as not to cause a nuisance.

c. All refuse should be removed from the
premises on a daily basis and in such a man-
ner as not to contaminate food products
being manufactured within the plant.

d. Refuse containers should be thoroughly
cleaned immediately after each emptying.

E. IN-PLANT FREEZING

1. During the freezing cycle products should be
cooled to 50°F or lower within 2 hours.

2. Products should then be reduced to 0°F by
approved commercial practice.

3. When necessary products should be protected
so that dehydration and discoloration will not
occur during the freezing cycle.

4. The freezer should be precooled to an air tem-
perature of 0°F before loading. During loading,
however, the freezer may rise to temperatures
above 0°F for short periods of time.

5. If cold air is used as the freezing medium the
product should be arranged by staggering the
individual items or by employing dunnage,
spacers or other suitable methods to permit sat-
isfactory circulation of cold air around the
products. The cold air should be circulated by a
positive method; natural air circulation should
not be satisfactory.

6. The freezer and associated equipment used for
handling the product should be maintained in a
clean and sanitary condition at all times.

7. A suitable indicating or recording instrument
should be used to measure the temperature of
the cooling medium, that is, air, liquid, refrig-
erated plates or pipe coils.

8. Packaged items should be frozen in a manner
that will result in a minimum amount of
bulging or distortion.

9. After the freezing cycle the frozen product
should be transferred to a storage facility as
quickly as possible.

XI. TRANSPORTATION EQUIPMENT

Vehicles used for transportation should be equipped with
insulation and mechanical refrigeration systems, or other
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refrigeration methods or facilities capable of maintaining
an air and product temperature of 0°F, or lower, while
loaded with frozen food. 

Vehicles used for transportation should be equipped
with a thermometer or other appropriate means of tem-
perature measurement, indicating air temperature inside
the vehicle. The dial or reading element of the thermome-
ter should be mounted on the outside of the vehicle.

Vehicles used for route delivery should comply with
all equipment provisions specified in this chapter for vehi-
cles used for transportation, and should in addition be
equipped with curtains or flaps in the doorway area, or
with port doors, or with portable insulated chests to main-
tain required temperature during distribution.

XII. HANDLING PRACTICES FOR OVER-
THE-ROAD TRANSPORTATION

Vehicles should be precooled to an air temperature of
20°F or lower before loading.

Frozen food shipments should not be accepted for
transportation when the internal product temperature
exceeds 0°F, except that shipments in transit at a higher
temperature should not be considered in violation of this
section if the bill of lading, signed by the shipper, speci-
fies that the product is consigned to a warehouse or other
facility for further freezing, or if the product is to be 
sold as fresh and is to be defrosted when offered for use
or for sale.

Frozen food should be loaded in a transportation
vehicle so as to provide free circulation of refrigerated air
at the front, rear, top, bottom and both sides of the load,
except for vehicles of envelope construction in which
refrigerated air circulates within the walls of the vehicles.

The mechanical refrigerating unit of vehicles should
be turned on and doors of vehicles should be kept closed
or curtained during any time interval when loading or
unloading operations cease.

The average product temperature of any shipment of
frozen food should be determined during loading and
unloading by adequate temperature readings.

XIII. HANDLING PRACTICES FOR 
ROUTE DELIVERY

Lots for individual consignment which are to be sold in a
frozen state should be refrigerated by means of mechani-
cal refrigeration, dry ice, or by any other means capable of
maintaining an air and product temperature of 0°F or
lower.

Insulated containers should be precooled to a tempera-
ture of 20°F or lower before being loaded with frozen food.

Doors of vehicles should be kept closed during any
time interval that loading or unloading operations cease.

XIV. SANITARY REQUIREMENTS DURING
TRANSPORTATION

Interior surfaces of vehicles and devices used for trans-
porting frozen food should be clean and free of objection-
able odors before being loaded with frozen food. 

Frozen food should be securely packaged or wrapped
in a sanitary manner before it is accepted for transportation.

XV. WAREHOUSING EQUIPMENT

Regarding refrigeration capacity and minimum temperature:

1. Warehouses should be equipped with suitable
mechanical refrigeration capacity to maintain,
under extreme outside temperature and peak
load conditions, an air temperature of 0°F or
lower.

2. Storage rooms and all their parts should be
maintained at an air temperature of 0°F or lower. 

Regarding the use of thermometers:

1. Each storage room should be equipped with a
thermometer or some other temperature meas-
uring device which is easily visible.

2. The sensing element of thermometers and other
temperature measuring and recording devices
should be located not more than 6 feet nor less
than 5 feet from the floor and not in a direct
blast of refrigerated air or near entrance doors.

3. When indicating thermometers alone are used
they should be read and recorded at least once
every 24 hours during each calendar day.

4. Recording thermometers equipped with charts
should have a range of at least 15° above and
10° below, 0°F in graduations of 1°.

5. The use of electric or handwound clocks as
well as 24-hour or 7-day charts for recording
thermometers should be optional at the discre-
tion of the operator. 

6. Each chart or record of observed temperatures
should be dated to show the time interval cov-
ered and should be kept on file for at least 1 cal-
endar year.

Break-up rooms should be maintained at temperatures
not in excess of 20°F.

XVI. WAREHOUSING HANDLING
PRACTICES

The operator of a warehouse should not accept custody of
a lot or shipment of frozen food if internal product temper-
ature exceeds 0°F (except as relating to air temperature; and
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internal product temperature). When frozen food is
accepted pursuant to such exception the operator should
make a written record of the incident.

Notwithstanding the above, custody of lots with an
internal product temperature not in excess of 10°F may be
accepted by the operator on request of the owner of the lot
in question if the foods are detained from sale at retail and
the temperature of such product is promptly returned to
and maintained at 0°F or lower.

Before lots of frozen food are placed in storage they
should be given lot numbers for effective identification.

Regarding the storage of frozen food:

1. Frozen food in storage should be placed on
dunnage, pallets, racks or skids and should be
stored no closer than 18 inches to the ceiling
and otherwise stored so as to permit free circu-
lation of refrigerated air.

2. Frozen food should be stored under good sani-
tary conditions that preclude injury and con-
tamination from or to other food held within
the warehouse.

During the defrosting of overhead coils in storage
rooms stacks of frozen food should be effectively 
protected from contamination by condensation, drip or
leakage.

Break-up rooms should not be used for storage unless
the temperature is kept below 0°F.

At time of removal from warehouse custody the inter-
nal product temperature of frozen food should not exceed
0°F unless authorized by the owner to begin a defrost cycle.

XVII. WAREHOUSING SANITARY
PRACTICES

Floors, walls and ceilings of a warehouse should be main-
tained in a good sanitary condition. Premises of a ware-
house should be maintained in a good sanitary condition. 

Warehouses should have water flush toilets so located
as to be convenient to all employees. Toilet rooms should
be well lighted and ventilated and should be maintained in
a sanitary condition. The doors of all toilet rooms should
be full-length and self-closing.

Adequate hand washing facilities, including hot and
cold or warm running water, powdered or liquid soap in a
suitable dispenser, and single service towels or hot air dry-
ers, should be provided adjacent to all toilet rooms. Wash
rooms should be well lighted and ventilated, and should
be maintained in a sanitary condition. The use of a com-
mon towel is prohibited.

Warehouses should have a dressing room or rooms for
the changing and hanging of wearing apparel. If individ-
ual lockers are provided, they should be well vented and
maintained in a clean, sanitary condition, and should be

free from disagreeable odors. The dressing room or rooms
should be adequately lighted and ventilated and should be
maintained in a clean, sanitary condition.

XVIII. RETAIL EQUIPMENT

Storage facilities should be equipped with suitable
mechanical refrigeration capacity to maintain, under
extreme outside temperature and peak load conditions, an
air temperature of 0°F or lower.

When storage facilities of cabinet type are used they
should be all of the following:

1. Defrosted as frequently as necessary to main-
tain refrigeration efficiently as specified.

2. Equipped with a thermometer indicating a rep-
resentative air temperature.

When storage facilities of walk-in freezer type are
used the following requirements should apply:

1. Frozen food in storage should be on dunnage,
pallets, racks or skids, and should be stored so
as to permit free circulation of refrigerated air.

2. The facility should be equipped with a ther-
mometer, the sensing element of which should
be located within the upper third of the distance
between floor and ceiling. The sensing ele-
ments should not be placed in a direct blast of
air from cooling units, cooling coils and heat
exchange devices, or near the entrance door.

3. The facility should be equipped with an auto-
matic mechanism for defrosting refrigerated
coils when forced air blower refrigeration is
used.

Frozen food display cases should be designed, con-
structed and equipped with mechanical refrigeration facil-
ities capable of maintaining an air temperature of 0°F or
lower.

Frost on refrigerator coils and in air passages of dis-
play cases should be removed as frequently as necessary
to maintain refrigeration efficiency of 0°F or below.

Each display case should be equipped with a ther-
mometer, the sensing element of which should be located
in an appropriate place within the path of refrigerated air
being returned to the coils.

The product load line should be designated by a dis-
tinctive line at inside terminal ends of each display case,
and such lines should be at the highest point of discharge
and return of refrigerated air.

Separators in display cases should be located a mini-
mum of 1/2 inch from terminal ends to provide for free
circulation of refrigerated air between the terminal ends
and the displayed product.
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Display cases in retail outlets should be so placed as
to be relatively free of all of the following:

1. Air current resulting from door drafts, electric
fans, and other factors that adversely deflect the
current of refrigerated air within the display
case.

2. Heat elements such as lights, heating units, and
related devices that tend to raise the tempera-
ture of refrigerated air within the display case.

XIX. RETAIL HANDLING PRACTICES

Frozen food should not be accepted for delivery by a retail
outlet when the internal product temperature exceeds 0°F,
except as relating to air temperature; and internal product
temperature. When frozen food is accepted under this
exception the retail outlet should duly record that fact,
preferably on the bill of lading or the delivery ticket.

The receiving of frozen foods should follow the fol-
lowing recommendations:

1. All frozen food received at a retail outlet should
be placed in storage facilities without undue
delay.

2. Retail outlets should employ the first-in, first-
out basis of inventory.

Retail outlets should be equipped with storage facili-
ties of sufficient cubic displacement to accommodate the
storage of frozen food.

Regarding storage and display:

1. Frozen food should not be placed above the
product food lines within any display case.

2. Frozen food in retail outlets should be stored
and displayed under good sanitary conditions.

Obligations for compliance with this retail require-
ment should cease at the time of retail sale or when the
ultimate purchaser takes custody of the product.

A product should be understood to be in the custody
of the purchaser when some one else takes a delivery from
a retail outlet at the request of the purchaser. 

A. PREORDERED FROZEN FOODS

Frozen food that is preordered by the ultimate consumer
may be sold at internal temperatures exceeding 0°F but
not exceeding 45°F provided all of the following are met:

1. A pickup time and date is announced to poten-
tial customers.

2. Potential customers are advised on the sales
invoice that food is subject to possible quality

and perishable degradation when internal prod-
uct temperature exceeds 0°F and the products
are not to be resold.

3. Frozen foods are limited to foods that do not
support the rapid and progressive growth of
pathogenic micro-organisms.

4. Foods are not to be resold to other parties.
5. Frozen foods arrive at the pickup location with

an internal temperature of 0°F or below except
as relating to minimum temperature require-
ments.

XX. FROZEN PRE-COOKED FOODS:
ESTABLISHMENT INSPECTION

The United States Food and Drug Administration has
issued the following guides regarding the inspection of
establishing manufacturing frozen pre-cooked foods.

1. Check for presence of rodents, birds, insects, or
for other possible sources of contamination.

2. Check what tests are conducted on incoming
raw materials (e.g., filth, mold, decomposition,
bacterial load, etc.) if they are they received
under a Salmonella free guarantee and if tested
for Salmonella and other pathogens.

3. Determine the adequacy of cleaning and sani-
tizing steps for equipment.

4. Watch for time-temperature abuses in process-
ing, particularly where product may be hung up
in equipment or in cooling and storage
processes.

5. Be sure that cooking, cooling and storage con-
ditions are adequate and do not merely produce
incubation temperatures for bacteria.

6. Consider employee hygiene and sanitary prac-
tices, mainly handwashing and sanitizing, but
including health, wounds, sores or disease con-
ditions.

7. Check food and color additives used to ascer-
tain if permitted and used at proper levels.

8. Check labeling and net weights for compliance.

During a comprehensive inspection of frozen pre-
cooked foods establishment, cover. 

A. RAW MATERIALS

1. Examine raw materials in storage for evidence
of contamination with filth (insects, rodents,
birds, etc.), mold, and possible routes of other
microbiological contamination.

2. Determine if raw materials are stored and han-
dled properly (i.e., frozen products kept
frozen, etc.).
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3. Examine raw material area for possible misuse
of pesticides, rodenticides and other dangerous
chemicals.

4. Determine if critical raw materials; e.g.:
NFDM, frozen eggs, dried eggs, etc., are
received under a Salmonella free guarantee and
are tested for Salmonella and other pathogens.

5. Check food and color additives in storage and
determine if they are allowed for use.

B. PROCESSING

1. List product flow in detail, including a flow
plan.

2. Ascertain if manufacturing equipment is suit-
able for its intended use and is in good state of
repair.

3. Check if equipment is cleaned and sanitized
properly before use, as necessary during the
day (i.e.: at breaks, etc.), and after use.

4. Obtain manufacturing process in detail includ-
ing the conditions under which products are
held prior to process, handled during process,
and handled after process.

5. If applicable to the process, determine the
time\temperature parameters of the manufac-
turing operation. Include:
a. Temperature of raw materials prior to

process.
b. Temperatures during the process.
c. Time\temperature during and holding peri-

ods between steps.
d. Time\temperature of final heat treatment.
e. Temperature of product at final packaging.

6. Check for any undue delays between final heat
treatment and packaging.

7. Determine freezing process to include:
a. Freezing equipment and process.
b. Holding time and temperature prior to freez-

ing.
c. Time taken to reach hard frozen condition.

8. Check finished product handling and storage.
9. Evaluate the use of food and color additives to

ascertain if permitted and used at the proper
level.

10. Check use of pesticides and rodenticides to
preclude their becoming incidental food addi-
tives.

C. SANITATION

1. Evaluate firms operation for compliance with
GMPRs (Sanitation).

2. Check employee practices which could lead to
the comtamination of the products with filth,
bacteria and/or mold.

3. Determine if employees use hand dip and sani-
tizing solutions when necessary.

D. ECONOMICS

1. Check firm’s net weights to ascertain proper
container fill. 

2. Review labeling for compliance with FPLA,
etc.

3. Obtain significance of firm’s coding system.
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I. INTRODUCTION

Fats and oils have been recovered for thousands of years
from oil bearing seeds, nuts, beans, fruits, and animal tis-
sues. These raw materials have and continue to be impor-
tant ingredients for foods, cosmetics, lubricants, and
chemicals. The extracted fats and oils vary from pleasant
smelling products that contain few impurities to very
offensive smelling, highly impure materials. Fortunately,
researchers have developed technologies for processing
the fats and oils products to make them more suitable for

foods and other applications. Developments in lipid
processing technology have produced ingredients that
have been instrumental in the development of many of the
current food products available that provide the functional
and nutritional requirements of discerning and better
informed consumers. Processes have been developed to
make them flavorless and odorless, lighter in color, mod-
ify the melting behavior, rearrange the molecular struc-
ture, remove potential disease causing impurities, capture
possible harmful materials, and other changes to make
them more desirable for the intended application. 
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Process control is practiced during fats and oils pro-
cessing to assure that safe, nutritious, pleasant, cost effec-
tive products that perform as intended are produced.
These products must meet all of the applicable legal
requirements for a food product and the customer’s stan-
dards of quality, performance, economics, and aesthetics.
Each fat and oil’s process has individual critical control
requirements that contribute to the quality assurance of
the finished product. In practice, fats and oils critical con-
trol points fall into the areas of safety, quality, compli-
ance, and economics. Hazard Analysis Critical Control
Points (HACCP), a part of the process control system, is
a method that assesses and monitors food safety. 

The basic concept of HACCP can be stated by the
maxim “An ounce of prevention is worth a pound of cure.”
The HACCP system is based on the principle that food
safety issues can be eliminated or minimized by prevention
during production rather than by detection in the finished
product. Development of a HACCP plan focuses on the
identification of critical control points, and procedures or
activities that will adequately control them to ensure safe
production of a food product. Food safety hazards include
all microbiological, chemical, and foreign materials that, if
consumed could cause injury or harm [8]. 

II. EDIBLE FATS AND OILS COMPONENTS

The primary constituents of the extracted fats and oils are
triglycerides but they also contain varying amounts of
nonglyceride materials. Some of the nonglyceride compo-
nents are undesirable, and can be considered a food safety
hazard, while others are very beneficial. Therefore, the
objective in all of fats and oils processing is to remove the
objectionable materials with the least possible damage to
the desirable constituents. In most cases, free fatty acids,
phospholipids, moisture, color pigments, oxidation prod-
ucts, waxes trace metals, proteins, pesticides, meal, dirt,
and other gross impurities are the materials that need to be
removed. Most vegetable oils contain tocopherols, which
are natural antioxidants that protect the oils from oxida-
tion and should be retained. For some products, neither
the color pigments nor waxes are detrimental and need not
be removed. The major product quality concerns are with
free fatty acids, phospholipids, oxidation products,
proteins, and trace metals; all materials that affect the
odor, flavor, and flavor stability of edible fats and oils
products. In the U.S., fats and oils color is usually a major
concern from a cosmetic sense to include pigments
adsorption as a major impurities concern especially for
products marketed directly to consumers. The major food
safety concerns are with residual pesticides, mold, bacte-
ria, and impurities developed during processing or with
mishandling. 

A. PESTICIDES

Pesticides have been used for increased agriculture pro-
duction throughout the world. Studies have shown that the
majority of the pesticides applied eventually reach the soil
surface where they gradually spread, translocate to other
environments, or eventually degrade. Translocation to 
oil-bearing plant seeds has also been demonstrated by
studies. Processing studies have shown that neither sol-
vent extraction nor bleaching affected the pesticide levels
in vegetable oils. However, it was found that pesticides
were removed by volatilization during hydrogenation
and/or deodorization [1,2,7]. U.S. government agencies
have recognized that the insecticides are distilled from
edible oils during the deodorization process and have for-
bidden the use of deodorizer distillates in animal feeds. 

B. MOLD AND BACTERIA

Moisture content is one of the most important factors in
determining the storability of oil seeds, fruits, nuts, and
animal fats. Both molds and bacteria have critical mois-
ture levels for proliferation and enzymes function in an
aqueous substrate. Micro-toxins, or mold-derived toxins,
can infest oil seeds, nuts, and fruits that are routinely used
as an oil source. Only a small portion of the toxin is
retained in the separated oil received during normal pro-
cessing. Filtration of the extracted oil lowers the aflatoxin
level, and conventional refining and bleaching effectively
removes any residual aflatoxin [5]. 

C. IN-PROCESS TANK IMPURITIES

Storage tanks throughout the process are normally dedi-
cated to a particular source oil or modified product. Even so
these tanks are emptied and cleaned on a regular frequency
to remove the sludge which collects on the tank bottoms.
This sludge is composed of polymerized oils, burnt parti-
cles, acid salts, high melting oil fractions and other impuri-
ties which develop and settle out of the oils during storage.
Cleaning equipment using high-pressure jets rotating hori-
zontally and vertically are effective in the large tanks rang-
ing from 40 thousand to million pound capacities. High
temperatures, in the range of 185°F or 85°C, and an appro-
priate detergent suitable for use in food plants are used for
washing before rinsing with clear water and finally the
tanks are sweetened with freshly processed oil. 

D. SEPARATION OF IMPURITIES

From the time that crude vegetable oils are expressed from
the bean, nut, fruit, or seed, and meat fat rendered from the
fatty tissues, until the finished oil product is packaged,
edible fats and oils pass through clarification or filtration
steps in almost every stage of the processing sequence.
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Even finished oils are subjected to a final filtration before
packaging or loading into tank cars and trucks. The three
generally used methods of separating impurities from oils
are distillation, centrifugation and filtration. Pesticides and
other impurities are removed from fats and oils with the
deodorization which is a steam distillation process.
Centrifuges are utilized to separate fines from solvent
extracted and screw pressed vegetable oils and to separate
the saponified materials after caustic refining and the gums
participated with degumming processes. Filtration is
employed as well in these processes and in all of the other
major fats and oils processes to remove impurities. 

Filtration is the process of passing a fluid through a
permeable filter media in order to separate particles from
the fluid. The particles may be either in suspension or
solution. A filter medium is a porous material and one
which allows a fluid to pass through yet retain the parti-
cles to be removed. Examples of filter media are filter
paper, filter cloth, and filter screens. Filters of various
types are used in through fats and oil processing begin-
ning with clarification of the oils after extraction or ren-
dering. Oils are filtered after bleaching to remove the
bleaching earth which has adsorbed the color pigments
and secondary oxidation products; after hydrogenation to
remove the nickel catalyst which promoted the reaction,
and after deodorization to remove minute quantities of
burnt and polymerization particles which can develop dur-
ing the high temperature process. Polish filters are utilized
through the fats and oils process after movement of the
product from one location to another to ensure that any
impurities developed during that particular process are
removed immediately. 

III. PROCESSING FLOW SEQUENCE

A HACCP process hazard analysis begins with a detailed
examination and evaluation of the processing and handling
facilities for the purpose of identifying the location and
severity of food safety hazards. Hazard analysis begins
with a current flowchart of the production process which
provides a means to evaluate potential hazards. A complete
HACCP analysis encompasses all processes from the field
to the final consumer. This evaluation reviews each process
or operation for situations that could result in adulteration
with injurious materials, which fall into one or more of
three categories, microbiological, foreign material, and
chemical. After determining the location of potential haz-
ards, the next step is to determine where critical control
points exist. Critical control points are the positions in the
process flow where inadequate control would result in a
contamination for which there are no downstream provi-
sions to correct. After the critical control points are identi-
fied, it is essential to establish safe operating standards,
monitoring procedures, frequencies, and responsibilities. 

Edible fats and oils processing involves a series of
processes in which both physical and chemical changes are
made to the raw material. Figure 199.1 illustrates most of
the potential processing flow sequencing to produce the
various fats and oils products. The sanitation concerns for
fats and oil’s processing plants are similar to those of any
other food processor; for example: rodent, insect and bird 
control, broken windows, leaking walls or roofs, unsecured
doors, screened doors, dirty floor drains, cracks in floors,
etc. But, the risks are somewhat lessened since all of the
processing is performed within closed systems. Many of
these systems are protected from the atmosphere with vac-
uum, pressure, or nitrogen. Practically, the only time that
fats and oils products are exposed to the atmosphere is dur-
ing filling into a package or a tanker for shipment.
Therefore, the major product hazards concerns with fats
and oils processing are the removal of impurities which
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Processing plants bearing oils (fruits, nuts and seeds)

Crude oils extraction 

Cleaning, washing
Drying, dehulling, flaking, cooking
Pressing, centrifuging
Sterilize, strip
Expeller, expander
Solvent extraction 

Oils refining

Degumming, caustic refining
Bleaching
Dewaxing, fractionation, hydrogenation, interesterification
Blending
Deodorization or steam refining 

Processing animal fatty tissues

Rendering
Filtration, water wash, caustic refining
Bleaching
Dewaxing, fractionation, hydrogenation, interesterification
Blending
Deodorization or steam refining 

Management of end products from oils and fats refining

Liquid oil filling and packaging
Margarine mixing, chilling, packaging
Shortening plasticization and packaging
Bulk fats and oils shipments 
Flaking and spray chilling
Plasticization and packaging 

FIGURE 199.1 General steps in processing oils and fats in
plant and animal products.



have gained access to the product prior to processing, added
as a processing aid, or developed during processing. 

Processing of fats and oils is initiated by an extraction
or rendering process to remove the fat or oil from the seed,
bean, nut, fruit, or fatty tissues. Vegetable oil’s processing
after extraction almost always includes neutralization or
refining, bleaching, and deodorization with the major dif-
ferences being the choice of equipment and techniques
utilized. Rendered animal fats are normally clarified to
remove impurities, bleached and deodorized, again with
differences in equipment and techniques providing the
major differences. Clairification, neutralization, bleaching
and deodorization are all purification processes which
affect the flavor, flavor stability and appearance of the fat
or oil product while removing harmful impurities.

Vegetable oils and animal fats are natural products
with variable characteristics contributed by nature. The
fats and oils products selected for a particular application
are made on the basis of functionality. Each source oil or
fat has characteristic functionality traits which can be
modified with the hydrogenation, interesterification, or
fractionation processes. The natural or modified fats and
oils products can also be blended to change the melting
profiles, solidification points, crystal tendencies, and other
physical characteristics of the fats and oils ingredients. A
review of the major fats and oils processes follows with an
emphasis on the critical control points for food safety. 

A. EXTRACTION

Cleaning is the first step in the processing of vegetable oils.
Typically, oilseeds contain stems, pods, leaves, broken
grain, dirt, sand, small stones, and other extraneous seeds.
These foreign materials reduce the oil content, adversely
effect oil quality and increase the wear and damage poten-
tial to the extraction equipment. Shaker screens are used to
separate the particles on the basis of size, whereas aspira-
tion separates on the basis of density and buoyancy in a
stream of air. Tramp iron, extraneous metal acquired during
harvesting, storage or transportation is removed to prevent
damage to the equipment by the placement of magnets in
chutes just ahead of vulnerable processing equipment.

Extraction of oil from materials of plant origin is usually
done by pressing with the use of a continuous screw press or
by extraction with volatile solvents. Prior to 1940, mechan-
ical pressing was the primary method used. Mechanical
pressing had limits because the oil recovery is poorer than
with solvent extraction and the high temperatures generated
damaged both the oil and the meal. Solvent allows a more
complete oil extraction at lower temperatures. Solvent
extraction plants can be either batch or continuous. The con-
tinuous extraction plants can be percolation, immersion or
direct extraction plants. Generally, the oilseeds may be
divided by oil content; above and below 20% oil content. In
most cases, oilseeds with a low oil content are subjected to

both continuous and batch solvent extraction. High oil con-
tent seeds are normally extracted in two stages; first pressing
and then solvent extraction; however, many single step con-
tinuous direct solvent extraction systems are in current use.

To be used legally in the United States, oilseed extraction
solvents and food processing substances must have been sub-
jected to an approval by the U.S. Food and Drug
Administration (FDA) or the U.S. Department of Agriculture
(USDA), be generally recognized as safe (GRAS) for this
use, or be used in accordance with food additives regulation
promulgated by the U.S. FDA. Commercial hexane has been
in major use since the 1940s as an oilseed extraction solvent
on the determination that it is GRAS, and it may also be sub-
ject to a prior sanction. Like many other food-processing
substances, there is no U.S. FDA regulation specifically list-
ing n-hexane as GRAS or having prior sanction. However, it
has been cleared in as a solvent in a number of other food
products, one of them a cocoa butter substitute with a 5 ppm
maximum limit. Because edible fats and oils are subjected to
deodorization and other purification processes as a part of the
manufacturing process before being used as a food product,
they should not contain any of the extraction solvent, if
proper practices are followed [9]. 

B. RENDERING

The fatty tissue from meat animals which is not a part of the
carcass or that trimmed from the carcass in preparation for
sale is the raw material for which lard and tallow is obtained.
Separation of fat from the fatty tissues of animals is called
rendering. The rendering process consists of two basic steps.
First, the meat by-product is heated to evaporate the moisture,
to melt the fat present and to condition the animal fibrous tis-
sue. Two alternative cooking temperatures are used: fat tem-
peratures below 120°F and fat temperatures above 180°F. A
more complete separation of the fat and protein is accom-
plished with the higher temperature processing but a better
quality protein is obtained with the lower temperature pro-
cessing. Normally, the value of the protein dictates that the
lower temperature poorer separation technique be used which
probably leaves trace quantities of protein in the rendered
lard or tallow. After cooking, the fat is separated from the
solid proteinaceous material. In batch rendering the cooked
material is allowed to separate and the fat to drain followed
by filtration to complete the separation. Continuous render-
ing, introduced to replace the batch systems, normally con-
sists of a continuous cooker which requires less cooking time
and is more energy efficient with better quality control [6]. 

C. REFINING SYSTEMS

Processors have the option of approaching edible oil purifi-
cation in two ways: either chemical or physical refining.
The two systems utilize very similar processes with the
major difference being the method used for free fatty acid
removal. Chemical refining, the conventional method used
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for removal of the nonglyceride impurities from edible fats
and oils, consists of optional degumming, caustic neutral-
ization, bleaching and deodorization. The alkali refining
process produces good quality oil and is flexible with the
ability to treat different oils and different qualities of indi-
vidual oils. However, caustic refining has three major
drawbacks: (1) the soap produced promotes a tendency for
emulsion formation which will occlude neutral oil to
increase oil losses, (2) oil losses are particularly high when
processing oils with free fatty acids over 3.0%, and (3) dis-
posal of the soapstock produced has become more difficult. 

The second process, which has become known as phys-
ical refining, consists of removing the fatty acids from the
oil by steam distillation under vacuum after the phos-
phatides have been removed by a degumming process fol-
lowed by a pretreatment process before bleaching. The
major advantages for physical refining are the elimination of
soapstock, lower capital costs and fewer processes to oper-
ate and maintain. The objective of the initial processing step
in either refining method is the removal of phosphatides,
color bodies, and trace metals. Removal of these non-
triglyceride impurities is crucial to ensure good product
quality. Herein lies the major drawback for the physical
refining system; i.e., complete phosphatide removal with
degumming and bleaching is very difficult. Some of the
other problems with physical refining systems can be: (1)
additional bleaching earth usually required, (2) pesticides
are co-distilled with the fatty acids during steam refining, (3)
phosphoric acid treatment may darken the gums produced
and incomplete removal can produce off flavors in the oil
after deodorization, (4) steam distillation or deodorizer units
must be designed to handle higher concentrations of free
fatty acids, (5) cottonseed oil cannot be physically refined
because the gossypol pigment must be removed with alkali
refining, and (6) it may be necessary to steam refine before
hydrogenation or other processing to adjust melting charac-
teristics and deodorize again following these processes.
Physical refining is favored for processing high free acidity
oils with low phosphatide contents; it has been demon-
strated to produce good quality product from coconut, palm
kernel, palm, lard, tallow, and some of the seed oils [10].

D. DEGUMMING

Degumming is the treatment of crude vegetable oils with
water, salt solutions. or dilute acids such as phosphoric,
citric, or maleic to remove phosphatides, waxes, and other
impurities. Degumming converts the phosphatides to
hydrated gums, which are insoluble in oil for separation as
a sludge by settling, filtering, or centrifugal action.
Phosphatide removal is the first process for the physical
refining system and can also be for chemical refining.
However, with chemical refining the processor has the
option of removing the phosphatides for their by-product
value as lecithin or treating them as impurities to be

removed along with free fatty acids during caustic neu-
tralization.

E. CAUSTIC NEUTRALIZATION

The conventional caustic neutralization process is the most
widely used and most well known purification system. The
addition of an alkali solution to a crude oil brings about a
number of chemical and physical reactions: (1) the alkali
combines with the free fatty acid present to form soaps, (2)
the phosphatides absorb alkali and are coagulated through
hydration, (3) pigments are degraded, absorbed by the
gums, or made water soluble by the alkali, and (4) the
insoluble matter is entrained with the other coagulable
material. Efficient separation of the soapstock from the
neutralized oil is a significant factor in caustic neutraliza-
tion which is usually accomplished with centrifugal sepa-
rators. The conventional caustic soda neutralization
systems have the flexibility to efficiently refine all of the
crude oils presently utilized for food products [4].

Caustic neutralization is ordinarily accomplished by
treating the fat or oil with diluted sodium hydroxide. This
treatment forms soapstock with the free fatty acids, phos-
phatides, trace metals, pigments, and other nonglyceride
impurities that can be separated by settling or centrifugal
force from the neutralized oil. The neutral oil is usually
water washed and again separated by settling or cen-
trifuged to remove trace impurities and residual soaps
from the neutralization and separation processes. After
water washing, the oil is either dried with a vacuum dryer
or immediately bleached to remove the trace quantities of
water remaining. 

F. BLEACHING

Edible fats and oils bleaching is popularly and correctly
regarded as the partial or complete removal of color; 
however, bleaching is also an integral process in both the
chemical and physical refining systems. Bleaching is relied
upon to clean up the traces of soap and phosphatides
remaining after caustic neutralization and water washing for
the chemical refining system. For physical refining, the
technical feasibility depends upon bleaching as a pretreat-
ment to remove phosphatides, trace metals, waxes, and the
color pigments. Another, very important function of bleach-
ing, in both refining systems, is the removal of peroxides
and secondary oxidation products. 

The usual method of bleaching is by adsorption of the
pigments and other nonglyceride impurities on bleaching
earth. In a typical process, the bleaching materials are
added to the oil in an agitated vessel either at atmospheric
pressure or under a vacuum. The oil is heated to bleaching
temperature and held to allow contact time with the
bleaching earth. After the adsorbent has captured the color
pigments, soap, phosphatides, trace metals, and polar
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materials, it becomes an impurity which must be removed
from the oil with a filtration system. Control point impu-
rities analysis are used to monitor the removal of the
potential food safety hazard. 

G. ANIMAL FAT PURIFICATION SYSTEMS

Traditionally, the method used to purify meat fats has
been a form of physical refining. The two main impurities
in meat fats are proteins carried over from the rendering
process and free fatty acids. The pretreatment phase for
meat fats is the removal of the proteinaceous materials.
Typically this is easily accomplished by adding small
amounts of diatomaceous earth and/or bleaching earth fol-
lowed by filtration. An alternative clairification or pre-
treatment method is to water wash the fat to remove the
proteins. This method also requires bleaching or at least
drying to remove the moisture remaining in the oil after
water washing. A third method for meat fat clarification is
caustic refining. Chemical refining is usually reserved for
poor quality animal fats or for specialty products used
undeodorized to preserve the characteristic meat fat fla-
vor. The caustic refining system consists of caustic neu-
tralization, water washing and vacuum drying. 

H. HYDROGENATION

The hydrogenation process is an important tool for the edi-
ble fats and oils processor. With hydrogenation, liquid oils
can be converted into plastic or hard fats more suitable for
a particular food product. There are two reasons to hydro-
genate a fat or oil: (1) to change the physical form for prod-
uct functionality improvement, and (2) to improve
oxidative stability. Hydrogenation involves the chemical
addition of hydrogen to the double bonds in the unsaturated
fatty acids. The reaction is carried out by mixing heated oil
and hydrogen gas in the presence of a catalyst. After the
hydrogenation endpoint has been achieved, the hardened
oil is cooled and filtered to remove the nickel catalyst.

Most hydrogenations are preformed in batch reactors
due to the variation in raw materials and the desired end
products. Normally, batch hydrogenation are performed in
an agitated tank reactor with heating and cooling capabili-
ties designed to withstand pressures of 7 to 10 bar. First,
the catalyst is suspended in the oil. Then, hydrogen gas,
dispersed as bubbles, must be dissolved in the oil to reach
the surface of the catalyst. The three reaction variables,
pressure, temperature, and rate of agitation are controlled
to reduce batch to batch variation for preparation of the
desired hydrogenated product or basestock. The typical
analytical evaluations for endpoint control which measure
consistency are refractive index, iodine value, and various
melting points. A food safety control point would be the
incomplete removal of the nickel catalyst after the reaction
is completed; however, this is not a critical control point
because the post bleaching process immediately following

hydrogenation is designed to remove the remaining trace
catalyst impurities. 

I. POST-BLEACHING

A separate bleaching operation, immediately following the
hydrogenation process, has three purposes: (1) insurance
that all traces of the prooxidant hydrogenation catalyst that
have escaped the filtration system after hydrogenation
have been removed, (2) to remove undesirable colors gen-
erally of a greenish hue accentuated during hydrogenation
by heat bleaching of the red and yellow pigments, and (3)
removal of peroxide and secondary oxidation products.
Post-bleach systems are usually batch systems for the
same reasons as for hydrogenation systems; production of
a wide variety of hydrogenated basestocks. 

J. FRACTIONATION

Edible fats and oils are fractionated to provide new mate-
rials more useful than the natural product. Fractionation
may be practiced to remove an undesirable component,
which is the case with dewaxing and winterization, or to
provide two or more functional products from the same
original fat or oil as is the case with cocoa butter equiva-
lents or substitutes and high stability oils. 

The three fractionation process types practiced com-
mercially to produce the value added products are: (1) dry
fractionation. (2) solvent fractionation, and (3) aqueous
detergent fractionation. Dry fractionation, which includes
winterization, dewaxing, hydraulic pressing, and crystal
fractionation processes, is probably the most widely prac-
ticed. Solvent or aqueous detergent fractionation process
provide better separation of specific fractions for the more
sophisticated fats and oils products. All of these fraction-
ation process practice the three successive stages of 
fractionation: (1) cooling the oil to supersaturation to
form the nuclei for crystallization, (2) progressive growth
of the crystalline and liquid phases, and (3) separation of
the crystalline and liquid fractions. A food safety control
point identified for the solvent fractionation system would
naturally be removal of the solvent used. Complete sol-
vent removal is assured with steam distillation in the
deodorization process which is downstream. 

K. INTERESTERIFICATION

The interesterification process can alter the original order
of distribution of the fatty acids in the triglyceride-pro-
ducing products with melting and crystallization charac-
teristics different from the original oil or fat. Unlike
hydrogenation, interesterification neither affects the
degree of saturation nor causes isomerization of the fatty
acid double bond. It does not change the fatty acid com-
position of the starting material but rearranges the fatty
acids on the glycerol molecule. The process of interester-
ification can be considered as the removal of fatty acids
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from the glyceride molecules, shuffling them, and then
replacement on the glyceride molecules at random. This
change in the distribution of the fatty acids affects the
structural properties and melting behavior of the fats and
oils. Commercially, the interesterification process has
been utilized for the production of confectionery fats,
margarine oils, cooking oils, frying fats, shortenings, and
other special application fats and oils products. 

Two types of chemical interesterification process are
practiced: random or directed. Random rearrangement of
fats and oils can be accomplished using either a batch or
continuous process. Both random interesterification
processes perform the three important rearrangement
steps: (1) pretreatment of the oil, (2) reaction with the cat-
alyst, and (3) deactivation of the catalyst. In the directed
rearrangement process, one or more of the triglyceride
products of the interesterification reaction is selectively
removed from the ongoing reaction. Continuous processes
are normally used for directed rearrangements for better
control. Trisaturated glycerides are crystallized and sepa-
rated from the reaction which upsets the reaction equilib-
rium so that more trisaturated glycerides are produced. 

L. BLENDING

Different stocks are blended to produce the specified
composition, consistency, and stability requirements for
the various fats and oils products, such as shortenings, fry-
ing fats, margarine oils, specialty products, and even some
salad or cooking oils. The basestocks may be composed of
hydrogenated fats and oils, interesterified products,
refined and bleached vegetable oils, purified animal fats,
and/or fractions from winterization, dewaxing, or another
form of fractionation. The products are blended to meet
both the composition and analytical consistency controls
identified by the product developers and quality assur-
ance. The consistency controls frequently include 
analytical testing for solids fat index, iodine value, various
melting points, fatty acid composition, and other 
evaluations designed to insure compliance with customer
requirements. The blending process requires scale tanks
and meters to proportion the basestocks accurately for
each different product. The blend tanks should be
equipped with agitators and heating to assure a uniform
blend for consistency control [4]. 

M. DEODORIZATION

With conventional edible oil processing, deodorization is
the last in a series of process steps used to improve the
taste, odor, stability, and the food safety of the fats and
oils by the removal of undesirable substances. In this
process, the fats and oils products are steam-distilled
under vacuum. The object is to remove the volatile impu-
rities from the oil. The foremost concern from a quality
aspect is the volatile impurities are the objectionable

flavors and odors; however, deodorization is also very
important from a food safety aspect. Steam distillation
removes any trace pesticide and “heavy” metals contents
obtained during the growing process. Deodorization is
primarily a high-temperature, high-vacuum, steam distil-
lation process to remove volatile, odoriferous materials
present in edible fats and oils. It is the last major process-
ing step through which the flavor and odor and many of
the stability qualities of a fat or oil product can be
changed. From this point forward, efforts must directed
toward retaining the quality that has been built into the fat
and oil product with all of the preceding processes [4]. 

The odoriferous substances in fats and oils are gener-
ally considered to be free fatty acids, peroxides, aldehy-
des, ketones, alcohols, and other organic compounds.
Experience has shown that the removal of flavor, odor,
and other undesirables correlates well with the reduction
of free fatty acids. Therefore, all commercial deodoriza-
tion consists of steam stripping the oil for free fatty
removal. Currently, batch, semicontinuous, and continu-
ous systems of various designs are utilized by edible fats
and oils processors to produce deodorized oil. All of the
systems utilize steam stripping with four interrelated
operating variables: (1) vacuum, (2) temperature, (3)
stripping steam rate, and (4) holding time. 

N. LIQUID OIL FILLING AND PACKAGING

Most salad and cooking oils are packaged shortly after
deodorization in containers for home, restaurant, or large
food processor use. The processing necessary for most
oils is oxidative stability preservation measures such as
nitrogen protection, temperature control, light avoidance,
and the addition of any additives required by the individ-
ual products. The oil is filtered for a final time in-line to
the bottle filler. The effectiveness of this final filtration is
monitored with laboratory filterable impurities testing of
packaged product samples obtained utilizing a statistical
sampling plan. Food safety concerns for retail liquid oils
were lessen with the packaging change from glass to plas-
tic containers. Glass breakage and contamination of other
containers were major concerns when glass bottles were
used. Exposure of the oil to the atmosphere is limited to a
micro-second for most filling lines with a tamper-evident
seal applied to the container before the cap is applied. 

O. SHORTENING PLASTICIZATION

AND PACKAGING

Plasticized shortening products can be defined as fats with
a consistency that can be readily spread, mixed, or worked.
Considerably more is involved in the plasticization of
shortening and margarine than merely lowering the tem-
perature to cause solidification. Slow cooling of these
products produces a grainy, pasty, non-uniform mushy
product that lacks the appearance, texture, and functional
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characteristics associated with plasticized products.
Development of these characteristics are a function of con-
trolled crystallization or plasticization. The final consis-
tency of a shortening is the culmination of all the factors
influencing crystallization and plasticization: chilling,
working, tempering, pressure, and gas incorporation. 

The plasticization process involves the rapid chilling
and homogenization of shortening mixture. Most shorten-
ings are quick-chilled in closed thin-film scraped-wall
heat exchangers with extrusion valves to deliver a smooth
homogeneous product to the package at 17 to 27 atm pres-
sure. Nitrogen is injected at 13 ± 1% into most shorten-
ings to increase the product’s workability and provide a
white, creamy appearance. After packaging, many proces-
sors temper shortenings at temperatures slightly above the
packaging temperature to allow the crystal structure of the
hard fraction to reach equilibrium and form a stable
matrix. After tempering, shortenings are usually stored
and shipped at controlled temperatures of 70 to 80°F (21.1
to 26.7°C) to avoid crystal change and loss of the plastic
properties [3]. 

Shortenings are only exposed to the atmosphere
during the actual filling of the product into the container
which is less than 15 seconds for the slowest filling lines.
Protection from contamination from the atmosphere is
provided at the filling lines with covers and other protec-
tive devices. As in most of the other fats and oils processes
the oil is filtered for a final time while being pumped to
the plasticization equipment. Laboratory filterable impu-
rities testing of the packaged product will determine if this
filtration effectively removed any particles of polymerized
or charred oil that may have developed during storage or
movement to the shortening filling department. A positive
finding at this point is only resolved by reworking the
packaged product involved. This necessitates a remelting
of the product reprocessing that may include bleaching
and deodorization. Shortenings free of impurities and that
meet all of the other quality requirements are released for
shipment after the product has crystallized to the prede-
termined consistency. 

Plasticization provides a safety risk that requires care-
ful control; metal contamination from the plasticization
equipment. The scraped wall heat exchangers have very
tight tolerances between the floating metal scraper blades
and the chilling surface. A malfunction of this equipment
can distribute shreds of metal into the product. Protective
devices such a magnetic traps downstream of the plasti-
cization equipment, screens to filter the product, and
metal detection after packaging are used on almost all
shortening and margarine packaging lines. The magnetic
traps and the screens need to be inspected on a routine
basis, probably daily, to ensure that no problem developed
since the last inspection. Metal particle findings necessi-
tate a hold on the release of the product filled on that par-
ticular line during the period covered by the last
inspection. Packaged product metal detectors usually

isolate the package with a positive detection. Inspection of
these packages must include the package itself because
the detection levels must be set to very sensitive levels. At
these levels the equipment will alarm with the tramp metal
contained in many packages. The package metal detectors
should be tested hourly with a test wand or package with
metal contents at the lowest detection level. 

P. MARGARINE MIXING, CHILLING, AND

PACKAGING

Margarine was developed and continues to be a butter
substitute. It is a flavored food product containing 80%
fat, made by blending selected fats and oils with other
ingredients, such as milk, salt, color and fortified with
vitamin A, to produce a table, cooking, or baking fat prod-
uct that serves the purpose of dairy butter but is different
in composition and can be varied for different applica-
tions. Now, spreads have been developed as margarine
substitutes. The major difference between spreads and
margarine is that spreads are not required to contain a
minimum of 80% fat. 

Processing for margarines and spreads begins with the
preparation of an emulsion of the ingredients. Emulsions
are prepared by adding the oil soluble ingredients to a
heated margarine oil formulations in an agitated emulsion
tank. Concurrently, a pasteurized aqueous phase is pre-
pared by mixing all of the water soluble ingredients
together in another vat. The water phase is then added to
oil phase to make the emulsion. The emulsion is rapidly
chilled with scraped wall heat exchangers similar to those
used for shortening products. The plasticized products are
then formed into prints, or filled into the various 
containers for consumer, restaurant, or food processor
use. Most margarine and spread products are stored at
refrigerator temperatures immediately after packaging,
except for some specialized baking products [4]. 

The high moisture content with or without milk
makes margarine and spreads a good growth media for
microorganisms. Bacteria need food, moisture, and heat to
grow. They are not mobile and have to be transported from
place to place, most often by hands, shoes, and clothes.
Therefore, the first preventive measures to practice are the
good manufacturing practices or GMPs. The generic first
area for any HACCP program for all areas of the plant, but
with special attention is the margarine areas, is employee
hygiene to prevent the spreading of human bacteria like 
E. coli. The equipment must be kept clean and sanitized to
prevent the growth of microorganisms. Normally, mar-
garine processing equipment are cleaned and sanitized
with CIP (Clean In Place) systems. In many plants, a
highly acidic solution may be held in the equipment and
lines during down periods to discourage bacterial growth.
Additionally, any suspect ingredient should be pasteur-
ized before use. Many margarine producers will pasteur-
ize the water phase of the margarine or spread emulsions
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using continuous in-line HTST (high-temperature-short-
time) pasteurization techniques. Formulation-wise, it is
desirable to add preservatives to the product, where 
permitted. After packaging margarine and spread products
are stored, shipped, and displayed in the grocery stores
under refrigeration. 

The product safety preventive measures are followed
up with testing for harmful microorganism contamination.
The types of bacteria that most margarine manufacturers
check for are [4]:

● Coliform — Some members of the coliform
group are found in the intestines of all warm
blooded animals. They are not generally 
considered pathogenic or disease producing
but rather as “fellow travelers” with intestinal
pathogens. Coliforms do not survive pasteur-
ization. When found in pasteurized product,
their presence is suggestive of unsanitary 
conditions or practices during production,
packaging, or storage. Coliform testing meas-
ures the quality of the sanitation procedures. 

● Standard Plate Count — Total plate count is
valuable as a sanitation indicator and for qual-
ity information. The bacteria that grow at the
total plate count incubation temperature are
known as mesophiles and include a wide 
variety of microorganisms. The media used is
nutrient-rich and nonselective. Both patho-
genic and nonpathogenic organisms may be
present. 

● Yeast and Mold — Yeast and mold have very
similar growth parameters. Both are able to
survive extremes in conditions, such as pH,
water activity, and high concentrations of
sugar, that most bacteria cannot tolerate.
Since yeast and mold can survive such 
conditions, they are important spoilage organ-
isms in margarine and spread products. The 
presence of yeast and mold in these products 
indicates poor sanitation practices. 

● Thermophile — The term thermophile is used
to describe a group of microorganisms that
grow in the 131° to 194°F or 55° to 90°C
range. These organisms are very heat sensitive
and can cause spoilage of product. They will
grow into spores if held at elevated tempera-
tures or if the product is improperly cooled. 

● Pathogenic Microorganisms — A pathogen is
an organism that causes disease. The two
types that are of interest for margarine and
spread products are infections and intoxica-
tions. Salmonella, E. coliform, and Listeria
are infectious organisms that can grow in
margarine-type products. These live organ-
isms are poisonous to humans and cause food

poisoning when they are ingested. The other
organism that pose a problem is
Staphylococcus. Some strains of Staph. pro-
duce a toxin that is poisonous to humans
when ingested. Pasteurization will kill the
organism but once the toxin has been formed,
it remains active. This is the reason hand
contamination of product after pasteurization
can have very critical effects. 

Q. FLAKING AND SPRAY CHILLING

Fat flakes describe the higher melting fat and oil products
solidified in a thin flake form for ease of handling, quick
remelting, or for a specific function in a food product.
Chill rolls and processed oil formulations have been
adapted to produce several different flaked products that
can provide distinctive performance characteristics in spe-
cialty formulated foods. The flaked products, produced
almost exclusively the restaurant and food processor con-
sumers, are hardfats or stearines, shortening chips, icing
stabilizers, confectioners fats, hard emulsifiers, and other
customer specific products. 

The flake products are solidified on a chill roll which
has been described as an endless moving chilling surface
held at a temperature below the crystallization point of the
applied fat or oil product to form a congealed film on the
outer surface. Specifically, chill rolls are usually 4 foot
diameter hollow metal cylinders, in various lengths, with
a machined and ground smooth surface, internally 
refrigerated, that revolve slowly on longitudinal and 
horizontal axes, with several options for feeding the
melted oil onto the surface. After application, a thin film
of liquid fat is carried over the roll, and as the revolution
of the roll continues, the fat is partially solidified. The
solidified fat is scraped from the roll by a doctor blade
positioned ahead of the feeding mechanism with all of the
chill roll designs. Flakes are packaged in kraft bags,
corrugated cartons with vinyl liners or other suitable 
containers for storage and shipment [3]. 

Spray chilled or powdered fats are specialized prod-
ucts developed for ease of incorporation, handling,
melting efficiency, uniform delivery with addition sys-
tems, encapsulation, and other special purpose uses. The
spray chilling process consists of atomizing a molten fat
in a crystallization zone or tower, maintained under 
temperature conditions where a very fine mist of the
melted fat is contacted with cooled air or gas to cause
crystallization without marked supercooling [4]. 

Flaked products present the most opportunity for
product contamination during processing of all the fats
and oils products. During chilling the product is exposed
to the atmosphere longer than any of the other packaging
operations. Most chill rolls are protected from air borne
contamination with shields but the chill time and slow
packaging rate require constant attention by the packaging
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employees. Metal contamination is also a product risk
with some of the chill roll arrangements using application
rolls or metal doctor blades. Metal detection after packag-
ing and constant visual attention by the packaging
employee have effectively identified any problems.
Nevertheless, the preventive measures are proper equip-
ment maintenance, proper equipment set-up, and diligent
inspection of the equipment. 

R. BULK FATS AND OILS SHIPMENTS

Food processors that use fats and oils in large quantities
many times have the facilities to handle this ingredient
liquid in bulk. All of the products packaged for shipment
and use can be provided to the customers in tank cars or
tank trucks, except margarine and spread mixes which
contain milk and salt. The customers for these bulk prod-
ucts must have fats and oils bulk handling systems to
receive, store, and handle the liquid products. Impurities
and contamination are the two major food safety concerns
which are controlled with a through inspection of the
cleanliness of the tankers and in-line filtration of the oil
during loading. Oil purity is monitored with laboratory fil-
terable impurities evaluations of representative samples
obtained from the tanker after loading. An impurity devi-
ation at this point necessitates unloading of the tanker and
reprocessing to remove the impurity identified. In addi-
tion, it is standard practice for the bulk oil customer to
again filter the oil as it is being unloaded into his facility. 
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I. INTRODUCTION

To protect our food supply from terrorist attacks, the U.S.
Food and Drug Administration (FDA) has issued a number
of guidance documents for the food industry.  These docu-
ments represent FDA’s current thinking on the kinds of
measures that food establishments may take to minimize the
risk that food under their control will be subject to tamper-
ing or other malicious, criminal, or terrorist actions.

This chapter discusses some of these documents.
Please note the following premises:

1. The information in each document has been
modified to make easy readings. Therefore, the
original documents must be consulted for details.

2. Some major abbreviations are:
FR � U.S. Federal Register.
CFR � U.S. Code of Federal Regulations.

3. For all documents discussed in this chapter,
please note that the Emergency Point of
Contact is:
U.S. Food and Drug Administration
5600 Fishers Lane, Rockville, MD 20857 

4. If a food import establishment operator sus-
pects that any of his/her products that are 

regulated by the FDA have been subject to tam-
pering, “counterfeiting,” or other malicious,
criminal, or terrorist action, FDA recommends
that he/she notify the FDA 24-hour emergency
number at 301-443-1240 or call their 
local FDA District Office. FDA District 
Office telephone numbers are listed at
http://www.fda.gov/ora/inspect_ref/iom/
iomoradir.html. FDA recommends that the
operator also notify local law enforcement and
public health agencies.

5. Additional Resources:

A process called Operational Risk Management
(ORM) may help prioritize the preventive measures that
are most likely to have the greatest impact on reducing the
risk of tampering or other malicious, criminal, or terrorist
actions against food. Information on ORM is available in
the Federal Aviation Administration (FAA) System Safety
Handbook, U.S. Department of Transportation, FAA,
December 30, 2000, Chapter 15, Operational Risk
Management. The handbook is available at: http://www.
asy.faa.gov/Risk/SSHandbook/Chap15_1200.pdf. 

The U.S. Department of Transportation, Research and
Special Programs Administration has published an 
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advisory notice of voluntary measures to enhance the
security of hazardous materials shipments. It is available
at: http://frwebgate.access.gpo.gov/cgi-bin/getdoc.cgi?
dbname�2002_register&docid�02-3636-filed.pdf. The
notice provides guidance to shippers and carriers on per-
sonnel, facility and en route security issues. 

The U.S. Postal Service has prepared guidance for
identifying and handling suspicious mail. It is available at:
http://www.usps.com/news/2001/press/mailsecurity/post-
card.htm. 

The Federal Anti-Tampering Act (18 USC 1365)
makes it a federal crime to tamper with or taint a consumer
product; to attempt, threaten, or conspire to tamper with or
taint a consumer product; or make a false statement about
having tampered with or tainted a consumer product.
Conviction can lead to penalties of up to $100,000 in fines
and up to life imprisonment. The Act is available at:
http://www.fda.gov/opacom/laws/fedatact.htm. 

The National Infrastructure Protection Center (NIPC)
serves as the federal government’s focal point for threat
assessment, warning, investigation, and response for
threats or attacks against U.S. critical infrastructure. The
NIPC has identified the food system as one of the eight
critical infrastructures, and has established a public-pri-
vate partnership with the food industry, called the Food
Industry Information Sharing and Analysis Center (Food
Industry ISAC). The NIPC provides the Food Industry
ISAC with access, information, and analysis, enabling the
food industry to report, identify, and reduce its vulnera-
bilities to malicious attacks, and to recover from such
attacks as quickly as possible. In particular, the NIPC
identifies credible threats and crafts specific warning mes-
sages to the food industry. Further information is available
at http://www.nipc.gov/ and http://www.foodisac.org/. 

Finally, FDA encourages trade associations to evalu-
ate the preventive measures contained in this guidance
document and adapt them to their specific products and
operations and to supplement this guidance with addi-
tional preventive measures when appropriate. FDA wel-
comes dialogue on the content of sector specific guidance
with appropriate trade associations.

Finally, some trade associations have developed food
security guidance that is appropriately focused for that
specific industry. For example, the International Dairy
Food Association has developed a food security guidance
document as an aid to the dairy industry.

FDA encourages other trade associations to evaluate
the preventive measures contained in this FDA guidance
document and adapt them to their specific products and
operations and to supplement this guidance with addi-
tional preventive measures when appropriate. FDA wel-
comes dialogue on the content of sector specific guidance
with appropriate trade associations.

● Preparing for the possibility of tampering or other
malicious, criminal, or terrorist events 

● Assigning responsibility for security to knowledge-
able individual(s).

When studying the information, there are many areas
of overlap among the different guidance documents.
There are guidelines that are the same, whether they are
for food producer, food manufacturer, food importer or
food transport companies, e.g., a good security record of
each employee, suspicious packages in a work area,
abnormal looking foods, leaking containers, and so on.
Such information is repeated in each of the guidance doc-
ument for several reasons:

1. To maintain the integrity of each document so
that the users will understand the intention and
details of each guidance in its entity.  It must be
emphasized that they are not legal documents.

2. Each guidance document is designed for a spe-
cific segment of the food industries.  If all docu-
ments are combined to avoid over-lapping, then
each specific segment of the food industries will
be frustrated in the study and dissemination of
the information to its intended members. This
frustration may potentially lead to ignoring such
documents because they are difficult to read.

3. Although the repeated information may take up
space and printed pages and be responsible for
a minor deviation from full professional
English, its benefits to the readers outweigh
economical and language considerations.

II. FOOD PRODUCERS, PROCESSORS,
AND TRANSPORTERS: FOOD
PREVENTIVE MEASURES GUIDANCE

This document was issued by the FDA on March 21, 2003
and covers the following:

A. GOALS AND OBJECTIVES

1. Purpose and Scope

This guidance is designed as an aid to operators of food
establishments (firms that produce, process, store, repack,
relabel, distribute, or transport food or food ingredients).
This is a very diverse set of establishments, which
includes both very large and very small entities.

This guidance identifies the kinds of preventive meas-
ures operators of food establishments may take to minimize
the risk that food under their control will be subject to tam-
pering or other malicious, criminal, or terrorist actions. It is
relevant to all sectors of the food system, including farms,
aquaculture facilities, fishing vessels, producers, trans-
portation operations, processing facilities, packing facili-
ties, and warehouses. It is not intended as guidance for
retail food stores or food service establishments. 
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Operators of food establishments are encouraged to
review their current procedures and controls in light of the
potential for tampering or other malicious, criminal, or
terrorist actions and make appropriate improvements.
FDA recommends that the review include consideration
of the role that unit and distribution packaging might have
in a food security program. This guidance is designed to
focus operator’s attention sequentially on each segment of
the farm-to-table system that is within their control, to
minimize the risk of tampering or other malicious, crimi-
nal, or terrorist action at each segment. To be successful,
implementing enhanced preventive measures requires the
commitment of management and staff. Accordingly, FDA
recommends that both management and staff participate
in the development and review of such measures. 

2. Limitations

Not all of the guidance contained in this document may 
be appropriate or practical for every food establishment,
particularly smaller facilities and distributors. FDA rec-
ommends that operators review the guidance in each sec-
tion that relates to a component of their operation, and
assess which preventive measures are suitable. Example
approaches are provided for many of the preventive meas-
ures listed in this document. These examples should not
be regarded as minimum standards, nor should the exam-
ples provided be considered an inclusive list of all poten-
tial approaches to achieving the goal of the preventive
measure. FDA recommends that operators consider the
goal of the preventive measure, assess whether the goal is
relevant to their operation, and, if it is, design an approach
that is both efficient and effective to accomplish the goal
under their conditions of operation.

3. Structure

This guidance is divided into five sections that relate to
individual components of a food establishment operation:
management; human element — staff; human element —
public; facility; and operations.

B. FOOD ESTABLISHMENT OPERATIONS

1. Management

FDA recommends that food establishment operators 
consider:

a. Preparation for the possibility of tampering or
other malicious, criminal, or terrorist actions 

1. assigning responsibility for security to knowl-
edgeable individual(s) 

2. conducting an initial assessment of food secu-
rity procedures and operations, which we rec-
ommend be kept confidential 

3. having a security management strategy to pre-
pare for and respond to tampering and other
malicious, criminal, or terrorist actions, both
threats and actual events, including identifying,
segregating and securing affected product 

4. planning for emergency evacuation, including
preventing security breaches during evacuation 

5. maintaining any floor or flow plan in a secure,
off-site location 

6. becoming familiar with the emergency
response system in the community 

7. making management aware of 24-hour contact
information for local, state, and federal police/
fire/rescue/health/homeland security agencies 

8. making staff aware of who in management they
should alert about potential security problems
(24-hour contacts) 

9. promoting food security awareness to encour-
age all staff to be alert to any signs of tamper-
ing or other malicious, criminal, or terrorist
actions or areas that may be vulnerable to such
actions, and reporting any findings to identified
management (for example, providing training,
instituting a system of rewards, building secu-
rity into job performance standards) 

10. having an internal communication system to
inform and update staff about relevant security
issues 

11. having a strategy for communicating with the
public (for example, identifying a media
spokesperson, preparing generic press statements
and background information, and coordinating
press statements with appropriate authorities)

b. Supervision
1. providing an appropriate level of supervision to

all staff, including cleaning and maintenance
staff, contract workers, data entry and computer
support staff, and especially, new staff

2. conducting routine security checks of the prem-
ises, including automated manufacturing lines,
utilities and critical computer data systems (at a
frequency appropriate to the operation) for
signs of tampering or malicious, criminal, or
terrorist actions or areas that may be vulnerable
to such actions

c. Recall strategy
1. identifying the person responsible, and a

backup person 
2. providing for proper handling and disposition

of recalled product 
3. identifying customer contacts, addresses and

phone numbers
4. investigation of suspicious activity
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5. investigating threats or information about signs
of tampering or other malicious, criminal, or
terrorist actions 

6. alerting appropriate law enforcement and pub-
lic health authorities about any threats of or
suspected tampering or other malicious, crimi-
nal, or terrorist actions

d. Evaluation program
1. evaluating the lessons learned from past tam-

pering or other malicious, criminal, or terrorist
actions and threats 

2. reviewing and verifying, at least annually, the
effectiveness of the security management pro-
gram (for example, using knowledgeable in-
house or third party staff to conduct tampering or
other malicious, criminal, or terrorist action exer-
cises and mock recalls and to challenge computer
security systems), revising the program accord-
ingly, and keeping this information confidential 

3. performing random food security inspections of
all appropriate areas of the facility (including
receiving and warehousing, where applicable)
using knowledgeable in-house or third party
staff, and keeping this information confidential 

4. verifying that security contractors are doing an
appropriate job, when applicable 

2. Human Element — Staff

Under Federal law, food establishment operators are
required to verify the employment eligibility of all new
hires, in accordance with the requirements of the
Immigration and Nationality Act, by completing the INS
Employment Eligibility Verification Form (INS Form I-9).
Completion of Form I-9 for new hires is required by 8
USC 1324a and nondiscrimination provisions governing
the verification process are set forth at 8 USC 1324b.

FDA recommends that food establishment operators
consider:

a. Screening (pre-hiring, at hiring, post-hiring)
This involves examining the background of all staff
(including seasonal, temporary, contract, and volunteer
staff, whether hired directly or through a recruitment firm)
as appropriate to their position, considering candidates’
access to sensitive areas of the facility and the degree 
to which they will be supervised and other relevant factors
(for example, obtaining and verifying work references,
addresses, and phone numbers, participating in one 
of the pilot programs managed by the Immigration and
Naturalization Service and the Social Security
Administration [These programs provide electronic confir-
mation of employment eligibility for newly hired employ-
ees. For more information call the INS SAVE Program toll
free at 1-888-464-4218, fax a request for information to
(202) 514-9981, or write to US/INS, SAVE Program, 425

I Street, NW, ULLICO-4th Floor, Washington, DC 20536.
These pilot programs may not be available in all states],
having a criminal background check performed by local
law enforcement or by a contract service provider
[Remember to first consult any state or local laws that may
apply to the performance of such checks]).

Note: screening procedures should be applied equally
to all staff, regardless of race, national origin, religion,
and citizenship or immigration status.

b. Daily work assignments
1. knowing who is and who should be on premises,

and where they should be located, for each shift 
2. keeping information updated

c. Identification
1. establishing a system of positive identification

and recognition that is appropriate to the nature
of the workforce (for example, issuing uni-
forms, name tags, or photo identification
badges with individual control numbers, color
coded by area of authorized access), when
appropriate 

2. collecting the uniforms, name tag, or identifi-
cation badge when a staff member is no longer
associated with the establishment

d. Restricted access
1. identifying staff that require unlimited access

to all areas of the facility 
2. reassessing levels of access for all staff period-

ically
3. limiting access so staff enter only those areas

necessary for their job functions and only dur-
ing appropriate work hours (for example, using
key cards or keyed or cipher locks for entry to
sensitive areas, color coded uniforms [remem-
ber to consult any relevant federal, state or local
fire or occupational safety codes before making
any changes]) 

4. changing combinations, rekeying locks and/or
collecting the retired key card when a staff
member who is in possession of these is no
longer associated with the establishment, and
additionally as needed to maintain security

e. Personal items
1. restricting the type of personal items allowed in

establishment 
2. allowing in the establishment only those per-

sonal use medicines that are necessary for the
health of staff and ensuring that these personal
use medicines are properly labeled and stored
away from food handling or storage areas 

3. preventing staff from bringing personal items
(for example, lunch containers, purses) into
food handling or storage areas 

200-6 Handbook of Food Science, Technology, and Engineering, Volume 4



4. providing for regular inspection of contents of
staff lockers (for example, providing metal
mesh lockers, company issued locks), bags,
packages, and vehicles when on company prop-
erty (Remember to first consult any federal,
state, or local laws that may relate to such
inspections)

f. Training in food security procedures
1. incorporating food security awareness, includ-

ing information on how to prevent, detect, and
respond to tampering or other malicious, crim-
inal, or terrorist actions or threats, into training
programs for staff, including seasonal, tempo-
rary, contract, and volunteer staff 

2. providing periodic reminders of the importance
of security procedures (for example, scheduling
meetings, providing brochures or payroll
stuffers)

3. encouraging staff support (for example, involv-
ing staff in food security planning and the food
security awareness program, demonstrating the
importance of security procedures to the staff)

g. Unusual behavior
This involves watching for unusual or suspicious behavior
by staff (for example, staff who, without an identifiable
purpose, stay unusually late after the end of their shift,
arrive unusually early, access files/information/areas of
the facility outside of the areas of their responsibility;
remove documents from the facility; ask questions on sen-
sitive subjects; bring cameras to work).

h. Staff health
This involves being alert for atypical staff health conditions
that staff may voluntarily report and absences that could be
an early indicator of tampering or other malicious, criminal,
or terrorist actions (for example, an unusual number of staff
who work in the same part of the facility reporting similar
symptoms within a short time frame), and reporting such
conditions to local health authorities.

3. Human Element — Public 

FDA recommends that food establishment operators con-
sider visitors (for example, contractors, supplier represen-
tatives, delivery drivers, customers, couriers, pest control
representatives, third-party auditors, regulators, reporters,
tours):

1. inspecting incoming and outgoing vehicles,
packages and briefcases for suspicious, inap-
propriate or unusual items or activity, to the
extent practical

2. restricting entry to the establishment (for exam-
ple, checking visitors in and out at security or

reception, requiring proof of identity, issuing
visitors badges that are collected upon depar-
ture, accompanying visitors)

3. ensuring that there is a valid reason for the visit
before providing access to the facility - beware
of unsolicited visitors

4. verifying the identity of unknown visitors 
5. restricting access to food handling and storage

areas (for example, accompanying visitors,
unless they are otherwise specifically authorized)

6. restricting access to locker room 

4. Facility

FDA recommends that food establishment operators 
consider:

a. Physical security
1. protecting perimeter access with fencing or

other deterrent, when appropriate 
2. securing doors (including freight loading

doors, when not in use and not being moni-
tored, and emergency exits), windows, roof
openings/hatches, vent openings, ventilation
systems, utility rooms, ice manufacturing and
storage rooms, loft areas, trailer bodies, tanker
trucks, railcars, and bulk storage tanks for liq-
uids, solids, and compressed gases, to the
extent possible (for example, using locks,
“jimmy plates,” seals, alarms, intrusion detec-
tion sensors, guards, monitored video surveil-
lance [remember to consult any relevant
federal, state or local fire or occupational safety
codes before making any changes]) 

3. using metal or metal-clad exterior doors to the
extent possible when the facility is not in oper-
ation, except where visibility from public thor-
oughfares is an intended deterrent (remember
to consult any relevant federal, state or local
fire or occupational safety codes before making
any changes) 

4. minimizing the number of entrances to
restricted areas (remember to consult any rele-
vant federal, state or local fire or occupational
safety codes before making any changes) 

5. securing bulk unloading equipment (for exam-
ple, augers, pipes, conveyor belts, and hoses)
when not in use and inspecting the equipment
before use 

6. accounting for all keys to establishment (for
example, assigning responsibility for issuing,
tracking, and retrieving keys) 

7. monitoring the security of the premises using
appropriate methods (for example, using secu-
rity patrols [uniformed and/or plain-clothed],
video surveillance) 
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8. minimizing, to the extent practical, places that
can be used to temporarily hide intentional con-
taminants (for example, minimizing nooks and
crannies, false ceilings) 

9. providing adequate interior and exterior light-
ing, including emergency lighting, where
appropriate, to facilitate detection of suspicious
or unusual activities 

10. implementing a system of controlling vehicles
authorized to park on the premises (for exam-
ple, using placards, decals, key cards, keyed or
cipher locks, issuing passes for specific areas
and times to visitors’ vehicles) 

11. keeping parking areas separated from entrances
to food storage and processing areas and utili-
ties, where practical

b. Laboratory safety
1. restricting access to the laboratory (for exam-

ple, using key cards or keyed or cipher locks
[remember to consult any relevant federal, state
or local fire or occupational safety codes before
making any changes]) 

2. restricting laboratory materials to the labora-
tory, except as needed for sampling or other
appropriate activities 

3. restricting access (for example, using locks,
seals, alarms, key cards, keyed or cipher locks)
to sensitive materials (for example, reagents
and bacterial, drug, and toxin positive controls) 

4. assigning responsibility for integrity of positive
controls to a qualified individual 

5. knowing what reagents and positive controls
should be on the premises and keeping track of
them 

6. investigating missing reagents or positive con-
trols or other irregularities outside a normal
range of variability immediately, and alerting
appropriate law enforcement and public health
authorities about unresolved problems, when
appropriate 

7. disposing of unneeded reagents and positive
controls in a manner that minimizes the risk
that they can be used as a contaminant

c. Storage and use of poisonous and toxic 
chemicals (for example, cleaning and 
sanitizing agents, pesticides)

1. limiting poisonous and toxic chemicals in the
establishment to those that are required for the
operation and maintenance of the facility and
those that are being held for sale 

2. storing poisonous and toxic chemicals as far
away from food handling and storage areas as
practical 

3. limiting access to and securing storage areas
for poisonous and toxic chemicals that are not
being held for sale (for example, using keyed or
cipher locks, key cards, seals, alarms, intrusion
detection sensors, guards, monitored video sur-
veillance [remember to consult any relevant
federal, state or local fire codes that may apply
before making any changes]) 

4. ensuring that poisonous and toxic chemicals
are properly labeled 

5. using pesticides in accordance with the Federal
Insecticide, Fungicide, and Rodenticide Act
(for example, maintaining rodent bait that is in
use in covered, tamper-resistant bait stations) 

6. knowing what poisonous and toxic chemicals
should be on the premises and keeping track of
them 

7. investigating missing stock or other irregulari-
ties outside a normal range of variation and
alerting appropriate law enforcement and pub-
lic health authorities about unresolved prob-
lems, when appropriate 

5. Operations 

FDA recommends that food establishment operators 
consider:

a. Incoming materials and contract operations
1. using only known, appropriately licensed or

permitted (where applicable) contract manufac-
turing and packaging operators and sources for
all incoming materials, including ingredients,
compressed gas, packaging, labels, and materi-
als for research and development 

2. taking reasonable steps to ensure that suppliers,
contract operators and transporters practice
appropriate food security measures (for exam-
ple, auditing, where practical, for compliance
with food security measures that are contained
in purchase and shipping contracts or letters of
credit, or using a vendor approval program) 

3. authenticating labeling and packaging configu-
ration and product coding/expiration dating
systems (where applicable) for incoming mate-
rials in advance of receipt of shipment, espe-
cially for new products 

4. requesting locked and/or sealed vehicles/con-
tainers/railcars, and, if sealed, obtaining the
seal number from the supplier and verifying
upon receipt, making arrangements to maintain
the chain of custody when a seal is broken for
inspection by a governmental agency or as a
result of multiple deliveries 

5. requesting that the transporter have the capabil-
ity to verify the location of the load at any time,
when practical 
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6. establishing delivery schedules, not accepting
unexplained, unscheduled deliveries or drivers,
and investigating delayed or missed shipments 

7. supervising off-loading of incoming materials,
including off hour deliveries 

8. reconciling the product and amount received
with the product and amount ordered and the
product and amount listed on the invoice and
shipping documents, taking into account any
sampling performed prior to receipt 

9. investigating shipping documents with suspi-
cious alterations 

10. inspecting incoming materials, including ingre-
dients, compressed gas, packaging, labels, prod-
uct returns, and materials for research and
development, for signs of tampering, contamina-
tion or damage (for example, abnormal powders,
liquids, stains, or odors, evidence of resealing,
compromised tamper-evident packaging) or
“counterfeiting” (for example, inappropriate or
mismatched product identity, labeling, product
lot coding or specifications, absence of tamper-
evident packaging when the label contains a
tamper-evident notice), when appropriate 

11. evaluating the utility of testing incoming ingre-
dients, compressed gas, packaging, labels,
product returns, and materials for research and
development for detecting tampering or other
malicious, criminal, or terrorist action 

12. rejecting suspect food 
13. alerting appropriate law enforcement and pub-

lic health authorities about evidence of tamper-
ing, “counterfeiting” or other malicious,
criminal, or terrorist action

b. Storage
1. having a system for receiving, storing, and han-

dling distressed, damaged, returned, and
rework products that minimizes their potential
for being compromised or to compromise the
security of other products (for example,
destroying products that are unfit for human or
animal consumption, products with illegible
codes, products of questionable origin, and
products returned by consumers to retail stores) 

2. keeping track of incoming materials and mate-
rials in use, including ingredients, compressed
gas, packaging, labels, salvage products,
rework products, and product returns 

3. investigating missing or extra stock or other
irregularities outside a normal range of vari-
ability and reporting unresolved problems to
appropriate law enforcement and public health
authorities, when appropriate 

4. storing product labels in a secure location and
destroying outdated or discarded product labels 

5. minimizing reuse of containers, shipping pack-
ages, cartons, etc., where practical

c. Security of water and utilities
1. limiting, to the extent practical, access to controls

for airflow, water, electricity, and refrigeration 
2. securing non-municipal water wells, hydrants,

storage, and handling facilities 
3. ensuring that water systems and trucks are

equipped with backflow prevention 
4. chlorinating water systems and monitoring

chlorination equipment, where practical, and
especially for non-municipal water systems 

5. testing non-municipal sources for potability
regularly, as well as randomly, and being alert
to changes in the profile of the results 

6. staying attentive to the potential for media
alerts about public water provider problems,
when applicable 

7. identifying alternate sources of potable water
for use during emergency situations where nor-
mal water systems have been compromised (for
example, trucking from an approved source,
treating on-site or maintaining on-site storage)

d. Finished products
1. ensuring that public storage warehousing and

shipping operations (vehicles and vessels)
practice appropriate security measures (for
example, auditing, where practical, for compli-
ance with food security measures that are con-
tained in contracts or letters of guarantee) 

2. performing random inspection of storage facil-
ities, vehicles, and vessels 

3. evaluating the utility of finished product testing
for detecting tampering or other malicious,
criminal, or terrorist actions 

4. requesting locked and/or sealed vehicles/con-
tainers/railcars and providing the seal number
to the consignee 

5. requesting that the transporter have the capabil-
ity to verify the location of the load at any time 

6. establishing scheduled pickups, and not accept-
ing unexplained, unscheduled pickups 

7. keeping track of finished products 
8. investigating missing or extra stock or other

irregularities outside a normal range of varia-
tion and alerting appropriate law enforcement
and public health authorities about unresolved
problems, when appropriate 

9. advising sales staff to be on the lookout for
counterfeit products and to alert management if
any problems are detected

e. Mail/packages
This involves implementing procedures to ensure the
security of incoming mail and packages (for example,
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locating the mailroom away from food processing and
storage areas, securing mailroom, visual or x-ray
mail/package screening, following U.S. Postal Service
guidance).

f. Access to computer systems
1. restricting access to computer process control

systems and critical data systems to those with
appropriate clearance (for example, using pass-
words, firewalls) 

2. eliminating computer access when a staff mem-
ber is no longer associated with the establishment 

3. establishing a system of traceability of com-
puter transactions 

4. reviewing the adequacy of virus protection sys-
tems and procedures for backing up critical
computer based data systems 

5. validating the computer security system 

If a food establishment operator suspects that any of
his/her products that are regulated by the FDA have been
subject to tampering, “counterfeiting,” or other malicious,
criminal, or terrorist action, FDA recommends that he/she
notify the FDA 24-hour emergency number at 301-443-
1240 or call their local FDA District Office. FDA District
Office telephone numbers are listed at: http://www.fda
.gov/ora/inspect_ref/iom/iomoradir.html. FDA recom-
mends that the operator also notify appropriate law
enforcement and public health authorities.

III. BULK OVER-THE-ROAD FOOD
TANKER TRANSPORT SAFETY AND 
SECURITY GUIDELINES

A. INTRODUCTION

On October 2003, the FDA posted this industry informa-
tion as a service to industry, consumers, the media, and
other interested parties.  This document was sponsored by
the following trade associations:

American Bakers Association
American Frozen Food Institute
Concord Grape Association
Corn Refiners Association
Grocery Manufacturers of America
Institute of Shortening and Edible Oils
International Dairy Foods Association
National Food Processors Association
National Institute of Oilseed Products
National Juice Products Association
National Milk Producers Association
National Tank Truck Carriers
Northwest Food Processors Association
Processed Apples Institute

Snack Food Association
The Vinegar Institute

Information and recommendations contained in this
document are intended as voluntary guidelines for the safe
and secure transport and handling of over-the-road food
tankers. As such, the sponsoring organizations do not
guarantee or warrant, expressly or by implication, that
compliance with the guidelines will prevent damage,
spoilage, accidents, or injuries to persons or property. Any
inference of such a guarantee or warranty is expressly and
specifically disclaimed. 

It is the sole responsibility of any company or person
using the guidelines and related information provided in
this publication, and not the responsibility of the sponsor-
ing organizations, to ensure that such company or person
is proficient in the operations and procedures discussed in
this publication. The use of statements, recommendations,
or suggestions contained herein creates no responsibility
on the part of the sponsoring organizations for damage,
spoilage, loss, accident or injury resulting from such use,
or irrespective of such use. Moreover, adoption of any of
the guidelines or recommendations included in this publi-
cation does not assure compliance with legal or regulatory
requirements. Those involved with the production, han-
dling and transportation of foods are advised to become
familiar with all relevant and applicable local, state and
federal regulations and to ensure that they comply with
such requirements as appropriate. 

A company policy should be established to designate
authorized personnel for acceptance of incoming trans-
portation equipment. The policy document should 
be maintained in company files in accordance with com-
pany policy. In addition to these guidelines, a company
may provide employees with additional information 
and forms for use in acceptance of transportation 
equipment. Consult your legal counsel for guidance on
related legal requirements concerning the transportation
of foods. 

B. DOCUMENTATION

1. Recommendations

1. The contract and/or verification between a ship-
per and carrier should include a clause identify-
ing the last three prior cargoes, a copy of the last
wash ticket and documentation if the tanker has
been converted from non-food to food grade. 

2. The carrier should supply documentation to the
shipper confirming that all equipment being
used is for food grade purposes. This informa-
tion should be kept on file at the shipper’s office. 

3. The commodities the carrier may haul in
tankers contracted for shipper service are those
agreed upon between the parties. 
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4. A new piece of equipment should have a sani-
tary cleaning prior to placement in service. 

5. Except for dedicated equipment, in-service
equipment should have a listing of the last
three loads and a copy of the last wash out
certificate. 

6. If special handling requirements are necessary,
they should be specified in the Bill of Lading.
Special requirements may include, but are not
limited to temperature specifications or restric-
tions, pumps and nitrogen overlays. 

C. RECEIPT AND INSPECTION OF EMPTY TANKER

1. Receipt 

1. Plant personnel should take all reasonable meas-
ures and precautions to assure that plant opera-
tors conform to the requirements in 21 CFR 110
(Current Good Manufacturing Practices
(CGMPs) and 9 CFR Part 417 (Hazard Analysis
Critical Control Point (HACCP) Systems). The
loading and unloading areas should be designed
and maintained in accordance with Good
Manufacturing Practices or appropriate regula-
tions in order to reduce the potential for contam-
ination of the inbound product. 

2. The tanker should be identified for use if there
are specific regulation requirements — juice,
seafood, meat and poultry, etc., and/or if there
are specific customer requirements. 

3. Confirm that access points were sealed at the
wash station with numbered, tamper-evident
seals to guard against subsequent contamina-
tion of the cleaned trailer before delivery. This
should include at least all major points of entry
and discharge. Sealing points may include the
dome cover, tank outlet, vent cap, pump inlet,
pump outlet, and hose tube covers.

4. In the event that transfer hoses and/or the ship-
per or consignee supplies piping, seals need not
be applied to hose tubes mounted on the cargo
tank. If seals are present and are broken or tam-
pered with by enforcement personnel, docu-
mentation must be produced by enforcement
personnel to verify such action. Tank wash
facilities, shippers and consignees should be
authorized to remove and replace seals. 

5. Confirm that hoses and pump outlets were
capped and sealed at the wash station after
cleaning. Trailers hauling food grade commodi-
ties should be washed on a regular schedule
regardless of whether or not they have hauled
food, the interval for which will be determined
under the terms of the contract. 

6. All documentation, including wash certificates
or tags and bills of lading, should be reviewed
and seal identification checked and verified. 

7. Seal numbers should be recorded on the wash
ticket, or a suitable document designed for that
purpose, and verified by the receiver when
inspecting the vehicle. Any discrepancy should
be reported to management immediately. If the
driver indicates that it has been necessary to
transfer the lading from one tank to another after
washing, contact appropriate plant management. 

8. Obtain appropriate documentation from the
trucker or the truck company concerning the
previous cargo(es). The prior load should be
accurately documented and documentation
available to assure that the tank has been in
acceptable transportation service. Additionally,
the trucking company should be able to present
independent documentation (e.g., shipper bills
of lading) of the last three prior load commodi-
ties (by fax or e-mail), upon request. 

9. The cleaning certificate issued by the wash sta-
tion should contain the name of the product last
hauled determined via the last shipping docu-
ments and should be reviewed and copied for
filing. If no cleaning certificate is presented,
management should be consulted. 

10. If washing is required, a copy of the wash ticket,
noting the prior commodity, should be pre-
sented to the outbound truck operator. The car-
rier should also provide wash schedules/wash
histories for a specific cargo tank upon request. 

11. The prior load records should be verified as des-
ignated in the documentation section of this
guideline. If the prior cargo was not an accept-
able material, do not accept the load and contact
appropriate plant management immediately. 

2. Visual Inspection 

1. The interior of the tank should be inspected
visually. The interior of the tank should be
clean and free of cracks and corrosion, which
can harbor contaminants. If condensate is pres-
ent or the interior is otherwise unacceptable,
check with your supervisor prior to loading.
Internal damage or corrosion, foreign objects,
incompatible product residue, mold, and mois-
ture are potential causes for rejection. 

2. The presence of off-odors or of any residual
material when opening the dome cover should
be reported to appropriate plant management
immediately. 

3. Inspect the inside of the tank for evidence of
residue of prior cargoes or flaking, which
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indicates inadequate cleaning/rinsing of the
tank or unacceptable prior cargoes. Be espe-
cially alert to those areas hard to inspect visu-
ally, such as the top inner portion of the tank. 

4. It is recommended that the shippers/receivers
use their own pumps and hoses. If the tanker or
tractor pump and hoses are used, they should
meet all applicable tanker guidelines. If the
truck’s pumping system is to be used for load-
ing, all hoses and pumps should be visually
inspected. Special attention should be paid to
pumps located on the tractor, as the tractor unit
may not be dedicated to food service use and
may not have been cleaned when the trailer was
cleaned. If pumps and/or hoses carried on the
tractor are to be used, they should be indicated
as having been cleaned on the wash station cer-
tificate. Tractor mounted blowers, used for the
transfer of dry commodities should not be
cleaned, but move only air. 

5. Inspect all seals, gaskets, pumps, valves, hoses,
and hose tubing for cleanliness, integrity, and
proper capping. Cracked, corroded, or improp-
erly protected equipment can trap [residual
material] and serve as a source of contamination
or create an environment conducive to bacterial
growth with the potential for contaminating
product coming in contact with the surface. 

6. The company should have a visual inspection
form for plant employees to check off during
the tanker inspection. The form should have an
accept/reject notation and a space for the
employee and/or appropriate signature(s).
(Refer to Appendix “C” for an example of an
empty tanker inspection form.) 

7. A clear company policy should be established
to designate authorized personnel for accept-
ance of incoming transportation equipment.
The policy document should be maintained 
in company files in accordance with company
policy. In addition to these guidelines, a com-
pany may provide employees with additional
information and forms for use in acceptance 
of transportation equipment. Consult your legal
counsel for guidance on related legal require-
ments concerning the transportation of foods. 

D. TANK TRUCK LOADING

1. Recommendations 

1. If the tanker is deemed acceptable for loading,
sufficient care should be exercised during load-
ing to ensure that the integrity of the product
and the tanker vessel are maintained. 

2. Product loading and unloading facilities should
be designed and maintained in accordance with
Good Manufacturing Practices 21 CFR, part 110. 

3. After loading, the tanker should be closed and
tamper-evident security seals affixed to any
access ports, which were unsealed during
inspection to preclude tampering with or adul-
teration of the product during shipment. 

4. Seal numbers should be recorded on the bill of
lading or other appropriate document. 

5. The cargo should be identified on the bill of
lading by the common or usual name of the
food or food ingredient or as identified by DOT
regulations. If the product is classified as a
“hazardous material” by DOT regulation, the
shipper must supply appropriate product hazard
information (e.g., Material Safety Data Sheet
(MSDS), vehicle placards and shipping docu-
ments.) Product hazard information will also
assist carriers and wash rack personnel to deter-
mine proper cleaning and passivation proce-
dures, thus preserving the integrity of the cargo
tank for food grade service. 

6. A copy of the incoming wash certificate with
information about the previous cargo should be
provided to the outbound truck operator if the
tanker has been cleaned prior to loading. 

7. Food ingredients such as food-grade chemicals
should be identified by the proper shipping
name (FDA or DOT regulations). 

8. Shippers should ensure that they have provided
the trucker with any emergency action informa-
tion required. Identification will assist the
receiver and those responsible for wash station
operations in determining the clean-up proce-
dure and assure that tankers dedicated to food
shipments remain available. 

9. When all information is recorded, sign the bill
of lading indicating the shipment may proceed. 

10. A clear company policy should be established
to designate authorized personnel for certifying
proper loading of outbound transportation
equipment. 

E. LOADED TANKER

1. Receipt 

1. When receiving a loaded tanker, obtain a copy of
the bill of lading and confirm the cargo and secu-
rity seal numbers. (If seal numbers do not match
or the seals appear to have been tampered with,
notify appropriate management immediately. Do
not open the tanker or begin unloading.) 

200-12 Handbook of Food Science, Technology, and Engineering, Volume 4



2. Review the information provided in the 
wash ticket copy, and evaluate the prior 
load information to insure that proper food,
food-grade commodities, or acceptable non-
food products have been previously carried in
the tank. If the prior cargo was not acceptable
material, contact appropriate plant management. 

3. If all documents and seals are in order, begin
your inspection of the tanker and all attendant
equipment, including pumps and hoses, for
cleanliness and state of repair. (See Appendix
“B” for an example of an appropriate checklist.) 

F. MINIMUM CLEANING REQUIREMENTS FOR

NON-DAIRY FOOD, FOOD GRADE, LIQUID

CARGO TANKS

1. “Food to Food” 

Acceptable media (depending on the prior load, and
which may be applied alone or in combination) include:

1. Steam; 
2. Hot or cold water; 
3. Detergent, where appropriate, according to cus-

tomer’s specifications and the product hauled,
observing manufacturer’s and chemical suppli-
ers recommendations on pH; 

4. Caustic, according to customer’s specifications
observing manufacturer’s recommendation on
pH; and 

5. Air drying — using an appropriate filter.

Overall criteria to be applied as appropriate to the
media used:

1. When used alone or as part of another media,
the term “hot water” should mean that water
(and cleaning agents applied to product contact
surfaces) should be appropriate to clean and
sanitize internal surfaces; 

2. The term “water” means potable water; 
3. Only cleaning compounds as covered by appro-

priate food additive regulations as established
by FDA (or USDA-approved cleaning sub-
stances) should be used in any cleaning media
(or combinations thereof); and 

4. At a minimum, the following accessories and
components should be removed (and disassem-
bled) from the unit for cleaning — gaskets,
external valves, vents and caps as applicable.

Seals should be applied to all cargo tank access points
after cleaning and prior to shipment of the tank to the
facility for product loading.

2. “Food to Food” — Dry Bulk 

Product wash cycles should follow defined industry stan-
dards, or as specified by carriers and shippers.  In terms of
solutions, the same basic processes used in the cleaning of
liquid trailers would be, as appropriate, applicable to the
cleaning of dry bulk units.  In addition:

1. All lines should be disassembled and cleaned
separately; note that standard washes, used rou-
tinely between compatible commodities, do not
require disassembly of the product line, and
conversion washes, used between incompatible
commodities, do require disassembly of the
product line. 

2. Remove, inspect, clean and/or replace aeration
pads and dust collectors. Gaskets should 
be removed and cleaned on all washes. If the
prior load involved approved non-food prod-
ucts, all gaskets should be removed and
replaced. 

3. The internal loading tube and product piping
should receive separate cleaning; 

4. All fumigants, chemicals and/or detergents
must be covered by and used in accordance
with appropriate regulations; 

5. The drying phase should utilize filtered air; and 
6. Seals and tags as appropriate should be applied

at the cleaning facility. 

3. Additional Criteria Applicable to Both “Food
to Food” and “Approved Non-Food to Food”
Interior Cleaning

1. Nothing herein should be construed to prohibit
internal visual inspections of the trailer, includ-
ing tank entry to perform such inspection prior
to the final hot water rinse. 

2. If the use of seals is required, such should be
applied by the tank wash facility to all external
openings (manways, caps, vents, valves, inlet
and outlet side of the pump, etc.) prior to the
vessel’s return to service. 

3. In addition to the above, and whether or not seals
are required, the tank wash facility should (prior
to the vessel’s return to service) supply appro-
priate documentation noting at a minimum:
● The name, address, phone and fax numbers

of the cleaning facility; 
● The certification number of the facility if

Federal, state or local authorities require
such information:

● The date of interior cleaning; 
● The prior load:
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● The temperature of water applied for clean-
ing purposes; 

● The cleaning agents applied; and 
● If seals are utilized, the seal numbers should

be recorded.

4. In some cases, it may be necessary for a given
trailer to be subjected to two (or more) cleaning
processes, which may involve the use of mate-
rials not specified in this standard. Nothing
herein should be construed to prohibit this
practice, except that the methods, specified
herein, should always be the final step in a
multi-stage cleaning process. 

5. All tank wash facilities performing specified
tank wash services for the food industry should
receive “third party” inspection and certifica-
tion. If appropriate, the tank wash facility
should be inspected and certified by Federal,
state and/or local authorities and/or representa-
tives of shippers, carriers and consignees. Such
inspection and/or certification should verify
that the facility:
● Has the equipment and personnel to meet

the standards (including document prepara-
tion and retention); 

● Has piping (integral to any wash rack mech-
anism) after a pre-determined filtered con-
trol point used to conduct steam, hot and
cold water, and cleaning solutions involved
in the cleaning of food-grade equipment that
is constructed of stainless steel alloys; 

● Has safeguards to preclude the commingling
of steam, water, and cleaning solutions used
in the interior cleaning of food-grade cargo
tanks with steam, water, and cleaning solu-
tions used in the cleaning of non-food grade
cargo tanks; 

● Possesses sufficient insurance, or otherwise
evidence of financial responsibility, at levels
equivalent to those for motor carriers for
public liability, property damage, and envi-
ronmental restoration; 

● If hot washing tankers, has a boiler capable
of providing hot water on a continuous basis
for a minimum needed to ensure the tanker
is clean; 

● Avoids direct contact of steam with food
contact surfaces. If steam injection is used to
heat water, only food grade boiler treatment
additives are used; 

● Utilizes appropriate sanitary wash equip-
ment designed to ensure that all interior sur-
faces are cleaned and sanitized; and 

● Where appropriate, has a permanently
mounted thermometer capable of monitoring

and recording water temperature at the dis-
charge valve.

G. CONVERSION OF TRAILERS FROM

“NON-APPROVED, NON-FOOD SERVICE” 
TO “APPROVED NON-FOOD TO FOOD” 
AND “FOOD TO FOOD” SERVICE

(Note: There should be clear, legally binding agreement
between carriers, shippers and consignees concerning the
use of converted tankers. All conversion steps should be
documented.) 

1. Minimum Tank Conversion Steps 

1. The tank should be appropriately cleaned of
prior product; 

2. An internal inspection should include determi-
nation evaluation and/or removal of:
● Finish (parent metal and welds); 
● Evidence of pitting; 
● Corrosion; 
● Weld and parent material discoloration; and 
● Odors.

3. Remove, clean, pacify and/or replace:
● Internal and external vents, valves and caps,

discs, and piping; 
● Manifolds; 
● All gaskets (including those on accessories);

and 
● Tank interior metal surfaces.

4. A final wash should be performed before
applying a seal. 

5. Apply a “Food Grade” decal, cleaning tag, and
seals (if required).

H. TANK REQUIREMENTS

1. Non-Dairy Liquid Food Grade Products 

1. The shell, heads, and appliances with product
contact surfaces should be a minimum alloy
#304 SS, low carbon; 

2. Weld finish should be W-3; 
3. All parent metal finish on product contact sur-

faces should be 2B; 
4. The entire tank surface should be clean-bore

(no baffles); 
5. If compartments are permitted they should be

equipped with double bulkheads with evacu-
ated airspace between bulkheads; 

6. With the exception of center-discharge (belly
drop) tanks, all tanks should have a positive
drain (minimum 4 inch slope from front to back
of tankers).



2. Accessories and Fittings on Non-Dairy Liquid
Tanks 

1. All internal accessories should be capable of
being disassembled to clean product-contact
surfaces. 

2. Internal valves should be acceptable (note:
internal valves are mandatory if food-grade
product is flammable or corrosive liquid). 

3. Clean-out openings should be appropriate. 
4. Gaskets should be removable and non-porous. 
5. Manways, fittings, and connections should be a

minimum alloy #304 SS, low carbon. 
6. Vehicle-mounted product transfer equipment if

used, should meet the requirements established
for the tanker. Product transfer equipment (vehi-
cle-mounted versus facility-supplied) is a matter
of choice involving the shipper, carrier and con-
signee. If “vehicle-mounted” product transfer
equipment is used, such equipment should meet
the requirements established for the cargo tank. 

7. If the use of seals is required by the shipper 
(at loading) such should be provided and
affixed by shipper representatives and should
be “cable type” or equivalent “tamper evident.”
The shipper should provide authorized seals to
carriers loading from remote rail facilities
where the carrier or a third party acts as the
“shipper representative.”

3. Dry-Bulk Food Grade Cargo Tanks 

1. The use of aluminum alloys in the construction
of shell, heads, and accessory equipment is
appropriate. 

2. Clean-out openings are appropriate. 
3. All gaskets should be removable and non-porous. 
4. Product transfer equipment - vehicle mounted

equipment to accomplish pressure unloading is
appropriate.

I. SECURITY

1. Trucking Company 

In the interest of safety and security, shippers should
maintain and regularly update records of:

1. Carrier contacts (to include names, phone and
fax numbers and (if applicable) e-mail contacts; 

2. The carrier’s “U.S. DOT Safety Rating” avail-
able via the Internet; 

3. The carrier’s compliance with U.S. DOT insur-
ance regulations (available via the internet); and 

4. Verification that the carrier has resources (in-
house or contractual) to respond to a product
spill.

2. Driver 

Each cargo tank driver, entering a shipper, wash station,
carrier terminal or consignee facility should produce:

1. His/her Commercial Drivers License (with
photo); and 

2. In light of security concerns, many trucking com-
panies have established methods and procedures
whereby parties to the transportation transaction
can verify employment status of an individual
driver. Shippers and consignees should consult
with individual trucking companies for more
details.

3. Cleaning Facilities 

Shippers, carriers and consignees should maintain and
update:

1. Facility contacts (to include names, phone 
and fax numbers, and if applicable e-mail con-
tacts; and 

2. All appropriate certificates (if required by
Federal, state and local authorities and/or by
carriers, shippers and consignees).

4. Receiving Facility 

Follow appropriate instructions discussed in this section
and include:

1. That access points are sealed and match appro-
priate paperwork; 

2. That paperwork is verified including previous
washing record, investigate and verify suspi-
cious alterations; 

3. Verification of the driver; if the driver has
changed, do not unload (or load) until his/her
credentials are confirmed; 

4. If delivery schedule has been changed the
receiver should be notified in advance, if not,
confirm the reasons for the change before
unloading or loading; 

5. Where scales are used, reconciliation before
unloading, where appropriate, of differences
between the amount of product shipped and
that received; and 

6. Limited access of drivers to the facility.

5. General 

In addition to the above, shippers and consignees should
assure themselves that trucking companies and/or clean-
ing facilities have the resources for:

1. Collecting, maintaining and reproducing rele-
vant documents including but not limited to;
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B. INSPECTION REPORT FORM [INCOMING TANKER (LOADED)]

1. Vehicle Identification

Tractor Identification_______________ Tanker Identification_______________ Date Inspected_____________
Name of Carrier___________________ Name of Inspector_________________ Cargo____________________
Shipper__________________________ Drivers__________________________ 
Bill of Lading_____________________ Identification:_____________________ Cargo Verified______________

1. Is the outside of the carrier clean? Yes____ No____If no, describe______________________ 
2. Is there written documentation or prior loads? Yes____ No___ If no, notify appropriate management immediately. 
3. Source of prior load written documentation: driver_____ truck company_____ broker_____ shipper_____

other_________ 
4. Are all major points of entry and discharge sealed? Yes____ No____ 
5. Are seals numbered and recorded on the wash ticket/bill of lading? Yes___ No___ 
6. Do seal numbers correspond to the numbers on the wash ticket/bill of lading? Yes___ No___ 
7. Are seals intact with no evidence of tampering? Yes____ No____ 

If no to #’s 3, 4, 5, 6, or 7, Notify Appropriate Management Immediately. 

shipping papers, records of prior hauls (on a
vehicle-by-vehicle basis), cleaning certificate,
inspection reports and exception reports; and 

2. A written procedure regarding the use of cargo
tank access seals (including “what to do” in the
event that a seal is broken or shows evidence of
tampering.)

Food facilities should consider:

1. Using only known, pre-approved and appropri-
ately licensed or permitted (where appropriate)
carriers and wash stations; 

2. Establishing agreed upon security measures
with shippers; 

3. Taking reasonable steps, such as auditing, to
ensure that carriers are in compliance with the
company’s food security measures; 

4. Establishing and adhering to regular delivery
schedules where feasible; 

5. Exercising strict control including scheduling,
egress to the facility, unloading and supervision
of unloading of “hazardous” materials; and 

6. Establishing a formal review process for evalu-
ating shippers, and where appropriate, wash
stations.

IV. REFERENCES AND FORMS

A. RESOURCES

1. National Juice Processors Association (NJPA)
“Model Tank Wash Guidelines for the Fruit
Juice Industry:” http://www.njpa.com/ 

2. Northwest Food Processors Association
(NWFPA) “Over-the-Road Bulk Transport
Guidelines for Non-Dairy, Food Grade,
Liquid Products:” http://www.belong2it.com/
nwfpa/. 

3. U.S. Department of Health and Human
Services, Food and Drug Administration
“Guidance for Industry - Food Processors and
Transporters: Food Security Preventive
Measure Guidance:” http://www.cfsan.fda.gov/ 

4. U.S. Department of Transportation, Federal
Motor Carrier Safety Administration,
“Hazardous Materials Company Anti-terrorism
Tips” and “Hazardous Materials Driver Anti-
terrorism Tips:” http://www.dot.gov/ 

5. National Food Processors Association, Food
Marketing Institute, “Food Security Manual for
Processors, Distributors and Retailers:”
http://www.nfpa-food.org/ 

6. International Society of Beverage Technologists
(ISBT) “Quality Guidelines and Analytical
Procedure Bibliography for ‘Bottlers’ High
Fructose Corn Syrup 42 and 55 (1999):”
http://www.bevtech.org/ 

7. American Frozen Food Institute (AFFI) “Food
Security Risk Management Guide” (2003):
http://www.affi.com/. 

8. Frozen Food Roundtable, “Frozen Food:
Handling and Merchandising” (1999):
http://www. affi.com/. 

9. U.S. Department of Agriculture, Food Safety
and Inspection Service, “FSIS Safety and
Security Guidelines for the Transportation and
Distribution of Meat Poultry, and Egg
Products” http://www.fsis.usda.gov/. 
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8. As you open the tanker lid, do you smell off-odors? Yes___ No___. If yes, identify if possible:
Describe__________________________________

9. Appearance of the product: Does the product appear normal (color, consistency)? ________________ Do you
observe evidence of foreign material (identify if possible)? 
● Surface_________________ 
● Particles________________ 

10. Samples taken for testing: Yes___ No___ 
11. Is the following auxiliary equipment clean and in good repair? 

● Hoses: Yes___ No___ Gaskets and seals: Yes___ No___ 
● Pump(s): Yes___ No___ Fittings: Yes___ No___

12. Add any other comments or remarks that you may wish regarding what you observed during the inspection:__
__________________________________

Recommendation: Accept ___ Reject___ tanker. Inspector:________________ 

C. INSPECTION REPORT FORM [INCOMING TANKER (EMPTY)]

1. Vehicle Identification

Tractor Identification_____________ Tanker Identification______________ Date Inspected_____________
Name of Carrier_________________ Name of Inspector__________________________________________
Cargo_________________________ Shipper_________________________ Drivers___________________

1. Is the outside of the carrier clean? If no, describe:________________________ 
2. Is there written documentation on prior loads? Yes___ no___ If no, notify appropriate management immediately. 

Prior Loads:
a.
b.
c.

3. Source of your load written documentation:

trucker____ truck company____ broker___ other ___

4. Is there a valid wash ticket provided with the tanker?  Yes___ no___ If no to #4, notify your supervisor
immediately. 

5. Wash Station___________________ Date of Wash____________________ 
6. Are all major points of entry and discharge sealed? Yes___ No___ 
7. Are seals numbered and recorded on the wash ticket? Yes___ No___ 
8. Do seal numbers correspond to the numbers on the wash ticket? Yes____ No____ 
9. Are seals intact with no evidence of tampering? Yes___ No___

If No to #’s 6, 7, 8, or 9, Notify Your Supervisor Immediately. 

10. As you open the tanker lid:

Does it smell clean  Yes___ No___  Do you smell off-odors  Yes___ No___ 

11. Condition of Inside of Tanker: Describe as appropriate______________________

* Remember, this surface will come in contact with your product, and any residue could contaminate the shipment.

● Clean and in good shape?__________
● Dirty(describe)?__________________
● Damaged (describe)?______________

12. Is the following auxiliary equipment clean and in good repair? 

Hoses: Yes___ No___ Gaskets and seals: Yes___ No___ 
Pump(s): Yes___ No___ Fittings: Yes___ No___ 
Vents: Yes____ No____
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Add any other comments or remarks that you may wish regarding what you observed during the 
inspection:________________________________________
Recommendation: Accept____ Reject____ tanker. Inspector:__________ 

D. FOOD GRADE TANKER WASH FACILITY AUDIT FORM

1. General Information

Company:______________________________________
Street Address:__________________________________
City, State, Zip:__________________________________
Phone(s):_____________________________________ Fax:__________________
Mailing Address:___________________________________________________________
City, State, Zip:_________________________________________________________
Directions from nearest Interstate: _______________________________________
Hours of Operation: Monday–Friday ________ Saturday ________ Sunday______
Contact Person:_______________________________________________________
Product Limitations:__________________________________________________
Does this facility offer cleaning services outside of normal business hours?
[ ] Yes [ ] No   If Yes, please note contact person

● Name:______________________________________
● Phone:__________________Fax:________________

Service Capabilities
(i). Check all offered at this facility:
[ ] Caustic [ ] Exterior wash  
[ ] Detergent [ ] Drying   
[ ] Steam [ ] IBC cleaning  
[ ] Hot/Cold water [ ] ISO container cleaning 
[ ] Kosher wash [ ] Dry bulk container cleaning 
(if Kosher box checked, attach copy of Kosher certificate)
If other, please note:_________________________________________________
[ ] Yes [ ] No Does this facility have insurance?

● If yes, who is insurance carrier?_________________
● What are the aggregate amounts?_________________

[ ] Yes [ ] No Does this facility routinely check the Bills of Lading from the previous load?

(ii). Chemicals
[ ] Yes [ ] No Does this facility have a chemical use training program for its employees?
[ ] Yes [ ] No Are Material Safety Data Sheets (MSDS) for products handled and used at the facility readily accessible?
[ ] Yes [ ] No Are chemicals used to clean food contact surfaces FDA or USDA approved?
[ ] Yes [ ] No Are the boiler treatment chemicals of food grade?
[ ] Yes [ ] No Are chemicals stored in a locked cage or other restricted area?

(iii). Facilities and Equipment
[ ] Yes [ ] No Does this facility have a covered roof to prevent contamination by dirt and other residues?
[ ] Yes [ ] No Is this facility’s housekeeping adequate to prevent contamination by dirt, filth, trash, and other residues?
[ ] Yes [ ] No Does this facility have a boiler capable of providing 180° F water for a minimum of 15 minutes?
[ ] Yes [ ] No Does this facility utilize a sanitary power wash spinner operated to manufacturer’s recommended

operating conditions?
[ ] Yes [ ] No Does this facility have a permanently mounted thermometer capable of monitoring and recording water 

temperature at the discharge valve?
[ ] Yes [ ] No Is the piping involved in the cleaning of food grade equipment constructed of stainless steel alloys?
[ ] Yes [ ] No Are safeguards in place to prevent co-mingling of steam, water, and cleaning solutions between food 

grade and non-food grade systems?



V. DAIRY FARMS, BULK MILK
TRANSPORTERS, BULK MILK TRANSFER
STATIONS AND FLUID MILK
PROCESSORS FOOD SECURITY
PREVENTIVE MEASURES GUIDANCE

This guidance (July 2003) presents FDA’s current think-
ing on the kinds of measures that operators of dairy farms,
bulk milk transportation operations, bulk milk transfer
stations, and fluid milk processing facilities may take to
minimize the risk that fluid milk under their control will
be subject to tampering or other malicious, criminal, or
terrorist actions. It does not create or confer any rights for
or on any person and does not operate to bind FDA or the
public. If you want to discuss an alternative approach,
contact the FDA staff responsible for implementing this
guidance. If you cannot identify the appropriate FDA
staff, call the telephone number listed on the title page of
this guidance. 

A. PURPOSE, SCOPE AND LIMITATIONS

This guidance is designed as an aid to operators of dairy
farms, bulk milk transportation operations, bulk milk trans-
fer stations and fluid milk processing facilities. It identifies
the kinds of preventive measures operators of these estab-
lishments may take to minimize the risk that fluid milk
under their control will be subject to tampering or other
malicious, criminal, or terrorist actions. Operators of these
establishments are encouraged to review their current
procedures and controls in light of the potential for tamper-
ing or other malicious, criminal, or terrorist actions and
make appropriate improvements. 

FDA’s guidance documents, including this guidance,
do not establish legally enforceable responsibilities.
Instead guidances describe the Agency’s current thinking
on a topic and should be viewed only as recommenda-
tions, unless specific regulatory or statutory requirements
are cited. The use of the word should in Agency guidances
means that something is suggested or recommended, but
not required.

Not all of the guidance contained in this document
may be appropriate or practical for every dairy farm, bulk
milk transportation operation, bulk milk transfer station,
or fluid milk processing facility. FDA recommends that
operators of these establishments review the guidance in
each section that relates to a component of their operation,
and assess which preventive measures are suitable. FDA
further recommends that operators consider the goal of
the preventive measure, assess whether the goal is relevant
to their operation, and, if it is, design an approach that is
both efficient and effective to accomplish the goal under
their conditions of operation.

B. MANAGEMENT

FDA recommends that operators of dairy farms, bulk milk
transportation operations, bulk milk transfer stations and
fluid milk processing facilities consider:

1. Conducting an initial assessment of the adequacy
of food security procedures and operations,
which we recommend be kept confidential.

2. Developing a security management strategy to
prepare for and respond to tampering and other
malicious, criminal or terrorist actions, both
threats and actual events, including identifying,
segregating and securing affected product. 

3. Developing a product recall strategy
4. Providing training in food security awareness

to encourage all staff to be alert to any signs of
tampering or other malicious, criminal or ter-
rorist actions or areas that may be vulnerable to
such actions, and report any findings to man-
agement. The training may also encourage staff
to be alert to the presence of unidentified or
unknown individuals or individuals that are in
areas to which they are not designated access,
and to directly question such individuals or
report them to management

5. Providing appropriate supervision to all staff
with access to raw and pasteurized milk stor-
age, vitamin supplement receiving and storage,
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(iv). Water/Wastewater
Please describe water source and any pretreatment systems:___________________________________________
Is water source hard? If so, is it softened? Is it filtered? How?__________________________________________
[ ] Yes [ ] No Does the facility have a written waste-management program?
What is the disposal method for waste from food grade tank washes?____________________________________
Name and address of the waste water receiving service:_______________________________________________
Receiving disposal facility’s EPA identification number:______________________________________________

(v). Audit Recommendations
[ ] Qualified [ ] Not Qualified
If not qualified, list recommendations for qualification:__________________________________________
Signed_______________________________Title _____________ Date___________
Company______________________________________________________________



and milk processing and packaging areas of the
facility, including cleaning, maintenance and
quality control staff, seasonal, temporary, con-
tract, and volunteer staff, and especially, new
staff. The supervision may include watching
for unusual or suspicious behavior by staff
(e.g., staff who, without an identifiable pur-
pose, stay unusually late after the end of their
shift, arrive unusually early, access files/infor-
mation/areas of the facility outside of the areas
of their responsibility; remove documents from
the facility; ask questions on sensitive subjects;
bring cameras to work)

6. Conducting routine security checks of the raw
and pasteurized milk storage, vitamin supplement
receiving and storage, and milk processing and
packaging areas of the facility, for signs of tam-
pering or malicious, criminal or terrorist actions
or areas that may be vulnerable to such actions. 

7. Alerting appropriate law enforcement and pub-
lic health authorities about any threats of or sus-
pected tampering or other malicious, criminal or
terrorist actions. FDA may be contacted through
its 24-hour emergency number, 301-443-1240,
or through a local FDA District Office. FDA
District Office telephone numbers are listed at:
http://www.fda.gov/ora/inspect_ref/iom/
iomoradir.html. 

8. Reviewing, at least annually, the effectiveness
of the food security plan, using knowledgeable
in-house or third party staff, and revising the
program accordingly, which we recommend be
kept confidential.

C. HUMAN ELEMENT

FDA recommends that operators of dairy farms, bulk milk
transportation operations, bulk milk transfer stations and
fluid milk processing facilities consider:

1. Obtaining and verifying work references,
addresses and phone numbers of all staff with
access to raw and pasteurized milk storage,
vitamin supplement receiving and storage, and
milk processing and packaging areas of the
facility, including cleaning, maintenance and
quality control staff, seasonal, temporary, con-
tract, and volunteer staff. 

2. Having a criminal background check per-
formed by local law enforcement or by a con-
tract service provider for the above listed staff,
except if such staff are under direct supervision
when they access the above listed areas. 

3. Limiting access to raw and pasteurized milk
storage, vitamin supplement receiving and stor-
age, and milk processing and packaging areas

of the facility to those staff that need to enter
because of their job functions and only during
appropriate work hours. 

4. Preventing staff from bringing personal items
(e.g., lunch containers, purses) into raw and
pasteurized milk storage, vitamin supplement
receiving and storage, and milk processing and
packaging areas of the facility.

5. Being alert for atypical staff health conditions
that staff may voluntarily report and absences
that could be an early indicator of tampering or
other malicious, criminal or terrorist actions (e.g.,
an unusual number of staff who work in the same
part of the facility reporting similar symptoms
within a short time frame), and reporting such
conditions to local health authorities

6. Accompanying all visitors. 

D. FACILITY

FDA recommends that operators of dairy farms, bulk milk
transportation operations, bulk milk transfer stations and
fluid milk processing facilities consider:

1. Securing doors (including freight loading doors,
when not in use and not being monitored, and
emergency exits), windows, roof openings/
hatches, vent openings, ventilation systems, util-
ity rooms, loft areas, trailer bodies, tanker trucks,
and bulk storage tanks, to the extent possible.

2. Inspecting bulk unloading equipment and
pumps in the receiving area before use. 

3. Monitoring the security of the premises. 

FDA further recommends that operators of dairy
farms consider:

Locking or sealing, with serially numbered seals, all
entrances to the milk house or all entry ports on the bulk
milk tank from the time the bulk milk tank is washed until
the time it is emptied, except when it is under direct,
visual supervision (Remember to first make arrangements
with the State regulatory agency that will ensure that the
regulatory agency, rating agency and FDA continue to
have ready access to the milk house and milking operation
for routine inspections, Grade “A” IMS ratings and FDA
check ratings, when applicable). 

E. OPERATIONS

Vitamin supplements and laboratory supplies
FDA recommends that operators of fluid milk pro-

cessing facilities consider:

1. Using only known, appropriately licensed or
permitted (where applicable) sources for vita-
min supplements. 
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2. Establishing delivery schedules for vitamin
supplements, not accepting unexplained,
unscheduled deliveries or drivers, and investi-
gating delayed or missed shipments. 

3. Supervising off-loading of incoming vitamin
supplements, laboratory reagents and positive
controls, including off-hour deliveries. 

4. Reconciling the product and amount received
with the product and amount ordered and the
product and amount listed on the invoice and
shipping documents. 

5. Investigating shipping documents with suspi-
cious alterations.

6. Inspecting incoming vitamin supplements for
signs of tampering, contamination or damage
(e.g., abnormal powders, liquids, stains, or odors,
evidence of resealing) or “counterfeiting” (e.g.,
inappropriate or mismatched product identity,
labeling, product lot coding or specifications).

7. Storing vitamin supplements, laboratory
reagents, and positive controls in a secure 
location.

8. Keep track of vitamin supplements, laboratory
reagents and positive controls and investigating
any missing or extra stock outside a predeter-
mined normal range of variability.

F. LABELING

FDA recommends that operators of fluid milk processing
facilities consider:

1. Storing product labels in a secure location and
destroying outdated or discarded labels 

G. RAW MILK

FDA recommends that operators of bulk milk transfer sta-
tions and fluid milk processing facilities consider:

1. Accepting only those incoming tanker loads of
raw milk for which all openings were either
locked or sealed, with a serially numbered seal,
from the time the tanker was last washed until
the load is delivered. Exception may be pro-
vided for incoming loads for which a thorough
investigation demonstrates that there is a veri-
fied, reasonable explanation for a deviation.
Seals or locks need not be in place during those
times that the tanker was under the direct,
visual supervision of the driver.

2. Using only known, reputable transportation
companies

3. Establishing delivery schedules for raw milk, not
accepting unexplained, unscheduled deliveries or
drivers, and investigating delayed or missed ship-
ments. We recommend that driver identification
include the name of the transportation company. 

4. Supervising off-loading of incoming milk. 
5. Reconciling the amount received with the

amount listed on the shipping documents.
6. Verifying that operators of bulk milk transfer

stations that supply raw milk adhere to the pre-
ventive measures listed in this guidance. 

FDA recommends that operators of bulk milk trans-
portation operations consider:

Locking or sealing, with a serially numbered seals,
every tanker from the time it is last washed until the time
the load of milk is delivered to the bulk milk transfer sta-
tion or fluid milk processing facility. Seals or locks need
not be in place during those times that the tanker is under
the direct, visual supervision of the driver. 

VI. IMPORTERS AND FILERS: FOOD
SECURITY PREVENTIVE 
MEASURES GUIDANCE

This guidance (March 21, 2003) represents the Agency’s
current thinking on the kinds of measures that food
importers and filers may take to minimize the risk that
food under their control will be subject to tampering or
other malicious, criminal, or terrorist actions. It does not
create or confer any rights for or on any person and does
not operate to bind FDA or the public. 

A. PURPOSE AND SCOPE

This guidance is designed as an aid to operators of food
importing establishments, storage warehouses, and filers.
It identifies the kinds of preventive measures that they
may take to minimize the risk that food under their con-
trol will be subject to tampering or other malicious, crim-
inal, or terrorist actions. Operators of food importing
establishments are encouraged to review their current pro-
cedures and controls in light of the potential for tamper-
ing or other malicious, criminal, or terrorist actions and
make appropriate improvements. 

This guidance is designed to focus operator’s atten-
tion sequentially on each segment of the food delivery
system that is within their control, to minimize the risk of
tampering or other malicious, criminal, or terrorist action
at each segment. To be successful, implementing
enhanced preventive measures requires the commitment
of management and staff. Accordingly, FDA recommends
that both management and staff participate in the devel-
opment and review of such measures. 

B. LIMITATIONS

Not all of the guidance contained in this document may be
appropriate or practical for every food importing estab-
lishment, particularly small facilities. FDA recommends
that operators review the guidance in each section that
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relates to a component of their operation, and assess
which preventive measures are suitable. Example
approaches are provided for many of the preventive meas-
ures listed in this document. These examples should not
be regarded as minimum standards. Nor should the exam-
ples provided be considered an inclusive list of all poten-
tial approaches to achieving the goal of the preventive
measure. FDA recommends that operators consider the
goal of the preventive measure, assess whether the goal is
relevant to their operation, and, if it is, design an approach
that is both efficient and effective to accomplish the goal
under their conditions of operation. 

C. STRUCTURE

This guidance is divided into five sections that relate to
individual components of food importing operations and
practices: Management; Human Element — Staff; Human
Element — Public; Facility; and Operations. 

D. FOOD IMPORTING OPERATIONS

1. Management 

FDA recommends that operators of food importing estab-
lishments consider:

1. Preparing for the possibility of tampering or
other malicious, criminal, or terrorist actions. 

2. Assigning responsibility for security to knowl-
edgeable individual(s) 

3. Conducting an initial assessment of food secu-
rity procedures and operations, which we rec-
ommend be kept confidential 

4. Having a crisis management strategy to prepare
for and respond to tampering and other mali-
cious, criminal, or terrorist actions, both threats
and actual events, including identifying, segre-
gating and securing affected product 

5. Planning for emergency evacuation, including
preventing security breaches during evacuation 

6. Becoming familiar with the emergency
response system in the community 

7. Making management aware of 24-hour contact
information for local, state, and federal police/-
fire/rescue/health/homeland security agencies 

8. Making staff aware of who in management they
should alert about potential security problems
(24-hour contacts) 

9. Maintaining any floor and food flow plan in a
secure, off-site location 

10. Promoting food security awareness to encour-
age all staff to be alert to any signs of tamper-
ing or malicious, criminal, or terrorist actions
or areas that may be vulnerable to such actions,
and to report any findings to identified

management (for example, providing training,
instituting a system of rewards, building secu-
rity into job performance standards) 

11. Having an internal communication system to
inform and update staff about relevant security
issues 

12. Having a strategy for communicating with the
public (for example, identifying a media
spokesperson, preparing generic press statements
and background information, and coordinating
press statements with appropriate authorities) 

2. Supervision

1. Providing an appropriate level of supervision to
all staff, including cleaning and maintenance
staff, contract workers, data entry and computer
support staff, and especially, new staff (for exam-
ple, supervisor on duty, daily visits by supervisor,
two staff on duty at all times, monitored video
cameras, one way and two way windows) 

2. Conducting routine security checks of the
premises and critical computer data systems (at
a frequency appropriate to the operation) for
signs of tampering or malicious, criminal, or
terrorist actions, or areas that may be vulnera-
ble to such actions 

3. Recall Strategy

1. Identifying the person responsible, and a
backup person 

2. Providing for proper handling and disposition
of recalled product 

3. Identifying customer contacts, addresses, and
phone numbers 

4. Investigation of Suspicious Activity

1. Investigating threats or information about signs
of tampering or other malicious, criminal, or
terrorist actions 

2. Alerting appropriate law enforcement and pub-
lic health authorities about any threats of or
suspected tampering or other malicious, crimi-
nal, or terrorist actions 

5. Evaluation Program

1. Evaluating the lessons learned from past tam-
pering or other malicious, criminal, or terrorist
actions and threats 

2. Reviewing and verifying, at least annually, the
effectiveness of the security management
program (for example, using knowledgeable 
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in-house or third party staff to conduct tampering
or other malicious, criminal, or terrorist action
exercises and mock recalls and to challenge com-
puter security systems), revising the program
accordingly, and keeping this information confi-
dential 

3. Performing random food security inspections
of all appropriate areas of the facility (includ-
ing receiving and storage, where applicable)
using knowledgeable in-house or third party
staff, and keeping this information confidential 

4. Verifying that security contractors are doing an
appropriate job, when applicable 

E. HUMAN ELEMENT — STAFF

Under Federal law, operators of food importing establish-
ments are required to verify the employment eligibility of
all new hires in accordance with the requirements of the
Immigration and Nationality Act, by completing the INS
Employment Eligibility Verification Form (INS Form I-9).
Completion of Form I-9 for new hires is required by 8 USC
1324a and nondiscrimination provisions governing the ver-
ification process are set forth at 8 USC 1324b. 

FDA recommends that operators of food importing
establishments consider:

1. Screening (pre-hiring, at hiring, post-hiring)
2. Examining the background of all staff (includ-

ing seasonal, temporary, contract, and volun-
teer staff, whether hired directly or through a
recruitment firm) as appropriate to their posi-
tion, considering candidates’ access to sensitive
areas of the facility and the degree to which
they will be supervised and other relevant fac-
tors (for example, obtaining and verifying work
references, addresses, and phone numbers, par-
ticipating in one of the pilot programs managed
by the Immigration and Naturalization Service
and the Social Security Administration [These
programs provide electronic confirmation of
employment eligibility for newly hired
employees. For more information call the INS
SAVE Program toll free at 1-888-464-4218, fax
a request for information to (202) 514-9981, or
write to US/INS, SAVE Program, 425 I Street,
NW, ULLICO-4th Floor, Washington, DC
20536. These pilot programs may not be avail-
able in all states], having a criminal back-
ground check performed by local law
enforcement or by a contract service provider
[Remember to first consult any state or local
laws that may apply to the performance of such
checks]) 

Note: screening procedures should be applied equally
to all employees, regardless of race, national origin, reli-
gion, and citizenship or immigration status. 

1. Daily Work Assignments

1. Knowing who is and who should be on prem-
ises, and where they should be located, for each
shift 

2. Keeping assignment information updated 

2. Identification

1. Establishing a system of positive identification
and recognition that is appropriate to the nature
of the workforce (for example, issuing uniforms,
name tags, or photo identification badges, with
individual control numbers, color coded by area
of authorized access), when appropriate 

2. Collecting the uniforms, name tag, or identifi-
cation badge when a staff member is no longer
associated with the establishment 

3. Restricted Access

1. Identifying staff that require unlimited access
to all areas of the facility 

2. Reassessing levels of access for all staff peri-
odically 

3. Limiting access so staff enter only those areas
or have access to only those segments of the
operation necessary for their job functions and
only during appropriate work hours, including
access to data operating systems for purchas-
ing, storing and distributing imported foods
(for example, using key card or keyed or cipher
locks for entry to sensitive areas, color coded
uniforms [remember to consult any relevant
federal, state or local fire or occupational safety
codes before making any changes]) 

4. Changing combinations, rekeying locks and/or
collecting the retired key card when a staff
member who is in possession of these is no
longer associated with the establishment, and
additionally as needed to maintain security 

4. Personal Items

1. Restricting the type of personal items allowed
in non-public areas of the establishment 

2. Allowing in the establishment only those per-
sonal use medicines that are necessary for the
health of staff and ensuring that these personal
use medicines are properly labeled and stored
away from food handling or storage areas 
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3. Preventing staff from bringing personal items
(for example, lunch containers, purses) into
food preparation or storage areas 

4. Providing for regular inspection of contents of
staff lockers (for example, providing metal
mesh lockers, company issued locks), bags,
packages, and vehicles when on company prop-
erty (Remember to first consult and federal,
state, or local laws that may related to such
inspections) 

5. Training in Food Security Procedures

1. Incorporating food security awareness, includ-
ing information on how to prevent, detect, and
respond to tampering or other malicious, crim-
inal, or terrorist actions or threats, into training
programs for staff, including seasonal, tempo-
rary, contract, and volunteer staff providing
periodic reminders of the importance of secu-
rity procedures (for example, scheduled meet-
ings, providing brochures, payroll stuffers) 

2. Providing periodic reminders of the importance
of security procedures (for example, scheduled
meetings, providing brochures, payroll stuffers) 

3. Encouraging staff support (for example, involv-
ing staff in food security planning and the food
security awareness program, demonstrating the
importance of security procedures to the staff) 

6. Unusual Behavior

Watching for unusual or suspicious behavior by staff (for
example, staff who, without an identifiable purpose, stay
unusually late after the end of their shift, arrive unusually
early, access files/information/areas of the facility outside
of the areas of their responsibility; remove documents
from the facility; ask questions on sensitive subjects;
bring cameras to work).

7. Staff Health

Being alert for atypical staff health conditions that staff
may voluntarily report and absences that could be an early
indicator of tampering or other malicious, criminal, or ter-
rorist actions (for example, an unusual number of staff
who work in the same part of the facility reporting similar
symptoms within a short time frame), and reporting such
conditions to local health authorities.

F. HUMAN ELEMENT — PUBLIC

FDA recommends that operators of food importing estab-
lishments consider:

1. Visitors (for example, contractors, supplier repre-
sentatives, delivery drivers, customers, couriers,

pest control representatives, third-party auditors,
regulators, reporters, tours) 

2. Inspecting incoming and outgoing vehicles,
packages and briefcases for suspicious, inap-
propriate or unusual items or activity, to the
extent practical 

3. Restricting entry to the establishment (for
example, checking visitors in and out at secu-
rity or reception, requiring proof of identity,
issuing visitors badges that are collected upon
departure, accompanying visitors) 

4. Ensuring that there is a valid reason for the visit
before providing access to the facility - beware
of unsolicited visitors 

5. Verifying the identity of unknown visitors 
6. Restricting access to food handling and stor-

age areas (for example, accompanying visi-
tors, unless they are otherwise specifically
authorized) 

7. Restricting access to locker rooms 

G. FACILITY

FDA recommends that operators of food importing estab-
lishments consider:

1. Physical Security 

1. Protecting perimeter access with fencing or
other deterrent, when appropriate 

2. Securing doors (including freight loading doors
when not in use and not being monitored, and
emergency exits), windows, roof openings/
hatches, vent openings and  trailer bodies, to
the extent possible (for example, using locks,
“jimmy plates,” seals, alarms, intrusion detec-
tion sensors, guards, monitored video surveil-
lance [remember to consult any relevant
federal, state or local fire or occupational safety
codes before making any changes]) 

3. Using metal or metal-clad exterior doors to the
extent possible when the facility is not in oper-
ation, except where visibility from public thor-
oughfares is an intended deterrent (remember
to consult any relevant federal, state or local
fire or occupational safety codes before making
any changes) 

4. Securing bulk unloading equipment (for exam-
ple, augers, pipes, conveyor belts, and hoses)
when not in use and inspecting the equipment
before use 

5. Minimizing the number of entrances to
restricted areas (remember to consult any rele-
vant federal, state or local fire or occupational
safety codes before making any changes) 



6. Accounting for all keys to establishment (for
example, assigning responsibility for issuing,
tracking and retrieving keys) 

7. Monitoring the security of the premises using
appropriate methods (for example, using secu-
rity patrols [uniformed and/or plain-clothed]
and video surveillance) 

8. Minimizing to the extent practical, places that
can be used to temporarily hide intentional con-
taminants (for example, minimizing nooks and
crannies, false ceilings) 

9. Providing adequate interior and exterior light-
ing, including emergency lighting, where
appropriate, to facilitate detection of suspicious
or unusual activity 

10. Implementing a system of controlling vehicles
authorized to park on the premises (for exam-
ple, using placards, decals, key cards, keyed or
cipher locks, issuing passes for specific areas
and times to visitors’ vehicles) 

11. Keeping parking areas separated from
entrances to food storage and processing areas
and utilities, where practical 

2. Storage and Use of Poisonous and Toxic
Chemicals (for Example, Cleaning and
Sanitizing Agents, Pesticides) 

1. Limiting poisonous and toxic chemicals in the
establishment to those that are required for the
operation and maintenance of the facility and
those that are being held for sale 

2. Storing poisonous and toxic chemicals as far
away from food handling and storage areas as
practical 

3. Limiting access to and securing storage areas
for poisonous and toxic chemicals that are not
being held for sale (for example, using keyed or
cipher locks, keycards, seals, alarms, intrusion
detection sensors, guards, monitored video sur-
veillance [remember to consult any relevant
state or local fire codes before making any
changes]) 

4. Ensuring that poisonous and toxic chemicals
are properly labeled 

5. Using pesticides in accordance with the Federal
Insecticide, Fungicide, and Rodenticide Act
(for example, maintaining rodent bait that is in
use in covered, tamper-resistant bait stations) 

6. Knowing what poisonous and toxic chemicals
should be on the premises and keeping track of
them 

7. Investigating missing stock or other irregulari-
ties outside a normal range of variation and
alerting appropriate law enforcement and

public health authorities about unresolved
problems, when appropriate 

H. OPERATIONS

FDA recommends that operators of food importing estab-
lishments consider:

1. Incoming Products

1. Using only known and appropriately licensed
or permitted (where applicable) sources for all
products 

2. Taking reasonable steps to encourage suppliers,
distributors and transporters to practice appro-
priate food security measures (for example,
auditing, where practical, for compliance with
food security measures that are contained in
purchase and shipping contracts or letters of
credit or using a vendor approval program.) 

3. Authenticating labeling, packaging configura-
tion, tamper-evident packaging and product
coding/expiration dating systems (where appli-
cable) in advance of receipt of shipment, espe-
cially for new products 

4. Requesting locked and/or sealed vehicles/con-
tainers/railcars, and, if sealed, obtaining the
seal number from the supplier, and verifying
upon receipt, making arrangements to maintain
the chain of custody when a seal is broken for
inspection by a governmental agency or as a
result of multiple deliveries 

5. Requesting that transporters have the capability
to verify the location of the load at any time,
when practical 

6. Establishing delivery schedules, not accepting
unexplained, unscheduled deliveries or drivers,
and investigating delayed or missed shipments 

7. Supervising off-loading of incoming materials,
including off hour deliveries 

8. Reconciling the product and amount received
with the product and amount ordered and the
product and amount listed on the invoice and
shipping documents, taking into account any
sampling performed prior to receipt 

9. Investigating shipping documents with suspi-
cious alterations 

10. Inspecting incoming products and product
returns for signs of tampering, contamination
or damage (for example, abnormal powders,
liquids, stains, or odors, evidence of resealing,
compromised tamper-evident packaging) or
“counterfeiting” (inappropriate or mismatched
product identity, labeling, product lot coding 
or specifications, absence of tamper-evident
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packaging when the label contains a tamper-
evident notice), when appropriate 

11. Inspecting incoming products for authenticity,
packaging/product integrity, and evidence of
unauthorized relabeling/repackaging (for
example, shipping cases and described contents
not consistent with actual contents) and verify-
ing batch/lot/container codes 

12. Verifying conformance with FDA requirements
for product safety, quality, effectiveness, and
labeling (may require contact with and verifica-
tion from the foreign manufacturer/processor) 

13. Evaluating the utility of testing incoming prod-
ucts and product returns for detecting tampering
or other malicious, criminal, or terrorist action 

14. Developing and implementing procedures for
inspecting shipping containers, vehicles 

15. Investigating damage and loss and alerting
appropriate authority of discrepancies 

16. Rejecting suspect food 
17. Alerting appropriate law enforcement and food

public health authorities about evidence of tam-
pering, “counterfeiting” or other malicious,
criminal, or terrorist action 

2. Storage

1. Having a system for receiving, storing and han-
dling distressed, damaged, returned, and
reworked products that minimizes their poten-
tial for being compromised or to compromise
the security of other products (for example,
destroying products that are unfit for human or
animal consumption, products with illegible
codes, products or questionable origin, and
products returned by consumers to retail stores) 

2. Keeping track of incoming products, salvage
products, and returned products 

3. Minimizing reuse of containers, shipping pack-
ages, cartons, etc., where practical 

4. Investigating missing or extra stock or other
irregularities outside a normal range of vari-
ability and reporting unresolved problems to
appropriate law enforcement and public health
agencies, when appropriate 

3. Outgoing Products

1. Ensuring that public storage warehousing and
shipping (vehicles and vessels) practice appro-
priate security measures (for example, auditing
for compliance with food security measures
that are contained in contracts or letters of
guarantee 

2. Performing random inspection of storage facil-
ities, vehicles, and vessels 

3. Requesting locked and/or sealed vehicles/con-
tainers/railcars and providing the seal number
to the consignee (remember to consult any rel-
evant federal, state or local fire or occupational
safety codes before making any changes) 

4. Establishing scheduled pickups and not accept-
ing unexplained, unscheduled pickups 

5. Restricting access to distribution process to
employees with appropriate clearance 

6. Requesting that the transporter have the capabil-
ity to verify the location of the load at any time 

7. Advising sales staff to be on the lookout for coun-
terfeit products during visits to customers and
notify management if any problems are detected 

8. Investigating missing or extra stock or other
irregularities outside a normal range of varia-
tion and alerting appropriate law enforcement
and public health authorities about unresolved
problems, when appropriate 

4. Security of Water and Utilities

1. Limiting, to the extent practical, access to con-
trols for airflow, water, electricity, and refriger-
ation securing non-municipal water wells,
hydrants, storage, and handling facilities 

2. Ensuring that water systems and trucks are
equipped with backflow prevention 

3. Chlorinating water systems and monitoring
chlorination equipment, where practical, and
especially for non-municipal water systems 

4. Testing non-municipal sources for potability
regularly, as well as randomly, and being alert
to changes in the profile of the results 

5. Staying attentive to the potential for media
alerts about public water provider problems,
when applicable 

6. Identifying alternate sources of potable water
for use during emergency situations where nor-
mal water systems have been compromised (for
example, bottled water, trucking from an
approved source, treating on-site or maintain-
ing on-site storage) 

5. Security of Ventilation System 
(where Applicable)

1. Securing access to air intake points for the facil-
ity, to the extent possible (for example, using
fences, sensors, guards, video surveillance) 

2. Examining air intake points for physical
integrity routinely 

6. Mail/Packages

Implementing procedures to ensure the security of incom-
ing mail and packages (for example, following U.S. Postal
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Service guidance, locating the mailroom away from food
handling and storage areas, securing mailroom visual or
x-ray mail/package screening).

7. Access to Computer Systems

1. Restricting access to critical computer data sys-
tems to those with appropriate clearance (for
example, using passwords, firewalls) 

2. Eliminating computer access when a staff
member is no longer associated with the estab-
lishment 

3. Establishing a system of traceability of com-
puter transactions 

4. Reviewing the adequacy of virus protection
systems and procedures for backing up critical
computer based data systems 

5. Validating and periodically challenging the
computer security system and procedures 

VII. FIELD INSTRUCTIONS FOOD FEDERAL
FOOD INSPECTORS REGARDING
“FOOD PRODUCERS, PROCESSORS
AND TRANSPORTERS: FOOD
SECURITY PREVENTIVE MEASURES
GUIDANCE” AND “IMPORTERS AND
FILERS: FOOD SECURITY PREVENTIVE
MEASURES GUIDANCE”

The above named guidance documents were published in
the Federal Register on 3/19/03, and are designed primarily
as aids for operators of food establishments (i.e., firms that
produce, process, store, repack, relabel, distribute, or trans-
port food or food ingredients) and food importers, ware-
houses, and filers. This guidance is voluntary and is not tied
to existing regulations. The guidance documents identify
preventive measures that these kinds of establishments can
take to minimize the risk that food under their control will
be subject to tampering or other malicious, criminal or ter-
rorist actions. The documents set out goals in this regard
and provide example strategies for achieving those goals. 

You should not perform a comprehensive food security
audit of the establishment, nor should you conduct an
extensive interview in an attempt to determine the level of
adoption of preventive measures listed in the guidance. The
goal is to facilitate an exchange of information to heighten
awareness of food security. Management of the establish-
ment should be encouraged to voluntarily implement those
preventive measures that are appropriate for their opera-
tions. Not all of the guidance contained in this document is
appropriate or practical for every food establishment, food
importer, warehouse, or filer, particularly smaller entities. 

Food regulatory officials should cover the preventive
measures during regular inspections or audits of food
establishments, food importers, warehouses, and evaluation

of filers. Based on conditions observed during the normal
course of the inspection/audit, the appropriate material in
the guidance documents should be discussed with man-
agement of the establishment and a copy of the guidance
should be provided during the close-out meeting.
Additionally, any opportunities for improvement or
enhancement of the establishment’s preventive measures
that were identified during the inspection/audit should be
discussed with management, but should not be listed as
violations (e.g., on FDA’s form FDA-483 Inspectional
Observations) unless they likewise constitute deviations
from Current Good Manufacturing Practice. 

The fact that the discussion took place and that a copy
of the guidance document was provided should be
recorded in the inspection report (e.g. FDA’s
Establishment Inspection Report [EIR]) or evaluation
report, but the details of the inspectional findings in this
regard should not be recorded. For example, under a sec-
tion heading titled, “Food Security,” the regulator should
only state, “A copy of the Food Security Guidance
Document was provided to and food security issues were
discussed with (name of food establishment official).”
Additionally, you should minimize the quantity and detail
of notes taken relative to the establishment’s food security
program, taking only those needed to serve as a “memory
jog” during the discussion with management. 

If management of the establishment has suggestions
for improvement of the referenced guidance he/she should
be encouraged to provide comments to the Agency via
Docket # 01D-0583 (see Federal Register Notice of
Availability dated January 9, 2002).

VIII. RETAIL FOOD STORES AND FOOD
SERVICE ESTABLISHMENTS: FOOD
SECURITY PREVENTIVE MEASURES
GUIDANCE

On November 2003, the FDA issed the above guidance
document. A brief discussion follows.

A. PURPOSE AND SCOPE

This guidance is designed as an aid to operators of retail
food stores and food service establishments (for example,
bakeries, bars, bed-and-breakfast operations, cafeterias,
camps, child and adult day care providers, church
kitchens, commissaries, community fund raisers, conven-
ience stores, fairs, food banks, grocery stores, interstate
conveyances, meal services for home-bound persons,
mobile food carts, restaurants, and vending machine oper-
ators). This is a very diverse set of establishments, which
includes both very large and very small entities. 

This guidance identifies the kinds of preventive meas-
ures they may take to minimize the risk that food under
their control will be subject to tampering or other
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malicious, criminal, or terrorist actions. Operators of food
retail food stores and food service establishments are
encouraged to review their current procedures and con-
trols in light of the potential for tampering or other mali-
cious, criminal, or terrorist actions and make appropriate
improvements. 

This guidance is designed to focus operators’ atten-
tion sequentially on each segment of the food delivery
system that is within their control, to minimize the risk of
tampering or other malicious, criminal, or terrorist action
at each segment. To be successful, implementing
enhanced preventive measures requires the commitment
of management and staff. Accordingly, FDA recommends
that both management and staff participate in the devel-
opment and review of such measures. 

FDA’s guidance documents, including this guidance, do
not establish legally enforceable responsibilities. Instead,
guidances describe the Agency’s current thinking on a topic
and should be viewed only as recommendations, unless spe-
cific regulatory or statutory requirements are cited. The use
of the word should in Agency guidances means that some-
thing is suggested or recommended, but not required.

B. LIMITATIONS

Not all of the guidance contained in this document may be
appropriate or practical for every retail food store or food
service establishment, particularly smaller facilities. FDA
recommends that operators review the guidance in each
section that relates to a component of their operation, and
assess which preventive measures are suitable. Example
approaches are provided for many of the preventive meas-
ures listed in this document. These examples should not
be regarded as minimum standards. Nor should the exam-
ples provided be considered an inclusive list of all poten-
tial approaches to achieving the goal of the preventive
measure. FDA recommends that operators consider the
goal of the preventive measure, assess whether the goal is
relevant to their operation, and, if it is, design an approach
that is both efficient and effective to accomplish the goal
under their conditions of operation.

1. Structure 

This guidance is divided into five sections that relate to
individual components of a retail food store or food serv-
ice establishment operation: management, human element-
staff, human element-public, facility, and operations.

Related Guidance:

C. MANAGEMENT

FDA recommends that retail food store and food service
establishment operators consider:

Preparing for the possibility of tampering or other
malicious, criminal, or terrorist events 

1. assigning responsibility for security to knowl-
edgeable individual(s) 

2. conducting an initial assessment of food secu-
rity procedures and operations, which we rec-
ommend be kept confidential 

3. having a crisis management strategy to prepare
for and respond to tampering and other mali-
cious, criminal, or terrorist actions, both threats
and actual events, including identifying, segre-
gating, and securing affected products 

4. planning for emergency evacuation, including
preventing security breaches during evacuation 

5. becoming familiar with the emergency
response system in the community 

6. making management aware of 24-hour contact
information for local, state, and federal
police/fire/rescue/health/homeland security
agencies 

7. making staff aware of who in management they
should alert about potential security problems
(24-hour contacts) 

8. promoting food security awareness to encour-
age all staff to be alert to any signs of tamper-
ing or malicious, criminal, or terrorist actions
or areas that may be vulnerable to such actions,
and to report any findings to identified man-
agement (for example, providing training, insti-
tuting a system of rewards, building security
into job performance standards) 

9. having an internal communication system to
inform and update staff about relevant security
issues 

10. having a strategy for communicating with the
public (for example, identifying a media
spokesperson, preparing generic press statements
and background information, and coordinating
press statements with appropriate authorities)

1. Supervision

1. providing an appropriate level of supervision to
all staff, including cleaning and maintenance
staff, contract workers, data entry and computer
support staff, and especially, new staff (for
example, supervisor on duty, periodic unan-
nounced visits by supervisor, daily visits by
supervisor, two staff on duty at same time,
monitored video cameras, off-line review of
video tapes, one-way and two-way windows,
customer feedback to supervisor of unusual or
suspicious behavior by staff) 
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2. conducting routine security checks of the prem-
ises, including utilities and critical computer
data systems (at a frequency appropriate to the
operation) for signs of tampering or malicious,
criminal, or terrorist actions, or areas that may
be vulnerable to such actions

2. Investigation of Suspicious Activity

1. investigating threats or information about signs
of tampering or other malicious, criminal, or
terrorist actions 

2. alerting appropriate law enforcement and pub-
lic health authorities about any threats of or
suspected tampering or other malicious, crimi-
nal, or terrorist actions 

3. Evaluation Program

1. evaluating the lessons learned from past tam-
pering or other malicious, criminal, or terrorist
actions and threats 

2. reviewing and verifying, at least annually, the
effectiveness of the security management pro-
gram (for example, using knowledgeable in-
house or third-party staff to conduct tampering
or other malicious, criminal, or terrorist action
exercises and to challenge computer security
systems), revising accordingly (using third-
party or in-house security expert, where possi-
ble), revising the program accordingly, and
keeping this information confidential 

3. performing random food security inspections of
all appropriate areas of the facility (including
receiving and storage areas, where applica-
ble) using knowledgeable in-house or third-
party staff, and keeping this information confi-
dential 

4. verifying that security contractors are doing an
appropriate job, when applicable 

D. HUMAN ELEMENT-STAFF

Under Federal law, retail food store and food service
establishment operators are required to verify the employ-
ment eligibility of all new hires, in accordance with the
requirements of the Immigration and Nationality Act, by
completing the INS Employment Eligibility Verification
Form (INS Form I-9). Completion of Form I-9 for new
hires is required by 8 USC 1324a and nondiscrimination
provisions governing the verification process are set forth
at 1324b.

FDA recommends that retail food store and food serv-
ice establishment operators consider:

1. Screening (Pre-Hiring, at Hiring, Post-Hiring)

This involves examining the background of all staff
(including seasonal, temporary, contract, and volunteer
staff, whether hired directly or through a recruitment firm)
as appropriate to their position, considering candidates’
access to sensitive areas of the facility and the degree to
which they will be supervised and other relevant factors
(for example, obtaining and verifying work references,
addresses, and phone numbers, participating in one of the
pilot programs managed by the Immigration and
Naturalization Service and the Social Security
Administration [These programs provide electronic con-
firmation of employment eligibility for newly hired
employees. For more information call the INS SAVE
Program toll free at 1-888-464-4218, fax a request 
for information to (202) 514-9981, or write to US/INS,
SAVE Program, 425 I Street, NW, ULLICO-4th Floor,
Washington, DC 20536. These pilot programs may not be
available in all states], having a criminal background
check performed by local law enforcement or by a con-
tract service provider [Remember to first consult any state
or local laws that may apply to the performance of such
checks]).

Note: screening procedures should be applied equally
to all staff, regardless of race, national origin, religion,
and citizenship or immigration status. 

2. Daily Work Assignments

1. knowing who is and who should be on prem-
ises, and where they should be located, for each
shift 

2. keeping information updated

3. Identification

1. establishing a system of positive identification
and recognition (for example, issuing uniforms,
name tags, or photo identification badges with
individual control numbers, color coded by
area of authorized access), when appropriate 

2. collecting the uniforms, name tag, or identifi-
cation badge when a staff member is no longer
associated with the establishment

4. Restricted Access

1. identifying staff that require unlimited access
to all areas of the facility 

2. reassessing levels of access for all staff period-
ically 

3. limiting staff access to non-public areas so staff
enter only those areas necessary for their job
functions and only during appropriate work
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hours (for example, using key cards or keyed or
cipher locks for entry to sensitive areas, color
coded uniforms [remember to consult any rele-
vant federal, state, or local fire or occupational
safety codes before making any changes]) 

4. changing combinations, rekeying locks, and/or
collecting the retired key card when a staff
member who is in possession of these is no
longer associated with the establishment, and
additionally as needed to maintain security

5. Personal Items

1. restricting the type of personal items allowed in
non-public areas of the establishment 

2. allowing in the non-public areas of the estab-
lishment only those personal use medicines that
are necessary for the health of staff (other than
those being stored or displayed for retail sale)
and ensuring that these personal use medicines
are properly labeled and stored away from
stored food and food preparation areas 

3. preventing staff from bringing personal items
(for example, lunch containers, purses) into
nonpublic food preparation or storage areas 

4. providing for regular inspection of contents of
staff lockers (for example, providing metal
mesh lockers, company issued locks), bags,
packages, and vehicles when on company prop-
erty (Remember to first consult any federal,
state, or local laws that may relate to such
inspections) 

6. Training in Food Security Procedures

1. incorporating food security awareness, includ-
ing information on how to prevent, detect, and
respond to tampering or other malicious, crim-
inal, or terrorist actions or threats, into training
programs for staff, including seasonal, tempo-
rary, contract, and volunteer staff 

2. providing periodic reminders of the importance
of security procedures (for example, scheduling
meetings, providing brochures, payroll
stuffers) 

3. encouraging staff support (for example, involv-
ing staff in food security planning and the food
security awareness program, demonstrating the
importance of security procedures to the staff) 

4. encouraging staff support (for example, involv-
ing staff in food security planning and the food
security awareness program, demonstrating the
importance of security procedures to the staff)

7. Unusual Behavior

This involves watching for unusual or suspicious behavior
by staff (for example, staff who, without an identifiable
purpose, stay unusually late after the end of their shift,
arrive unusually early, access files/information/areas of
the facility outside of the areas of their responsibility;
remove documents from the facility; ask questions on sen-
sitive subjects; bring cameras to work).

8. Staff Health

This involves being alert for atypical staff health conditions
that staff may voluntarily report and absences that could be
an early indicator of tampering or other malicious, criminal,
or terrorist actions (for example, an unusual number of staff
who work in the same part of the facility reporting similar
symptoms within a short time frame), and reporting such
conditions to local health authorities.

E. HUMAN ELEMENT — PUBLIC

FDA recommends that retail food store and food service
establishment operators consider:

1. Customers

1. preventing access to food preparation and stor-
age and dishwashing areas in the non-public
areas of the establishment, including loading
docks 

2. monitoring public areas, including entrances to
public restrooms (for example, using security
guards, monitored video cameras, one-way and
two-way windows, placement of employee
workstations for optimum visibility) for
unusual or suspicious activity (for example, a
customer returning a product to the shelf that
he/she brought into the store, spending an
unusual amount of time in one area of the store) 

3. monitoring the serving or display of foods in
self-service areas (for example, salad bars,
condiments, open bulk containers, produce dis-
play areas, doughnut/bagel cases)

2. Other Visitors (for Example, Contractors,
Sales Representatives, Delivery Drivers,
Couriers, Pest Control Representatives, Third-
Party Auditors, Regulators, Reporters, Tours)

1. restricting entry to the non-public areas of the
establishment (for example, checking visitors
in and out before entering the non-public areas,
requiring proof of identity, issuing visitors
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badges that are collected upon departure,
accompanying visitors) 

2. ensuring that there is a valid reason for all vis-
its to the non-public areas of the establishment
before providing access to the facility - beware
of unsolicited visitors 

3. verifying the identity of unknown visitors to the
non-public areas of the establishment 

4. inspecting incoming and outgoing packages
and briefcases in the non-public areas of the
establishment for suspicious, inappropriate or
unusual items, to the extent practical 

F. FACILITY

FDA recommends that retail food store and food service
establishment operators consider:

1. Physical Security

1. protecting non-public perimeter access with
fencing or other deterrent, when appropriate 

2. securing doors (including freight loading
doors, when not in use and not being moni-
tored, and emergency exits), windows, roof
openings/hatches, vent openings, ventilation
systems, utility rooms, ice manufacturing and
storage rooms, loft areas and trailer bodies, and
bulk storage tanks for liquids, solids and com-
pressed gases to the extent possible (for exam-
ple, using locks, “jimmy plates,” seals, alarms,
intrusion detection sensors, guards, monitored
video surveillance [remember to consult any
relevant federal, state, or local fire or occupa-
tional safety codes before making any
changes]) 

3. using metal or metal-clad exterior doors to the
extent possible when the facility is not in oper-
ation, except where visibility from public thor-
oughfares is an intended deterrent (remember
to consult any relevant federal, state, or local
fire or occupational safety codes before making
any changes) 

4. minimizing the number of entrances to non-
public areas (remember to consult any relevant
federal, state, or local fire or occupational
safety codes before making any changes) 

5. accounting for all keys to establishment (for
example, assigning responsibility for issuing,
tracking, and retrieving keys) 

6. monitoring the security of the premises using
appropriate methods (for example, using secu-
rity patrols [uniformed and/or plain-clothed],
monitored video surveillance) 

7. minimizing, to the extent practical, places in
public areas that an intruder could remain
unseen after work hours 

8. minimizing, to the extent practical, places in
non-public areas that can be used to temporar-
ily hide intentional contaminants (for example,
minimizing nooks and crannies, false ceilings) 

9. providing adequate interior and exterior light-
ing, including emergency lighting, where
appropriate, to facilitate detection of suspicious
or unusual activity 

10. implementing a system of controlling vehicles
authorized to park in the non-public parking
areas (for example, using placards, decals, key
cards, keyed or cipher locks, issuing passes for
specific areas and times to visitors’ vehicles) 

11. keeping customer, employee, and visitor park-
ing areas separated from entrances to non-pub-
lic areas, where practical

2. Storage and Use of Poisonous and Toxic
Chemicals (for Example, Cleaning and
Sanitizing Agents, Pesticides) in Non-Public
Areas

1. limiting poisonous and toxic chemicals in the
establishment to those that are required for the op-
eration and maintenance of the facility and those
that are being stored or displayed for retail sale 

2. storing poisonous and toxic chemicals as far
away from food handling and food storage
areas as practical 

3. limiting access to and securing storage areas
for poisonous or toxic chemicals that are not
being held for retail sale (for example, using
keyed or cipher locks, key cards, seals, alarms,
intrusion detection sensors, guards, monitored
video surveillance [remember to consult any
relevant federal, state, or local fire codes before
making any changes]) 

4. ensuring that poisonous and toxic chemicals
are properly labeled 

5. using pesticides in accordance with the Federal
Insecticide, Fungicide, and Rodenticide Act
(for example, maintaining rodent bait that is in
use in covered, tamper-resistant bait stations) 

6. knowing what poisonous and toxic chemicals
should be on the premises and keeping track of
them 

7. investigating missing stock or other irregularities
outside a normal range of variation and alerting
local enforcement and public health agencies
about unresolved problems, when appropriate 
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G. OPERATIONS

FDA recommends that retail food store and food service
establishment operators consider:

1. Incoming Products

1. using only known and appropriately licensed or
permitted (where applicable) sources for all
incoming products 

2. informing suppliers, distributors, and trans-
porters about FDA’s food security guidance,
“Food Producers, Processors, and Transporters:
Food Security Preventive Measures Guidance”
and “Importers and Filers: Food Security
Preventive Measures Guidance,” available at:
http://www.cfsan.fda.gov/~dms/guidance.html. 

3. taking steps to ensure that delivery vehicles are
appropriately secured 

4. requesting that transporters have the capability
to verify the location of the load at any time,
when practical 

5. establishing delivery schedules, not accepting
unexplained, unscheduled deliveries or drivers,
and investigating delayed or missed shipments 

6. supervising off-loading of incoming materials,
including off hour deliveries 

7. reconciling the product and amount received
with the product and amount ordered and the
product and amount listed on the invoice and
shipping documents, taking into account any
sampling performed prior to receipt 

8. investigating shipping documents with suspi-
cious alterations 

9. inspecting incoming products and product
returns for signs of tampering, contamination,
or damage (for example, abnormal powders,
liquids, stains, or odors, evidence of resealing,
compromised tamper-evident packaging) or
“counterfeiting” (for example, inappropriate or
mismatched product identity, labeling, product
lot coding or specifications, absence of tamper-
evident packaging when the label contains a
tamper-evident notice), when appropriate 

10. rejecting suspect food 
11. alerting appropriate law enforcement and pub-

lic health authorities about evidence of tamper-
ing, “counterfeiting,” or other malicious,
criminal, or terrorist action

2. Storage

1. having a system for receiving, storing, and han-
dling distressed, damaged, and returned prod-
ucts, and products left at checkout counters,
that minimizes their potential for being

compromised (for example, obtaining the rea-
son for return and requiring proof of identity of
the individual returning the product, examining
returned or abandoned items for signs of tam-
pering, not reselling returned or abandoned
products) 

2. keeping track of incoming products, materials
in use, salvage products, and returned products 

3. investigating missing or extra stock or other
irregularities outside a normal range of vari-
ability and reporting unresolved problems to
appropriate law enforcement and public health
authorities, when appropriate 

4. minimizing reuse of containers, shipping pack-
ages, cartons, etc., where practical

3. Food Service and Retail Display

1. displaying poisonous and toxic chemicals for
retail sale in a location where they can be easily
monitored (for example, visible by staff at their
work stations, windows, video monitoring) 

2. periodically checking products displayed for
retail sale for evidence of tampering or other
malicious, criminal, or terrorist action (for
example, checking for off-condition appear-
ance [for example, stained, leaking, damaged
packages, missing or mismatched labels],
proper stock rotation, evidence of resealing,
condition of tamper-evident packaging, where
applicable, presence of empty food packaging
or other debris on the shelving), to the extent
practical 

3. monitoring self-service areas (for example,
salad bars, condiments, open bulk containers,
produce display areas, doughnut/bagel cases)
for evidence of tampering or other malicious,
criminal, or terrorist action

4. Security of Water and Utilities

1. limiting, to the extent practical, access to controls
for airflow, water, electricity, and refrigeration 

2. securing non-municipal water wells, hydrants,
storage, and handling facilities 

3. ensuring that water systems and trucks are
equipped with backflow prevention 

4. chlorinating non-municipal water systems and
monitoring chlorination equipment and chlo-
rine levels 

5. testing non-municipal sources for potability
regularly, as well as randomly, and being alert
to changes in the profile of the results 

6. staying attentive to the potential for media
alerts about public water provider problems,
when applicable 
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7. identifying alternate sources of potable water
for use during emergency situations where nor-
mal water systems have been compromised (for
example, bottled water, trucking from an
approved source, treating onsite or maintaining
onsite storage)

5. Mail/Packages

This involves implementing procedures to ensure the
security of incoming mail and packages

6. Access to Computer Systems

1. restricting access to critical computer data sys-
tems to those with appropriate clearance (for
example, using passwords, firewalls) 

2. eliminating computer access when a staff
member is no longer associated with the 
establishment 

3. establishing a system of traceability of com-
puter transactions 

4. reviewing the adequacy of virus protection sys-
tems and procedures for backing up critical
computer-based data systems 

5. validating the computer security system

If a retail food store or food service establishment oper-
ator suspects that any of his/her products that are regulated
by the FDA have been subject to tampering, “counterfeit-
ing,” or other malicious, criminal, or terrorist action, FDA
recommends that he/she notify the FDA 24-hour emer-
gency number at 301-443-1240 or call their local FDA
District Office. FDA recommends that the operator also
notify local law enforcement and public health authorities. 

FDA District Office telephone numbers are listed at:
http://www.fda.gov/ora/inspect_ref/iom/iomoradir.html. 
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I. INTRODUCTION

In May 2002, FSIS issued the FSIS Security Guidelines
for Food Processors to assist Federal- and State-inspected
meat, poultry, and egg product plants in identifying ways
to strengthen their food security protection. The FSIS
made the following statement:

“At the time the FSIS noted its commitment to pro-
viding continued guidance to businesses engaged in the
production and distribution of USDA-regulated foods. We
have worked with the Food and Drug Administration
(FDA) and other agencies to now provide guidance for
those handling food products during transportation and 
storage.

The FSIS Food Safety and Security Guidelines for the
Transportation and Distribution of Meat, Poultry, and Egg
Products are designed to assist small facilities and ship-
pers handling these products. The guidelines provide a list
of safety and security measures that may be taken to pre-
vent contamination of meat, poultry, and egg products
during loading and unloading, transportation, and in-tran-
sit storage. In these voluntary guidelines, we strongly
encourage shippers and receivers, as well as transporters
of these products, to develop controls for ensuring the
condition of the products through all phases of distribu-
tion. Such controls are necessary to protect the products
from intentional, as well as unintentional, contamination.
We recognize that not all of these measures will be appro-
priate or practical for every facility.”

Meat, poultry, and egg products are transported by air,
sea, and land. Hazards may be present at any point during
transportation and distribution, but are most likely at
changes between transportation modes and during loading
and unloading. Meat, poultry, and egg products frequently
are transported multiple times on their way to the con-
sumer and may be exposed to hazards at each step. For
example, a product might be transported from a slaughter
establishment to a raw-product processing establishment,
next to a further processing plant, and then onto distribu-
tion sites and retail markets.

The first section of these guidelines provides food
safety measures to help prevent the physical, chemical,
radiological, or microbiological contamination of meat,
poultry, and egg products during transportation and stor-
age. The second section of the guidelines deals specifi-
cally with security measures intended to prevent the same
forms of contamination due to criminal or terrorist acts.
Both sections apply to all points of shipment from the
processor to their delivery at the retail store, restaurant, or
other facility serving consumers of the products. These
guidelines can be applied whether the potential contami-
nation occurs due to an intentional or unintentional act. 

Protecting our Nation’s food distribution network is
essential to the Nation’s homeland security. These guide-
lines are intended to assist the food industry, as well as
Federal, State, and local authorities, in that effort. 

II. FOOD SAFETY DURING 
TRANSPORTATION AND 
DISTRIBUTION OF MEAT, POULTRY,
AND EGG PRODUCTS

Meat, poultry, and egg products are susceptible to con-
tamination from a wide variety of physical, microbial,
chemical, and radiological agents. These products are par-
ticularly vulnerable to microbiological hazards because
their moisture, pH levels, and high protein content provide
ideal environments for the growth of bacteria. Because of
these characteristics, the products must be carefully mon-
itored to prevent their exposure.

Food safety protection can be improved by the control
of hazards through the use of preventive methods including
good sanitation, manufacturing practices, and the Hazard
Analysis and Critical Control Point (HACCP) system
throughout the food production and distribution chain.
Meat, poultry, and egg products must be refrigerated or
frozen after processing and before shipment to inhibit
spoilage and growth of pathogens. During transportation
and storage, the challenge is to maintain proper refrigeration
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temperatures and to keep the “cold-chain” from breaking
during steps such as palletization, staging, loading and
unloading of containers, and in storage.

A. GENERAL GUIDANCE

In the United States, most food is transported by truck.
However, meat, poultry, and egg products may be trans-
ferred to and from other modes of transportation during
shipment and held at intermediate warehouses as well as at
transfer or handling facilities, such as airports, break-bulk
terminals, and rail sidings. Because transportation and stor-
age are vital links in the farm-to-table food chain, effective
control measures are essential at each point in the food dis-
tribution chain to prevent unintentional contamination. 

The following general guidelines address food safety
measures that should be taken by shippers from the point
of food production through delivery. The guidelines do
not cover breeding, feedlot, or any other pre-slaughter
live-animal operations or pre-shipment operations at egg-
laying farms. 

B. TRANSPORTATION SAFETY PLAN

1. Identify Vulnerable Points and Develop a
Comprehensive Transportation Sanitation and
Safety Plan

1. Processors and distributors shipping products
should assess and implement measures that will
ensure the sanitation and safety of products
from initial shipment through delivery to other
destinations. A flow diagram from the point-of-
origin to final destination, including all shipping
modes/routes, can be a helpful assessment tool. 

2. Identify all points of vulnerability where there
is potential for adulteration or contamination to
occur:

2. Identify Potential Hazards

1. If control points are identified, then determine the
method, frequency, and limit that must be met. 

2. Identify if control is possible at the point(s) of
hazard and what is the most effective point to
exert control. 

3. This will determine where and how often mon-
itoring and verification of the limits set should
occur and what, if any, corrective and preven-
tive actions should be taken. 

4. Define what controls should be put in place to
prevent product adulteration or contamination
during the transportation and storage process. 

5. As an additional check on product condition
during and after transportation and storage,
processors may want to include special arrange-
ments with receivers to sample and conduct

microbiological or other tests on products. The
results could be compared with pre-shipment
results to determine whether adjustments are
needed in transport methods or procedures. 

6. Verify that contracted transporters (e.g. air,
ground, maritime, rail) and storage/warehouse
facilities have a food safety program in effect.
Consider including specific security measures in
contracts and verify that measures are being met. 

7. Include procedures for the immediate recall of
adulterated products from trade and consumer
channels (this applies to processors, trans-
porters, and wholesale and retail distributors). 

8. Have a system in place to track your products,
including salvage, reworked, and returned
products. 

C. TRAIN PERSONNEL

1. Train managers and supervisors involved in the
transportation, handling, and storage of food
products in food hygiene and sanitation. They
should be able to judge potential risks, take
appropriate preventive and corrective actions,
and ensure effective monitoring and supervi-
sion to prevent intentional and unintentional
contamination from occurring. 

2. Train personnel involved in all phases of trans-
port, handling and storage in personal hygiene,
vehicle inspection procedures, and transporta-
tion procedures that will ensure the safety of
meat, poultry, and egg products. 

D. STORAGE FOOD SAFETY SYSTEM

1. Design and maintain a storage and warehous-
ing food safety system. 

2. The facility should permit easy access to all
areas for cleaning. 

3. Adequately insulate the facility and have an
adequate temperature control capacity. 

4. Prevent access by unauthorized persons
through the use of locks and fences, etc. 

5. Have an effective, systematic program for pre-
venting environmental contamination and
infestation by insects, vermin, etc. 

E. VEHICLES USED TO TRANSPORT MEAT, POULTRY,
AND EGG PRODUCTS

1. Design and Construct Vehicles to 
Protect Product

1. Vehicles should be designed and built to make
locking and sealing easy, protect the cargo
against extremes of heat and cold, and prevent
infestation by pests. 
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2. Vehicle design should permit effective inspec-
tion, cleaning, disinfection, and temperature
control. 

3. Interior surfaces should be made of materials that
are suitable for direct food contact. For example,
the surfaces may be made with stainless steel or
be coated with food-grade epoxy resins. 

2. Sanitize and Properly Maintain Vehicles

1. Meat, poultry, and egg product transportation
vehicles, accessories, and connections should
be kept clean and free from dirt, debris, and any
other substance or odor that may contaminate
the product. They should be disinfected as
needed. Cleaning and sanitation procedures
should be specified in writing. 

2. Different cleaning procedures may be neces-
sary for the different types of meat, poultry, or
egg products that are to be transported. The
type of product transported and the cleaning
procedure used should be recorded. Generally,
wash water should be at least 180°F (82°C) and
an approved sanitizer may be used to reduce the
number of microorganisms and dissolve any fat
particles adhering to interior surfaces. 

3. Cargo pallets, load securing devices, and load-
ing equipment should be kept clean and free of
potential food contaminants and be regularly
washed and sanitized. 

4. Equipment used in transferring meat, poultry,
and egg products, such as hand trucks, convey-
ors, and forklifts, should be well maintained
and kept in a sanitary condition. 

5. Secure transport vehicles to prevent tampering
when not in use. 

3. Use Dedicated Transport Vehicles

1. Transport vehicles, containers, and con-
veyances should be designated and marked “for
food use only,” and be used only for transport-
ing foods. If feasible, they should be restricted
to a single commodity. This reduces the risk of
cross contamination from previous cargoes. 

F. PRE-LOADING

1. General Guidelines

1. Loading and unloading areas should be config-
ured, cleaned, disinfected (where appropriate),
and properly maintained to prevent product
contamination. 

2. Loading or unloading facilities should be
designed to permit easy access to all areas for
cleaning. 

3. Facilities should be adequately insulated and
have an adequate temperature control capacity. 

4. Facilities should have an effective, systematic
program for preventing environmental contam-
ination and infestation by insects, vermin, etc. 

2. Examine Vehicles before Loading

1. Trailer or truck body should be sufficiently
insulated and be in good repair with no holes in
the body that might allow heat, dust, or other
adulterants to enter the cargo area. 

2. Check for residues of previous cargoes. 
3. Check for residues from cleaning and sanitiz-

ing compounds. 
4. The cooling unit must be in good repair and

operating. Both truck drivers and plant person-
nel should check the functioning of the trailer
refrigeration unit. 

5. Trailers and trucks should be pre-cooled for at
least 1 hour before loading to remove residual
heat from the insulation and inner lining of the
trailer as well as from the air of the trailer. For
pre-cooling, the doors should be closed and the
temperature setting of the unit should be no
higher than 26°F. (Note, however, that poultry
products labeled “fresh” must be shipped at
temperatures higher than 26°F, usually between
26°F and 32°F.) 

6. Inspect trailers prior to loading to determine
that the air chutes, if used, are properly in place
and that the ribbed floors are unclogged so that
adequate air circulation can occur. 

7. Examine trailer doors and seals to ensure that
they can be secured and that there will be no air
leaks. 

8. When shipping a mixed load of products, such
as both frozen and refrigerated products, it may
be necessary to use a trailer with compartments
that accommodate different temperature or
other handling requirements. 

3. Stage Loads to Facilitate Proper Stowage 
and Minimize Exposure during Loading and
Unloading

1. Proper staging of loads is especially important
when there are loads of products with different
temperature requirements, or different delivery
destinations. 

2. Dock foremen should document that all freight
is 40°F or lower before loading. Freight should
not be allowed to remain on the loading dock in
warm weather in order to prevent the product
temperature from rising above 40°F. 
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3. Note: Federal regulations require processed
poultry to be packaged and shipped at a tem-
perature no higher than 40°F. 

G. LOADING

1. General Guidelines

1. Protect products from exposure to environmen-
tal contaminants such as microbes, dust, mois-
ture, or other physical contamination. 

2. Maintain the “cold chain” to ensure meat, poul-
try, and egg products are kept at appropriate
temperatures continuously throughout all
phases of transport.

3. Meat, poultry, and egg products must be kept
refrigerated and protected from temperature
changes. All persons involved in the transporta-
tion, storage, and handling of these products
are responsible for keeping them at appropriate
temperatures and preventing any break in the
cold chain. 

4. Maintain the appropriate temperature of the
pre-cooled product by minimizing the time of
loading or unloading, conducting the loading
and unloading in an appropriately chilled envi-
ronment, and reducing the amount of surface
contact of the product with floors and walls of
the storage areas or loading equipment. 

5. Appropriately packaged meat, poultry, or pas-
teurized egg products can be stacked, provided
that air circulation is sufficient to maintain the
temperature of the products during shipment. 

6. Product should be at the desired transit temper-
ature before loading. The boxes and pallets
should be secured within the vehicle and pallets
should be center-loaded off the walls of the
vehicle. 

7. Seal vehicles shipping egg products from one
official plant to another for pasteurization, re-
pasteurization, or heat treatment. (A certificate
stating that the products are not pasteurized or
that they have tested positive for Salmonella
should accompany applicable shipments.) 

2. Use Appropriate Loading Procedures and
Equipment

1. Use spacers on sidewalls and at the ends of
trailers as well as pallets on the floor so 
that proper air circulation can be main
tained. 

2. Keep loading time as short as possible to pre-
vent temperature changes (increases or
decreases) that could threaten the safety or
quality of food products. 

3. Close doors immediately after the truck/trailer
has pulled away from dock. 

3. Use Special Care with Mixed or Partial Loads

1. Partial and mixed loads increase the frequency
and duration of open doors, leading to a greater
possibility of temperature fluctuations and
exposure to tampering. 

2. Other factors affecting temperature include the
time of loading and unloading, the number of
stops, the total length of the haul from origin to
destination, and the outside temperature. 

3. During periods of warm weather, loading or
unloading should be done in the evening or
early morning to minimize the likelihood of
products warming. 

H. IN-TRANSIT

1. General Guidelines

1. Establish procedures to periodically check
integrity of the load during transit. 

2. Check for leakage of heating or cooling fluid
onto food products. 

3. Monitor the temperature and function of the
refrigeration unit at least every 4 hours. If there
is a unit malfunction, the problem should be cor-
rected by an authorized refrigeration mechanic
before the temperature of the load rises. 

4. Check for breakdown of temperature control. 
5. Use time-temperature recording, indicator, or

integrator devices, if they are available, to mon-
itor the condition of cargo. Check the devices
every 4 hours. 

2. Establish Procedures to Ensure Product Safety
during Interim Storage

1. Maintain logbook documenting product condi-
tion upon arrival and during storage.

2. Ensure proper temperatures are maintained
during storage of meat, poultry, and egg 
products.

I. UNLOADING

1. Carefully Examine Incoming Products

1. Product should be inspected and sorted before
being accepted at any point during transportation. 

2. Develop and implement methods to check and
document condition of product and packaging
upon receipt at destination. Examine checks of
time-temperature recording, indicating or inte-
grator devices or, by prior arrangement with the
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shipper, test to determine if bacterial growth
has occurred after the product was packaged
and shipped. 

3. Include procedures for the safe handling and
disposal of contaminated products. Identify
where and how to separate contaminated 
products. 

4. Establish policy and procedures for rejection of
packages and products that are not acceptable,
can’t be verified against the delivery roster, or
contain unacceptable changes to shipping docu-
ments. Have a monitoring plan and record-keep-
ing system in place to document steps taken. 

5. Do not accept products known to be, or sus-
pected of being, adulterated. 

6. Move product from the loading dock into cold
storage immediately to minimize product expo-
sure to heat and contaminants. 

III. FOOD SECURITY DURING 
TRANSPORTATION AND 
DISTRIBUTION OF MEAT, POULTRY,
AND EGG PRODUCTS

The tragic events of September 11, 2001, forever changed
our world. They proved to us that the unthinkable could
become reality, and that threats to our Nation’s food sup-
ply are very plausible from those who want to harm us
through any possible means. Since the terrorist attacks on
America, security — including food security — has been
the highest priority at both the Federal and State levels. 

Ensuring safe food within the processing plant, during
transportation, in storage, and at retail is a vital function
to protect public health. We must now look at all possible
threats, examine the risks, and take action to prevent any
intentional attack on the food supply.

A. GENERAL GUIDANCE

Meat, poultry, and egg products are susceptible to inten-
tional contamination from a wide variety of physical,
chemical, biological, and radiological agents. Everyone in
the food distribution system is responsible for ensuring
that these products are safe, wholesome, and unadulter-
ated. Therefore, as part of this system, those responsible
for transportation and delivery should implement every
possible security measure to ensure the integrity of the
products throughout the supply chain. 

There are many potential benefits of having an effec-
tive security plan in place such as:

1. protects public health and assets; 
2. increases public and customer confidence,

including trading partners; 
3. provides value-added component to product; 

4. deters theft and tampering; 
5. creates production and distribution efficiencies; 
6. maintains greater control over product through

supply chain; and 
7. possibly reduces insurance premiums and

freight rates. 

The guidelines below provide a list of security meas-
ures to be considered by processing plants, shipping com-
panies, and warehouse facilities to minimize the risk of
tampering or other criminal action for each segment of the
food-delivery system.

B. SECURITY PLAN

1. Assess Vulnerabilities 

Identify a food protection management team and assign a
leader to verify required actions are implemented and
effective. 

Develop a comprehensive transportation security 
plan and assess vulnerabilities using a recognized
threat/risk/vulnerability model such as Operation Risk
Management (ORM) and Systematic Assessment of
Facility Risk (SAFR). A flow diagram from your point-of-
origin to final destination, including all shipping
modes/routes, can be a helpful tool in your assessment. 

In your security plan, identify all points of vulnerabil-
ity where there is the potential for intentional adulteration
or contamination to occur during the transportation and
distribution process:

1. identify potential biological, chemical, and
physical hazards. 

2. identify if control is possible at the point(s) of
hazard and what is the most effective point to
exert control. 

3. if control points are identified, then determine
the method, frequency, and limit that must 
be met. 

4. this will determine where and how often moni-
toring and verification of the established limits
should occur and what, if any, corrective and
preventive actions should be taken. 

2. Develop and Implement Procedures

1. Implement identified security measures at each
point to ensure the protection of products from
the time of shipment through delivery to each
destination. 

2. The plan should include a system to identify
and track your product at any time during trans-
portation and distribution such as the use of
tamper-resistant seals corresponding to specific
shipments and their documentation. 
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3. Verify that contracted transporters (e.g. air,
ground, maritime, rail) and storage/warehouse
facilities have a security program in effect.
Consider including specific security measures in
contracts and verify that measures are being met. 

4. Include procedures for the immediate recall of
adulterated products from trade and consumer
channels.

5. Have a system in place to track salvaged,
reworked, and returned products. 

6. Include procedures for handling threats to and
actual cases of product tampering. 

7. Establish an evacuation plan for the facility. 
8. Include procedures for the safe handling and

disposal of contaminated products. Identify
where and how to separate suspected products. 

9. Develop and implement methods to check and
document condition of product and packaging
upon receipt at destination. 

10. Establish policy and procedures for rejection of
packages and products that are not acceptable,
can’t be verified against the delivery roster, or
contain unacceptable changes to shipping docu-
ments. Have a monitoring strategy and record
keeping system in place to document steps taken.

11. Establish policy and procedures for allowing
rail crew, truckers, etc., to enter the facility and
monitor their activities while on the property. 

12. Food security plans should be kept in a secure
location and shared on a “need-to-know” basis. 

3. Emergency Operations

1. Regularly update a list of local, State, and
Federal emergency contacts, local Homeland
Security contacts, and local public health offi-
cial contacts. 

2. Develop procedures for notification of appro-
priate authorities if an event occurs. 

3. Identify all entry and exit points available to
emergency personnel in the plan. 

4. Develop a strategy for communicating with the
media, including identifying a spokesperson,
drafting press statement templates, or referring
media to trade association or corporate head-
quarters. 

4. Train and Test 

1. Train each team member in all provisions of 
the plan. 

2. Conduct drills regularly to test and verify the
effectiveness of the plan. Continually review
policies and procedures in the plan. The 
food-protection management team leader
should coordinate these activities. 

5. Screen and Educate Employees

1. Screen all potential employees, to the extent
possible, by conducting background and crimi-
nal checks appropriate to their positions, and
verifying references (including contract,
temporary, custodial, seasonal, and security 
personnel). When this is not practical, such per-
sonnel should be under constant supervision
and their access to sensitive areas of the facility
restricted. 

2. Consider participating in the Immigration and
Naturalization Service (INS) pilot program for
screening (888-464-4218). 

3. All employees should be trained on how to pre-
vent, detect, and respond to threats or terrorist
actions so they can recognize threats to security
and respond if necessary. 

4. Promote ongoing security consciousness and
the importance of security procedures. 

5. Personnel involved in the transport, handling,
and storage of meat, poultry, and egg products
should be trained in procedures that will ensure
the security of these products (e.g., train dock
and security personnel on documentation
requirements for incoming and outgoing ship-
ments). 

6. Train appropriate personnel in security proce-
dures for incoming mail, supplies, and equip-
ment deliveries. Mail handlers should be
trained to recognize and handle suspicious mail
using U.S Postal Service guidelines. 

7. Ensure employees know emergency procedures
and contact information. 

8. Encourage employees to report any suspicious
activities such as signs of possible product tam-
pering or break in the food security system.
Have a tracking system in place for these
reports and follow-up activities. 

C. SECURE THE FACILITY

1. Access

1. Maintain a positive ID system for employees.
Require identification and escort visitors at all
times in your facility. 

2. Collect company-issued IDs, keys and change
lock combinations when a staff member is no
longer employed by the company. 

3. Ensure clear identification of personnel to their
specific functions (e.g. colored hats or aprons,
ID cards). 

4. Restrict types of personal items allowed in the
establishment, especially firearms or other
weapons. 
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5. Secure and restrict access to facilities, transporta-
tion trucks, trailers, or containers, locker rooms,
and all storage areas with alarms, cameras, locks
and fences or other appropriate measures, to pre-
vent access by unauthorized persons. 

6. All visitors should be escorted while on 
the premises. Establish procedures for handling
unauthorized persons in a restricted access area. 

7. Control access to food products by unautho-
rized persons by limiting access to food deliv-
ery, storage, food ingredient, and chemical
storage areas.

8. Restrict access to computer data systems. Protect
them using firewalls, virus detection systems and
secure passwords, changing them routinely. 

9. Restrict access to outside water tanks, water sup-
plies, ice machines, and conveying water pipes. 

10. Restrict access to central controls for heating,
ventilation, and air conditioning (HVAC), elec-
tricity, gas, and steam systems to prevent contam-
ination from entering the air distribution systems. 

2. Shipping/Receiving 

1. Consider developing a checklist for shipping
and receiving procedures (this can also help
identify anomalies). 

2. Loading docks should be secured to prevent
unauthorized deliveries. 

3. All deliveries should be scheduled and truck
drivers should show proper identification upon
arrival.

4. Shipping documents should contain product
information, name of carrier(s), driver informa-
tion, and seal numbers. 

5. Establishments should require that incoming
shipments be sealed with tamper-proof, num-
bered seals, and that the seal numbers are
shown on the shipping documents for verifica-
tion prior to entry to the facility. 

6. Shipping documents with suspicious alter-
ations should be thoroughly investigated.
Product should be held and segregated during
investigation process. 

7. Properly secure transportation trucks, trailers,
or containers:

8. Doors should not be left open when picking up
a load from a warehouse. 

9. Ensure shipping trucks, trailers, and containers
are secured after loading is complete. 

10. Lock transportation trucks, trailers, and con-
tainers when not in use, during meal breaks and
at night. 

11. Apply seals to all containers being shipped and
maintain a seal log. Have a system in place to

verify seal numbers and the integrity of the
seals throughout the distribution process. 

12. Ensure security procedures are in effect for
interim storage at in-transit warehouses. 

3. Facility

1. Designate limited and specific entry and exit
points for people and trucks. 

2. Secure all access and exit doors, vent openings,
windows, outside refrigeration and storage
units, trailer bodies and bulk storage tanks. 

3. Ensure adequate interior and exterior lighting
at the facility. 

4. Parking areas for visitors should be situated
away from the main facility, if practical.
Vehicles of employees and visitors should be
clearly marked (e.g., placards, decals). This is
intended to identify vehicles authorized to be
on the premises and deter bombing attempts. 

5. Hazardous chemical storage areas or rooms
should be secured and located away from food
preparation and storage areas. In addition, they
should be constructed and safely vented in accor-
dance with national or local building codes. 

6. Incoming mail should be handled in an area of
the facility separate from food handling, stor-
age, or preparation areas. 

7. Install backflow devices on all water supply
equipment. 

D. MONITOR OPERATIONS

1. Employees 

1. Maintain a daily shift roster to easily identify
persons who are/should be on the premises and
indicate that they are in their appropriate 
location. 

2. Provide appropriate level of supervision to 
all staff, including food handlers, cleaning and
maintenance staff, and computer support staff. 

3. Monitor employees for unusual behavior (e.g.,
staying unusually late, arriving unusually early,
taking pictures of the establishment, or remov-
ing company documents from the facility). 

2. Shipping/Receiving 

1. Purchase all food ingredients, food products,
and packaging materials only from known,
reputable suppliers. Require Letters of
Guaranty, if possible. 

2. Require locked or sealed trucks, trailers, or
containers for deliveries. Maintain an inbound
load verification logbook. Verify inbound
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trucks for seal numbers and integrity and load
manifest. Document seal numbers and the truck
or trailer number. 

3. Hold unscheduled deliveries outside the prem-
ises pending verification of shipper and cargo.
Do not accept deliveries from, or release prod-
uct to, unknown shippers using only cell phone
numbers or known shippers with unknown
phone/fax numbers or e-mail addresses. 

4. Supervise off-loading of incoming products,
ingredients, packaging, labels, and product
returns. Only a supervisor or other agent of the
owner should break seals and sign off in the
trucker’s logbook. 

5. Have system in place to ensure integrity of
product when seal will need to be broken prior
to delivery due to multiple deliveries or for
inspection by government officials. 

6. Verification of the last company seal put on a
truck should be available throughout the deliv-
ery chain. 

7. Examine incoming products and their contain-
ers for evidence of tampering or adulteration:
a. Determine a random or other sound plan for

checking incoming product; 
b. The warehouse supervisor should note on the

bill of lading any problems with the condition
of the product, packaging, labels, and seals; 

c. Do not accept products known or suspected
of being adulterated; and 

d. Check food for unusual odor or appearance. 
8. Processors may want to arrange with receivers

to sample and conduct microbiological or other
tests on products. 
a. This would require an in-house testing plan

prior to shipment. 
b. The results should be compared with pre-

shipment results to determine whether
adjustments are needed in transport methods
or procedures. 

c. Establish chain-of-command procedures pro-
viding for the proper handling of samples. 

d. Samples should be clearly marked and kept
in a secure area. 

e. Ensure all trucks leaving the facility are
sealed. 

f. Maintain a logbook of seal assignments. 

3. Storage/Water 

1. Maintain an accurate inventory of food and
chemical products and check daily to allow
detection of unexplained additions to, or 
withdrawals from, existing stocks. Include infor-
mation about the sources and date of shipment.

All discrepancies should be investigated immedi-
ately. 

2. Perform random inspection of storage facilities
(including temporary storage trailers or con-
tainers), trucks, trailers, containers, and vessels
regularly. Keep a log of results. Designate an
individual to conduct the inspection and have a
record-keeping system in place. 

3. Regularly test water and ice supply to ensure it
is safe to use. 

4. Inspect water storage and conveying lines
inside and outside of the facility regularly for
tampering or irregularities. 

4. Respond

1. Be aware of and report any suspicious activity
to appropriate authorities (e.g., unscheduled
maintenance, deliveries, or visitors should be
considered suspicious). 

2. Processors, transportation managers, and
wholesale and retail distributors should ensure
traceability and recall of products. 

3. Ensure procedures are in place to accomplish a
complete, rapid recall, and removal from the
market of any shipment of meat, poultry, and
egg products in the event products are found to
present a hazard to public health. 

4. Keep detailed production records, including
packaging lot or code numbers and where fin-
ished product was stored or served. 

5. Trace Forward – Shippers (including operators
of federally inspected meat, poultry, and egg
processing establishments) and carriers should
have systems in place for quickly and effec-
tively locating products that have been distrib-
uted to wholesalers and retailers. 

6. Trace Backward – Retailers, wholesalers, carriers
and others who have received products from fed-
erally inspected meat, poultry, or egg processing
establishments should be able to identify the
source of the products quickly and efficiently. 

7. Investigate threats or reports of suspicious
activity swiftly and aggressively. 

8. In the event of a food security emergency, first
contact your local law-enforcement authority. 

E. ADDITIONAL GUIDANCE FOR SPECIFIC MODES

OF TRANSPORTATION

Of the approximately 200.5 billion metric tons of food
shipped internationally each year, 60 percent goes by sea,
35 percent by land, and 5 percent by air. Domestically, most
food products move via ground transportation (truck and
rail). Thus, it is critical that everyone involved in the food
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delivery system understands his or her role and responsibil-
ity to ensure the security of meat, poultry, and egg products
to the end point or consignee. Recognizing the inter-modal
nature of this system, a multi-layered approach to protect-
ing food is essential. 

F. GENERAL GUIDANCE FOR ALL MODES

Make certain that contracted shippers and consignees have
security measures in place to ensure product integrity and
traceability and verify that they are meeting contractual
security obligations. Security measures should include:

1. Physical boundaries of the facility/terminal are
secure;

2. Background checks are conducted for all
potential employees by shipping, trucking, and
drayage companies; 

3. A positive identification system is in place for
all employees. (Recommend requiring partici-
pation in the Transportation Worker
Identification Card (TWIC) program which is
coordinated by the Transportation Security
Administration); 

4. A security training and awareness program for
all employees on how to prevent, detect, and
report suspicious activity is conducted; 

5. A system is in place to track movement of
products and truck, trailer, and containers/ves-
sels (e.g., Global Positioning System); 

6. Maintains record-keeping system to document
chain-of-custody, which will aid in tracing
product; 

7. Uses a system (e.g., x-ray scanners) to detect
tampering and radiological, biological, and
chemical agents in shipping containers; 

8. Policies and procedures are in place for the
handling of suspicious product; and 

9. Ensures all containers are properly secured at
all times when held in storage yards. 

1. Aviation

Although fewer meat, poultry, and egg products are trans-
ported by air than by other modes, it is still critical to
ensure the security of these products when this mode of
transport is utilized.

1. Check all trucks entering a terminal facility. 
2. Trucks carrying meat, poultry, and egg prod-

ucts should have seal logbooks and the seals
should be examined and numbers verified. 

3. Inspect containers arriving at a terminal for
loading before admitting them to the terminal. 

4. Immediately report suspicious or inconsistent
servicing of a container to terminal security. 

5. Design internal and external packaging so cus-
tomers will be able to determine if the product
was tampered with and can immediately notify
you. Provide instructions and contact informa-
tion with shipment. 

2. Truck

Approximately 21 million trucks transport products
across the United States every day. Keeping containers
secure is a huge undertaking as there can be many oppor-
tunities for tampering.

1. Develop and implement procedures for drivers
to ensure security of the truck, trailer, or 
container when stopping for meals, gas, and
repairs.

2. Transportation trucks, trailers, and containers
should be designed and built to make locking
and sealing easy and should permit effective
inspection. 

3. Examine trailer doors and seals to ensure that
the trailer can be secured. 

4. Keep empty trailers locked at all times. 
5. Check product load periodically during transit

to ensure its integrity has not been compro-
mised (e.g., use weigh station stops as an
opportunity to check condition of products). 

6. Processors, distributors, and transporters
should have action plans for emergencies, such
as breakdowns or reporting criminal activity.
The plans should include notification of 
the relevant Federal, State, and local author-
ities.

7. Drivers should be trained to take appropriate
precautions while en route (e.g., do not pick up
hitchhikers, do not discuss the nature of cargo
at stops, be aware of surroundings, lock truck,
trailer, or container when unattended and avoid
low-lit areas). 

8. Prevent unauthorized access to delivery truck,
trailer, or containers. Require drivers to secure
truck, trailer, or containers while en route,
including while on break, at restaurants, at
overnight stays, etc. 

9. Drivers should report unusual circumstances,
such as being followed, to appropriate authorities. 

10. Develop procedures to be followed when reefer
boxes or trailers are found unlocked. 

11. Deter diversion or hijacking of cargo by keep-
ing track of trucks. Ensure time logs for trips
are maintained and provide trucks with com-
munication and tracking equipment. 

12. Hold drivers accountable for ensuring security
measures are taken to prevent contamination of
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meat, poultry, and egg products while under
their control. 

3. Maritime

Ports are vulnerable due to their size, accessibility by water
and land, location in metropolitan areas, and the quantity of
products moving through them. Approximately 80% of U.S.
imports arrive via American seaports, yet U.S. Customs
physically inspects only a fraction of all containers; the
remainder are electronically screened. Therefore, enhanced
security measures are necessary for products shipped by sea.

1. Check all trucks entering a terminal facility.
Trucks carrying meat, poultry, and egg prod-
ucts should be sealed, drivers should have seal
logbooks, and the seals should be verified.

2. Seals should be removed in the presence of ter-
minal personnel so they can verify the seal
number and its integrity.

3. Immediately report suspicious or inconsistent
servicing of a container to terminal security. 

4. Supervise opening of ship hatches. 
5. When unloading product from sea-going ves-

sels, inspect seals for evidence of tampering.
Have documentation system in place. 

6. Document cutting of seals (e.g., when seal is
cut for inspection by government official). 

7. Shipping line agents should provide importers
and customs brokers with a record of vessel dis-
charge and checks at discharge and in transit. 

8. Establish policy and procedures to download
reefer electronic information during inspection
(this will also allow identification of anomalies); 

9. Have reporting system in place when the dis-
charging of any product looks suspicious or the
product shows evidence of tampering. 

10. The terminal facility should be locked during
meal breaks and at night. 

11. Facility doors should be closed immediately
after the truck/trailer has pulled away from dock. 

*Importers and Exporters may want to consider participa-
tion in government initiatives pertaining to maritime ship-
ment of products such as:

1. Customs-Trade Partners Against Terrorism 
(C-TPAT) 

2. Operation Safe Commerce 
3. Container Security Initiative 
4. Sea Carrier Initiative Agreement 

4. Rail

Rail transportation is an integral part of the domestic food
distribution system, therefore, it is important to recognize

that unsecured containers can be easy targets for tamper-
ing and address this vulnerability.

1. Use boxcars dedicated for food products. 
2. Employ measures to secure loaded and empty

containers from tampering when being stored
at the train yard for any length of time. 

3. Locks/seals on boxcars should be inspected at
pull and place. 

4. Review shipping documents upon arrival at
the trainyard and before the train engineer
leaves.

5. Inspect integrity of seals upon arrival and
before departure of the load. 

IV. RESOURCES

If you have questions or need clarification about the
guidelines, contact the FSIS Technical Service Center at:
1-800-233-3935. 

Obtain additional copies of the guidelines at:
http://www.fsis.usda.gov or call 202-720-9113. 

Further information on the safe and secure transporta-
tion of food is available from:

1. USDA Agricultural Marketing Service: http://
www.ams.usda.gov/tmd/tsb/ 

2. Transportation Security Administration: http://
www.tsa.dot.gov/

3. Food and Drug Administration: http://vm.
cfsan.fda.gov/~dms/secguid6.html

4. Federal Aviation Administration: http://www.
faa.gov/ 

5. U.S. Postal Service: http://www.usps.com/
cpim/ftp/pubs/pub166/welcome.htm 

6. U.S. Customs: http://www. customs. ustreas. gov/
7. American Association of Railroads: http://

www.aar.org/ 
8. American Trucking Association: http://www.

trucking.org/ 
9. National Cargo Security Council: http://www.

cargosecurity.com/ncsc/ 
10. The World Health Organization: http://www.

who.int/fsf 

*Consider researching government Internet sites to obtain
funding resources (e.g., grants and loans) to enhance your
security program.
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Changes in muscle, 39-6
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Colorants, 131-11
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Activated sludge treatment system, 145-4
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Aesthetic defects, 74-14
Aflatoxin, 46-4, 46-13, 189-2
Africanus, 177-10
Aftertaste, 16-8, 16-11
Agar, 1-20, 4-10, 139-5

Chemical structure, 1-20
Gel structure, 1-21

Agarose, 92-5
Aggregation, 93-4

Breakdown of TMAO, 39-13
Electron microscopic observation, 39-12
Formation of, 39-10
Intermolecular, 39-11
Intra-molecular, 39-10
Kinetics, 93-4 to 93-6
Mechanism, 93-7 to 93-11
Muscle protein, 39-6, 39-11
Myofibrillar protein, 39-11

Aging, ice cream mix, 154-16
Agitation, 151-1, 151-7 to 151-8
Aglycon, 1-4
Agmatine, 13-1 to 13-31

Iminohydrolase, 13-6
Agricultural Marketing Service (AMS), 72-16
Agrobacterium rhizogenes, 129-4
Agrobacterium tumefaciens, 129-3, 129-4, 129-6

Ti-plasmid, 129-3, 129-4
AGT1 gene, 172-4
Air speed, 181-4
Aklomide, 46-10
Alcohol, 28-13, 63-4, 63-6, 63-8 to 63-9,

63-13, 63-15, 63-17, 164-7 to
164-8, 177-1, 177-7 to 177-9,
181-7 to 181-9



Alcohol (Contd.)
Acyltransferase, 172-7, 172-8
Dehydrogenase, 172-6
Gel sanitizer, 195-5

Alcohol-free, 172-13
Alcoholysis, 8-15
Aldehydes, 8-11, 28-13, 164-7 to 164-8, 172-13,

177-8, 181-6 to 181-9
Alditols, 1-5
Aldolase, 87-3, 87-5, 181-5

Amino acid, 87-8
Aromatic amino acid, 87-2, 87-4
Branched chain amino acid, 87-4 to 87-5,

87-8
Aldose, 1-2 to 1-3

Oxidation/reduction of, 1-5
Structures (D-series), 1-2

Aldrin, 46-11
Ale, 63-13

Yeasts, 177-9
Aleurone, 17-4
Algin, see Alginates
Alginates, 1-19, 4-11, 92-6, 139-6
Alicyclobacillus spp., 185-3
Alimentary system, 98-20
Alimentary toxic aleukia (ATA), 189-1
Aliphatic, 172-5
Alkaline detergents, 196-2 to 196-4
Alkaline phosphatase, 27-7

Antibacterial effects, 27-8
Alkoxyl radical, 8-8
Allergenicity, 129-9

Genetically modified food, 101-9 to 
101-10

Mouse model, 101-9 to 101-10
Prediction

Methods, 101-8
Protein, 101-3, 101-9
WHO/FAO Decision Tree, 101-9 to 101-10

Allergic reactions, 74-14
Alliesthesia, 56-13
Alloploid, 172-4
Allura red, 86-4, 86-9
Allyl isothiocyanates, 98-25
Alpha olefins, 131-6
Alphitobius diaperinus, 74-11
Alternaria, 189-1, 189-3

alternata, 189-3
citri, 189-3
tenuissima, 189-3

Alternariol, 189-2 to 189-3
Monomethyl ether, 189-3

Aluminum, 131-2, 131-5
Amadori rearrangement, 1-6 to 1-7 
Amaranth, 86-2, 86-4, 86-9, 86-12 to 86-13
Amarone, 177-1
AMD, 46-12
American Oil Chemists’ Society (AOCS), 85-5

to 85-6
American Spice Trade Association (ASTA),

89-2
American style Camembert cheese, 178-6,

178-10
American whiskey, 175-7

Bourbon, 175-7
Charring, 175-7

Corn whiskey, 175-8
Distillation, 175-7

Column still (patent still), 175-7
Kentucky bourbon, 175-7
Maple charcaol, 175-7

Neutral grain spirit, 175-8
Rye whiskey, 175-8
Sour mash, 175-7

Sweet mash, 175-7
Tennessee whiskey, 175-7

Amines, 8-6, 13-1 to 13-31, 181-5, 181-7
Derivatives, 196-4

Amino acids, 28-3, 28-5, 28-13, 46-5, 164-5,
164-7, 181-4, 181-6 to 181-9

Analysis, quantitative, QAA, 5-4
Arginine, 40-7, 40-11 to 40-12, 174-9 to

174-13
Converting enzymes (AACES), 64-10
Cysteine, 40-9
Decarboxylases, 13-23
Phase, 46-9
Proline, 40-4, 40-6, 40-7, 174-5 to 174-10

γ-Aminobutyraldehyde, 13-12
γ-Aminobutyric acid, 13-12
Aminoguanidine, 13-11
Aminopeptidases, see Peptidases
Amla, 24-3
Amnesic shellfish poisoning, 36-5, 194-9
Amorphophallus konjac, 74-17
Amorphous, 131-3, 131-5, 131-9
Amphoteric surfactants, 196-4
AMS, 72-16
AMV reverse transcriptase, 187-9
Amygdalin, 91-8
Amylase, 63-2 to 63-3, 63-8, 63-11 to 63-14,

63-23
Amylolytic lactic acid bacteria, 176-7
Amylopectin, 1-15 to 1-16, 3-1 to 3-3, 3-6, 3-8

to 3-10, 3-12 to 3-13
Gels, 3-3
Helices, 3-3
Retrogradation, 3-3
Structure, 3-3

Amylose, 1-15 to 1-16, 3-1 to 3-3, 3-5, 3-8 to
3-10, 3-14

Helical conformation, 3-2
High amylose starch, 3-12

Amylomaize, 3-13
Iodine complex, 3-2
Retrogradation, 3-3
Solubility, 3-2
Structure, 3-2

Anabolic pathway, 172-5, 172-6
Anaerobic biological treatment, 145-1, 145-4
Anaerobic tanks, 176-4
Anaerobiosis, 176-2, 176-7
Analog manufacture, 160-2

Egg white, 160-3
Other additives, 160-3
Salt, 160-6 
Starch, 160-6

Analyses, 42-1
Filth, 74-3, 74-5
National and international standards and

protocols, 42-3 to 42-4, 42-14,
42-16

Of variance (AOV), 57-18
Precision, 46-7
Proximate analysis, 42-2 to 42-3

Ash, 42-7
Carbohydrate, 42-13
Fat, 42-8
Moisture (water), 42-5
Nitrogen, 42-11
Protein, 42-10

Purpose, 41-1
Consumer demands, 41-2
Food industry, 41-2
Government regulations, 41-2
International standards, 41-3

Reliability, 41-8
Selection of method, 41-5
Steps, 41-3
Trends, 42-14, 42-16
Validation of methods, 42-16
Validity of data, 42-16
Where done, 41-3

Anaphylaxis, 74-13
Aneuploid, 172-4
Angelica, 98-23
Animal 

Cleaning, 52-16 to 52-17
Fat purification systems, 155-6, 199-5
Fat, 46-10

Anionic surfactants, 196-4
Anomeric carbon, 1-3
Anserine, 13-11
Ant, 74-6 to 74-7, 74-11 to 74-12

Argentine, 74-9
Pharaoh, 74-9

Ante-mortem methods, 165-3
Classification, 165-4 to 165-6
Electric conductivity, 165-4
Live-weight, 165-3
Multispectral images, 165-4
Optical fibers, 165-4
Post-mortem, 165-4
Ultrasound, 165-3

Antennae, 36-6, 36-7, 36-10
Antennules, 36-6, 36-10
Anthocyanins, 8-10, 9-6, 46-5
Antibiotics, 46-11, 194-8

Cross-reactivity, 30-7 to 30-8
Resistance, 129-3 to 129-4, 129-9

Antibodies, 30-6 to 30-8, 30-14
Antibonding orbitals, 8-6
Anticipation error, 57-16
Antigens and antibodies, 30-7 to 30-8, 49-8

Monoclonal antibodies, 49-8
Polyclonal antibodies, 49-8

Antimicrobial agents, 39-16 to 162-7, 195-2,
195-5 to 195-7, 195-10

Acetic acid, 135-3
Lactic acid, 135-3
Nisin, 135-3
Potassium sorbate, 135-3
Propionic acid, 135-3
Sodium benzoate, 135-3
Sorbic acid, 135-3

Antioxidant, 16-2 to 16-3, 16-9, 21-8, 21-10,
60-5, 76-1, 83-30, 135-3

Acids, 135-3

I-2 Index



Ascorbic acid, 83-31, 135-3
Citric acid, 135-3
Oxalic acid, 135-3

Analysis, 85-5
Applications in food, 83-31
Ascorbic acid, 83-31
Biological role, 95-4
Butylated hydroxyanisole (BHA), 83-31,

135-3
Butylated hydroxytoluene (BHT), 83-31,

135-3
Carotenoids, 135-3
Chemical structures, 85-2
Chemistry of action, 85-2
Concoctions, 85-7

Broccoli, parsley, rosemary, spinach,
85-8

Cyclodextrin, 83-32
Definition, 83-30, 85-1
Diet supplementation, 114-4, 114-5
Efficacy, 85-6

In fish meal and fish oil, 85-7
Induction time, 85-6
Rancimat, 85-7

Erythorbic acid, 83-32
Ethoxyquin, 83-32
Food, 95-3
Gum guaiac, 83-32
Law, 85-8
Lipid oxidation, 114-4 to 114-5
Natural, 85-4
PG, 83-31
Phenols, 76-9

Irganox 1076™, 76-9, 76-10, 76-14
NP, 76-10

Phosphites, 76-10
Hostanox PAR™, 76-10, 76-14
Irgafos 168™, 76-9 to 76-10, 76-14
Ultranox 626™, 76-10, 76-14

Sulfites, 83-32
Synthetic, 83-30, 85-2
Tocopherols, 83-32, 135-3
Toxicity, 85-8

Antiparasitic drugs, 46-10
Antisakis simplex, 194-7
AOAC International, 74-3, 74-5
AOM, 8-7
API Strips, 185-10, 185-12
Apoenzyme, 91-2
Appendages, 36-6 to 36-7, 36-9 to 36-10
Apple, 24-2 to 24-3, 24-15
Applications of irradiation, 124-5

Apple, 124-6 to 124-8
Fruits and vegetables, 124-6 to 124-8
Irregular shapes, 124-8
Lettuce, 124-8
Medical field, 124-8

Apricot, 24-17
Aquaculture, 36-1, 36-3 to 36-5, 36-9, 36-11,

161-2
Cages, 37-3 to 37-7
Determining fish gender, 161-5
Extensive 37-1, 37-8
Feeds, 37-4, 37-7 to 37-8
Historical, 159-3 to 159-4
Ikura quality, 161-7

Integrated (agriculture) 37-10
Intensive 37-1, 37-3 to 37-8, 37-11 
Live handling, 159-4
Pond, 37-3, 37-7, 37-10 to 37-11
Semi-intensive, 37-3, 37-8
Sustainable, 37-1
Tanks, 37-3, 37-9

Aquaporins, 40-4, 40-6, 174-5 to 174-6, 174-9
Aquatic plants

Dehydration, 159-6
Fermentation, 159-11 to 159-12
Types, 159-1, 159-10

Arabinofuranosidase, 174-8, 174-12 to 174-13
Arabinoxylans, see also Pentosans, 4-10
Arachidonic acid, 34-3
Arc/Spark atomic emission spectroscopy,

43-14
Arcobacter, 194-5
Arginine decarboxylase, 13-6
Arginine deiminase, 87-4
Arizona hynshawii, 194-6
Aroma, 172-5 to 172-7, 172-9, 177-1, 177-3,

177-5,177-8 to 177-9, 177-11 to
177-13, see also Flavor

Arrhenius
Equation, 116-13
Kinetic model, 123-4
Model, 141-13, 142-2, 142-6, 142-9 to

142-10, 142-14
Relationship, 105-10 

Artificial mutagenesis, 176-8
Artificial sweeteners, 97-1

Acesulfame-K, 97-8
Alitame, 97-12
Analysis, 97-13
Aspartame, 97-4
Aspartame-acesumfame-salt, 97-10
Cyclamate, 97-6
Economics, 97-14
Neohesperidine, 97-8
Neotame, 97-11
Saccharin, 97-5
Sucralose 97-9

Ascaris lumbericoides, 194-7
Ascorbate monoanion radical, 8-8
Ascorbate peroxidase, 8-11
Ascorbic acid (Vitamin C), 8-8, 10-1, 46-5

Absorption, 10-2
Chemistry, 10-2
Food sources, 10-5
Glutaredoxin, 10-3
Gulonolactone oxidase, 10-2
Metabolic functions, 10-2
Requirements, 10-3
Sources, 10-5
Transporters, 10-2

Aseptic packaging, 123-8, 125-8
Advantages, 123-2
Components, 123-1
History, 123-2

Ash, analysis, 42-7
Dry ashing, 42-7
Wet ashing, 42-7

Asian (Oriental) noodle, 157-4, 157-1
Appearance, 157-2
Classification, 157-2

Factors affecting product quality, 157-13
“Fen (rice noodle)”, 157-1
Fresh noodles, 157-8

Cantonese oily rice-based rice stripes
(Ho fen), 157-9 to 157-10

“Cat’s ear mien”, 157-11
Chinese hand-cut “mien”, 157-11
Chinese La Mien (La Mian), 157-10
“Hokkien-type (oliy, alakline wheat-

based) noodles”, 157-8 to 159-9
Mung bean threads [“fun see”,

cellophane or transparent noodle],
157-11 to 157-12

Non-wheat, non-rice based noodles,
157-11 to 157-12

“Shiritaki”, 157-11
Sweet potato vermecelli (dang myun),

157-11
“Won Ton Mien”, 157-8, 157-9

General procedure for manufacturing, 157-2
“Ho feng (Oily rice noodle)”, 157-1
“Mi fen (rice noodle), 157-1
Pre-cooked noodles, 157-11
Rice-based dry noodles, 157-8
“Tung fen (mung bean noodle)”, 157-1
Wheat-based noodles, 157-4 to 157-5

Cantonese alkaline noodles, 157-4
Cantonese E-Mien (Cantonese E-Fu

Mien, Deep fried noodles), 157-5,
157-7

Deep-frying, 157-4
Dry “La Mien (Stretched noodles)”,

157-4 to 157-5
Instant Chicken Ramen (noodle), 157-6
Instant noodle, 157-7
“Knife-cut mien”, 157-11
Taiwanese Yi-Mien, 157-4, 154-7

Asparagus, 20-6
Aspergillic acid, 189-4
Aspergillus 

Differential medium (ADM), 189-4
flavus and parasiticus agar (AFPA), 189-4
flavus subsp parasiticus, 189-1, 189-2
niger, 189-4
nomius, 189-2, 189-4
ochraceus, 189-2, 189-4
oryzae, 177-7, 177-12, 177-14;
penicillioides, 177-12, 177-14
sojae, 177-12, 177-14
wentii, 177-12, 177-14

Association of American Feed Control
Officials (AAFCO), 81-2, 81-4,
81-6, 81-8

Association of Official Analytical Chemists
(AOAC), 85-5 to 85-6

Associative growth of ST and LB, 152-5 
ASTM, E-18, 57-3
Astrovirus, 194-3, 194-6
ATF1 gene, 172-7, 172-8
ATF2 gene, 172-8
Athermal effects, 125-6 
Atlantic salmon, Salmo salar, 37-2, 37-5 to 

37-6, 37-9
Atomic absorption spectroscopy, 43-11

Flame, 43-11
Graphite furnace, 43-13

Index I-3



Atomic absorption spectroscopy (Contd.)
Principles, 43-11
Quantitation, 43-13
Sample preparation, 43-13

Atomic emission spectroscopy, 43-13
Arc/spark, 43-15
Flame, 43-14
Inductively coupled plasma, 43-15
Principles, 43-14
Quantitation, 43-14
Sample preparation, 43-16
Sequential detector, 43-15
Simultaneous detector, 43-15
Solid state array detector, 43-16

Atomic force microscopy, 2-7, 2-17
Atomizer, 103-12
ATP, 28-2, 28-4 to 28-10, 196-4
ATPase activity, 39-10 to 39-12
Attenuation, 125-2, 177-9

Constant, 125-2
Factor, 125-2 

Auditee, 79-2
Automated application, 46-6
Automated Broker Interface of the Automated

Commercial System (ABI/ACS),
82-15, 82-20 to 82-21

Automated multiple development, 46-12
Autoxidation, 8-5, 39-13 to 39-14, 39-16,

114-5
Of lipids, 34-13 to 34-17

Auxochrome, 43-4
Avian pathogens, 74-11
Avidin, 90-7
Azo colorants, 86-3, 86-9, 86-12

B

Babesia, 74-13
Bacillus, 103-4, 186-6, 187-4, 187-10

anthracis, 187-5
cereus, 46-11, 52-12, 52-15, 54-8, 75-3,

166-9, 187-5, 194-2 to 194-3,
194-8

sporothermodurans, 187-5
subtilis, 46-11
thuringiensis, 129-3, 129-6

Back flow, 79-13
Back pressure valve, 123-2
Back siphonage, 79-13
Bacon, 177-10, 177-12
Bacteria, 74-8, 74-11, 75-2, 103-4 to 103-5,

194-4
Identification, 45-9

Foodborne pathogens, 45-11
GC-FID, 45-9
Optimization of analytical

methodologies, 45-12
Resistant, 74-11 to 74-13, 74-19 to 

74-20
Spoilage, 150-11
Starter cultures, 150-6

Bacteriocins, 40-6, 40-8, 40-11 to 40-12, 52-16,
52-25 to 52-26, 63-5, 64-7, 174-8,
174-11, 174-13, 176-6, 181-5

Leucocin, 174-8, 174-11
Nisin, 52-25, 52-26

Pediocin, 40-11, 40-12, 52-25, 52-26,
174-8, 174-11, 174-14

Plantaricin, 174-14
Bacteriological Analytical Manual (BAM),

185-2, 185-8
Bacteriophages, 68-7, 152-9, 177-6 to 177-7

Assay, 55-6
Bactofugation, 68-6
Bags, 39-2, 39-18 
Bairocade, 130-10
Baking, general consideration, 4-9 to 4-10, 4-15,

16-9, 16-10, 111-4, 125-6, 125-9
to 125-11, see also Microwave
processing

Baking, materials
Alternative sweeteners, 148-25

High intensity sweeteners, 148-25
Sugar alcohols, 148-25

Bakers percent, 16-5
Baker’s yeasts, 177-9, 177-11
Chemical leavener, 148-11

Acids, 148-13
Baking powder, 148-14

Chocolate, 148-30
Cocoa, 148-30
Dairy products, 148-26

Cheese, 148-27
Condensed milk, 148-26
Cream, 148-26
Dried milk powder, 148-26
Evaporated milk, 148-26
Fermented milk, 148-26
Fresh liquid milk, 148-26 
Whey, 148-26

Eggs, 148-27
Fats and oils, 148-14

Butter, 148-16
Margarine, 148-17
Processing, 148-15
Shortening, 148-18
Vegetable oil, 148-18

Flavorings, 148-31
Fruits, 148-28
Nutritive sweeteners, 148-22

Brown sugar, 148-23
Fondant, 148-23
Fructose, 148-24
Honey, 148-24
Invert sugar, 148-23
Molasses, 148-23
Starch hydrolysates, 148-24
Sucrose, 148-22

Nuts, 148-29
Other grains, 148-7

Barley, 148-8
Corn, 148-7
Oat, 148-8
Rice, 148-9
Rye, 148-7 
Soy, 148-9

Salt, 148-31
Spices, 148-31
Wheat, 148-2

Milling terms, 148-6
Wheat flour milling, 148-3 to 148-6

Yeast, 148-10

Baking, products, 58-5, 58-33, 61-17, 61-19,
61-24, 63-13, 63-14, 63-23,
139-10, 140-31, 148-1

Antistaling additives, 148-46 to 148-48
Emulsifiers, 148-46 to 148-47
Enzymes, 148-46 to 148-47

Soft wheat products, 148-35
Cake baking, 148-43
Cake formula balancing, 148-40
Chiffon method, 148-42 to 148-43
Commercially made cookie, 148-37
Cookies, 148-36
Crackers, 148-35
Creaming method, 148-42
Hand made cookie, 148-38
Mixing methods, 148-41
Pastries, 148-44
Pies, 148-44
Puff pastry, 148-44
Sponge method, 148-42
Type of cakes, 148-40

Staling, 148-45 to 148-48
Mechanism, 148-45

Types of dough making, 148-34
Chorleywood, 148-35
Sourdoughs, 148-35
Sponge-and-dough method, 148-35
Steps in yeast products, 148-33
Straight dough method, 148-34

Yeast products, 148-31
Lean dough, 148-32
Rich dough, 148-32
Rolled-in, 148-33
Special dough, 148-33
Shelf-life of bakery, 148-44

Balanced serving order, 57-10
Ball’s formula method, 109-9 to 109-13

Example, 109-12 to 109-13
f value, 109-9 to 109-11, 109-13
fh/U versus log(g) relationship, 109-10
j value, 109-9 to 109-11, 109-13
m�g values, 109-10 to 109-11

Bamboo shoot fermentation, 176-3
Banana, 24-2, 24-15
Barako, 161-8
Barley, 63-2, 63-11

Malt, 63-11, 63-15
Barrier, 131-1, 131-5, 131-7 to 131-11, 131-13

Materials, 130-5
Oxbar, 130-9
Packaging systems, 130-4
Passive-active, 130-9
PET containers, 130-7
SurShield, 130-9

Base dissociation constant Kb, 12-12
Baseline width, 46-3
Basic concepts of ‘mixture systems’

Constrained mixture system, 143-13
Process variables, 143-14
Whole simplex mixture, 143-12

Batch freezer, 154-26
Bathochromic shift, 43-4
Battering, 169-4
BAX, 187-3
BBL Crystal, 185-11
Bean sprouts, 20-14 
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Beef, 8-5, 61-1, 61-9
Beer, 63-2, 63-4, 63-11 to 63-13, 63-15, 63-23,

177-1, 177-3 to 177-4, 177-8 to
177-10, 177-12, 177-14

Beer-Lambert law, 43-5, 43-7 to 43-8
Beet (also table beet), 20-4
Beetles, 74-11
Behavior modification, 57-13
Behavioral intent, 56-10
Benzaldehyde, 87-2 to 87-3
Benzalkonium chloride, 195-5
Benzene, 46-5
Benzo[a]pyrene, 46-8
Benzoic acid, 8-11, 46-8
Ber, 24-3
Berries, 24-9, 24-17, 48-7

Flavor analysis, 48-7
Pesticide analysis, 48-7

BestPET, 130-10
Beta-carotene, 86-3, 86-10
Betacoccus, 177-5
Betalains, 98-4
Beta-oxidation, 87-7
Beverages, 140-27 

Carbonated, 15-1
Dairy beverages and soy drinks, 140-28 
Emulsions, 139-11
Juices and soft drinks, 140-27 

BHA, see Butylated hydroxyanisole
BHI, 60-5
BHT, see Butylated hydroxytoluene
Bifidobacterium, 152-5, 177-4, 177-6 to 

177-7
Bigelow model, 141-13, 144-7 to 144-8
Bilirubin, 8-11
Biliverdin, 8-11
BIND, 187-3
Binomial distribution, 57-10, 57-17
Bioactive amines, 13-1
Bioactive peptides

ACE (angiotensin I converting enzyme),
26-18

Antimicrobial activity, 26-18
Milk protein-derived, 26-17
Mineral binding, 26-18
Opioid activities, 26-17 to 26-18

Bioactivity, 89-19
Antioxidative effects, 89-22
Inhibition of foodborne bacterial

pathogens, 89-22 to 89-23 
Natural occuring toxis, 89-19, 89-22

Bioautography, 46-11
Biochemical, 39-1, 39-3, 39-9, 74-19
Biodiversity, natural, 64-11 
Biofilm, 84-2, 196-2 to 196-3

Antimicrobial resistance, 84-7
Mechanisms, 84-8

Control, 84-9
Antimicrobial peptides, 84-10
Surface acting agents, 84-11
Surface sanitation, 84-12
Trisodium phosphate, 84-9

Detection, 84-6
Formation, 84-2

Adhesion, 84-2
EPS, 84-3

Maturation, 84-5
Microcolonies, 84-4

Biogenic amines, 40-6, 40-10 to 40-12, 53-9,
174-11, 174-13 to 174-14, 176-7,
see also Amines

Biolistics, 129-5
Biological hazards, 184-6
Biological oxygen demand (BOD), 145-4,

145-7, 145-10, 145-15
Biological toxins, 77-2
Biology of fruits, 24-2
Bioluminescence 55-2, 185-11, 196-7
Biomass, 63-2, 63-21 to 63-22
Biopolymer mixtures, 93-14
Biopreservation, 52-16, 52-21, 52-25 to 52-26

Bacteriocins, 52-16, 52-25 to 52-26
Lactic acid bacteria, 52-21, 52-25 to 52-26

Biopreservative, 176-6
Bio-Rad, 187-9
Biosensors, 55-2, 186-6
Biosynthesis, 172-7 to 172-9

Phytate, 95-2
BioSys, 185-11
Biot number, 107-7, 108-18 to 108-19
Bioterrorism Act, 82-2, 82-7, 82-14
Biotin, 10-13

Avidin, 10-14
Chemistry, 10-13
Metabolism, 10-13
Sources, 10-14

Biotoxins, 36-5
Biphenyl pesticides, 46-12
Birds, 74-11, 74-13, 74-15
Bisphenol, 195-5
Bitter melon, 20-9
Bitter, 164-7, 172-10, 181-8
Bivalves, 36-1 to 36-2, 36-4 to 36-6, 36-10,

37-2, 37-9
Clams, 36-3 to 36-5
Mussels, 36-1 to 36-5
Oysters, 36-1 to 36-6
Scallops, 36-1 to 36-5

Black body, 108-16 to 108-17
Black PN, 86-4
Blanching, 61-4-5, 61-7, 102-4, 102-15, 105-1,

108-6, 114-5
Enzyme inactivation, 114-5
Leaching, 114-6

Blatta orientalis, 74-8, 74-11
Blattella germanica, 74-8, 74-11
Bleaching, 8-13, 155-6, 199-5
Blended grapefruit and orange juice, 25-8
Blending, 155-7, 199-7
Bloaters, 63-7, 176-6, 176-7
Blue cheese, 178-5, 178-10
Blue veined, 177-10, 177-12 to 177-13
Blue-veined cheeses, 68-13
Body, 172-10
Boiling, 172-2 to 172-3
Bolivian hemorrhagic fever, 74-11
Bond energy, 8-3
Boning, 164-4, 164-8
Booklice, 74-18
Boots, 195-7, 195-10
Borax, 196-4
Bordetella bronchiseptica, 74-9

Botanical classification, 89-2
Botargo, 161-10
Botrytis cinerea, 177-12, 177-14
Bottles, 131-5, 131-7, 131-10, 131-12 to 

131-13, see also Containers
Bottom fermentation, 63-13

Bread spoilage, 63-14
Bread, 63-13 to 63-14, 63-23

Botulism, 75-6, 194-8
Boundary conditions, 107-7
Boundary layer, 107-11
Bovine spongiform encephalopathy, 30-2, 30-7

to 30-8, 81-5, 194-7
Bread, 4-4, 4-8, 4-14 to 4-15, 117-1 to 117-6

Basic steps in making, 178-15
Firming, 117-2
Formulation, 117-1, 117-4
Functional ingredients in making, 178-15
General guidelines in production, 178-17
Quality, 117-5
Recipes, 178-16
Sponge and dough process, 178-16
Storage, 117-2
Straight dough method, 178-16
Types, 178-14
Volume, 117-4, 117-5

Breading, 4-14
Brettanomyces, 177-9
Brevibacterium, 177-4, 177-6, 177-11 to 177-12
Brewing, 63-12

Process, 172-2 to 172-3
Yeasts, 177-1, 177-9, 177-11

Brick, 177-11
Brie, 63-11 to 63-12, 68-11
Brilliant blue FCF, 86-3 to 86-4, 86-9
British Pharmacopoeia, 85-5
Brix value, 70-4
Broccoli, 20-7
Brochothrix

Spoilage 51-3, 51-4, 51-8
thermosphacta, 53-7

Browning, 125-6 to 125-7, 125-10
Maillard, 1-6 to 1-7, 125-6, 125-7

Brucella, 194-2 to 194-3
Brucellosis, 80-4
Brussel sprouts, 20-7
BSE, 81-5, 194-7
Bt corn, 129-8, 129-10, 129-13 to 129-14,

129-17
Buckled Ribbon, 92-2
Buckwheat, 98-14

Common, 98-14
Tartary, 98-14

Buffering capacity, 176-4
Buildings, 39-2, 39-17
Bulk 

Crops, 20-6 
Density, 17-8
Fats and oils shipments, 155-9, 199-9
Oils, 8-7
Starter preparation, 152-6 

Buquinolate, 46-10
Burn-on, 108-3
Butter

Carbon dioxide solubility, 9-14
Heat of fusion, 9-9
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Butter (Contd.)
Hydrogen solubility, 9-14
Melting point, 9-8
Nitrogen solubility, 9-14
Oxygen solubility, 9-14
Refractive index, 9-17
Solid fat content, 9-9
Thermal conductivity, 9-12
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Vegetable, 34-2
Yellow ob, 86-2
Yellow, 86-12

Butylated hydroxyanisole (BHA), 8-9, 60-5,
72-16, 85-2 to 85-8

Butylated hydroxytoluene (BHT), 8-9, 72-16,
85-2 to 85-8

Butylhydroquinone TBHQ, 85-2, 85-4 to 85-5,
85-8

Buy It!, 59-2
Buying situation, 59-2
By-products, 24-17
Byssochlamys, 189-2, 189-5

C

C6-C10 medium chain fatty acid ethyl, 172-7
Cabbage fermentation, 176-2
Cabbage, 20-7, 63-2, 63-6 to 63-7, 177-1, 177-8
Cacao

Powder, 149-2
Tree, 149-1

Cadaverine, 13-1 to 13-31
Caenorhabditis elegans, 74-8
Caffeic acid, 98-26
Caffeine, 13-11, 46-4
Calcium, 61-5, 61-8, 170-5

Alginate, 172-14
Cell regulation, 95-3 to 95-4
Paracaseinate, 151-1, 151-3
Pectate, 172-14
Phytate interactions, 95-4
Reduced dry skim milk (CRDSM), 72-16

Calicivirus, 194-6
Calliphora 

erythrocephala, 74-9
vicina, 74-9

Calliphoridae, 74-10
Calomys callosus, 74-11
Caloric value, 8-13
Calpains, see Proteinases
Camembert, 63-11 to 63-12, 68-11, 177-12 to

177-13
Cheddar, 177-6 to 177-7
Comté, 177-5
Campylobacter, 52-6, 55-9, 52-12 to 52-13,

52-19, 52-27, 52-30, 54-15, 185-9
to 185-10, 186-1, 186-3, 186-5,
187-3 to 187-5, 187-7, 194-2 to
194-3, 194-5

Campylobacteriosis, 194-5
coli, 194-5
jejuni, 187-10, 194-5
laridis, 74-8 to 74-9, 74-4, 74-6, 75-3, 194-5

Can manufacturing, 74-17
Canadian Food Inspection Agency, 74-19

Canadian whisky, 175-8
Base whisky, 175-8
Flavoring whisky, 175-8
Rye whisky, 175-8

Canavanine, 98-24
Cancer, 21-10

Phytates, 95-4
Candida, 177-9 to 177-12

Candida sp., 174-6
ciferii, 176-6
inconspicua, 176-6
pelliculosa, 176-6

Canned vegetables, 22-11
Chili sauce, 22-14
Corn, 22-2
Green beans and wax beans, 22-3
Mushroom, 22-4
Onions, 22-7
Peas and dry peas, 22-8
Pumpkin and canned squash, 22-9
Tomato juice, 22-16
Tomatoes, 22-15

Canning, 162-4, 166-1
Alteration, 166-10

Corrosion, 166-11
Microbial spoilage, 166-10
Storage temperature, 166-10

Containers, 166-7
Fabrication, 166-7
Filling, 166-7
Glass jar, 166-7
Metal cans, 166-7
Retort pouches, 166-7

Exhaustion, 166-8
Poultry products, 166-1
Sterilization, 166-8
Texture and flavor, 166-10
Thermal destruction, 166-8

Canola oil
Density, 9-13
Refractive index, 9-17

Capacity factor, 46-2
Capillary, 105-5

Forces, 105-7, 105-8
Porous structure, 105-7
Pressure, 111-4

Capric acid, 8-15
Caproic acid, 8-15
Caps, see Closures
Carambola fermentation, 176-6
Caramelization, 1-5 to 1-6, 16-5, 16-10
Carbamates, 46-11
Carbamoylputresine amido hydrolase, 13-6
Carbaryl pesticides, 46-12
Carbohydrates, 28-3, 28-5, 42-13, 87-5, 170-5,

172-2, 172-4
Analysis, 42-3, 42-13

Fibre analysis, 42-15
Phenol-sulfuric acid method, 42-14

Chemical modification
Cellulose, 1-18
Starch, 1-15 to 1-17

Ester/ether formation, 1-6
Hydrolysis, 1-5, 1-15, 114-4
Oxidation/reduction, 1-5
Pathway, 176-6

Physical properties, 114-2
Thermal reactions

Acrylamide formation, 1-6 to 1-7
Browning/nonenzymatic or Maillard,

1-6 to 1-7 
Caramelization, 1-5 to 1-6

Carbon dioxide, 61-20, 61-25, 63-12, 63-14,
63-21, 172-10

Carbon monoxide, 8-17
Carbonated beverages, 15-1

Carbon dioxide, 15-10
Carbonation, 15-13
Concentrate, 15-4
Filling, sealing, and packing, 15-13
Finished product, 15-16
Quality control and assurance, 15-15
Raw materials preparation, 15-4
Sweeteners, 15-8
Syrup preparation, 15-11
Water, 15-5

Carbonation science, 15-2
Carboxymethylcellulose (CMC), 1-18, 4-14 to

4-15, 154-9
Carcass 

Decontamination, 52-15 to 52-21, 52-26,
52-28

Chemical dehairing, 52-16 to 
52-17

Knife-trimming, 52-17
Non-acid chemical solutions, 52-19
Organic acids, 52-5, 52-16 to 52-21 
Steam-vacuuming, 52-17
Stress-resistant pathogens, 52-20 to 

52-21
Water, 52-17 to 52-18

Evaluation, 165-3
Grading legislation, 165-4

Canada, 165-5
European Community, 165-5
Mexico, 165-5
United States of America, 165-4

Carcinogens, 176-8
Cardboard, 172-11
Cardiovascular system, 98-19
Carmoisine, 86-9
Carnation Leaf Agar (CLA), 189-5
Carnobacterium
divergens, 177-5

piscicola, 177-5
Carnosic acid, 8-10
Carnosine, 8-11, 13-11
Carob gum, 1-18
Carotenoids, 8-10, 35-4, 86-10, 154-9

Astaxanthin, 35-4
Canthaxanthin, 35-4
Functions of, 35-4, 35-5
In blood serum, 35-4

Carrageenans, 1-20 to 1-21, 4-11 to 4-12, 92-3,
93-14, 139-6

Chemical structure, 1-20
Gel structure, 1-21
Interaction with locust bean gum, 1-19

Carrier materials, 172-12
Carrot, 20-4

Fermentation, 176-3
Carr-price reagent, 46-7
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Casein, 26-6, 63-10, 68-4, 151-1, 151-3, 151-10,
154-5

Calcium binding, 26-6
Genetic polymorphism, 26-3
Glycosylation, 26-3
Intact casein, “long structure”, 151-3
Micelles, 26-6
Partially hydrolized protein, “short

structure”, 151-3
Phosphorylation, 26-3
Production, 26-14
Self-association, 26-5
Stability, 26-7 to 26-8
Structures, 26-3 to 26-7

Casing, 181-3
Casomorphins, 26-17 to 26-18 
Castor oil

Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Refractive index, 9-17
Smoke point, 9-11
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Catabolic (Ehrlich) pathway, 172-5
Catabolite inactivation, 172-4
Catalase, 8-11, 27-10, 27-16, 156-1
Catalysts

Metallocene, 131-5 to 131-7
Single-site, 131-6
Ziegler-Natta, 131-5 to 131-7

Catechol, 8-8
Catecholamines, 13-4
Category rating scales, 56-5

Limitations, 56-6
Cathepsins, see Proteinases

B, 27-6
D, 27-6

Cationic surfactants, 196-4
Cauliflower, 20-7

Mosaic virus, 129-6, 129-8, 129-12
Caustic 

Detergents, 196-7
Neutralization, 155-6, 199-5

Caviar and roe products
Processing, 159-2, 159-7, 159-9 to 

159-10
Types, 159-2, 159-3

Caviar, 161-1
Cavity, 125-2, 125-4
CBP, 82-14 to 82-16

Country of origin, 82-16
Port of arrival, 82-17

CCP, 77-2
CD spectroscopy, see Circular dichroism

spectroscopy
CDC, see Center for Disease Control
Celeriac, 20-9
Celery, 20-8

Celiac spruce, 91-16
Cell flocculation, 40-6, 40-8
Cell membrane, 172-5
Cellophane, 131-7
Cells, 61-2, 61-5, 61-7, 61-9, 61-11, 61-14,

61-25
Cellulose, 1-17 to 1-18

Chemical structure, 1-11, 1-17
Derivatives

Carboxymethyl-, 1-18
Hydroxypropylmethyl-, 1-18
Methyl-, 1-18
Microcrystalline, 1-17 to 1-18

Gum, 139-8
Powdered, 1-17

Cellulosics, 1-17 to 1-18
Center for Disease Control (CDC), 74-19, 82-3

to 82-4, 187-2, 194-1
Center for Food Safety and Applied Nutrition

(CFSAN), 74-14, 81-1
Center for Veterinarian Medicine (CVM), 81-2
Centrifugation, 188-4 to 188-6, 188-8
Cephalopod, 36-1, 36-2

Cuttlefish, 36-1 to 36-4
Octopus, 36-1 to 36-4
Squid, 36-1 to 36-3

Cephalothorax, 36-6 to 36-9
Ceramic, 172-14
Cereals, 17-1, 177-1, 177-4, 177-11, 177-14,

see also Grains
Biological characteristics, 17-2

Inflorescences, 17-4
Leaves, 17-3
Roots, 17-2
Stems, 17-2

Drying and storage, 17-12
Aeration, 17-16
Cleaning, 17-12
Control of insects, microorganisms and

rodents, 17-17
Drying methods and facilities, 17-15
Storage methods and facilities, 17-15

Growth processes and production, 17-8
Harvesting and threshing, 17-10

Harvesting time, 17-10
Losses, 17-11
Methods and machines, 17-11

Phytates, 95-1 to 95-6
Pre-harvest management, 17-9

Ceruloplasmin, 8-11
Cesium-137, 124-2, see also Irradiation types
Cestoda, 194-7
Cetolic acid, 46-9
Cetyltrimethylammonium bromide (CTAB),

188-5, 188-9
CFR, see Code of Federal Registrations 
CFSAN, see Center for Food Safety and

Applied Nutrition
Cg’: maximal freeze-concentration, 116-3 
CGMP, 197-2
Chaconine, 46-6
Charge effects, 8-11
Cheese, 177-2 to 177-3, 177-5 to 177-6, 177-11

to 177-13, 178-3
Acidification, 68-7
Amount of curd used, 178-3

Approximate weight, 178-7
Bacteriophages, 68-7
Bactofugation, 68-6
Basic steps in manufacturing, 178-3,

178-8
Cheddar, 63-10, 68-11, 177-6 to 177-7,

178-4, 178-9, 187-4
Classification, 178-3, 178-7
Curd, 63-9 to 63-12, 68-2
Forms, 178-3
Functionality, 150-7

Browning, 150-8
Melting, 150-8
Shredding, 150-7

Homogenization, 68-6, 68-13
Lipolysis, 68-13
Making, 63-10, 63-23, 178-3
Microfiltration, 68-6
Mozzarella, 150-1
Packaging, 178-3, 178-7
Pasteurization, 68-5
Production of curd, 68-9
Proteolysis, 68-12
Quality control, sanitation, 180-1
Ripening, 27-12, 68-11, 178-3, 178-8
Salting of cheese, 68-11
Starter cultures, 68-6
Surface ripening, 68-12
Ultrafiltration, 68-6
Yield, 68-2

Chelating agents, 196-4
Chelation, 85-4, 85-7

Role of phytates, 95-1 to 95-6
Chelators, 8-4
Chelipeds, 36-7
Chemical

Dehairing of carcasses, 52-16 to 52-17
Hazards, 184-6
Shift, 2-8
Toxicants, 77-2

Chemical composition, 32-1, 39-3 to 39-4,
161-13

Databases, 42-16
Lipid composition, 161-13
Muscle, 32-1 to 32-2
Nutrients

Canadian Nutrition Facts Table, 42-4
USDA National Nutrient Database,

42-3
Poultry, 32-1, 32-2
Proximate analysis, 42-2 to 42-3
Variability, 42-2

Chemical Oxygen Demand, COD, 145-6,
145-8, 145-10 to 145-15

Chemical References Complete Index (CRCI),
EPA, 145-5

Chemically modified gums, 4-14
Chemoreception, 36-10
Chemotherapy, 98-22
Cherry, 24-2, 24-9, 24-17
Chewiness, 61-21
Chili pepper, 20-13
Chilled storage

Bulk storage, 112-8
Controlled atmosphere, 112-8
Shelflife, 112-4
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Chilling
Cryogenic, 112-7
Hydrocooling, 112-6
Ice or ice/water, 112-7
Immersion, 112-6
Moving air, 112-6
Plate cooling, 112-6
Vacuum, 112-7

Chinese products
Cabbage, 20-8
Kale, 20-7
Major carps 37-2, 37-8 to 37-10
Pickled vegetables, 178-22 to 178-23

Chinese wine (Jiu), 173-1
“Bai Chiu”, 173-18
Characteristics of “Bai Jiu”, 173-4
Chinese herbal wines, 173-49
“Chongyang Jiu”, 173-51
Classification of “Ba Jiu”, 173-4
“Da Qu”, 173-8

“Feed Rice method”, 173-31 
“Fen Jiu”, 173-8
“Flower Essence Jiu”, 173-45
“Formulated jiu”, 173-43
“Fujian Chenggang Jiu”, 173-33
“Green Plum Jiu”, 173-45
“Guihua (Sweet Osmanthus) Chen (Aged)

Jiu, 173-47
“Guihua (Sweet Osmanthus) Jiu”, 13-47
“Guilin Sanhua Jiu”, 173-15
“Guo (Fruit) Jiu”, 173-34 to 173-35
“Huang (Yellow) Jiu, 173-23, 173-34
“Jiangmijiu” [Tianjiuniang (Sweet jiu)],

173-51
“Jiawei (Flavor added) Jiu, 173-47
“Jiu” from Minority Groups in China,

173-49
“Juhua (Chrsanthemum) Jiu, 173-47
“Lizhi (Litchi, Lychee) Jiu”, 173-44
“Logan Essence Jiu”, 173-44
“Loquat Jiu”, 173-45
“Luzhou Da Qu Jiu”, 173-11
“Mageli Jiu”, 173-52
“Maotai Jiu”, 173-10
“Meigulu (Rose essence) Jiu”, 173-45
“Qingke Jiu”, 173-52
“Qu” (starter), 173-5, 173-14, 173-24 to

173-25
“Da Qu”, 173-5
“Hong (Red) Qu”, 173-25
‘Wheat Qu”, 173-24
“Xiao Qu”, 173-14

Red grape wines, 173-41
“Ru (Milk) Jiu” (Kefir, Koumiss), 173-50

“Shaoxing Jiu”, 173-32
“Spread rice” method, 173-29

“Strawberry Jiu”, 173-45
White grape wines, 173-43
“Xiao Qu Jiu”, 173-15

“Xiaobo (Small bowl) Guihau Jiu”, 173-52
“Yantai Weimeisi (Vermouth) Jiu”, 173-48
“Yinxing (Gingko) Jiu”, 173-49
“Yuanlinqing Jiu”, 173-48
“Yubingshao Jiu”, 173-17
“Yulan Xianglu (Magnolia aroma) Jiu,

173-47

“Zhubei (Bamboo cup) Shui (Water) Jiu”,
173-51

“Zhuyeqing (Green bamboo leaf) Jiu”,
173-48

Chiral phases 47-29
Chi-square (χ2), 57-17
Chitin, 4-16, 92-6, 189-5
Chitinases, 40-3, 40-8, 174-4 to 174-5, 174-8,

174-11
Chitosan, 4-16, 135-2
Chlamydia trachomatis, 74-10
Chloramphenicol, 46-11, 189-4
Chlordane, 46-11
Chlorhexidine gluconate, 195-5 to 195-6
Chlorinated detergents, 196-2
Chlorine, 184-5, 195-5 to 195-6, 196-5 to 196-6

Chlorinated detergents, 196-2
Hypochlorite, 196-5
Sodium hypochlorite, 196-5

Chlorogenic acid, 98-26
Chlorophyll, 8-6, 116-8
Chlorotetracycline, 46-11, 189-4
Chocolate, 46-7, 63-8 to 63-9, 154-32

Bloom, 149-8
Brown HT, 86-9
Conching, 149-5
Dark, 149-3
Enrobing, 149-7
Liquor, 149-2
Milk, 149-3
Moulding, 149-7
Nutrition, 149-10
Rancidity, 149-9
Refining, 149-3
Storage, 149-9
Sugar Free, 149-8
Tempering, 149-6
U.S. Standards, 149-4
Viscosity, 149-5
White, 149-3

Choking hazard, 74-14
Cholesterol, 28-4, 32-10, 46-10

Muscle, 32-10
Poultry, 32-10

Cholinesterase, 46-11
Chopping, 181-3
Chroma, 43-9
Chromatography, 5-5, 30-2, 129-15

Chromatographic theory, 45-3
Chromium, 156-4
Chromophore, 43-4
Chrysosporium spp, 189-5
Churning, 154-16, 154-28
Chymosin, 27-11, 27-12, 68-9, 178-3 see also

Rennin
CIE, 43-9
CIELAB color space, 62-3

Color differences, 62-3
Co-ordinates and ratios, 62-2
Chroma, 62- 2
Hue, 62-2
Human vision, 62-2
Measurements, 62-3
Quality control, 62-2

Ciguatoxin, 194-2, 194-9
Cinerea, 177-12, 177-14

Cinnamic acid, 87-3
CIP, see Clean-in-place
Circular dichroism spectroscopy, 43-17

Equipment, 43-18
Principles, 43-18
Protein secondary structure, 43-18
Sample preparation, 43-19

Cis-4-heptenal (hept-cis-4enol) 35-17, 35-18,
35-19

Citrate, 172-8, 176-7, 177-5
Metabolism, 176-7

Citreoviridin, 189-3
Citric acid, 8-11, 46-5, 170-5
Citrinin, 46-13, 189-2, 189-5
Citrulline decarboxylase, 13-6
Citrus fruits, 24-2 to 24-3, 24-15
Citrus red No. 2, 86-10
CJD, 194-7
Cladosporium, 189-4
Clarification, 172-2 to 172-3
Classification of vegetables, 20-2

Botanical, 20-2
Cool season vegetables, 20-2
Warm season vegetables, 20-2

Clathrates, 12-9
Claviceps purpurea, 189-1 
Claw, 36-7, 36-11
Cleaning, 102-5 to 102-6, 102-10, 102-13,

102-17, 184-5, 196-2, 197-6
And sanitation, 52-21
Aspiration, 102-5
CIP, 196-7
Cleaning in place, 196-7
Cleaning out of place, 196-6
COP, 196-6 to 196-7
Cutting surfaces, 197-14
Dry, 102-5, 102-6
Equipment, 197-7, 197-14
Food-contact surfaces, 197-6, 197-14
High pH, 102-9
Magnetic, 102-5
Manual, 102-9
Methods, 102-5, 102-6
Non-food contact surfaces, 197-7, 197-14

Pathogenic organisms, 108-6
Surface, 108-6
Washing, 102-6
Wet, 102-5, 102-6

Clean-in-place (CIP), 77-3, 123-6, 197-6
Cleanliness, 73-3, 195-1, 195-3 to 195-4, 195-7,

195-9
Hand, 195-1, 195-3
Personal, 195-1, 195-3 to 195-4, 195-7

Climatic conditions, 170-4
Carbon dioxide, 170-4
Change, 37-12
Precipitation, 170-4
Radiation, 170-4 
Temperature, 170-4

Clostridium, 74-3, 74-9, 103-5, 185-3, 186-6,
187-3, 194-2

botulinum, 53-11
perfringens, 52-6, 52-12 to 52-13, 54-8
tyrobutyricum, 68-6

Closures, 131-7, 131-12
Clothing, 195-9, 195-10
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Boots, 195-7, 195-10
Gloves, 195-6 to 195-8, 195-10
Uniforms, 195-9

Cluster density map, 57-21 to 57-22
CO2, 63-4, 63-6 to 63-7, 63-13 to 63-16, 177-4

to 177-5, 177-8, 177-11
Coagulants, milk, 27-10 to 27-12

Chymosin, 27-11 to 27-12
Cryphonectria parasitica coagulant,

27-12
Mode of action, 27-11
Rhizomucor miehei, 27-12
Rhizomucor pusillus, 27-12

Coalescence, 138-8
Partial, 138-11

Coating, 131-11, 131-13
Chocolate, 149-3
Compound, 149-7
Snack, 169-1
Sugar Free, 149-8

Cobalt-60, see also Irradiation types 
Half-life, 124-2

Coccidostats, 46-10
Cockroach, 74-6, 74-12
Cocoa, 63-8, 154-32

Butter, 8-15, 91-11, 149-6
Characteristics of polymorphs, 9-4
Density, 9-13
Dielectric constant, 9-13
Equivalents (CBE), 9-5
Heat of fusion, 9-9
Improvers (CBI), 9-5
Melting point, 9-8
Polymorphism and phase behavior,

9-4
Refractive index, 9-17
Solid fat content, 9-9
Solidification point, 9-8
Substitutes (CBS), 9-5
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Viscosity, 9-10

Powder, 149-2
Coconut oil

Color, 9-16
Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Melting point, 9-8
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Cod, 39-4, 39-8, 39-11, 39-13, 39-15, 39-30 to
39-31

Roe, 161-3, 161-10, 161-18
Code of Federal Regulations (CFR), 81-1, 81-4,

82-16, 197-2, 200-3

Codex Alimentarious Commission, 16-3, 74-3,
82-3, 184-3, 196-2

Co-distillation method, 103-17
Coefficient α, 39-20 to 39-21
Coenzymes, 91-2
Coextrusion, 131-13
Cofactor, 91-2
Coffee bean, 63-23
Cohesiveness, 61-21
Coil-helix transition, 2-7
Coinjection, 131-13
Cold shortening, 39-10, 61-11, 115-1, 115-4 to

115-5
ATPase activity, 115-5

Cold spots, 125-6, 125-9
Cold storage 35-15

Drip, 35-15
pH, 35-15 to 35-16
Species differences, 35-15

Cold-water swelling starch, 1-17
Cole crops, 20-7 
Coliforms, 54-5, 74-9
Colitis, 74-8, 74-10
Collagen, 28-4, 29-4, 31-7, 61-9
Colloidal stability, 172-10
Colorants, 86-1 to 86-14

Annatto, 83-22
Apocarotenal, 83-24
Beet juice, 83-22
Canthaxantin, 83-22
Caramel, 83-24
Certification, 83-22
Cochineal, 83-24
Dyes, 83-22
Exempt from certifications, 83-22
Grape skin extract, 83-24
Paprika, 83-24
Permitted in EU, 83-24
Properties, 83-23
Regulations, 83-22
Riboflavin, 83-24
Saffron, 83-24
Titanium oxide, 83-24
Turmeric, 83-23
Vegetable juices, 83-24

Colors, 9-15 to 9-16, 28-10 to 28-13, 35-2 to
35-4, 40-4, 40-8, 40-14, 61-1,
61-7, 61-11, 62-1, 83-22, 86-1,
164-6, 172-10, 181-4, 181-7

Additives, 46-9
Carotenoids, 35-4
Chlorophyll, 114-2, 114-4

Pheophytinization, 114-4
Consumer, 62-1
Crystallyzation and polymorphism,

9-2
Discoloration, 62-2
Display, 62-4
Flesh, 35-2 to 35-4
Freezing, 62-1

Damage, 62-1
Frozen storage, 62-1
Light exposure, 62-1

In ice cream, 154-34
Liver, 35-6, 35-16
Muscle-based foods, 62-1 

Quality control, 62-1
Of emulsions, 138-7

Anthocyanins, 114-2, 114-5
Carotenoids, 114-2, 114-4

Skin, 35-2
Stabilization, 114-2, 114-5

Column chromatography, 188-8 to 188-9
Combination freezing, 61-17
Combined methods of drying tropical fruits

Air and microwave-vacuum drying, 104-10
Microwave and sun/solar drying, 104-9
Microwave and vacuum drying, 104-9
Osmotic and hot air drying, 104-8
Osmotic and microwave drying, 104-9
Osmotic and sun/solar drying, 104-7
Sun/solar and hot air drying, 104-9

Combustion Chemical Vapor Deposition
(CCVD), 130-11

Coming-up time, CUT, 109-11 to 109-12, 125-8
Corrected “zero” axis, 109-11 to 109-12

Commercial fishery
Herring, 161-11
Historical, 161-3
Markets and value, 161-1
Restoration efforts, 161-2
Salmon, 161-7, 161-8
Sturgeon, 161-1

Committee on Animal Nutrition, 81-7
Common

Applications, 89-6 to 89-8
Bean, 20-11
Carp, cyprinus carpio, 37-1, 37-9
Names, 89-2 to 89-3

Communications, 59-1
Compartmentation, 8-4
Complaint Reporting System, 74-19
Compliance Policy Guide, 74-15
Components, 89-6, 89-8
Composition of fruits, 24-3 to 170-4

Ascorbic acid, 24-3, 24-21
Carbohydrates, 24-3 to 24-4, 24-18
Carotenoids, 24-3 to 24-21
Dietary fiber, 24-3 to 24-5, 24-18
Enzymes, 24-4
Fats, 24-3, 24-18
Handling, 170-6

Moisture loss, 170-6
Harvesting, 170-5

Time, 170-6
Minerals, 24-3 to 24-4

Nutritional values, 170-4
Organic acids, 24-4, 24-18
Phenolic compounds, 24-6, 24-18, 24-20

to 24-21
Phytochemicals, 24-3, 24-20 to 24-21
Pigments, 24-5
Proteins, 24-3, 24-18
Vitamins, 24-3 to 24-4
Water, 24-3

Compressed air, 196-3
Compressor, 39-28
Computer scanner, 46-14
Comté, 177-5
Concentrated orange juice 

For manufacturing, 25-7
With preservative, 25-7
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Concentration
Gradient, 105-7
Heating effect, 125-5
Moisture, 105-11
Sugar, 105-1, 105-10, 105-11

Concept
Research, 59-2 to 59-4, 59-6
Response, 59-1, 59-3, 59-9

Conching of chocolate, 149-5
Condensation, 105-7, 107-14
Confectionery, 140-26 

Candies, 139-12
Fats polymorphism and phase behavior, 9-4
Products, 92-15

Gelatin, 92-15
Sugar/gum mixtures, 92-15

Confidence intervals of parameters, 141-11
Configuration

Anomeric, 1-3
D vs. L, 1-3

Confocal laser scanning microscopy, 93-16
Conformation

Chair ring structure, 1-3
Helix, 1-11, 1-12
Order to disorder transition, 1-12
Random coil, 1-11, 1-12
Ribbon, 1-11
Rotation about glycosidic bonds, 1-11

Confused flour beetle, 74-11
Conjoint analysis, 56-9
Conjugated linoleic acid (CLA), 28-4, 90-12
Conn H.W., 177-2
Connective tissue, 29-4, 35-6, 35-10, 61-9,

61-13
Myocommata, 35-10 to 35-13, 35-19
Myotomes, 35-10, 35-19

Constant rate region, 125-7
Constant sum technique, 56-10
Consumer(s), 61-1, 61-9, 61-27

Acceptance, 39-1, 39-7 to 39-8, 56-3
Definition, 56-2
Importance, 56-2

Correlations, 57-11
Panelists, 56-2

Number, 56-13
Selection, 56-12

Product Safety Commission, 74-17
Safety Officer, 79-6 to 79-8
Satisfaction, 56-10
Testing, 56-11

Conditions, 56-12
Controls, 56-12
Internet-based, 56-13
Locations, 56-11
Panelists, 56-2, 56-13, 56-12
Sample presentation, 56-12

Contact plate freezing, 61-8, 61-11
Containers, 39-2, 39-17, 39-19, 131-5, 131-7

to 131-12, see also Bottles
Contamination, 36-6, 39-2, 39-7, 39-14, 39-16

to 39-18, 39-26, 39-28, 50-4, 77-2,
77-4, 77-11, 79-3, 79-13 to 79-15,
81-3, 82-3, 82-5 to 82-6, 195-1 to
195-5, 197-16

Biochemical, 195-1, 195-3 to 195-4
Chemical, 195-1 to 195-2

Cloth, 195-5
Cross, 195-1 to 195-10
Food, 195-1 to 195-7
Hand, 195-1, 195-5
Physical, 195-1 to 195-2, 195-8 to 195-9
Prevention, 50-3
Sources, 50-2
Surface, 195-5

Continuous
Baking process, 178-16
Freezer, 154-17, 154-22, 154-25
Heating, 8-16

Contour-plot, 46-8
Control measure, 79-3
Controlled fermentation, 176-3 to 176-4
Convection mass transfer, 107-14
Convective heat transfer coefficient, 107-10 to

107-12, 108-11
Boundary layer, 108-12 to 108-13
Characteristic dimensions, 108-12
Correlations for, 108-12 to 108-13
Estimation of, 108-11 to 108-14
Fluid properties for, 108-13
Immersed objects, 108-12
Nusselt number, 108-11 to 108-13
Overall heat transfer coefficient, 108-13 to

108-14
Particle suspension, 108-12
Prandtl number, 108-11 to 108-13
Reynolds number, 108-11 to 108-13
Velocity profile, 108-12

Conversion, 8-13
Cook loss, 61-10 to 61-11
Cooked flavor, ice cream, 154-40 
Cooking, 75-9, 75-13, 162-3

Effect on lipid oxidation, 8-6
Cooling, 172-2 to 172-3
Copper, 8-11
Coriana nepalensis, 87-7
Corn

Oil
Density, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Melting point, 9-8
Polymorphism and phase behavior, 9-4
Refractive index, 9-17
Smoke point, 9-11
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal diffusivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Viscosity, 9-10

Starch, 46-5
Syrups, 1-17, 154-8, 154-19

Coronary Heart Disease, 153-6, 153-8
Corrective action, 79-3, 79-7, 79-9, 79-11
Corynebacterium pseudotuberculosis, 74-8
Cottage cheese, 68-3, 178-3, 178-8
Cotton bands, 43-17
Cottonseed oil

Carbon dioxide solubility, 9-14
Color, 9-16
Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Hydrogen solubility, 9-14
Interfacial tension, 9-15
Nitrogen solubility, 9-14
Oxygen solubility, 9-14
Polymorphism and phase behavior,

9-4
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal diffusivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Vapor pressure, 9-11
Viscosity, 9-10

Coughing, 195-4, 195-7
Counting devices, 49-5

Geiger-Muller counter, 49-5
Proportional counters, 49-5
Scintillation counters, 49-6
Semicounductor counters, 49-6

Coxsackie, 194-6
CPET, see Polyethylene terephthalate, CPET
Crab, 39-8 to 39-9
Crabtree effect, 172-5
Crave It!, 59-2, 59-7
Craveability, 59-3, 59-6 to 59-7, 59-10
CRDSM, 72-16
Cream, 63-6, 63-10, 63-23
Creaming, 138-8
Creme fraiche, 177-6, 179-6
Cresidine, 86-12
Crisoidine, 86-12
Crispness, 61-2, 125-6
Critical

Control points (CCP), 74-19, 77-2, 79-8 to
79-9, 184-7

Deficiency, 79-3, 79-8, 79-11 to 
79-12

Limit, 79-3, 79-11
Point, 109-5

Croissant, 178-16
Cross contamination, 75-9 to 75-11, 79-11,

79-14
Cross-linkages, intermolecular, 39-11,

39-13
Cross-linked starch, 1-17
Crumbine, S., 74-7
Crumpled types, 2-3, 2-4
Crust, see Texture
Crustacean roes, 161-13
Cryo TEM, 93-9
Cryogenic freezing, 61-5, 61-8, 61-11, 61-16,

61-20, 61-26
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Cryopreservation
Cryoprotective agents, 114-6 to 114-7
Cryostabilizers, 114-6 to 114-7
Diffusion controlled reactions, 114-7

Cryptococcus, 177-4 to 177-5
Cryptosporidium parvum, 75-6, 74-8 to 74-9,

186-6, 188-2, 188-7 to 188-17,
194-3, 194-7

Crystal(s), 94-3 to 94-5
Crystallinity, 2-3 to 2-4, 2-12, 131-3, 131-5 to

131-6, 131-8, 131-10, 131-13
Crystallization

Centers, 39-4
Fat, 8-15, 154-28
Ice, 39-4, 39-19, 39-22, 154-17, 154-21,

154-35
Crystallization and polymorphism, 9-2

Fractal dimension, 9-5
Techniques, 9-5

Infrared spectroscopy, 9-5
Microscopic techniques, 9-6
Raman spectroscopy, 9-5
X-Ray diffraction, 9-5

Ctenidia, 36-2, 36-4 to 36-5
Cucumber, 20-10, 63-2, 63-7, 177-1, 177-7 to

177-8
Fermentation, 176-2 to 176-3
Pickled, 63-2, 63-5, 63-7

Cucurbits, 20-9 
Culture media

Commercially available agars, 185-8
Complex media, 185-7
Dairy products, 64-3
Differential media, 185-7
Enrichments, 185-7
Liquid media, 185-7
Selective media, 185-7
Synthetic media, 185-7

Curd, 63-9 to 63-11
Curdlan, 4-13
Curing, 63-18 to 63-19, 166-6

Brine formula, 166-6
Brine injection, 166-6
Nitrosyhemochrome, 166-4, 166-6
Nitrosylmyoglobin, 166-4, 166-6
Salt, 63-18 to 63-19, 164-3
Vacuum tumbling, 166-6

Current Good Manufacturing Practice
Regulations (CGMPR), 73-2,
197-2

Curve, 109-9 to 109-11
Custom study, 59-1
Cuvette, 43-6
CVM, 81-2 to 81-5
Cyanogenic glycosides, 98-24
Cyclamate, 46-9
Cyclitols, 1-5
Cyclospora cayetanensis, 75-6, 184-2, 188-2,

188-8, 188-10, 188-11, 188-14 to
188-17, 194-3, 194-7

Cystatin, 90-8
Cytochalasin, 36-4
Cytochrome P450 reductase, 8-5
Cytoskeletal protein, 29-4
Czapek iprodione dichloran (CZID), 189-4 to

189-5

D

Daily Reference Intakes, 10-4
Dairy, 58-3, 58-7, 58-31, 61-1, 61-20, 61-22

Buttermilk, 58-9
Cheese, 58-6, 58-15, 58-33
Cultured milk, 58-9
Ice Cream, 58-8, 58-31, 58-34
Milk, 58-6, 58-9, 58-15, 58-31
Products, 63-2, 63-9, 63-22, 74-4, 139-8
Yogurt, 58-9

Danablu, 68-11
Danbo, 177-11

Emmental, 177-5 to 177-6
Feta, 177-6

Danger zone, 75-11 to 75-12
Danish pastries, 178-16
Dansyl derivatives, 46-5
DAP, 79-3
Darcy’s law, 107-14
Data from food analysis

Accuracy, 41-8
Detection limit, 41-9
Precision, 41-8
Reporting, 41-9
Sensitivity, 41-9
Specificity, 41-8
Standard curves, 41-9

Database, 59-1, 59-4, 59-7, 141-8
Date fruit, 24-3, 24-15
DDT, 46-11
DEAE-cellulose, 172-13 to 172-14
Deaeration, 123-10
Deamidase, 181-6, 181-8
Deamination, 87-5, 181-6, 181-8
Death, 117-2, 117-4 to 117-5
Decarboxylase, 87-3, 87-6, 181-5 to 181-6
Decarboxylation, 87-6
Decimal reduction doses

UV, 122-3
Decimal reduction time, see D value
Decision tree, 79-3
Decompartmentation, 8-13
Decomposition, 79-3
Deep-fat frying, 111-1 to 111-3, 111-5
Deep-fried carrot chips, 176-3
Defect Action Level (DAL), 74-5, 74-14 to 

74-16, 74-19
Defect Action Point (DAP), 79-3
Defect, 79-3
Deformation, 61-3, 61-10
Degree of 

Polymerization, 1-9
Substitution, 1-15

Degrees Baumé, 70-4
Degumming, 8-13, 155-6
Dehydrated vegetables, 103-3 to 103-18
Dehydration, 39-7 to 39-8, 39-20, 39-24 to 

39-26, 103-3, 103-6, 103-15,
105-1, 105-7, see also Osmotic
dehydration

Dehydrogenase, 181-6
Dekkera, 177-9
Delbrueckii, 177-10
Denaturation, 6-1, 93-2

Amino acid composition, 6-6
Cold-induced, 6-6
Conformational entropy, 6-6
Cytochrome c, 6-4 to 6-5
Detergent-induced, 6-11
Effect of moisture, 6-7
Effect of solutes, 6-7
Freeze, 39-1, 39-3, 39-8, 39-10 to 39-13,

39-15, 39-24, 39-31 to 39-34
Guanidine hydrochloride-induced, 6-5, 6-10
Kinetics, 93-2 to 93-3
Measurement, 6-4
Mechanism, 6-5
Molten globule state, 6-5
Neutral salts, 6-10
Organic solvents, 6-11
pH-induced, 6-11
Pressure-induced, 6-7 to 6-8
Protein, 7-4, 39-1, 39-3, 39-8, 39-10 to 

39-13, 39-15, 39-24, 39-31 to 
39-34

Reversibility, 6-6
Salts, 6-7, 6-11
Small additives, 6-9
Temperature-induced, 6-5
Thermal, 39-13
Thermostable proteins, 6-6
Two-state model, 6-4 to 6-5
Urea-induced, 6-5, 6-10

Densitometric measurements, 46-7
Density, 9-12 to 9-13, 105-2, 131-5 to 131-6

Apparent, 105-2
Relative, 105-3 

Deodorization, 8-13, 155-8, 199-7
Deoxygenation, 8-5
Deoxyhemoglobin, 8-5
Deoxynivalenol, 46-13 to 46-14, 189-2
Deoxyribonuclease (DNase) in milk, 27-8
Depolymerization

β-elimination, 1-15
Hydrolysis, 1-5, 1-15

Depositing, 16-9
Deposition, 108-3
Depuration, 36-5 to 36-6, 37-12
Derivative ultraviolet-visible spectroscopy, 43-8
Derivatization, 47-10 to 47-11
Desaturases, 8-2
Descriptive sensory analysis, 74-4
Desferrioxamine, 8-11
Desiccant, 103-5, 103-9, 131-10
Design strategy to optimise mixture systems

Constrained mixtures, 143-16
Whole simplex mixtures, 143-15

Design strategy to optimise unconstrained
experimental factors, 143-22

Designs for first order models, 143-23
Addition of points in the center of

screening designs, 143-23
Fractional factorial designs, 143-23
Placket-Burman designs, 143-23

Designs for first order models with 
two-factor interaction terms,
143-26

Fractional factorial designs, 143-26
Reflected Plackett-Burman designs,

143-26
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Design strategy to optimise unconstrained
experimental factors (Contd.)

Designs for second order models, 143-26
Box-Behnken designs, 143-26
Central composite designs, 143-27

Desserts, 4-4, 4-6 to 4-7, 4-9, 4-11, 4-15,
140-31

Detection, 129-11 to 129-16 
Amperometric, 47-10 
Chemiluminescence, 47-10 
Conductivity, 47-10
DNA based, 129-11 to 129-13 
Fluorescence, 47-9
Light scattering, 47-13
Photodiode array, 47-8
Protein based, 129-14 to 129-15
Refractive index, 47-13
RNA based, 129-13 to 129-14
UV-VIS, 47-8 to 47-9

Detectors
Atomic absorption, 43-13
Atomic emission, 43-15
Tristimulus, 43-10
Ultraviolet-visible, 43-6

Detergents, 194-8, 195-2, 195-5, 195-10, 196-2
to 196-3, 196-6

Caustic, 196-7
Chlorinated, 196-2
Gluconic, 196-4
Hydrochloric, 196-4
Hydroxyacetic, 196-4
Muriatic, 196-4
Nitric, 196-4 
Phosphoric, 196-4
Sanitizing, 196-6
Sulfamic, 196-4
Sulfuric, 196-4
Trichlorisocycamuric, 196-5

Deuterium lamp, 43-6
Development and growth, 170-3

Climatic conditions, 170-4
Photoperiod, 170-4 
Rate, 170-3
Soil factors, 170-3
Stages, 170-3
Vegetables, 170-2

Dew point, 12-8
Dextran, 1-11, 4-14
Dextrins, 61-21, 172-2, 172-4
Dextrose, 1-17
DFD (dark, firm, and dry) meat, 61-11, 164-3
Dhurrin, 91-8
Diacetyl, 40-11 to 40-12, 63-4 to 63-6, 63-9,

63-13, 67-4, 87-5 to 87-6, 172-5,
172-9 to 172-10, 172-12 to 
174-14, 176-6, 177-5 to 177-6

Diacylglycerols, 34-3 to 34-4, 34-12
Diamines, 13-1
Diaminoxidases, 13-9 to 13-13, 13-15
Diarrhea, 74-11
Diarrheic shellfish poisoning, 36-5, 194-11
Diazonium salt, 46-12
Dichloran, 189-3

Chloram penicol peptone agar (DCPA),
189-5

Glycerol agar (DG 18), 189-4 to 189-5

Rose bengal chloramphenicol (DRBC),
189-4

Rose bengal yeast extract sucrose agar
(DRYS), 189-4

Dichlorisocycamuric acid 196-5
Dichlorofluorescein, 46-10
Die, 131-12 to 131-13

Shaping, 131-13
Dieldrin, 46-11
Dielectric,

Constant, 8-16, 125-2
Heating, 125-2, 125-7, 125-11, see also

Microwave heating, Radio
frequency heating

Loss, 125-2 to 125-3, 125-6 to 125-7,
125-9, 125-11

Properties, 125-4, 125-7, 125-9
Diene(s), 156-2 to 156-3
Dietary Supplement and Health Education Act

(DSHEA), 81-2, 99-3, 99-8 to 
99-12, 100-2

Government responsibilities, 99-9
Manufacturer responsibilities, 99-9
Sales literature, 99-11

Difference from reference, 57-15
Differential scanning calorimetry (DSC), 116-3,

116-13, 117-2
Diffusion, 46-3, 76-2 to 76-4, 76-11, 131-15,

164-3 to 164-5
Coefficient, 105-10
Fick’s first law, 76-2 to 76-3, 76-11,

105-10
Fick’s second law, 76-2, 105-10
Liquid, 105-7
Surface, 105-7
Transient, 105-10 
Vapor, 105-7

Diffusivity, 105-10, 105-11
Effective, 105-10 
Moisture, 105-10

α-Difluoromethyl ornithine, 13-5, 13-8
Dihedral angles, 2-3, 2-6, 2-8
Dill pickles, 63-7
Dilution plating, 189-3
Dimensional analysis, 108-11, 108-18 to 

108-19
Dimethylamine (DMA), 39-4, 39-8, 39-13,

39-16, 39-32, 39-34
Dimethyl-aminobenzaldehyde, 46-11
Diode-array TLC, 46-12
Dip stick assays, 186-4
Diphenyl-1-picrylhydrazyl, 46-11
Diphyllobothrium latum, 194-7
Dipping, 46-13
Direct plating, 189-3
Disaccharide, 1-7 to 1-8
Discrimination tests, 57-10

Methods,
Alternative forced choice, 57-11
A-Not-A, 57-10
Duo-Trio, 57-11
Matching and sorting, 57-11
Paired difference, 57-11
Triangle, 57-11

Psychophysics in, 57-10
Sensory analytical tests, 57-10

Subjects in, 57-10
Uses for

Manufacturing, 57-10
Quality control, 57-10
Screening products, 57-10
Screening subjects, 57-10

Disease(s), 36-5, 37-4, 37-6
Claims, 99-11
Control, 73-3

Disentanglement, 2-12 to 2-13
Disinfectant, 195-5 to 195-6

Disparate documents, 59-2
Dispersive spectrophotometers, 43-7
Dissolution

Kinetics, 2-12, 2-18
Rate, 2-12 to 2-13
Sugars, 105-5

Dissolving pectin, 140-15 
Distribution

Chromatography, 46-5
Ice cream, 154-38

Divalent metals
Biological function of phytates, 95-3
Cations, 95-1 to 95-6
Interactions with phytates, 95-1, 95-6

Diverticulitis, 21-10
DNA, 13-4, 30-2, 30-8 to 30-14

Degradation, 129-16 to 129-17
Fingerprinting, 189-6
Hybridization, 30-3, 30-8 to 30-9
Isolation, 129-11
Polymerase chain reaction (PCR), 30-2 to

30-4, 30-8 to 30-13
Recombination techniques, 176-8

DNA/RNA ratio, 35-9
DNA-DNA hybridization, 189-6
DNase (see Deoxyribonuclease)
Docosahexaenoic acid, 35-5, 46-9, 90-12
Domestic handling

Refrigerators, 112-14
Domiati, 68-6
DON, 46-13
Dopamine, 13-4
Dopamino-β-hydroxylase, 13-10
Dose

Dose distribution
Calculations, 124-8
Dosimetry data, 124-8
Empirical methods, 124-8
Model-based methods, 124-8, see also

Mathematical models
Dose rate, 124-3, 124-5
Units, 124-5

Dosimeters, see also Phantoms
Chemical, 124-8
Photoluminiscence, 124-8

Dough, 177-4, 177-7, 177-11
Quality, 158-7
Viscosity, 158-7

Dough-chi (soy nugget), 178-18 to 178-19
Doughnut, 125-10, see also Baking
Doujiang, 19-6
Dou-pan-chiang, 178-20
Drains, 196-3
Dried pears, 105-1, see also Pears
Drink It!, 59-2
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Drip, 39-3, 39-5 to 39-6, 39-8, 39-10, 39-12,
39-22

Loss, 61-6, 61-8, 61-10 to 61-11, 61-15 to
61-17

Drug screening, 46-10
Drum freezing, 61-20, 61-22
Dry cleaning, 77-4, 197-15
Dry-cured ham, 164-1 to 164-11

Processing technology, 164-2 to 164-4
Reception of hams, 164-2
Resting, 164-3
Types of, 164-2

Dry end of tunnel dryer, 103-10
Dryer

Australian type, 103-8
Band, 103-11
Belt, 103-11, 103-13, 103-15 to 103-17
Bin, 103-3, 103-10, 103-16 to 103-17,

103-19
Cabinet, 103-3, 107-7, 103-10, 103-14,

103-18 to 103-19
Contact, 103-3, 103-5 to 103-6, 103-12 to

103-13
Conveyor, 103-3, 103-10 to 103-11, 103-15

to 103-16, 103-18
Drum, 103-12 to 103-13
Explosion puffing, 103-3, 103-13 to 103-14,

103-16, 103-19
Fluidized bed, 103-3, 103-11 to 103-12,

103-15, 103-19
Hybrid solar, 103-6
Kiln, 103-3, 103-10
Low-cost, 103-8 to 103-9
Pneumatic, 103-12
Pulsed fluidized bed, 103-11 to 103-12
Rotary, 103-12, 103-19
Solar, 103-3, 103-6-10, 103-15, 103-18 to

103-19 
Spouted bed, 103-11 to 103-12, 103-19
Spray, 103-12 to 103-13, 103-15, 103-19
Tent, 103-3, 103-7 to 103-8

Assisted, 103-3, 103-6, 103-8 to 103-9,
103-18 to 103-19

Cabinet, 103-7
Natural, 103-3, 103-7

Tray, 103-3, 103-10, 103-13, 103-17
Tunnel, 103-3, 103-9-11, 103-14-18
Vibro-fluidized bed, 103-11 to 103-12

Drying, 125-3, 125-5, 125-7 to 125-9, 125-11,
164-2, 164-4, 164-7, 181-2, 181-4
to 181-5

Acoustic, 103-3, 103-15
Air and contact, 102-15
Air, 103-4, 103-5, 103-9 to 103-10, 103-13

to 103-15
Artificial, 103-3, 103-5 to 103-6, 103-8 to

103-10, 103-17
Ascorbic acid retention, 103-7
Asparagus, 10-14
Beans, 103-5, 103-7, 103-11, 103-14 to

103-15, 103-17
Beets, 103-3, 103-14, 103-16
Bitter gourd, 103-7
Cabbage, 103-7, 103-12 to 103-13, 103-17
Carrot, 103-3, 103-11 to 103-12, 103-15 to

103-16, 103-19

Cauliflower, 103-7, 103-14
Chives, 103-14
Cloves, 103-17
Concentrates, 103-12 to 103-13, 103-15
Curve, 105-7, 105-9 

Batch, 105-8
Krischer rate-moisture, 105-7

Cycle, 105-8
Efficiency, 103-7
End-point, 105-4
Finish, 102-16, 125-7
Foam mat, 103-13
Foam spray, 103-13
Freeze, 102-4, 102-15, 103-3, 103-13 to

103-17, 103-19, 125-8 
Fruits, 105-1

Pears, 105-10
Strawberries, 105-4

Garlic, 103-3, 103-7, 103-16 to 103-17
General scheme for vegetable, 103-6
Herbs, 103-3, 103-5 to 103-7, 103-13 to

103-14, 103-17 to 103-19
Hindered, 105-8 
Hot air, 125-7
In bed of inert particles, 103-11
Kinetics, 105-1, 105-7, 105-9
Methods, 102-15
Microwave, 103-11, 103-14 to 103-15,

103-18, 125-7
Modelling, 105-2

Empirical models, 105-8
Mechanistic models, 105-8

Mushrooms, 103-8, 103-11 to 103-12,
103-14, 103-17

Natural, 103-3, 103-5, 103-17
Onion, 103-3 to 103-4, 103-12, 103-16 to

103-17
Osmotic, 102-15
Oven, 102-4
Parsley, 103-14
Paste, 103-11 to 103-12
Pepper, 103-12, 103-19
Principles, 102-14
Pulp, 103-6, 103-13
Radiative, 103-3, 103-15, see also Radio

frequency
Radio frequency, 103-6, 103-11
Rate, 105-7 

Constant, 105-7
Falling, 105-7 

Roller, 102-4
Slurry, 103-12
Solar, 102-4, 103-3, 103-5 to 103-10,

103-15 to 103-16, 103-18 to 
103-19

Spices, 103-3, 103-6 to 103-7, 103-10,
103-13 to 103-15, 103-17 to 
103-19

Spray, 102-4
Surface, 105-8
Thermal efficiency of, 103-7
Time, 105-4, 105-8, 105-9
Tomato, 103-11 to 103-14, 103-16
Tropical fruits

Drum drying, 104-4
Emerging technologies, 104-6

Freeze drying, 104-6
Heat pump drying, 104-7
Hot air drying, 104-3
Microwave drying, 104-6
Osmotic dehydration, 104-5
Spray drying, 104-5
Sun and solar drying, 104-2

Unhindered, 105-8 
Vacuum, 102-15, 103-3, 103-11 to 103-17,

125-8, 125-13
Vegetables, 103-3 to 103-18

DSHEA, 81-2, 100-2, 100-11, 100-21
Dulcine, 46-9
Dumas method, 5-4
DurasilR, 46-5
Durum milling, 158-2
D-value, 50-6, 109-3
Dwell time, 103-14 (see also Explosion

puffing)
Dye mixture, 46-4
Dynal Biotech, 186-5

E

E numbers, 85-8
Eating, 195-2 to 195-4, 195-6 to 195-8,

195-10
ECHO, 194-6
Edam, 63-10
Edible fats and oils processing and applications,

155-1
Animal fat purification systems, 155-6
Bleaching, 155-6
Blending, 155-7
Bulk fats and oils shipments, 155-9
Caustic neutralization, 155-6
Characterization, 155-2
Components, 155-9, 199-2
Consumer liquid oils, 155-13
Degumming, 155-6
Deodorization, 155-8
Edible fats and oils utilization, 155-10
Extraction, 155-4
Flaking and spray chilling, 155-9
Fractionation, 155-7
High stability oils, 155-13
Hydrogenation, 155-6
Industrial cooking oil applications, 155-13
Industrial salad oil applications, 155-13
Interesteritication, 155-7 
Liquid oil filling and packaging, 155-8
Liquid oils, 155-12
Margarine and spread products, 155-11
Margarine mixing chilling, and packaging,

155-8
Nonglyceride components, 155-2
Post bleaching, 155-7
Processing flow sequence, 155-4
Refining systems, 155-5
Rendering, 155-5
Shortening plasticization and packaging,

155-8 
Shortening products, 155-11
Sources, 155-3
U.S. edible fats and oils consumption,

155-9
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Edible films and coatings, 76-15, 135-1
Lipids, 76-15
Milk proteins, 76-15
Polylactide, 76-15
Starch, 76-15

Edible plant parts
Flowers, 98-2
Fruits, 98-3
Pigments, 98-6
Roots and tubers, 98-5
Spices, 98-9
Young stems and leaves, 98-5

EDTA, 8-11, 196-4
Ethylenediaminetetraacetic acid, 196-4

Efficiency, 47-4 to 47-5, 47-19
Eggplant, 20-13
Eggs, 61-1, 61-17, 8-2, 153-1, 154-10

Composition, 153-1, 153-3
Formation, 153-1 to 153-2

Follicles, 153-2
Hormones, 153-2
Liver, 153-2
Ovary, 153-2
Oviduct, 153-2
Oviposition, 153-2
Ovulation, 153-2
Sequence, 153-2 to 153-3

Health, 153-5 to 153-6, 153-8
Blood lipids, 153-6
Blood pressure, 153-6
Breast milk, 153-9
Docosahexaenoic acid, 153-3, 153-6
Infant Formula, 153-10

Shell, 90-3, 151-1, 153-3, 153-5
Minerals, 151-1, 153-4 to 153-5

White, 90-3, 151-1, 153-3, 153-5
Avidin, 153-5
Lysozyme, 153-5
Ovalbumin, 153-5
Proteins, 153-4 to 153-5

Yolk, 90-3, 153-2 to 153-4
Carbohydrates, 151-1, 153-4
Minerals, 151-1, 153-4 to 153-5
Pigments, 151-1 to 153-2, 153-4
Vitamins, 151-1, 153-4, 153-8

Ehrlichs reagent, 46-11
Eicosapentaenoic acid (EPA), 90-12
Elasticity, 131-2
Elastin, 29-5, 31-7
Electric field

Intensity, 125-3 to 125-5
Electrical impedence, 189-6
Electrical stimulation, 165-3
Electrodes, 49-2

Enzyme electrodes, 49-4
Indicator electrodes, 49-3
Ion-selective electrodes, 49-3

Liquid-liquid membrane electrodes, 49-4
Precipitate impregnated membrane

electrodes, 49-3
Solid-state electrodes, 49-4

Reference electrode, 49-2
Saturated calomel electrode, 49-3
Silver-silver electrode, 49-3
Standard hydrogen electrodes, 49-2

Electrodialysis, 102-9

Electromagnetic waves, 125-2 to 125-3,
125-10

See also Electric field; Magnetic field
Electron beam accelerators

Advantages, 124-4 to 124-5
Design, 124-4
Differences with gamma rays, 124-3
Direct current, 124-4
Electrons, 124-4 to 124-6, 124-8 
Electrostatic, 124-3
Linac, 124-3, 124-5
Principle, 124-5
Pulsed and continuous wave, see Linac
Rhodotron, 124-4
Van de Graaf, 124-3 to 124-4, 124-8

Electron microscopy, 2-7
Electrophoresis, 5-5, 187-2, 187-4, 187-6

Capillary electrophoresis, 5-6
Capillary, 30-3, 30-5 
IEF PAGE, 5-6
IEF, 30-3
Isozyme staining, 30-3
Native PAGE, 5-6
PAGE (polyacrylamide gel

electrophoresis), 5-6
SDS-PAGE, 5-6, 30-2 to 30-3
Urea-PAGE, 5-6

Electroporation, 129-5
Electrostatic, 8-6, 169-6
Elements, 59-3 to 59-5, 59-10
ELISA, 129-14
Elongases, 8-2
Elution, 188-4 to 188-6
Embden-Meyerhof-Parnas pathway, 172-5
Emissivity, 108-16 to 108-17
Emmental, 63-10
Emotional, 59-5 to 59-6
Emulsifiers, 4-3, 4-5, 4-15, 8-2, 9-15, 34-17 to

34-18, 83-34, 117-5, 151-1 to
151-3, 151-7

Citrate, 151-1 to 151-2
Composition, 151-2
DATEM, 117-5
Diacetyl tartaric acid ester, 83-34
Emulsifying the fat, 151-3
Functions of, 83-35
Ice cream, 154-10, 154-16, 154-29
Lactylated esters, 83-34
Lecithin, 83-35
Mono- and diglycerides, 83-34
Nonionic, 9-15
Phosphates, 151-1 to 151-2
Polyphosphates, 151-1 to 151-2
Polysorbates, 83-35
Role, 151-3
Sequestering ability, 151-2
Sorbitan esters, 83-34
SSL, 117-5
Sucrose esters, 83-35

Emulsions, 4-3 to 4-4, 4-6, 4-8, 4-14 to 4-15,
34-19, 138-1, 167-4 to 167-5

Emulsification, protein based, 7-6, 34-18,
102-12, 138-5

Factors affecting, 7-7
Measurement, 7-8
Principles, 7-6

In spices and herbs, 89-2, 89-6, 89-18
Adavantanges and disadvantages, 89-21
Encapsulated forms, 89-18 to 89-21
Essences, 89-18
Fat-based, 89-18
Preparations, 89-18 to 89-19
Water-based, 89-18

Stability, 94-1 to 94-2, 167-5
Temperature, 167-5

Endocrine system, 98-21
Endogenous feeding, 35-5
Endosperm, 17-4
Energy, 39-4, 39-6, 39-9, 39-11, 39-30 to 39-31

Absorption, 125-3, 125-5, 125-7
Characteristics of food, 125-3
Microwave, 125-5

Enforcement Policy Statement on Food
Advertising (Food Policy
Statement), 100-2

Enrobing, 169-2 to 169-4
Entamoeba histolytica, 74-8, 194-7
Enterobacter sakazakii, 74-8
Enterobacteriaceae, 53-7

Spoilage, 51-2 to 51-4, 51-6 to 51-9
Enterobius vermicularis, 194-7
Enterococcus, 177-5 to 177-6

faecalis, 176-2, 194-6
faecium, 177-6

Enteroviruses, 194-6
Enthalpy, 39-20
Environmental contaminants, 77-2
Environmental Protection Agency, 74-3,

79-13
Enzymatic interesterification, 8-14
Enzymatic methods, 49-6
Enzyme-linked immunosorbent assay

(ELISA), 186-2 to 186-3, 188-2
to 188-3, 188-14, 189-6

Card ELISA, 189-6
Cup ELISA, 189-6
Microwell ELISA, 189-6

Enzyme-modified cheese, 27-12
Enzymes, 12-13, 28-6 to 28-8, 28-11 to 28-13,

39-6, 39-13, 61-4, 61-7, 83-26,
117-4, 117-6, 164-5 to 164-8,
181-5 to 181-7

Activity during starvation, 35-8
Alkaline phosphatase, 116-14
Amylase, 117-2, 117-5
Applications in food, 83-27
Arabinofuranosidase, 174-8, 174-12 to

174-13
Categories, 83-28
Classification, 83-27
Definitions, 83-26
Endogenous milk, 27-2
Esterases, 174-9, 174-13, 174-15
Exogenous milk, 27-1, 27-10 to 27-16
For detection, 46-11
Functions, 83-26
Glucanases, 174-4 to 174-5, 174-8, 174-10

to 174-13
Glycosidases, 174-8, 174-12 to 174-13
Indigenous milk, 27-2 to 27-10

Definition, 27-1
Factors affecting activity, 27-2
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Minor, 27-8 to 27-10
Origin, 27-2

Kinetics, 49-6
Lipase, 174-13
Pectinase, 174-8, 174-10, 174-12 to 174-13
Polyphenoloxidase, 116-9
Protease, 174-8, 174-10, 174-13 to 174-14
Sources, 83-27

Epicatechin, 8-10
Equalization, 70-4
Equilibrium isotherms, 107-13
Equine leucoencephalomalacia (ELEM), 189-2
Equipment, 39-2, 39-5, 39-14, 39-17, 39-19,

39-22 to 39-24, 39-26, 39-28,
39-31, 197-3 to 197-4

Aluminum, 197-4
Cast iron, 197-4
Hardwood, 197-4
Stainless steel, 197-4
Surface coatings, 197-4
Utensils, 73-7

Equivalent processes, 109-2 to 109-3
Eremascus, 189-5
Ergosterol, 172-5, 172-7, 189-5
Ergot, 189-1, 189-3
Erucic acid, 34-3, 46-9
Erythrosine, 86-2, 86-7, 86-9, 86-12
Escherichia coli, 55-6, 74-8 to 74-11, 74-13,

75-5, 166-9, 187-3 to 187-4, 194-2
to 194-3, 194-5

E. coli O157, 55-7, 184-2, 184-6, 184-8,
185-4, 185-7, 185-10, 185-12,
186-1, 186-3, 186-5, 186-7, 187-3,
187-5 to 187-7, 194-2 to 194-3,
194-5, 194-8

Esophageal cancer, 189-2
Essential fatty acids, 8-1, see also Fatty acids
Essential oils, 89-18
Esterases, 26-12, 40-13, 164-6, 174-9, 174-13,

174-15
Esterification, 87-7
Esters, 28-13, 40-9, 40-13, 87-8, 164-7 to 

164-8, 172-5, 174-9, 174-11,
174-13, 174-15, 181-8

Ethanol acetyltransferase, 172-8
Ethanol, 63-2, 63-4 to 63-5, 63-7, 63-9, 63-11

to 63-16, 63-22, 172-5, 176-6,
177-7 

Ethnic usage, 89-8 to 89-10
Ethoxyquin EQ

Analogues, 85-3, 85-5 to 85-7
Methoxyquin, 85-5
Oxidation products of, 85-3

Ethyl 
Acetate, 172-7 to 172-8
Caproate, 172-7
Caprylate, 172-7
Carbamate, 40-10 to 40-12, 174-13 to 

174-14
Hexanoate, 172-7
Octanoate, 172-7

Ethylene vinyl acetate, 131-10 to 131-11
Ethylene vinyl alcohol, 131-4, 131-10 to 

131-11
Ethylmethylamine, 13-17
EU, 195-3 to 195-4, see also European Union

Eupenicillium, 189-5
European Food Safety Authority, 74-3
European Union, 74-3, 85-8, see also EU
Eurotium rubrum, 177-12 to 177-14
EVA, see Ethylene vinyl acetate
Evaporation, 102-13, 107-14
Evaporative cooling, 125-5, 125-7
EVOH, see Ethylene vinyl alcohol
Exopeptidases, see peptidases
Exopolysaccharides, 64-7 
Exoskeleton, 36-6 to 36-9
Expectations, 56-14
Experimental design, 59-3 to 59-4

Basic concepts, 143-6
Basic principles, 143-7

Blocking, 143-7
Coding, 143-8
Factorial treatment structures, 143-7
Randomisation, 143-7
Replication, 143-7

Central composite design, 144-6
Factorial design, 144-5
Important properties

Orthogonality, 143-9
Rotatability, 143-9

Latin square design, 144-6
Mixture design, 144-6
Optimal design, 141-4, 144-7

Applications in food, 144-8
D-Optimal, 141-5 to 144-8

Selection of conditions, 141-6
Some definitions, 143-6

Expert panels, 56-2
Explosion puffing, 103-3, 103-13 to 103-14,

103-16, 103-19 
External coating of PET bottles, 130-10
Extraction, 155-4, 199-4

Dust, 102-6
Solid-liquid, 102-8

Extraneous matter, 74-4, 74-14, 74-18
Extruders, 131-12, 168-1

Co-rotating, 168-2
Counter rotating, 168-2
High shear, 168-2
Low shear, 168-2
Medium shear, 168-2 
Single screw, 168-2
Twin screw, 168-2

Extrusion, ice cream, 154-37
Exudates, 4-2 to 4-5

F

F value, 50-4, 109-3 to 109-6, 123-5, 167-6 to
167-7

Fc value, 109-9, 109-11, 109-13
Fh value, 109-9 to 109-10, 109-13
Integrated F value, Fs value, 109-5

Stumbo’s procedure, 109-13
Point F value, Fc value, 109-5
Process F value, Fprocess value, 109-5 to 109-6
Required F value, Frequired value, 109-5 to

109-6
FAA, 200-3
Facilities, 195-1, 195-3 to 195-4, 195-7, 195-8

to 195-10

FACT (Food Action) scale, 56-9
Falling-rate period, 125-7
FAO/WHO, 16-4
Fast Blue salt B, 46-11
Fast gas chromatography, 45-2

Applications, 45-4
Food, 45-5
Food packaging, 45-4

Carrier gas, 45-3
Column diameter, 45-3
Definition, 45-2
Detection, 45-4

Fast green FCT, 86-3, 86-9
Fat-water line, 35-5
Fats and oils processing plant, sanitation and

safety, 199-1
Animal fat purification systems, 199-5
Bleaching, 199-5
Blending, 199-7
Bulk fats and oils shipments, 199-9
Caustic neutralization, 199-5
Degumming, 199-5
Deodorization, 199-7
Edible fats and oils components, 199-2
Extraction, 199-4
Flaking and spray chilling, 199-9
Fractionation, 199-6
Hydrogenation, 199-6
In-process tank impurities, 199-2
Interesterilication, 199-6
Liquid oil filling and packaging, 199-7
Margarine mixing, chilling, and packaging,

199-8
Mold and bacteria, 199-2
Pesticides, 199-2
Post bleaching, 199-6
Processing flow sequence, 199-3
Refining systems, 199-4
Rendering, 199-4
Separation of impurities, 199-2
Shortening plasticization and packaging,

199-7
Fats, 28-4, 34-2, 42-8, 108-7, 111-2 to 111-3,

154-4, 164-2 to 164-3, 164-7,
167-4, 181-2 to 181-3, 181-6

Absorption, 8-15
Analysis, 42-3, 42-8

Instrumental methods, 42-10
Non-solvent separation methods, 42-9
Solvent extraction methods, 42-9

Cakes, 148-19
Carbon dioxide solubility, 9-14
Content, 61-20
Cookies and crackers, 148-20

Coating fat, 148-22
Dough fat, 148-21
Filling fat, 148-21
Spray oil, 148-21

Crystallization, 138-3, 154-28
Destabilization, ice cream, 154-4, 154-16,

154-26, 154-28
Functional properties, 8-2, 8-13
Homogeneous nucleation, 138-3
In emulsions, 138-3
In milk, 154-4
Laminated products, 148-19
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Fats (Contd.)
Mimetics, 8-15, 139-12
Nomenclature, 8-2
Rancidity, 154-39
Replacers, 8-15, 16-2, 16-6 to 16-7, 83-25,

154-5
Emulsifiers, 83-25
Fat substitutes, 8-15, 83-25
Maltodextrines, 83-26
Medium-chain triglycerides, 83-25
Olestra, 83-25
Pectin, 83-26
Polydextrose, 83-25

Vegetable, 154-5
Yeast-raised products, 148-18

Fatty acids, 28-4 to 28-5, 28-11, 29-5, 34-1 to
34-3, 39-16, 46-9, 87-6 to 87-7,
153-1, 153-3, 153-7, 153-9 to
153-10, 164-2, 164-6 to 164-7,
172-5, 172-12, 181-6 to 
181-9

Composition, 8-7
Definition, 34-2
Monounsaturated, 153-3
Polyunsaturated, 34-3, 153-3 to 153-4,

153-6 to 153-7
n-3-polyunsaturated, 153-7
n-6-polyunsaturated, 153-7

Saturated, 34-2, 153-3
Unsaturated, 34-3

FBI, 82-6
FD&C

Green, 86-14
Orange, 86-3
Red, 86-3, 86-14
Violet, 86-3, 86-14
Yellow, 86-3

FDA food standards, 71-2
Bakery products, 71-4 
Beverages, 71-6
Cacao products, 71-6
Canned fruit juices, 71-5
Canned fruits, 71-4
Canned vegetables, 71-5
Cereal flours and related products, 71-4
Cheese and related cheese products, 71-3 
Eggs and egg products, 71-5
Fish and shellfish, 71-5
Food dressings and flavorings, 71-6
Frozen desserts, 71-4 
Frozen vegetables, 71-5
Fruit butters, jellies, preserves, 71-5
Fruit pies, 71-5 
Macaroni and noodle products, 71-4 
Margarine, 71-6
Milk and cream, 71-3
Sweeteners and table syrups, 71-6
Tree nut and peanut products, 71-6
Vegetable juices, 71-5

FDA, 82-3, 100-11
Center for Food Safety and Applied

Nutrition (CFSAN), 81-1
Country of production, 82-16
Food Code, 73-12
Hazards and controls guide, 79-7
Talk papers, 77-5

FDA/USDA GMP, 197-3
Features, 59-5

Fecal-oral route, 74-7, 74-12
Federal Anti-Tampering Act, 74-15, 200-4
Federal authority, 196-2
Federal Aviation Administration (FAA), 200-3
Federal Food, Drug, and Cosmetic Act

(FFDCA), 77-4, 81-1, 81-4,
82-14

Federal Trade Commission (FTC), 72-16, 99-9,
100-2, 100-12

Feldspar, 196-4
Fenton reaction, 8-4, 13-5
Fenugreek gum, 4-3 to 4-6
Fermentation, 61-25, 63-1, 172-5

Acetic acid, 177-7
Alcoholic,177-7
Back-slopping, 177-3 to 177-4, 177-7,

177-11
Basic concepts, 176-2
Biochemistry, 176-6
Environment adjustment operations, 176-4
Hetero, 177-1, 177-4 to 177-5
Lactic acid, 177-1 to 177-8 
Mold, 177-1, 177-3, 177-6, 177-12 to 

177-14
Olives, 177-7
Plant, 177-1, 177-4, 177-7 to 177-8
Pre-treatment steps, 176-4
Principles, 176-1 
Process, 176-4
Sluggish or stuck, 40-6 to 40-7, 174-9 to

174-10
Spontaneous, 177-1, 177-3 to 177-4, 177-7

to 177-14
Starter culture, 177-1 to 177-14
Stress, 40-6 to 40-7
Techniques, 176-4
Temperature, 176-4

Fermented foods, 50-13, 63-2 to 63-4, 63-11,
64-2, 67-1, 177-3, 177-10, 177-12,
177-14

Bamboo shoots, 176-3 
Beets, 176-7 
Bread, 63-5 
Carrots, 176-3 
Cereal products, 177-1, 177-4, 177-11,

177-14, 178-13 
Dairy products, 163-7, 163-11, 177-3,

177-5 to 177-7, 177-10 to 177-12,
178-2

Consumption, 66-1
Milk, 63-9, 177-1 to 177-7, 177-10 to

177-12, 178-2, 178-9
Sour Cream, 67-1, 67-4
Therapeutic properties, 66-7
Types, 66-2
Yogurt, 67-1, 67-4, 67-7

Drinks, 63-2 
Fish, 63-18 to 63-20
Fromage frais, 67-1 
Fruits, 63-2, 63-6, 177-1, 177-4, 177-7 to

177-8, 177-14
Grains, 63-11, 63-14, 177-1, 177-7, 177-14
Manufacturing, 178-1

Application of biotechnology, 178-22

Process mechanization, 178-23
Starter organisms used, 64-2

Meat, 65-1, 177-1, 177-3, 177-7 to 177-8,
177-10, 177-12 to 177-13, 178-11

Basic steps in processing, 178-14
Ingredients, 178-11, 178-13
Microorganisms, 178-11
Sausages, 63-2, 63-5, 63-18, 63-19
Types, 178-11

Olives, 177-7
Proteins, 63-17
Semi-solid dairy products, 67-1
Soy products, 178-18

Soy cheese, 178-19 to 178-20
Soy pastes, 178-19
Tofu, 178-19
Whole soy beans, 178-18

Vegetables, 63-5 to 63-6, 176-2, 176-7,
177-7 to 177-8, 178-20

Ferric ammonium citrate, 189-4
Ferroxidase, 8-11
Ferryl ion, 8-4
Fertilizers, 194-8
Ferulic acid, 87-3
Feta cheese, 68-12, 178-7, 178-10
FFDCA, 81-1 to 81-2, 81-4
Fiber, 21-10, 170-5

Excessive intake, 21-10
Insoluble, 21-10
Soluble, 21-10

Fick’s Law, 107-14
Field execution, 59-6
Figs, 24-3
Fillet, 39-8 to 39-10, 39-16, 39-20
Film, 131-7 to 131-9, 131-11 to 131-12

Cast, 131-12
Blown, 131-12

Filter feeding, 36-4 to 36-6
Filth in food, 74-2 to 74-3, 74-6, 74-13, 74-15

Heavy, 74-4
Light, 74-5
Soluble, 74-5

Filtration, 172-2 to 172-3, 188-4, 188-6 
Finance It!, 59-2
Fingernails, 195-6 to 195-10
Firming agent, 135-3

Calcium chloride, 135-3
Firmness, 61-2 to 61-3, 61-5, 61-7, 61-21,

61-25
First-order model, 141-12, 142-4, 142-6, 142-8
Fish, 58-3, 58-9, 58-27, 58-29, 58-31, 58-33,

61-1, 61-13, 177-12, 177-14 
Bacterial spoilage of, 39-10
Biology, 35-1
Blood, 39-7
Carotenoids, 62-6

Antioxidant, 62-6
Astaxanthin, 62-6
Canthaxantine, 62- 6

Chilling toughness, 112-5
Color co-ordinates, 62-6

Lightness, 62-6
Redness, 62-6 
Yellowness, 62-6

Composition, 39-4, 39-10
Cooked, 39-9
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Definition, 159-1
Discoloration, 39-7 to 39-8, 62-5

Color deterioration, 62-6
Fatty, 39-4, 39-9 to 39-10, 39-13
Fillet, 39-9
Flavor of, 39-8 to 39-9
Fresh, 39-1, 39-3, 39-8
Frozen, 39-1, 39-3, 39-6 to 39-12, 62-5
Gaping and quality changes, 159-6
Glazing, 159-8
Glycogen content, 39-10
Harvest, 160-2
International trade, 159-4, 159-12
Lean, 39-4
Material balance, 160-2
Meal, 37-4
Metmyoglobin, 62-6

Oxidation, 62-6
Mince, 39-9,
Moisture, 39-9
Muscle, 39-1, 39-3 to 39-4, 39-9 to 39-10
Number of myotomes, 39-4
Odor of, 39-8 to 39-9 
Oil, 37-4
Oxidation of, 39-7, 39-11 to 39-12 
Packaging, 62-6
Pastes, 63-2, 63-20
Property of, 25-9
Protein, 39-11
Quality, 39-3, 39-8, 39-11, 160-3
Salmonids, 62-6
Sauce, 63-20
Shelf life, 159-6
Size of, 39-6 
Skin, 62-5
Species

Anchovy (Engraulis encrasicholus L.),
35-5

Atlantic salmon, 35-12, 35-19
Australian trawled species, 35-15
Capelin (Mallotus villosus Muller), 35-5
Catfish (Anarhichas lupus L.), 35-13
Cod (Gadus morhua L.), 35-2 to 35-3,

35-7 to 35-8, 35-12 to 35-16
Haddock (Melanogrammus aeglefinus

L.), 35-11, 35-13, 35-15
Hake (Merluccius merluccius L.), 35-6,

35-13
Halibut (Hippoglossus hippoglossus

L.), 35-12 to 35-13
Herring (Clupea spp.) 35-5
Lemon sole (Microstomus kitt

Walbaum), 35-3, 35-12 to 35-13,
35-15

Plaice, 35-13
Rainbow trout (Salmo gairdnerii

Richardson), 35-4, 35-14
Redfish (Sebastes marinus L.), 35-12

to 35-13
Saithe (Pollachius virens L.), 35-3,

35-12 to 35-13
Sand eels (Ammodytes spp.), 35-2
Whiting (Merlangius merlangus L.),

35-3, 35-15
Spoilage, 62-5, 159-4, 159-6
Stress during harvest, 159-4, 159-6

Surface, 39-8, 39-31 
Texture, 39-3, 39-9 to 39-10
Tissue, 39-12 to 39-13, 39-15 to 39-16,

39-31
Consumed, 159-2 to 159-3

Tuna, color, 62-5
Types of skeletal muscle, 39-4
Value-added, 39-3
White, 39-4

Fisher projection, 1-3
Fishing grounds, 35-17

Faroes, 35-2, 35-16 to 35-17
Moray Firth (Scotland), 35-2
Lofoten Islands, 35-3

Flaking and spray chilling, 155-9, 199-9
Flame 

Atom cell, 43-12
Atomic absorption spectroscopy, 43-11
Atomic emission spectroscopy, 43-14
Photometry, 43-14

Flat (layered) bread, 178-15, 178-17
Flat Ribbon, 92-2
Flavan-3-ols, 8-10
Flavonoids, 8-10, 21-9
Flavor, 28-2, 28-4, 28-13 to 28-14, 39-9 to 

39-10, 39-12, 39-14 to 39-16,
39-31, 60-1, 61-3 to 61-4, 61-7,
61-9, 61-13, 61-16, 61-24, 61-26,
83-35, 88-2, 111-1, 125-5 to 
125-6, 164-7 to 164-8, 172-5,
181-5 to 181-9

Aroma constituents, 60-2
Aroma volatiles, 114-5
Charcteristics, 89-6 to 89-8
Chemical formation, 60-2
Compounds during fermentations, 64-8
Effect of freezing

Cell damage, 60-4
Lipids, 60-4 to 60-5
Proteins, 60-5

Frozen foods, 60-4
Loss, 114-5
Natural flavor, 88-2
Non volatile constituents, 60-1

Lipid oxidation, 60-3
Maillard reaction, 60-2

Off-flavor, 60-3
Packaging, 60-5
Profile, 57-12

Arthur D. Little Company in, 57-12
Components of, 57-12
Flavor profile scale, 57-12
Intensity ranking, 57-12
Odor identification, 57-12
Panel leader in, 57-12
Practice profiles, 57-12
References in training, 57-12
Taste recognition, 57-12
Threshold determination, 57-12

Rancid flavor, 60-5
Release from emulsions, 138-6 to 

138-7
Stabilization, 114-5
Steam distillation and solvent extraction,

88-13
Synthetic flavor, 88-2

Aroma chemicals, 83-36
Artificial flavors, 93-38
Benzenoids, 83-36
Classification, 83-35
Definition, 83-35
Essential oils, 83-36
Flavor compositions, 83-37
Flavor enhancers, 83-36
Functions, 83-37
Natural flavors, 83-25
Nature identical flavors, 83-36
Process flavorings, 83-36
Oleoresins, 83-36
Smoke flavorings, 83-36
Terpene and terpenoids, 83-36

Volatile constituents, 60-2
Flavr SavrTM tomato, 129-4, 129-6 to 129-9
Flaxseed gum, 4-8
Flexible packaging, 131-5
Flocculation, 138-8, 172-9, 172-12

Floc structure, 138-10
Kinetics, 138-8

Flours, 61-24, 61-26, 63-13 to 63-14, 117-1 to
117-5

Soy, 117-4, 117-6
Flowability, 169-7 to 169-8
Fluctuations, 39-5, 39-16, 39-24, 39-26 to 39-27
Fluid foods, 107-4
Fluidized beds, 108-6

Dryer, 125-8
Freezing, 61-8

Fluorescence (FAM), 46-9, 187-7
Fluorescence resonance energy transfer

(FRET), 187-7 to 187-8, 187-10
Fluorophore, 187-8
Fly, 74-10

Blow, 74-10
Control, 74-10
Filth, 74-9 to 74-10, 74-12
Flesh, 74-10

Foam, 61-18 to 61-19, 61-23, 61-25, 154-29,
172-10

Foaming protein, 7-8
Factors affecting, 7-9
Measurement, 7-9

Focus groups, 56-11
Folic acid, 10-14

Anemia, 10-17
Chemistry, 10-14
Glutamates, 10-14
Metabolism, 10-15
Requirements, 10-17
Sources, 10-17
Vitamin B-12, 10-15

Fondue, 151-1
Food additives, 63-5, 83-37, 98-9

Adverse effects, 83-37
Antioxidants, 83-30
Aspartame, 83-41
Banned food additives, 83-39
Bibliography, 83-42
Categories, 83-4
Causes of food allergy, 83-40
Colors, 83-22
Emulsifiers, 83-34
Enzymes, 83-26
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Food additives (Contd.)
Fat replacers, 83-25
Flavors, 83-35
Food allergies, 83-40
Food allergy symptoms, 83-41
Food intolerances, 83-40
Functions, 83-2
Government regulations, 83-8
High intensity sweeteners, 83-16
Industrial chemicals, 83-39
Major uses, 83-6
Manufacturing, 83-8
Monosodium glutamate (MSG), 83-41
Polybrominated biphenyls (PBB),

83-39
Polychlorinated biphenyls tolerances

(PCB), 83-39
Polyols, 83-14
Preservatives, 83-32
Prohibited food additives in EU, 83-40
Prohibited food additives in US, 83-38
Research and development, 83-7
Risk factors, 83-38
Supply industry, 83-5
Suspected of causing, 83-41
Sweeteners, 83-14
Tartrazine (FD&C Yellow no. 5), 83-42
Thickeners and stabilizers, 83-18
Trends and issues, 83-13
Vitamins, 83-28

Food allergen and allergy
Challenges, 101-7
Chemical Nature, 101-3
Clarification, 101-1
Diagnosis, 101-6
Labeling, 101-7
Mechanism, 101-4
Prevalence, 101-3
Prevention, 101-6
Properties, 101-3, 101-9
Significance, 101-3
Starlink™ Corn, 101-8 to 101-9
Therapy, 101-6

Food and Agriculture Organization of the
United Nations World Health
Organization (FAO/WHO), 74-3,
184-3

Food and Drug Administration, (FDA), 74-14,
74-18, 85-2, 85-8, 125-8 to 125-9,
197-2, 201-2, 201-11

Food Code, 73-1, 197-2
Food, 75-6 

Additives, 194-8, see also Food additives
Adulterated, 74-2 to 74-3, 74-5
Analysis, 74-3 to 74-5
Composition, 108-6 to 108-7, 162-7
Contact surfaces, 79-13, 195-1 to 195-3,

195-5 to 195-7, 195-9 to 195-10,
197-3, 197-6

Contamination, 195-1 to 195-2, 195-7
Decomposition, 74-3 to 74-4
Defect Action Level, 74-5, 74-14 to 74-16,

74-19
Facilities, 82-7

Nonprofit, 82-10
Retail, 82-8

Frequency scales, 56-9
Frozen, 58-3, 58-15, 58-17, 58-25, 58-33,

58-36, see also Frozen foods
Handlers, 195-1 to 195-5, 195-7, 195-9,

195-10
Industry Information Sharing and Analysis

Center (ISAC), 200-4
Industry, allergen issue, see Food allergy
Ingredients, 74-16
Inspection, 74-4
Intolerance

Alcohol, 101-2 to 101-3
Lactose, 101-2 to 101-3

Lipids, 46-9, see also Fats 
Manufacturing, 74-4 to 74-5, 74-9, 74-15

to 74-16, 74-19
Matrix-phytate interactions, 95-2
Microbiology, 50-2

History, 50-2
Mood, 59-3
Packaging, 74-4, 74-16
Pests, 74-6, 74-19
Plant sanitation, 77-1

Cleaning, 77-1, 77-4
Distribution and transportation, 77-2
Housekeeping, 77-1, 77-3 to 77-4
Inspections, 77-2
Operations, 77-2
Personnel hygiene, 77-2
Raw ingredients and products, 77-1
Warehousing, 77-2

Poisoning, 176-8
Policy statement, 100-2
Proteins

Analysis, 5-1
Commodities, 5-2
Examples, 5-2
Schema for analysis, 5-2 to 5-3
Sources, 5-2

Purity, 74-3 to 74-5
Sabotage, 82-4, 82-6 to 82-7
Safety, 50-9, 129-8, 184-1

Hazard, 79-3
Inspection Service (FSIS), 72-16, 74-15
Objective, 52-30

Sanitation, 195-3
Source, 82-1

Domestic, 82-1
Imported, 82-1

Standards Agency of the United Kingdom,
16-4

Standards of Australia and New Zealand,
16-4

Workers, 195-2, 195-4 to 195-10
Food, Drug and Cosmetic Act, 74-2 to 74-4,

74-15, 74-19, 196-2
Foodborne illness, 50-9, 52-11 to 52-15, 75-1,

82-4, 194-1, 195-1 to 195-3,
195-5, 195-9 to 195-10

Bacterial pathogens, 52-13 to 52-15
Bacillus cereus, 52-12, 52-15
Campylobacter, 52-6, 52-12 to 52-13,

52-19, 52-27, 52-30
Clostridium botulinum, 52-12 to 52-13
Clostridium perfringens, 52-6, 52-12 to

52-13

Listeria monocytogenes, 52-6 to 52-9,
52-12, 52-14 to 52-16, 52-18 to
52-20, 52-22, 52-24, 52-26 to 
52-27, 52-29

Pathogenic Escherichia coli, 52-2, 52-6
to 52-9, 52-14, 52-16 to 52-20,
52-27, 52-29, 52-30, see also
E. coli O157:H7

Salmonella, 52-2 to 52-4, 52-6 to 52-9,
52-12 to 52-13, 52-16, 52-18 to
52-20, 52-27, 52-30

Staphylococcus aureus, 52-6, 52-8 to
52-9, 52-12 to 52-13, 52-19,
52-22, 52-25 to 52-27, 52-29

Yersinia enterocolitica, 52-6, 52-12,
52-15

Cases, 194-2
Deaths, 194-2
Outbreaks, 194-2, 194-4, 195-1 to 195-2,

195-3, 195-10
Viruses and parasites, 52-5, 52-11, 52-15,

52-28
Forced convection, 103-7 to 103-8, 103-12 to

103-13
Forces, 61-3, 61-10, 61-25

Electrostatic, 6-3
Hydrogen bonds, 6-2

α-helix, 6-2
β-sheet, 6-2

Hydrophobic, 6-3
Foreign matter, 74-4, 74-14 to 74-19
Formaldehyde (FA), 39-13, 39-16
Formicidae, 74-9
Formula, 16-5 to 16-7
Formulations, ice cream, 154-2
Fourier number, 107-9, 108-18 to 108-19
Fourier’s Law, 107-5, 108-8, 108-17 to 

108-18
Cylinder, 108-9
Multi-layered systems, 108-9
Slab, 108-8, 108-9
Unsteady-state, 108-17 to 108-18

Fractal aggregates, 93-2, 93-7 to 93-10
Fractionation of fats and oils, 34-19, 155-7,

199-6
F-ratio, 57-18
Fraud, 74-15
Free 

Amino acids, 8-16, 39-4
Choice profiling, 56-3, 57-14

General procrustes analysis in, 57-14
Fatty acids, 32-12

Muscle, 32-12 to 32-17
Poultry, 32-12 to 32-17

Radicals, 8-7, 8-8, 8-11, 13-5, 13-17, 85-2
to 85-4

Freeze-concentration, 61-1, 61-14, 61-19, 61-22,
106-2, 116-3, 116-8, 154-19,
154-21

Crystallization, 106-3
Crystals, 106-3
Nucleation, 106-3

Eutectic point, 106-2
Freezing temperature – concentration

diagram, 106-2
Process parameters, 106-3
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Bulk supercooling, 106-3
Freezing rate, 106-4
Heat transfer, 106-4
Molecular diffusion coefficient of

water, 106-4
Residence time, 106-4
Solute concentration, 106-3
Viscosity of liquid, 106-4

System components, 106-2
Crystallizers, 106-2
Separators, 106-2

Freeze-drying, 106-4, 111-4, see also
Pretreatment

Collapse, 106-7
Freeze-dryer, 106-5
Glass transition temperature, 106-2, 106-7
Heat and mass transfer, 106-5

Clausius-Clapeyron, 106-6
Knudsen diffusion, 106-6 to 106-7

Pressure-temperature phase diagram, 106-4
Process parameters, 106-7

Freezing rate, 106-7
Heat flux, 106-7
Pressure, 106-7
Temperature, 106-7

Stages, 106-5
Sublimation, 106-4 to 106-7
System components, 106-5
Triple point, 106-4

Freezers, 39-2 to 39-3, 39-5 to 39-6, 39-20 to
39-27

Batch ice cream, 154-26
Burn, 39-6, 61-12, 116-5
Continuous ice cream, 154-17, 154-22,

154-25
Cryogenic, 163-2
Plate, 154-36
Spiral, 154-36

Freezing, 61-5, 61-8, 61-11, 61-16, 61-20,
115-1 to 115-6

Apparatus, 39-20
Biochemical aspects of, 39-1, 39-9 
Conditions, 39-15
Curve, 154-21, 154-25, 154-42
Damage, 39-11, 39-16, 39-22
Drip losses, 115-2 to 115-3, 115-5 to 

115-7
Effect on quality, 39-12, 39-15
Equipment, 39-5, 163-1 

Acetate, 181-5, 181-8, 181-9
Cryogenic freezers, 163-2 
Freezing by air, 163-1 
Freezing by contact, 163-3 
Freezing by immersion, 163-2 
Selection, 163-4

Fish, 35-12
Medium, 39-20, 39-22, 39-25
Method, 39-22, 39-26,
Of emulsions, 138-11
Physical aspects of, 39-1, 39-4
Physicochemical aspects of, 39-3, 39-12 
Point, 39-3 to 39-4, 39-6, 39-19 to 39-20,

61-7, 61-23
� Melting point � Tm, 116-3, 116-7,

116-14
Depression, 154-18

Pre-rigor freezing, 115-4
Preservation, 39-3,
Process, 39-2, 39-5, 39-11, 39-15, 39-18,

39-20, 39-22
Quality, 115-1 to 115-2
Rate, 39-2, 39-4, 39-20, 39-22 to 39-24,

39-26, 112-7
Ratio, 39-4
Seafood, 39-29, 39-31, 39-33 to 39-35
Speed, 39-21 to 39-22, 39-25, 39-29
Temperature, 39-22
Texture, 115-1
Thawing, 115-1 to 115-2, 115-4, 115-6
Time, 39-2, 39-20 to 39-22
Unsteady state heat transfer, 108-17
Vegetable, 39-4

French fries, 111-2 to 111-3
Fresh and frozen shrimp, 38-12
Fresh market, 20-3
Friction factor (in heat transfer coefficient

estimation), 108-13
Front velocity, 46-2
Frost, 39-2, 39-5, 39-23 to 39-25, 39-27 to 

39-28, 116-15 
Frozen

Asparagus, 23-2
Beans, Lima, 23-2
Beans, speckled butter (Lima), 23-2
Broccoli, 23-2
Brussel sprouts, 23-3
Carrots, 23-3
Cauliflower, 23-3
Concentrate for artificially sweetened

lemonade, 25-4
Concentrate of colored lemonade, 25-5
Concentrated orange juice, 25-7
Corn on the cob, 23-3
Dough, 117-1 to 117-6

Storage, 117-1 to 117-2, 117-4, 117-6
Fish fillet blocks, 38-4 
Foods changes, 39-1, 39-4 to 39-6, 39-14

to 39-18, 39-20 to 39-21, 39-28,
39-31

Dehydration, 133-2
Flavor loss, 133-3
Freezer burn, 133-2
Frozen formation, 133-2
Oxidation, 133-3
Packaging materials, 133-3

Fried fish portions, 38-12
Fried fish sticks, 38-11
Fruits, 25-2

Apples, 25-2
Apricots, 25-2
Berries, 25-3
Blackberries, 25-3

Halibut steaks, 38-3
Headless dressed whiting, 38-2
Juices, 25-3

Apple Juice, 25-3
Lemon juice (for preparing frozen

concentrate for lemonade), 25-4
Leafy greens, 23-4
Meat: processing equipment, 163-1 
Meat: quality and shelf life, 115-1
Minced fish blocks, 38-6

North American freshwater catfish and
catfish products, 38-17

Okra, 23-4
Onion rings, breaded, raw or cooked,

23-4
Peas, 23-4
Peas, field and black-eye, 23-5
Peppers, sweet, 23-5
Potato, hash brown, 23-6
Potatoes, French fried, 23-5
Raw breaded fish portions, 38-9
Raw breaded fish sticks, 38-8
Raw breaded scallops and frozen fried

scallops, 38-16
Raw breaded shrimp, 38-13
Raw fish portions, 38-8
Raw scallops, 38-15
Salmon steaks, 38-4
Storage, 115-1 to 115-8

Browning, 115-5
Changes in functionality, 115-2
Freezer burn, 112-8
High Quality life (HQL), 112-10
Ice crystals, 115-2 to 115-3, 115-6
In package frosting, 112-8
Lipids oxidation, 115-5, 115-7
Moisture losses, 115-2 to 115-4
Practical Storage Life (PSL), 112-10
Practical storage life, 115-8
Temperature fluctuations, 112-10
Water holding capacity, 115-1

Vegetables, mixed, 23-6
Yogurt, 152-4, 154-4

Fructose, 46-5, 172-2, 172-4, 176-7, 177-9
Fruits, 58-17, 58-35, 58-38, 61-1, 61-5 to 61-9,

61-20, 74-12
Apple, 88-2
Ascorbic acid, 24-3, 24-21
Banana, 88-3
Biology, 24-2

Fruit-type, 170-4
Carbohydrates, 24-3 to 24-4, 24-18
Carotenoids, 24-3 to 24-21
Citrus, 88-3
Composition, 24-3
Dietary fiber, 24-3 to 24-5, 24-18
Enzymes, 24-4
Fats, 24-3, 24-18
Handling, 170-6
Harvesting, 170-5
Ice, 154-4
In ice cream, 154-33
Juice, 177-8
Mango, 88-4
Maturity index, 24-13
Minerals, 24-3 to 24-4
Nutritional values, 170-4
Organic acids, 24-4, 24-18
Microscopic properties, 24-10

Albedo, 24-10
Cell Wall Model, 24-11
Flavedo, 24-10
Juice Sacks, 24-10
Segments, 24-11

Morphometric properties, 24-10
Peach, 88-5
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Fruits (Contd.)
Phenolic compounds, 24-6, 24-18, 24-20

to 24-21
Physical properties, 24-9

Fruit acidity, 24-9
Fruit density, 24-9, 24-14
Fruit porosity, 24-9
Ripeness index, 24-9

Phytochemicals, 24-3, 24-20 to 24-21
Pigments, 24-5
Pineapple, 88-5
Preparations, 140-21

Baking stable fruit preparations, 140-23 
Cake glazing, 140-24 
Dairy fruit preparations, 140-25 

Processing, 24-15
Proteins, 24-3, 24-18
Quality

Chilling injury, 112-5
Vitamin loss, 112-4

Structural properties, 24-6
Cell turgor, 24-6
Cell wall elasticity, 24-6
Coefficient of elasticity, 24-7
Firmness, 24-6, 24-14
Fracture, 24-6
Strain, 24-6
Stress, 24-6
Tensile strength, 24-6
Yield stress, 24-6
Young’s modulus, 24-6

Treatment with low doses of UV, 122-8
Vitamins, 24-3 to 24-4
Water, 24-3

Frying, 125-8, 125-10 to 125-11, 167-1 to 167-4
Alterations during, 167-4
Chemistry of, 8-16
Deep-fat, 167-3
Humidity condensation, 167-4
Microwave, 125-10
Moisture, 167-3
Oil

Absorption, 111-3
Capacity, 111-2
Characteristics, 111-2
Content, 111-2 to 111-5
Degradation, 111-1 to 111-2, 111-4
Reduction, 111-2 to 111-4
Temperature, 111-3, 111-5
Types, 11-2
Uptake, 111-4

Process 
Pretreatment, 111-3 to 111-5
Post-frying, 111-4 to 111-5

Surface interaction, 167-3
Systems 

Atmospheric, 111-1
Batch, 111-1
Continuous, 111-1
High-pressure, 111-1
Vacuum, 111-1 to 111-2

Time, 111-3
Water condensation, 167-4

FSIS, 72-16, 201-2
Security guidelines for food processors,

201-2

FTC, 72-16, 100-11 to 100-12, 100-21
Fullness, 172-12
FUM1 gene, 172-8
Fumarase, 172-8
Fumarate reductase, 172-8
Fumonisins, 189-2

Fumonisin B1, 46-13, 189-2
Fumonisin B2, 46-13, 189-2

Functional foods, 16-2 to 16-3, 139-12, 153-1,
153-6

Brain, 153-1 to 153-2, 153-6
Choline, 153-1, 153-6
Sight, 153-1, 153-6
Sphingolipids, 153-1, 153-7

Functional group, 131-2
Functionality, 59-4

Protein, 7-1
Applications, 7-9
Definition, 7-1
Environmental effects, 7-3
Modification, 7-10
Types, 7-2

Fungal metabolites, 46-12
Fungi, 74-6, 74-8, 74-11, 74-18, 189-1

Spoilage 51-2 to 51-3, 51-5 to 51-7, 51-9
to 51-11

Fungicides, 194-8
Furaneol, 87-5
Furanose ring, 1-3, 1-4
Furans, 164-7 to 164-8
Fusarium, 189-1 to 189-2

F. equiseti, 189-2
F. graminearum, 74-11
F. moniliforme, 189-2
F. poe, 189-2
F. proliferatum, 189-2
F. sporotrichioides, 189-2
F. tricinctum, 189-2
F. venenatum, 63-2, 63-22

Fusel alcohols, 172-5 to 172-7

G

G blocks (alginate), 1-19
GAB sorption isotherm model, 144-12
Galactomannans, 1-18, 1-19, 4-5 to 4-6, 4-8,

4-13, 92-9
β-Galactosidase, 63-23, 27-13-27-15

Microbial sources, 27-14
Galactomyces geotrichum, 177-10, 177-12
Galactose, 63-9, 177-6
Galacturonic acid, 46-5
Gallic acid and gallates, 85-5
Gamma-rays

Becquerel, 124-2
Photons, 124-2, 124-5 to 124-6
Radionuclides, 124-2

Gangliosides, 34-5, 34-7
Gaping of flesh 35-10 to 35-11

pH, 35-11
Seasonal variation, 35-12
Size, 35-14
Temperature, 35-14
Water content, 35-12

Garlic, 20-6, see spices
Gas chromatography (GC), 189-6

Fast gas chromatography, 45-2
High resolution capillary GC, 45-6
Isomer specific separation, 45-6
Method translation, 45-5
Microbore GC, 45-8
Minibore GC, 45-8
Multidimensional GC, 45-9

Gaskets, 108-3
Gastroenteritis, 74-10 to 74-11
Gastroesophageal reflux disease, 21-10
Gastrointestinal tract, 21-10
Gastropod, 36-1 to 36-2, 36-4

Abalone, 36-1 to 36-4
GC/MS, 48-3
Gel permeation chromatography, 2-9, 2-11
Gel structure and stability, 1-14, 2-15

Agar, 1-21
Alginate, 1-19
Carrageenans, 1-20, 1-21
Egg box model (alginate and low-methoxyl

pectin), 1-19
Glycon, 1-4, 1-5
Locust bean gum (mixed gels), 1-19
Methylcellulose/hydroxypropylmethylcellu

lose, 1-18
Pectin, 1-20
Starch, 1-16

Gelatinization, 1-16, 16-5, 16-9
Gelation, 1-14, 2-15 to 2-16, 93-4

Factors influencing formation and stability,
1-14

Polysaccharide classification (gelling vs.
non-gelling), 1-10

Protein, 7-4
Factors affecting, 7-5
Measurement of gels, 7-5
Properties of gels, 7-5
Types of gels, 7-4

Gellan gum, 4-13, 139-7, 92-10
Gelling 

Powder and gelling sugar, 140-21
Properties, 4-2, 4-7, 4-10 to 4-12

Gels, 2-4, 2-7, 2-14 to 2-16, 61-9, 61-18,
93-10

Critical gelation concentration, 93-7
Relaxation spectra, 93-14
Shear modulus, 93-5 to 93-6, 93-13, 93-16
Structure, 93-11 to 93-13
Turbidity, 93-12

Gene silencing, 129-7
General laws used in describing food

phenomena, 144-11
Fick’s Second Law, 144-11

Generally Recognised As Safe, GRAS, 72-16,
85-8

Genetically modified (GM), 16-4, 37-6, 37-12,
40-2, 40-13 to 40-14, 129-10,
174-3, 174-7, 174-16 to 174-17,
176-8, 177-9

Chymosin, 129-10
Enzymes, 129-10
Fungi, 129-11
Lactic acid bacteria, 129-10
Yeasts, 129-11

GENE-TRAK, 187-3
Genitourinary system, 98-21
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Genome shuffling, 40-10 to 40-11, 174-12 to
174-13

Genotyping, 74-20
Geometrical heating effects, 125-5

Corner, 125-4 to 125-5
Edge, 125-4 to 125-5, 125-11
Focusing, 125-4 to 125-5

Germ, 17-4, 74-6
German Commission E, 99-2 to 99- 3
Germination, 172-3
Giardia lamblia, 74-8, 75-6, 188-2, 188-7,

188-16, 194-2 to 194-3,
194-7

Gibberella zeae, 74-11
Give It!, 59-2
Glaskin, 130-10
Glass, 74-16 to 74-18, 131-2, 154-21

Capillaries, 46-6
Transition, 116-3, 116-12

Maltodextrins, 114-7
Temperature, 76-2, 76-9, 76-11, 131-4,

131-13
Tg’, 114-7

Glazes, 39-7
Glazing, 116-15
Gliotoxin, 189-3
Globular proteins, 93-1 
Gloves, 195-6, 195-7 to 195-8, 195-10
Glowing seafood, 53-5
Glucan, 4-2, 4-8 to 4-9, 4-14, 4-16, 172-2
Glucanases, 40-3, 40-6, 40-8, 174-4 to 174-5,

174-8, 174-10 to 174-13
Gluconeogenesis, 35-6
Gluconic acid, 181-2, 196-4
Gluconobacter oxydans, 63-13, 177-7
Gluconobacter, 63-2, 63-13, 63-16
Glucose, 3-1 to 3-2, 3-10 to 3-12, 28-9, 46-5,

154-8, 172-2, 172-4 to 177-5,
177-9, 181-5

Metabolism, 176-6
Oxidase, 27-16

α-Glucosidase, 172-12
Glutamic acid, 39-7
Glutathione, 8-11, 27-10
Glutathione-s-transferase, 8-11
Gluten, 61-25
Glycemic index, 3-11, 3-13
Glycerate anion, 8-14
Glycerol, 34-3

Esters, 34-3 to 34-4
Glycerol-3-phosphate dehydrogenase, 172-5
Glycerolysis, 34-12
Glycogen 35-6, 36-3, 61-10 to 61-11

Post mortem pH, 35-7
Starvation and refeeding, 35-8 to 35-10

Glycolipids, 34-5, 34-7
Glycolysis, 28-2, 28-5, 28-8 to 28-9, 39-1, 39-9

to 39-10, 164-5, 172-5, 181-5,
181-8

Glycolytic pathway, 176-6
Glycosidases, 40-8, 40-11 to 40-12, 174-8,

174-12 to 174-13
β-glucosidase, 40-10 to 40-12, 174-8,

174-15
Glycoside, 1-3 to 1-4

Hydrolysis of, 1-5

GMO (genetically modified organism), see
Genetically modified (GM)

GMP, 16-4, 52-30, 197-3
Gompertz model, 141-16, 142-3, 144-13
Gonad, 36-2 to 36-4
Good agricultural practices (GAP), 184-1
Good manufacturing practices (GMP), 16-4,

74-3 to 74-4, 74-14, 74-16 to 
74-17, 184-3, 195-1, 195-3,
196-2 to 196-3

Gorgonzola, 63-9
Gouda, 63-9
Gouda/Danbo, 68-10
Governing equation for heat transfer, 107-6
Government

Agencies, 195-3, 195-7, 195-10
Regulations, 195-1, 195-3 to 195-4, 195-10

Gradient, 46-12, 47-6, 47-25
Grading, 33-6

Classifications, 33-6
Standards for grading, 33-7

Grains, 17-4, 17-6 to 17-7, 63-2, 63-12 to 
63-14, 63-16, 63-21

Grain composition, 17-6
Grain structures, 17-4
Physical properties, 17-7
Phytates, 95-1 to 95-6
Proteins, NIR analysis, 5-5
Test weight of grains, 17-8

Granules (starch), 1-16
Grapefruit juice, 25-5
Grapes, 24-2, 24-15, 63-2, 63-14 to 63-16,

177-7, 177-9, 177-14
Grapeseed oil

Density, 9-13
Refractive index, 9-17
Solidification point, 9-8
Specific heat, 9-8
Thermal conductivity, 9-12
Thermal diffusivity, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Viscosity, 9-10

Grapevine
Biotechnology, 174-6
Cultivars, 40-2, 40-9, 174-3, 174-6, 174-15

to 174-18
Development, 40-2 to 40-4
Genome, 174-3 to 174-4, 174-15
Transformation, 174-4
Transgenic, 40-3 to 40-4, 40-14, 174-3,

174-6, 174-15 to 174-18
Graphing software, 57-20
Graphite furnace atomic absorption

spectroscopy, 43-13
GRAS, 72-16, 81-2, 81-4, 131-11, 131-15
Grashof number, 107-11
Gray, see also Dose units
Green, 172-3, 172-12
Growth factors, 26-11
Growth kinetics, 172-3
Gruyere, 6-12
Guanidinium thiocyanate (GuSCN), 188-9 
Guar gum, 1-18 to 1-19

Chemical structure, 1-18
Guava, 24-3

Guinea green B, 86-2
Gums, 92-1, see Polysaccharides

Arabic, 1-21 to 1-22, 4-3, see also Acacia
Chemical structure, 1-22
Solubility in water, 1-22
Solution behavior, 1-22

Bean, 117-5
Ghatti, 4-3, 4-5
Guar, 4-5 to 4-6, 4-13 to 4-14, 117-5,

139-4, 154-9
Karaya, 4-3 to 4-5
Xantan, 117-5

H

Haber-Weiss reaction, 8-4
HACCP, see Hazard Analysis Critical Control

Point
Hafnium hydroxide, 187-4
Hair, 195-1, 195-7 to 195-8, 195-10
Halloumi, 68-10
Hama-natto, 178-18 to 178-19
Hamburger disease, 74-8
Hams (see dry-cured ham), 177-10,177-12 to

177-13, 178-12
Hand

Cleanliness, 195-1, 195-3
Drying, 195-4, 195-6 to 195-7, 195-9 to

195-10
Washing, 195-3 to 195-10

Handling
Fluid, 102-11
Materials, 102-4, 102-17
Solids, 102-7, 102-11

Hand-washing facilities, 73-6 
Hansen Chr. D.A., 177-2
Hansen Emil Christian, 177-4
Hanseniaspora sp., 174-6
Hansenii, 177-8 to 177-12
Hard water, 12-10

Temporary hard water, 12-10
Treatment, 12-10

Hardening, ice cream, 154-35
Harvest, fish, 37-4, 37-9
Harvesting, 170-5

Vegetable, 170-5
Harzer Käse, 68-10
Haworth projections, 1-3, 1-4
Hazard Analysis Critical Control Point

(HACCP), 52-15, 52-30, 73-1,
73-10, 74-5, 74-14, 74-19, 78-1,
79-2 to 79-3, 79-8 to 79-9, 79-12,
167-6, 184-6, 187-1, 194-2 to
194-3, 195-1 to 195-3, 195-5,
195-8, 195-10, 201-2

Haze proteins, 40-6, 40-8, 174-10
HPF, 40-6, 40-8, 174-10

Hazelnut oil
Density, 9-13
Refractive index, 9-17
Solidification point, 9-8
Triacylglycerol composition, 9-7
Viscosity, 9-10

HDPE, see Polyethylene, high density
Headspace volatiles, 8-7
Health Canada, 16-4
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Health effects, 195-1 to 195-3, 195-7, 195-10
Anticancer potential of phytates, 95-4
Antidiabetic role of phytates, 95-4
Cardiovascular role of phytates, 95-4
Claims, 16-4

Health Hazard Evaluation Board, 74-14,
74-15

Healthy You!, 59-2
Heart disease, 21-10
Heat: exchanger, 102-12, 108-3, 123-8

Burn-on, 108-3 to 108-4
Co-current flow, 108-3 to 108-4
Continuous flow, 102-12

Counter, 102-13
Cross, 102-13
Parallel, 102-13

Countercurrent flow, 108-3 to 108-4
Direct, 108-3
Fouling, 108-3 to 108-4
Heat regeneration, 108-4
Heating medium, 108-3 to 108-4
Indirect, 108-3 to 108-4
Parallel flow, 108-3 to 108-4
Pasteurization, 108-4
Plate, 102-13, 108-3 to 108-4

Cleaning, 108-4
Corrugated plate, 108-4
Counter-current flow, 108-3
Energy savings, 108-4
Heat regeneration, 108-4
Heat transfer coefficient estimation for,

108-13
Inspection, 108-4
Preheat, 108-4
Sanitary design, 108-4
Temperature control, 108-4
Turbulence, 108-4

Scraped-surface, 108-3 to 108-5
Boundary layer, 108-5, 108-12
Deposition, 108-5
Ice cream freezer, 108-5
Radial mixing, 108-5
Rotator speed, 108-5
Scraper blades, 108-5
Slurries, 108-5
Surface deposition, 108-5
Turbulence, 108-5
Viscous fluids, 108-5

Shell-in-Tube, 108-3 to 108-4
Steam injection, 108-3, 108-5 to 108-6

Spreader, 108-6
Steam requirements, 108-6

Temperature control, 108-3 to 108-4
Tubular, 108-3 to 108-4

Baffles, 108-4
Bio-films, 108-4
Co-current, 108-4
Counter-current flow, 108-4
Design capacity for, 108-14 to 108-16
Triple-tube, 108-4

Heat: general data, 196-5
Curve

Broken-line curve, 109-9, 109-11
Staight-line curve, 109-9 to 109-10

Dielectric, 102-16
Direct, 102-16

Electric, 102-16
Equipment, 102-16
Forms, 102-14
High frequency, 102-16
Induced aggregation, 93-2
Light stabilizers, 76-1, 76-9 to 76-10

Organotin compounds, 76-9 to 76-10
Medium, 102-15
Microwave, 102-15
Ohmic, 102-16, 120-1 to 120-8
Technologies, 102-15 to 102-16
Sealing, 131-4 to 131-6, 131-11
Setting, 131-8

Heat: penetration, 134-7
Come-up time, 134-2
Cooling phase, 134-2, 134-5 to 134-6
Heat penetration curves, 134-2, 134-4 to

134-6
Heating phase, 134-2, 134-5 to 134-6
In a thermal process, 134-1 to 134-2
Lag time, 134-2
Parameters, 134-1 to 134-2

Estimation, 134-2
f-value, 134-1 to 134-2
j-value, 134-1 to 134-2

Heat: transfer, 102-13 to 102-14, 107-5
Air temperature, 111-5
Capacity, 108-7, 108-18
Conduction, 107-5, 108-8, 112-5 to 112-6,

134-3
Fourier’s Law, 108-8
Heat loss through a blancher wall, 108-9

to 108-10
Multi-layered systems, 108-9
Steady-state, 108-8 to 108-9
Unsteady-state, 108-17 to 108-18

Convection, 107-9, 108-8
Forced convection, 108-10
Laminar flow, 108-10
Natural (free) convection, 108-10
Prandtl number, 108-10 to 108-12
Turbulent flow, 108-10

Equations, 102-12
Evaporators, 102-14
Heat transfer coefficient, 102-3

Conduction-dependent, 134-3
Convection-dependent, 134-3
Heat transfer media, 134-7 to 134-8
Overall, 134-3, 134-8

Heat transfer media
Cooling media, 134-7
Factors affecting selection, 134-7 to

134-8
Heating media, 134-7

Mass transfer, 125-3, 125-10
Bread baking process, 125-10

Mechanism, 111-4
Radiation, 112-5
Rate of, 102-13
Steady-state, 108-8, 108-17

Assumption for heat exchanger design,
108-14 to 108-16

Conductive heat transfer, 108-8
Convective heat transfer, 108-8
Radiative heat transfer, 108-16 to 

108-17

Start-up, 108-8
System conditions, 108-8

Unsteady-state, 108-17 to 108-19
Biot number, 108-18
Fourier number, 108-18 to 108-19
Fourier’s Law, 108-17 to 108-18
Gurney-Lurie chart, 108-19
Schmidt plot, 108-19

Vacuum drying, 102-15
Heat: treatment, 67-2, 109-1, 167-2, 167-4 to

167-6
Bubble end-point, 167-4
Convection, 167-3
Falling rate, 167-4
Pasteurization, 67-3
Pathogens reduction, 167-6
Sterilization, 167-6
Surface boiling, 167-4

Heavy metals, 36-6, 194-2, 194-8 to 194-9
Cadmium, 194-9
Copper, 194-9
Lead, 194-9
Tin, 194-9
Zinc, 194-9

Hedonic scale, 56-5
Facial, 56-5
Verbal, 56-5

Heisler charts, 107-9
Helical structures, 92-2
Helicobacter pylori, 194-5
Helminths, 74-8
Hematopoietic system, 98-21
Heme, 8-5, 8-7

Oxygenase, 8-11
Pigments, 32-5, 35-4

Cytochrome, 32-5 to 32-6
Hemoglobin, 32-5 to 32-6
Myoglobin, 32-5 to 32-6

Proteins, 8-4 to 8-5, 8-11
Hemiacetal, 1-3, 1-4
Hemoglobin, 8-4 to 8-5
Hemolytic uremic syndrome, 74-8
Hemorragic colitis, 74-8
Henry’s Law, 107-13
Hepatitis 

A, 36-5, 75-2, 188-2, 188-6 to 188-9,
188-11, 188-13 to 188-15, 194-2
to 194-3, 194-6

E, 188-2
Herbicides, 194-8
Herbs and herbal preparations, 99-2 to 99-8

Authoritative sources of information on,
99-3

Contraindications for, 99-3
Side effects of, 99-3

Herbs and spices, 88-7, 89-2
Angelica, 88-8
Anise, 88-8
Basil, 88-8
Caraway, 88-9
Cinnamon, 88-9
Clove, 88-9
Coriander, 88-9
Fennel, 88-9
Ginger, 88-9
Licorice, 88-8
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Mustard, 88-10
Parsley, 88-12
Pepper, 88-12
Peppermint, 88-13
Rosemary, 88-13
Spearmint, 88-13
Tea tree, 88-13
Tea, 88-7
Vetiver, 88-13

Hermaphrodism, 36-3
Herrgard, 177-5

Gorgonzola, 177-2, 177-6, 177-10 to 177-12
Gruyère, 177-5, 177-6

Heterofermentative, 63-4, 176-6
Heterofermentative lactobacilli, 63-5
Heterofermenters, 63-4
Pathway, 176-7

Heteroglycan, 1-10
Heterolactics, 176-6 to 176-7
Hexose, 1-2, 172-3
Hexulose, 1-2
Hexylamine, 13-17
High fructose syrups, 1-17
High hydrostatic pressure, 52-15 to 52-16,

52-22, 52-28 to 52-29
High intensity sweeteners, 83-15

Acesulfame-K, 83-16
Aspartame, 83-16
Cyclamate, 83-17
Dihydrochalcones, 83-18
Neotame, 83-17
Regulatory Status, 83-16
Saccharin, 83-16
Stevia, 83-18
Sucralose, 83-17
Thaumatin, 83-17

High Performance Liquid Chromatography,
HPLC, 85-5, 189-6

High Performance Thin Layer
Chromatography, HPTLC, 46-1

High resolution capillary GC, 45-6
High risk products, 79-3
High sample throughput, 46-2
High stability oils, 155-13
Higher alcohols, 172-5
High-gravity, 172-2, 172-4
High-pressure jets, 196-3

High-resolution 1H NMR, 9-20
Hydrogen solubility, 9-14
Infrared spectroscopy, 9-18
Low resolution NMR, 9-19
Melting points, 9-6
Plasticity, 9-8
Polymorphic forms, 9-3
Proton NMR, 9-19
Refractive index, 9-17
Specific heat, 9-8
Ultrasonic properties, 9-16
Ultraviolet spectroscopy, 9-17
Vapor pressure, 9-11
Viscosity, 9-10

HIPS, see Polystyrene, HIPS
Histamine, 13-1 to 13-31, 53-9, 194-9, see

Amines
Fish poisoning, 53-9

Histidine, 8-11

History, 89-1, 172-1
HMF, see 5-Hydroxymethyl-furaldehyde
Holding tube, 123-2
Hollow cathode lamp, 43-12
Hollow helix, 2-3,
Home garden, 20-3
Home-made layer, 46-5
Homofermentative, 176-6

Pathway, 176-7
Homogenization, 61-21, 61-23, 102-12, 154-16
Homoglycan, 1-10
Homolactics, 176-6 to 176-7
Hops, 63-12 to 63-13
Hormesis induced by UV light, 122-8
Hormones, 36-9
Hospital, 74-7, 74-11
Hot air, 125-7 to 125-8, 125-10 to 125-11
Hot fill, 131-8
Hot spots, 125-6
Hot tack, 131-6, 131-11
House keeping, 77-3 to 77-4
Housefly, 74-6 to 74-10
Howard Mold Count, 74-5
Howard, L. O., 74-7
HPLC column, 47-7
HPTLC, 46-1, 46-14
HQL (High Quality Life), 116-11
HT-2 toxin, 189-2
HTST, 168-2
Hue, 43-9
Human enteric virus, 36-4
Human immunodeficiency virus (HIV),

74-12
Humidity, 12-8, 61-12, 61-27

Absolute humidity, 12-8
Relative humidity, 12-8

HVP, see Hydrolyze vegetable protein
Hydration, 2-4, 2-7, 2-11, 12-10
Hydrocarbons, 28-13, 164-7 to 164-8, 181-7 to

181-8
Hydrochloric acid, 196-4
Hydrocolloids, 135-2, see Polysaccharides

Alginates, 135-3
Applications, 193-10
Carboxymethyl cellulose, 135-3
Carrageenan, 135-2 to 135-3
Functionality, 139-3
Hydroxypropyl methylcellulose, 135-2 to

135-3
Methyl cellulose, 135-2 to 135-3
Pectinates, 135-3
Polyethylene glycol alginate, 135-3
Starch, 135-3

Hydrodynamic volume, 2-11, 2-13
Hydrogen bond, 2-3 to 2-5, 2-11, 2-15, 131-9

to 131-11
Hydrogen peroxide, 8-5, 8-11, 63-5, 63-19,

63-23
Disinfection in combination with UV

Light, 122-7
Hydrogen sulfide, 172-10 to 172-11
Hydrogenated fats, polymorphism and phase

behavior, 9-4
Hydrogenation, 8-13 to 8-14, 8-16, 34-13 to

34-14, 155-6, 199-6
Hydrolysis, 1-5, 1-15, 105-5, 131-8

Hydrolyzed vegetable protein (HVP), 72-16
Hydroperoxide lyase, 8-15
Hydroperoxides of fatty acids, 34-14 to 

34-16
Hydrophilic-lipophilic balance, 34-19
Hydrophobic and hydrophilic effects, 12-9
Hydrophobic grid membrane filter technique,

189-6
Hydroxy fatty acid, 87-6
Hydroxyacetic acid, 196-4
Hydroxycinnamic acid amides, 13-17
Hydroxyethylcellulose, 4-15
α-Hydroxyglutarate, 172-8
Hydroxyinolacetic acid, 13-10
Hydroxyl radical, 8-8
Hydroxymethyl-furaldehyde, 1-6
Hydroxypropylcellulose, 4-15
Hydroxypropylmethylcellulose, 1-18
Hygiene, 39-2, 39-16 to 39-17, 39-19, 75-8

Food, 195-3 to 195-4
Personal, 195-1 to 195-5, 195-7, 195-9

Hypersensitivity mechanisms
Cell Mediated, 101-2
Classification, 101-3
Delayed, 101-2
Histamine, 101-1 to 101-2, 101-5 to 

101-6
Immediate, 101-1
Immune complex, 101-2

Hypochlorite, 196-5
Hypoxanthin, 13-11, 39-4
Hypsochromic shift, 43-4

I

IAH1 gene, 172-7
Iberian, 177-13
Ice cream

Color in, 154-34
Definitions of, 154-2
Density of, 154-27
Distribution of, 154-38
Fat destabilization in, 154-4, 154-16,

154-26, 154-28
Flavor defects in, 154-39
Flavors, 154-31
Formulations, 154-2 

Frozen yogurt, 154-4
Fruit ice, 154-4
Hard, 154-2
Ice milk, 154-3
Lowfat, 154-3
Sherbet, 154-3
Soft, 154-2
Sorbet, 154-4

Freezing curve, 154-21, 154-25, 154-42
Hardening, 154-35
Impulse products, 154-36
Ingredients

Emulsifiers, 154-10, 154-16, 154-29
Fat, 154-4
Milk solids-not-fat, 154-5, 154-19
Stabilizers, 154-7, 154-9, 154-43
Sweeteners, 154-8, 154-43
Whey, 154-6, 154-39

Lowfat, 154-3, 154-5
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Ice cream (Contd.)
Mix

Aging of, 154-16
Aeration of, 154-29
Blending of, 154-10
Calculations for, 154-10
Density of, 154-27
Homogenization of, 154-16
Pasteurization of, 154-15

Novelty products, 154-36
Overrun, 154-2 

Calculations of, 154-27
Packaging of, 154-34
Premium, 154-2
Sandiness in, 154-40, 154-43
Shrinkage of, 154-44
Soft, 154-2
Sorbates, 140-29
Stabilizers, 154-7, 154-9, 154-43
Storage of, 154-38
Texture of, 154-40
Volume of, 154-44

Ice, 12-6, 39-1, 39-3 to 39-8, 39-11, 39-15 to
39-17, 39-19 to 39-20, 39-22,
39-28, 39-30, 61-1, 61-3, 61-7 to 
61-8, 61-11, 61-22

Amorphous ice, 12-6
Crystal structure, 12-6
Crystallization of, 154-17, 154-21, 154-35
Density, 12-6
Heat capacity, 12-6
Hydrogen bonding, 12-6
Milk, 154-3, 154-5
Nucleation of, 154-21
Physical properties, 12-6
Recrystallization of, 154-9, 154-17, 154-40
Vapor pressure, 12-7

ICP-AES, see Inductively coupled plasma
atomic emission spectroscopy

Ideal ratings, 56-8
Absolute, 56-9
Relative, 56-8

Identification, 129-12
IDH1 gene, 172-8
IDH2 gene, 172-8
Ikura, 161-6

Enzyme process, 161-8
Illness

Foodborne, 195-1 to 195-5, 195-9 to 
195-10

Human, 195-1 to 195-2, 195-7
ILV pathway, 172-9 to 172-10
Imidazolamines, 13-1
Immediate container, 81-5
Immersion freezing, 61-9, 61-16
Immigration and Naturalization Service (INS),

201-7
Immobilized, 172-10

Cell bioreactor, 145-13
Cell technology, 172-12

Immune response, 74-12
Allergenicity, 101-3, 101-9
IgE, 101-1 to 101-2, 101-9
IgG1, 101-1 to 101-2, 101-9
Immunogenicity, 101-9
System, 21-10

Immunoassays, 30-3, 30-6 to 30-8, 30-12
ELISA, 30-3 to 30-4, 30-6 to 30-7, 30-12

to 30-13
Immunoaffinity column, 189-6
Immunodiffusion, 30-2 to 30-3, 30-6 to

30-7, 49-9, 186-4
Double-diffusion, 49-9
Single radial diffusion, 49-9
Tube precipitin test, 49-9

Immunoelectrophoresis, 49-9
Classical immunoelectrophoresis, 49-9
Rocket immunoelectrophoresis, 49-10

Immunoglobulin Y, 90-9
Immunological methods, 55-7
Immunomagnetic separation (IMS), 186-4,

187-3, 188-5 to 188-6, 188-8
Immunoprecipitation, 186-3
Immunostaining, 186-6

IMPS, 72-16
Incubation period, 74-10
Indian mesu, 176-3
Indianmeal moth, 74-6, 74-11
Indicators of insanitation, 74-13 to 74-14
Indigenous flora, 177-3 to 177-14
Indigo disulfo acid sodium salt, 86-2
Indigoid colorants, 86-4
Indigotine, 86-4, 86-9, 86-12 to 86-13
Individual differences, 57-13
Indol-3-yl-acetic acid, 13-17
Indolamines, 13-1
Indole 3-carbinol, 98-26
Indole, 13-11
Indolpyruvate, 172-6
Inductively coupled plasma atomic emission

spectroscopy, 43-15 to 43-16
Industrial cooking oil applications, 155-13
Industrial salad oil applications, 155-13
Industrial strain improvement, 176-8
Infection

Foodborne, 74-7
Nosocomial, 74-7

Infectious dose, 184-6, 188-2, 194-1
Infective dose, 74-13
INFOODS tagnames, 42-2

Ash, 42-2
Carbohydrate, 42-15
Energy, 42-2
Fat, fatty acids, 42-10
Fibre, 42-15
Moisture, 42-2
Nitrogen, 42-12
Protein, 42-12
Starch, 42-15
Sugars, 42-15

Infrared ovens, 108-16
Infrared radiation, 125-5
Infrared spectroscopy, 9-17 to 9-18, 44-1

Crystallyzation and polymorphism, 9-5
Interfacial tension, 9-13, 9-15
K234, 9-17
K270, 9-17
Low-resolution NMR, 9-19
Melting point, 9-6, 9-8
Nitrogen solubility, 9-14
Nuclear magnetic resonance spectroscopy,

9-19

Oil characterization, 9-17
Optical properties, 9-15
Oxygen solubility, 9-14
Plasticity, 9-8
Polymorphism and phase behavior, 9-3
Proton NMR, 9-19
Raman spectroscopy, 9-19
Refractive index, 9-17
Smoke point, 9-10 to 9-11
Solid fat content, 9-9
Solidification point, 9-8
Solubility, 9-13
Specific heat, 9-8
Spectroscopic properties, 9-15

Ingredients, 67-2, 81-5, 151-4 to 151-6, 181-2
Aspartame, 67-3
Carageenan, 67-3
Colorants, 67-3
Dairy, 151-4 to 151-6
Flavorings, 67-3
Fruits, 67-3
Guar gum, 67-3
High fructose corn syrup, 67-3
Honey, 67-3
Minerals, 67-3
Non-dairy, 151-4 to 151-6
Pectin, 67-3
Stabilizers, 67-3
Sucrose, 67-3
Sweeteners, 67-3
Vitamins, 67-3
Water binding, 67-3

Initial solvent content, 2-12
Initiation of lipid oxidation, 8-3
Inosine, 39-4
Inositols, 1-5

Phosphates, 95-1 to 95-6
In-plant control, 146-1 to 146-3

Feasibility, 146-3
Reclamation and recovery, 146-1 to 146-6

Ion exchange, 146-6
Precipitation, 146-6
Reverse osmosis, 146-3
Ultrafiltration, 146-3, 146-6

Recycle, 146-1 to 146-5
Diatomaceous earth (DE) filtration,

146-3
Ozonation, 146-3
Sand filtration, 146-3
UV-enhanced ozonation, 146-3

Solid waste, 146-1 to 146-6
Wastewater, 146-1 to 146-6

In-process tank impurities, 199-2
Insecticides, 194-8
Insects, 74-6, 74-13, 74-15, 74-18
Institute of Food Technologists, 57-3
Institutional Meat Purchase Specifications

(IMPS), 72-16
Instrumental testing, 57-4, 57-18

Correlations with descriptive, 57-11
Electronic nose, 57-4
Gas chromatography-mass spectrometry,

57-4
Instrumentation, 47-5

Integrated for food & drink, 59-2
Integrated Quality Assurance (IQA), 79-2
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Interactions, 39-11, 39-13
Interesterification, 8-13 to 8-14, 91-11, 155-7,

199-6 
Interfacial effects, 8-11
Interfacial tension, 111-4
Interior coating of PET bottles, 130-10
Intermolecular association, 2-12, 2-15
Internal standards, 47-39, 85-5 to 85-6
International Electrotechnical Commission,

74-5
International Standards Organization, 74-5
International Union of Pure and Applied

Chemistry (IUPAC), 85-5 to 85-6
Internet, 59-2 to 59-3
Interval data, 57-18
Interviews, 56-11
Intestinal microflora, 53-3
In-transit, 201-5
Intrinsic viscosity, 2-9, 2-11, 2-13 to 2-14
Inulins, 1-8, 139-8
Invermectin, 46-10
Iodine, 195-5, 196-5 to 196-6
Iodophors, 196-5 to 196-6
Ion chromatography 47-27
Ion exchange, 102-9

Resins, 196-2
Ionic strength, 2-6, 2-9, 2-14
Ionization, 48-1

APCI, 48-2
Chemical ionization, 48-2
Electron impact, 48-1
Electrospray, 48-2
MALDI, 48-2

Ionizing radiation, see also Irradiation
Effect, see Irradiation effects
Penetration, 124-2 to 124-7
Radioactivity, 124-2

Ionomer, 131-4, 131-11
IQA, 79-2
Iridomyrmex humilis, 74-9
Irish whsikey, 175-5

Distillation, 175-7
Iron, 170-5

Iron, 8-4 to 8-5, 28-3, 28-5, 28-12
Irradiation, 8-16 to 8-17, 52-26 to 52-28 

Efficiency, 124-3
Effect

DNA damage, 124-5
Enzyme inactivation, 124-1
Lethality, 124-7
Microbial inactivation, 124-1, 124-7
Quality, 124-1, 124-7 to 124-8

Ionizing radiation, 124-1 to 124-8
Nutrients, 124-7
Packaging, 124-7
Radiolytic, 124-7

Spores, 124-7
Surface pasteurization, 124-6 to 124-7
Yeast and molds, 124-7

Treatment, 124-1 to 124-8
Types, 124-1 to 124-3
Units, 124-2, 124-5

Irregular particles, 46-5
ISAC, 200-4
ISO/IEC 17025, 74-5
Isoamyl acetate, 172-7 to 172-8

Isoamyl alcohol, 172-5
Acetyltransferase, 172-8

Isoamylamine, 13-17
Isobutanol, 172-5 to 172-6
Isoelectric point, 39-10
Isoflavones, 170-5 
Isoleucine, 172-6, 172-9
Isomer specific separation, 45-6
Isothiocyanates, 98-26
It!, 59-2
It!s Convenient, 59-2

J

j value
jh value, 109-9 to 109-12
jc value, 109-9 to 109-13

Stumbo’s procedure, 109-13
Jacketed kettles, 108-3
Jams, jellies, and marmalades, 140-15 

Gelling powder and gelling sugar,
140-21

Low sugar, 140-20
Traditional, 140-15 

Japanese whisky, 175-8
Jellies, 4-4, 4-7, 4-13
Jewelry, 195-2, 195-4, 195-8
Jiu, see Chinese wine, 173-1
Jørgensen, Alfred, 177-2, 177-4
Juices, 39-19, 74-19
Juiciness, 61-6, 61-9, 61-11, 61-15
Junction zones, 2-7, 2-15

Agar, 1-21
Alginate, 1-19
Carrageenans, 1-20, 1-21
Defined, 1-14
Egg box model, 1-19
Forces that stabilize, 1-14
Involvement of tertiary structure in, 1-12
Locust bean gum (mixed gels), 1-19
Molecular features that regulate, 1-14
Pectin, 1-20
Starch, 1-16

Just right scales, 56-8

K

Kale, 20-7
Karasumi, 161-10
Karl Fisher titration, 103-17
Kashkaval, 68-11
Kava, 99-2
Kecap, 19-5
Kefir, 66-3 to 66-4, 66-7, 66-11

Grains, 66-3 to 66-4
Manufacture, 66-3, 178-9, 178-12
Therapeutic properties, 66-5

Kelvin equation, 116-6
Keshan disease, 189-3
α-Keto acid, 172-6
α-Ketobutyrate, 172-9
α-Ketoglutarate dehydrogenase, 172-8
α-Ketoglutarate, 172-8
α-Ketoisocapric acid, 172-6
α-Ketoisovaleric acid, 172-6
α-Keto-β-methylvaleric acid, 172-6

Ketones, 28-13, 164-8, 177-7 to 177-8, 177-13,
181-7 to 181-9

Ketose, 1-2
Structures (D-series), 1-3

Kilning, 63-12, 172-3
Kimchi, 176-2, 178-21 to 178-22

Acid production, 178-6
Lactic acid bacteria, 178-2
Microorganisms, 178-2, 178-5 
Molds, 178-2
Processing methods, 176-2
Temperature requirements, 178-6
Uses, 178-2 to 178-3
Yeasts, 178-2 

Kinema, 19-13
Kinetic models, 141-12, 142-1 to 142-6,

142-17
Kinetics, 123-4
Kiwi, 24-2
Kjeldahl method for crude protein analysis, 5-3
Klebsiella, 74-8

Aerobacter Group, 74-12
Pneumoniae, 74-9, 74-11

Kloeckera, 177-9 to 177-10
k-means, clustering, 59-3
Knife-trimming of carcasses, 52-17
Kohlrabi, 20-7
Koji, 63-11 to 63-12, 91-16
Konjac, 74-17

Konjac glucomannan, 4-7
Koumiss, 63-9, 66-5

Manufacture, 66-6
Microflora, 66-7
Starter, 66-6

Krausen, 172-10
Krebs cycle, 172-5, 172-8
Kubelka/Munk equation, 46-8

L

LAB (see also Lactic acid bacteria), 177-1 to
177-14

Labeled magnitude scales, 56-8
Labeling and Consumer Protection Staff

(LCPS), 72-16
Labeling, 11, 129-11
β-Lactamase, 27-16
Lactate dehydrogenase, 27-10, 28-9, 181-5
Lactate, 172-8, 172-14
Lactenins, 27-8
Lactic acid bacteria, 40-10 to 40-12, 52-8, 52-10

to 52-11, 52-21, 52-25 to 52-26,
53-7, 54-12, 63-2 to 63-15, 63-19,
64-3, 174-12, 174-14 to 174-15,
176-2, 176-5 to 176-6, 177-1 to
177-8, 177-14

Common features, 176-5
Lactobacillus, 40-8 to 40-12, 174-11 to

174-12, 174-14
Lactococcus, 40-9, 40-12, 174-12, 174-14
Leuconostoc, 40-10, 174-12
Oenococcus, 40-10 to 40-11, 174-12 to

174-15
Pedicoccus, 40-8, 40-10, 40-12, 174-11 to

174-12, 174-14
Spoilage, 51-2 to 51-5, 51-8 to 51-11
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Lactic acid, 28-9, 28-13, 35-7, 35-8, 61-10,
63-3 to 63-9, 63-15, 63-19, 87-4,
164-5, 164-7, 176-6, 177-7 to
177-8, 177-14, 181-2, 181-5 to
181-6, 181-9

Fermentation, 63-5, 63-12, 176-5, 176-7 to
176-8

Polymers, see PLA
Tolerant Mutants, 176-8

Lactis, 177-10 to 177-11
Lactobacillus, 63-4 to 63-9, 63-13 to 63-15,

63-19, 176-5 to 176-6, 177-3 to
177-7

acidophilus, 63-9, 177-6
arabinosus, 176-5
brevis, 63-6 to 63-8, 63-14, 176-3 to 176-6
buchner, 176-5
casei, 63-10, 68-9, 176-5 to 176-6, 177-3,

177-5, 177-7, 177-13
confusus, 176-7
curvatus,177-5, 177-7 to 177-8
delbrueckii subsp lactis, 177-3, 177-5 to

177-6
delbueckii subsp. bulgaricus, 63-10 to 

63-11, 152-5, 177-5 to 177-6
fermentum, 176-5
helveticus, 68-7, 177-3, 177-6
homohiochii, 176-5
lactis, 63-10, 176-4, 176-7
manihotivorans, 176-7
paracase, 68-9, 177-5
pentosus, 177-7 to 177-8
plantarum, 63-6, 63-8, 176-2 to 176-8,

177-3, 177-5, 177-7 to 177-8
raffinolactis, 176-7
rhamnosus, 177-5
sakei, 177-5, 177-8

Lactococci, 63-5, 64-3, 68-6 to 68-7, 176-6,
177-2 to 177-3, 177-5 to 177-7

Lactoferrin, 26-11, 26-18
β-Lactoglobulin, 93-1
Lactone, 1-5, 87-5 to 87-7
Lactoperoxidase, 26-13 to 26-14, 27-8
Lactose, 1-7 to 1-8, 61-23, 63-4, 63-6, 63-9,

63-23, 154-5, 154-8, 177-6, 177-11
Crystallization of, 154-40, 154-43
Hydrolysis of, 27-13 to 27-15

Laddering technique, 56-11
Lager yeasts, 177-9
Lager, 63-13

Lager fermentation, 63-13
Lake, 86-11
LAM (labeled affective magnitude) scale, 56-8
Lambert’s Law, 108-17, 125-3 to 125-5, 125-9
Lamination, 131-13
Lard, 8-11, 8-14

Carbon dioxide solubility, 9-14
Density, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Hydrogen solubility, 9-14
Melting point, 9-8
Nitrogen solubility, 9-14
Oxygen solubility, 9-14

Refractive index, 9-17
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Thermal conductivity, 9-12
Triacylglycerol composition, 9-7
Viscosity, 9-10

Larvae, 36-2 to 36-3, 36-7 to 36-8, 36-10
Lateral flow devices, 186-4
Lateral flow strip, 129-15
Latex agglutination, 186-6
Latitude 35-18
Lauric acid, 34-2
Lauric fats

Polymorphism and phase behavior, 9-4
Layer quality factor, 46-4
Layout, 39-2, 39-28
LC/MS, 48-2 to 48-3
LC50, 145-7
LC-ICP-MS, 47-19
LC-MS

Atmospheric pressure chemical ionization
(APCI), 47-16

Atmospheric pressure photoionization
(APPI), 47-17

Electrospray (ESI), 47-14
Maldi, 47-17
Q-TOF, 47-17
Sonic spray (SSI), 47-15
Time of Flight (TOF), 47-17

LC-NMR, 47-19
LCPS, 72-16
LDPE, see Polyethylene, low density
Leafy vegetables, 20-8, 170-4
Leavening agent, 16-2, 16-7
Lecithin, 34-4 to 34-5

Production, 34-10 
Legumes, pulses, 20-11, 37-4, 63-2, 177-7

Air classification, 18-9, 18-11 to 18-14
Cationic starch, 18-9 to 18-10
Chemically-modified starch, 18-9 to 18-10
Common names, 18-2
Composition, 18-4

Amino acids, 18-5, 18-9, 18-11
Ash, minerals, 18-4, 18-6, 18-12
Dietary fibre, 18-4 to 18-6, 18-12
Energy, 18-4
Lipids, oil, 18-4
Protein, 18-4 to 18-5, 18-12 to 18-13
Starch, 18-3 to 18-5, 18-12 to 18-13
Sugars, 18-4, 18-6
Tannins, polyphenols, 18-6
Toxins, antinutrients, 18-3, 18-5
Vitamins, 18-6

Cooking properties, 18-7 to 18-9
Extrusion, 18-14
Flatulence-producing factor, 18-6
Flours, 18-11 to 18-13
Food and industrial uses, 18-1 to 18-2, 18-8
Hard-to-cook problem, 18-3 to 18-4, 18-7
Harvest and storage, 18-6 to 18-7
Impact milling, 18-9, 18-11
Morphology of seeds, 18-2 to 18-3
Phytate, 18-6, 18-12
Protein concentrates, fractions, 18-11 to

18-13

Protein functionality, 18-9 to 18-13
Protein isolates, 18-9 to 18-13
Proteinaceous oilseeds, 18-1 to 18-2, 18-4
Refined starch, 18-7 to 18-11
Species and nomenclature, 18-1 to 18-2

Chickpea, 18-2, 18-4 to 18-5, 18-7
Common bean, 18-2 to 18-9, 18-13
Cowpea, 18-2, 18-4 to 18-5, 18-7, 18-13
Dry pea, 18-2 to 18-14
Faba bean, 18-2, 18-4 to 18-5, 18-13 to

18-14
Lentil, 18-2 to 18-5, 18-13
Lima bean, 18-2, 18-4 to 18-6, 18-13
Lupin, 18-1 to 18-6, 18-13
Mung bean, 18-2, 18-4, 18-7, 18-13
Peanut, 18-1 to 18-9
Pigean pea, 18-2, 18-4, 18-7
Soybean, 18-1 to 18-13

Starchy pulses, 18-2, 18-4
Wet milling, 18-9, 18-11 to 18-12
World production, 18-1 to 18-2

Lesser mealworm, 74-11
Lethal rate, 109-7
Lethality, 109-7 to 109-8
Lettuce, 20-8
LEU4 gene, 172-5
Leucine, 172-6, 172-9
Leuconostoc, 63-4 to 63-5, 63-15, 177-5 to

177-9
lactis, 177-5 to 177-6
mesenteroides, 63-6 to 63-8, 176-2 to 176-8,

177-5 to 177-8
oenos, 63-15

Lg-ATF1 gene, 172-7
LiChrospherR, 46-5
Light 

Absorption, 46-9
Green, 86-2
Oxidation, 8-6
Scattering, 2-4 to 2-6, 2-9 to 2-11

Lighting, 39-2, 39-28
Likert scale, 56-9
Liking, 56-3

Expected, 56-8
Lima bean, 20-11
Limburger, 177-11
Limit of detection (LOD), 46-7, 47-39
Limit of quantitation (LOQ), 46-7, 47-39
Linamarin, 91-8
Lincomycin, 46-11
Line scales, 56-7
Linear, 47-38 

Chamber, 46-7
Graphic scales, 56-7
Model, 144-5 to 144-6

Linepithema humile, 74-9
Linoleic acid, 34-3, 156-1 to 156-5
Linolenic acid, 34-3, 156-1 to 156-4
Linseed oil

Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Refractive index, 9-17
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Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Lipases, 8-13 to 8-14, 26-12, 28-7 to 28-8, 87-8,
164-6, 177-13, 181-6 to 181-7

Bile salts-stimulated, 27-3
Indigenous in milk, 27-3
Lipoprotein in milk, 27-3
Use in cheese flavor development, 27-13

Lipids, 34-1 to 34-2, 61-2, 61-13, 61-18, 61-22,
85-2, 85-7, 153-1, 153-3, 153-8 to
153-9, 172-2, 172-5

Animal lipids, 34-8, 34-9
Biosynthesis, 8-15
Changes in main constituents 35-5
Distribution
Films and coatings, 135-2, 135-5

Fatty acids, 135-5
Larding, 135-1
Mineral oil, 135-5
Monoglycerides, 135-5
Resins, 135-5
Rosins, 135-5
Waxes, 135-1, 135-2

Fraction, 32-7
Fatty acid composition, 32-9 to 32-11
Phospholipids, 32-7, 32-9
Triacylglycerols, 32-7, 32-9

Hydroperoxides, 8-5
Hydrolysis, 34-11, 39-15, 114-3
Interesterification, 34-11 to 34-12
Marine oils, 34-8, 34-10
Occurrence, 34-6, 34-9
Oxidation, 8-2, 8-11, 28-4 to 28-5, 28-11,

34-13, 34-17, 39-1, 39-4, 39-7,
39-9, 39-12 to 39-16, 39-31, 60-3
to 60-5, 114-3, 116-9, 164-6,
181-2, 181-7 to 181-8

Free fatty acids, 60-5
Free radicals, 60-3
Frozen storage, 60-4
In emulsions, 138-3
Iron, 60-4, 60-5
Lipoxigenasa, 60-5
Rancid flavors, 60-4
Reactive oxygen species, 60-3 to 60-4

Peroxides, 8-5, 39-11
Plant lipids, 34-7, 34-8
Reducing degradation, 114-4
Warmer-over-flavor, 60-4 
Vesicles, 172-8

Lipolysis, 8-6, 28-5, 28-11, 28-14, 68-13, 164-6
to 164-7, 181-5 to 181-9

Lipolytic, 176-2
Lipoproteins, 8-11, 34-5, 34-7, 61-19, 90-10,

153-2, 153-4, 153-6 
Lipase, 27-3

Lipoxygenases, 8-6, 8-13, 129-5, 34-13, 87-6,
129-5

Liquid oils, 155-12 to 155-13, 199-5
Filling and packaging, 155-8, 199-7

Liquids, disinfection of by UV treatment,
122-12

Liquifier, 154-10
Lister Joseph, 177-2
Listeria monocytogenes, 53-12, 54-5, 55-4,

68-5, 74-9, 75-3, 185-8, 185-10
to 185-11, 186-1, 186-3, 186-5 to
186-7, 187-3, 187-5, 194-6

Liver proteins, 167-4
LLDPE, see Polyethylene, linear low density
Loading, 201-5
Lobsters, 36-6 to 36-11, 39-8, 39-9
Locomotion, 36-7
Locust bean gum (LBG), 1-18 to 1-19, 4-5 to

4-6, 4-8, 4-10, 4-12 to 4-13,
139-4, 154-9

Chemical structure, 1-18 to 1-19
Interaction with locust carrgeenan and/or

xanthan, 1-19
LOD, see Limit of Detection
Logistic model, 141-16, 144-8
Loofah, 20-11
LOQ, see Limit of Quantification
Loss tangent, 125-2
Low fat ice cream, 154-3, 154-5
Low risk products, 79-3
Low sodium combinations, 89-9, 89-12
Low-alcohol, 172-13
Lowfat yogurt, 152-3 
Lubricants, 76-1, 76-10

Lead stearates, 76-10
Luciferase, 196-7
Lucilia 

caesar, 74-9 
serricata, 74-9

Luminous bacteria, 53-3 to 53-5
Lumped parameter method, 107-8
Lumpfish, 161-9
Lychee, 24-3
Lye treatment, 176-3
Lysine, 13-5, 13-26
Lysophospholipids, 34-5
Lysozymes, 27-10, 27-15, 40-7 to 40-8, 68-6,

90-7, 174-8, 174-11

M

M blocks (alginate), 1-19
Ma-bamboo (Dendrocalamus latiflorus), 176-3
Machines, 39-2, 39-19
Mackerel, 39-3, 39-7 to 39-8, 39-11 to 39-12,

39-15 to 39-16
Fillets, 39-7, 63-20

Macroanalytical Procedures Manual, 74-4
Macroarrays, 187-10
Mad cow disease, 81-5
Magnetic field, 125-2
Magnetic resonance imaging, 43-20
Magnitude estimation, 56-7
Maillard reaction, 16-5, 16-10, 28-13 to 28-14,

60-2, 164-7 to 164-8, 181-8, see
also Carbohydrate reactions,
Browning/nonenzymatic or
Maillard

Flavor generation, 60-3
Strecker degradation, 60-3

Main, 172-13 
Maize, 177-6 to 177-7, 177-11
Major deficiency, 79-3, 79-8
MAL gene, 172-3 to 172-4
Malic acid, 46-5, 63-15, 170-5, 172-8, 176-7
Malolactic fermentation, 13-23, 40-9 to 40-10,

63-15, 174-9, 174-12 to 174-15
Malt, 63-11 to 63-16, 172-2, 172-13

Adjuncts, 63-12
Enzymes, 63-13, 63-15
Extract-Yeast Extract

50% glucose agar (MY50G), 189-4
70% glucose fructose agar (MY70GF),

189-4
Maltase, 172-3
Malting, 91-15, 172-3
Maltodextrins, 1-5, 1-17
Maltose, 1-7, 1-8, 172-2 to 172-4
Maltotretaose, 172-4
Maltotriose, 172-2 to 172-4, 177-9, 177-11
Mammalian cell culture infectivity, 188-2,

188-6, 188-17
Mandibles, 36-6, 36-10
Mango, 24-2, 24-16
Mannitol, 1-5
Manufacture, cheese, 151-1 to 151-8

Blending, 151-3 to 151-6
Cooling, 151-8
Formulation, 151-3 to 151-4
Homogenization, 151-8
Natural cheese selection, 151-3
Packaging, 151-8
Processing, 151-7 to 151-8

Batch kettle, 151-7
Continuous unit, 151-7
New method, 151-8
Parameters, 151-8

Shredding, 151-7
Storage, 151-8

Manufacturing films, 135-6
Casting, 135-6
Compression molding, 135-6 to 135-7
Extrusion, 135-6 to 135-7

Manufacturing operations, 73-8, 77-10
MAOI drugs, 13-15 to 13-16
Margarine, 8-14, 34-18 to 34-19

Mixing chilling, and packaging, 155-8,
199-8

Spread products, 155-11
Marination, 33-11, 61-14, 61-16
Marine mammals

Fermented foods, 159-12
Rigor, 159-6
Tissues consumed, 159-1 to 159-2

Market garden, 20-3
Market withdrawn, 77-8
Marketing, 57-9
Mark-Houwink relationship, 2-11, 2-13
Marmalades, 140-15 
Marxianus, 177-10, 177-12
Masago, 161-10
Mashing, 63-15, 172-3
Mass diffusion, 107-14
Mass spectrometry, 5-6, 129-15

Analysis of food proteins, 5-6
Animal drug residues, 48-4, 48-6
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Mass spectrometry (Contd.)
Carbohydrates, 48-3
Dioxins, 48-5
ESI-MS of proteins, 5-6
Fatty acids, 48-3
Flavor components, 48-3, 48-6 to 48-7
Food packaging, 48-5
MALDI-MS of proteins, 5-6
Marine toxins, 48-5
Mycotoxins, 48-5 to 48-6
Peptides, 48-3
Pesticides, 48-4, 48-6 to 48-7
Proteins, 48-3, 48-6
Shellfish toxins, 48-5
Tampering, 48-6 
Vitamins, 48-3

Mass transfer, 107-13, 112-6, 167-3 to 167-4,
172-12

Master batch, 131-12
Mathematical models, Monte Carlo, 124-6,

124-8
Mathematical procedures for thermal process

calculations, 109-5 to 109-13
Ball’s Formula method, 109-9 to 

109-13
General method, 109-6 to 109-9

Matrix effects, 43-13, 43-16
Matrix proteins, 90-3
Maturation, 36-3, 172-3, 172-10 to 

172-13
Maturity index of fruits, 24-13
Maxillae, 36-6, 36-10
Maxillipeds, 36-6, 36-10
Maxwell’s equation, 125-3 to 125-4
Mayonnaise, 8-2
Mean, 57-16
Measurement levels, 56-4
Meat and meat products, 62-5

Antioxidants, 62-5
Brightness, 62-5
Brownness, 62-5
Carbon dioxide, 62-4
Carbon monoxide, 62-5
Carotenoids, 62-5 
Color retention, 62-4
Cured meat, 62-5
Deoxymyoglobin, 62-5
Discoloration, 62-4 
Frozen storage, 62-5
Hue, 62-5
Lipid oxidation, 62-5
Low fat, 62-55
Metmyoglobin, 62-4
Myoglobin, 62-4
Nitrosomyoglobin, 62-5
Oxymyoglobin, 62-4
Pigment concentration, 62-4
Shelf life, 62-5 
Thawed chops, 62-5
Vacuum package, 62-5
Yellowness, 62-5 

Meat and poultry products, 139-12
Contamination, 52-2 to 52-8
Foodborne illness, 52-11 to 52-15
Slaughter, 52-2 to 52-5 
Spoilage, 52-8 to 52-11

Meat plant waste treatment and management,
147-3, 147-5, 147-7

Blood, 147-3
BOD, 147-7 to 147-9
Deboned residues, 147-3
Diminution of flow volume, 147-9
Diminution of pollution, 147-9
Fat tissues, 147-5
Organs, 147-3
Preliminary treatment, 147-7
Rendering methods, 147-5
Secondary treatment, 147-8
Skin and hair, 147-4
Source, 147-2
Uses of renderd co-products, 147-6

Meat processing and general considerations,
28-1 to 28-14, 52-21 to 52-29,
58-2, 58-15, 58-18, 58-24, 58-37,
177-1, 177-3, 177-7 to 177-8,
177-10, 177-12 to 177-13

Biopreservation, 52-25 to 52-26
Bone meal (MBM), 30-2 to 30-5, 30-7,

30-13
Cleaning and sanitation, 52-21
Cold shortening, 112-5
Color, 31-11
Drip, 112-4, 112-10
Emerging technologies, 52-26 to 

52-29 
Fermentation principles, 65-1
Microbial destruction, 52-21 to 52-22
Milk proteins, NIR analysis, 5-5
Preservative packaging, 52-22 to 52-25
Rancidity, 112-10 to 112-11
Ruminant, 30-2, 30-7 to 30-8, 30-13
Species adulteration, 30-1, 30-3,

30-14
Stress, 165-3
Tenderness, 165-3
Texture, 31-12
Thaw rigor, 112-9
Water holding capacity, 31-12
Weight loss, 112-5

Mechanical properties, 135-3
Tensile strength, 135-3, 135-5 to 135-7

Mechanisms of lipid oxidation, 8-5
Median, 57-17
Mega study, 59-1 to 59-6
Megalopa, 36-7 to 36-8
Melanosis, 39-8
Melt index, 131-4
Melt strength, 131-2
Meltdown, 61-21
Melting temperature, 131-3
Membrane bilayer, 8-3
Membranes, 8-11
Meningitis, 74-8
Mentaiko, 161-3
Mesophiles, 185-4
Mesophilic lactobacilli, 64-4 
MET gene, 172-11
Meta analysis, 59-4
Metabolism, 39-9, 55-4, 76-12, 172-3
Metabolites, 63-9, 63-22
Metabolomics, 40-4 to 40-5, 40-14 to 40-15,

174-3, 174-18

Metals, 8-4
Binding proteins, 26-11
Fragments, 74-17 to 74-18
Hydroxide, 187-4
Ion activators, 91-2

Metamodelling, 144-2
Metamorphosis, 36-2 to 36-3, 36-7 to 36-8
Methionine, 8-11, 172-10
Method translation for gas chromatography,

45-5
Methods for food analysis

Cautions, 41-7
Characteristics, 41-5
Chemical composition, 42-1 
Food matrix, 41-5
Objective, 41-5
Official methods, 41-5
Validity, 41-7 to 41-8

Methods to reduce bacteria, 89-12, 89-17
Methyl paraben, 46-8
Methyl red, 86-12
Methyl-2-benzothiazolinone hydrazone-HCL,

46-13
Methylanaline, 86-2
Methylcellulose, 1-18, 4-15
Methyl-histidine, 13-11
Methyltestosterone in spawning 35-4
Methyltransferase, 13-10, 13-11
Metmyglobin formation, dependence on

oxygen, 8-5
Metschnikowia, 177-9 to 177-10
Mexican pozol, 176-7
Mice, 74-6, 74-11
Micelles, 8-2, 61-19, 61-22
Michaelis-Menten models, 141-16
Microarrays, 40-5, 129-15, 174-5, 187-10
Microbiology Laboratory Guidebook (MLG),

185-2, 185-9
Microbiology, analyses and methods

Culture media, 54-4
Definition, 54-2
Detection in foods, 50-4, 54-8
Enumeration, 54-3
Environmental monitoring, 54-2, 54-6 
HACCP, 54-2
Identification, 54-7
Problems, 54-2
Quality Assurance, 54-17
Rapid methods, 54-6
Resuscitation, 54-3
Sampling plan, 54-2
Standard methods, 54-10
Typing, 54-8
Validation, 54-16

Microbiology, general considerations, 39-1,
39-3, 39-14 to 39-17, 39-22, 50-1,
61-4, 61-12, 61-15, 87-4, 103-3 to
103-5, 166-8, 194-1

Bacteria, 50-1
Biodegradation processes, 145-4
Candida (see Yeast)
Clostridium, 181-5
Counts, 115-4
Death, 50-4
Debaryomices (see Yeast)
Defects, 151-3, 151-8
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Enumeration, 50-6
Environmental sampling, 50-4
Enzymes, 63-2, 63-7, 63-20 to 63-23
Escherichia, 181-5
Fermentation, 4-12 to 4-13
Food processing, 50-2 to 50-3
Food production, 50-13 to 50-14
Food sampling, 50-6
Fungi, 50-1
Generation time, 112-4
Growth, 50-3
Identification, 50-5
Inactivation by UV light, 122-12
Kocuria, 164-4, 181-2
Lactobacillus, 164-4, 181-2, 181-5 to 181-6

casei, 164-4
curvatus, 164-4
plantarum, 164-4
sakei, 164-4

Lag phase, 112-4
Listeria, 181-5
Micrococcacea, 164-3, 181-2, 181-7
Parameters, 54-10
Pathogens, 195-1 to 195-10

Indicators, 50-7
Pediococcus pentosaceus, 164-4, 181-4,

181-9
Penicillium, see Mold
Protozoa, 50-1
Rate of inactivation, 166-8
Resident, 195-3 to 195-7
Salmonellae, 181-5
Spores, 50-1
Sporulated, 166-4
Staphylococcus aureus, 164-4, 181-2,

181-5, 181-9
Survival, 50-4
Thermal 

Death time, 166-9
Resistance, 166-8 to 166-9

Transient, 195-3, 195-5, 195-7
Viruses, 195-2 to 195-3, 195-6 to 195-7
Yeasts, 50-1

Microbiology, growth factors
Antimicrobial constituents, 185-4
Atmosphere, 185-4
Biological structures, 185-4
Moisture content, 185-3
Nutrient requirements, 185-3
pH, 185-3
Redox potential, 185-3
Relative humidity, 185-4
Temperature, 185-4

Microbiology, spoilage, 52-8 to 52-11
Aerobic conditions, 52-9 to 52-10
Modified gas atmospheres, 52-10 
Poultry, 52-11
Processed meats, 52-11
Products, 63-2, 63-22
Seafood spoilage 53-5 to 53-7
Vacuum, 52-10

Microbore gas chromatography, 45-8
Micrococcacaceae, 177-5
Micrococcus, 63-3, 63-23, 74-12, 177-4

Variants, 63-19
pyogenes, 74-9

Microcrystalline cellulose (MCC), 1-17 to
1.18, 4-14

Microinjection, 129-5
Microscopic methods, 55-3
Microscopic properties of fruits, 24-10
Microscopy

Confocal laser scanning microscopy, 185-6
Cryo-scanning electron microscopy, 185-6
Environmental scanning electron

microscopy, 185-6
Epifluorescence microscopy, 185-5
Light microscopy, 185-5
Low-voltage field-emission scanning

electron microscopy, 185-6
Phase contrast microscopy, 185-5
Scanning electron microscopy, 185-6
Transmission electron microscopy, 185-5
Variable-pressure scanning electron

microscopy, 185-6
Microwaves, 39-9, 39-30 to 39-31, 113-2, 125-1

to 125-7, 125-9 125-11, 162-8
Baking, 125-6, 125-9 to 125-11
Browning and crisping, 113-5
Bumping, 125-5
Dielectric properties, 113-3

Dielectric constant, 113-3
Dielectric loss factor, 113-3
Loss tangent, 113-2

Foods, 76-2
Governing energy equation, 125-3
Intelligent microwave oven, 113-4
Mathematical models, 113-4
Microwave/heat conversion, 113-2

Dipole rotation, 113-2
Ionic polarization, 113-2

Nonuniform heating, 113-5
Packaging

Absorbent materials, 113-7
Reflective materials, 113-6
Transparent materials, 113-6

Penetration depth, 113-4
Power, 125-3, 125-5, 125-9, 125-11
Processing, 125-3 to 125-4, 125-7 to 125-9,

125-11
Reheating, 125-7
Susceptors, 113-7

Migration 35-5, 36-2, 36-6, 36-10 to 36-11,
76-3, 131-9, 131-15

Moisture, 105-8 
Sugar, 105-10

Milk, general considerations, 48-6, 178-2
Analysis of components by mass

spectrometry, 48-6
Analysis of residues by mass spectrometry,

48-6
Fat, 9-3, 154-5
Lipase, 68-13
Protein, 154-6
Solids-not-fat, 154-5, 154-19

Milk pretreatments, 67-2
Bactofugation, 67-2
Clarification, 67-2
Fat globule, 67-3
Filtration, 67-2
Homogenization, 67-3
Homogenization pressure, 67-3

Milk proteins
Bioactive peptides, 26-17 to 26-18
Caseins, 26-2 to 26-8
Composition, 26-2
Functionality of, 26-15 to 26-17
Industrial manufacture of, 26-14 to 26-15
Milk enzymes, 26-11 to 26-14, see also

Enzymes
Minor proteins, 26-11
Whey proteins, 26-8 to 26-11

Milling, 172-3
Minces, 39-6 to 39-7, 39-9, 39-13
Mine, 59-2
Minerals, 29-6, 32-6, 114-6, 170-4

Bioavailability, 95-1 to 95-3
Muscle, 32-6 to 32-8
Phytate interactions, 95-1 to 95-4
Poultry, 32-6 to 32-8

Minibore gas chromatography, 45-8
Minimal processing, 118-4

Definition, 118-4
Fresh fruits, 176-6
Fresh vegetables, 176-6
Techniques, 118-6

Emerging preserving factors, 118-9
Traditional preserving factors, 118-6

Minor deficiency, 79-3
Miso, 19-7, 63-11, 177-12, 177-14, 178-20
Mites, 74-6, 74-13, 74-15
Mixed culture, 176-3
Mixed gels, 92-13

Coupled networks, 92-14
Co-operative junctions, 92-15
Covalent linkages, 92-15
Ionic interactions, 92-15

Interpenetrating networks, 92-14
Phase-separated networks, 92-15

Mixed phase foods, 107-4
Mixing, 16-9

Liquid, 102-12
Operations, 102-11
Particle, 102-11 to 102-12

Mobile phase, 46-5
Mode, 57-17
Models, 59-3

Building
Deductive model building, 144-9
Future perspectives, 144-13
Inductive model building, 144-4
Objectives, 144-2
Process, 144-3

Convective heat transfer, 110-6
Dimensionless number correlations,

110-6
Overall heat transfer resistance,

110-7
Dielectric constant, 9-12 to 9-13
Emulsification, 9-13
Emulsifiers, 9-15
Fire point, 9-10 to 9-11
Flash point, 9-10 to 9-11
Heat conduction, 110-3

Fourier’s first law, 110-3
Steady state heat conduction, 110-3
Unsteady state heat conduction

(Fourier’s second law), 110-8
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Models (Contd.)
Heat of combustion, 9-11
Heat of fusion, 9-8 to 9-9
High-resolution 13C NMR, 9-21

Modified Atmosphere Packaging (MAP), 114-4
to 114-5

Cut Galega kale, 119-14
Design, 119-3, 119-11
Packaging system, 119-7
Perforation mediated, 119-8, 119-12
Permeability coefficient, 119-5, 119-13
Polymeric films, 119-7, 119-12
Respiration rate, 119-4 to 119-5

Mathematical modeling, 119-4
Whole mango, 119-13

Modified food starch, see Starch, derivatives
Moisture, 42-5, 105-1, 105-4, 105-7, 108-7,

111-4, 164-5, 181-2 to 181-3,
181-7

Analysis, 42-5
Distillation methods, 42-6
Karl Fischer Titration, 42-6
Oven drying methods, 42-5
Physical methods, 42-6
Water activity, 42-5

Content, 105-2
Critical, 105-8
Dry basis (d.b.), 103-5
Equilibrium, 105-4, 105-5, 105-8,

105-10
Initial, 105-10
Limiting, 105-8
Loss, 116-5
Residual, 105-4
Wet basis (w.b.), 103-5, 103-9

Diffusion, 105-1, 105-2, 105-10
Diffusivity, 105-10
Evaporation zone, 111-4
Gradients, 105-8 
Mass transfer, 111-4
Migration, 105-8
Models, 111-4
Ratio, 105-9, 105-10
Tranfer, 105-10

Moisturizer, 4-9
Molar

Absorptivity, 43-5, 43-18
Ellipticity, 43-18
Extinction coefficient, 43-5
Substitution, 1-15

Molding
Blow, 131-12
Injection, 131-4, 131-12
Stretch blow, 131-13

Molds, 64-6, 74-4 to 74-6, 74-15, 103-4 to
103-5, 164-3 to 164-4, 177-1,
177-3, 177-6, 177-12 to 177-14,
181-3 to 181-4, 199-2

Molecular 
Aggregates, 2-4, 2-10 to 2-11
Beacon, 187-8
Biology, 74-19

Molecular weight, 2-5, 2-8 to 2-15, 131-2,
131-4

Distribution, 131-3 to 131-4, 131-6
Number average, 131-3

Viscosity average, 131-3
Weight average, 131-3

Mollusks, 161-11
Molten globule state, 6-5

See Denaturation of proteins
Molting, 36-8 to 36-9
Monarch butterfly, 129-10
Moniliformin, 189-2 to 189-3
Monitoring procedures, 79-3
Monoacyglycerols, 34-3 to 34-4, 34-12
Monoamines, 13-1
Monoaminoxidases, 13-9 to 13-10, 13-13, 13-15
Mono- and di-glycerides, 154-10
Monochromator, 43-6, 43-13 to 43-14
Monoene(s), 156-2 to 156-4
Monomers, 76-4

Ethyl acetate, 76-5
Ethylene, 76-5
Propylene, 76-5
Styrene, 76-4 to 76-5, 76-7
Vinyl acetate, 76-5
Vinyl chloride, 76-4 to 76-6
Vinylidene chloride, 76-5

Monomorium pharonis, 74-9
Monosaccharides

Aldose structures (D-series), 1-2
Chemical functionalities of, 1-4 to 1-5
Configuration

Anomeric, 1-3
D vs. L, 1-3

Fischer projection, 1-3
Haworth structures, 1-3, 1-4
Hemiacetal formation, 1-3, 1-4
Ketose structures (D-series), 1-2 – 1-3
Reactions of

Acrylamide formation, 1-6, 1-7
Amadori rearrangement, 1-6, 1-7
Browning/nonenzymatic or Maillard,

1-6
Caramelization, 1-5 to 1-6
Ester/ether formation, 1-6
Oxidation/reduction, 1-5

Ring structure of
Conformation (chair ring structure), 1-3
Furanose ring, 1-3, 1-4
Pyranose ring, 1-3, 1-4

Monosodium glutamate (MSG), 72-16, 194-2
Mood, 59-5

Moromi, 63-11 to 63-12
Morphometric properties of fruits, 24-10

Fruit morphology, 24-10
Fruit shape, 24-10

Most probable number (MPN), 185-9
Mouthfeel, 16-8, 16-11
Mozzarella, 63-10, 68-11
MRI, See Magnetic resonance imaging
MSG, 72-16
Mucor, 63-7 to 63-8, 63-23, 177-12, 177-14

miehei, 63-10
pusillus, 63-10

Muffin, 16-1, 61-5
Bread, 16-5, 16-10
Cake, 16-5, 16-10
English, 16-2

Müller-Thurgau, 177-2
Mullet roe, 161-1

Multidimensional gas chromatography, 45-9
Multilayer packaging, 131-1, 131-5 to 131-6,

131-10, 131-13
See also Coextrusion, Coinjection

Multi-layer structures, 130-8
Multiple range tests, 57-18
Multitarget preservation, 118-4

Homeostasis, 118-4
Active, 118-5
Passive, 118-5

Induced tolerance, 118-11
Stress factors and food matrix, 118-11

Muriatic acid, 196-4
Musca domestica, 74-7
Muscat, 177-10
Muscle, 28-1 to 28-11, 39-1, 39-3 to 39-4, 39-6

to 39-16, 39-19 to 39-20, 39-22
Actin, 39-9
Contraction/relaxation, 31-7
Fibers, 39-3, 39-9, 39-20
Proteins, 31-3, 39-1, 39-10 to 39-11, 39-13

Mushrooms, 58-2, 58-19, 58-36, 194-2,
194-9

Protein analysis, 5-4
Mutagenesis, 176-7
Mutarotation, 2-6
Mycobacterium tuberculosis, 68-5
Mycobacterium, 74-8

Avium avium, 74-8
Mycophenolic acid, 189-3
Mycoprotein, 63-2, 63-22
Mycotoxins, 46-12, 74-11, 177-13, 189-1,

194-9
Myeloperoxidase, 8-6
Myocomma, 39-4
Myofibrillar proteins, 28-3, 28-5 to 28-6, 28-9

to 28-13, 29-2, 164-5, 164-7,
167-2, 181-6 to 181-7

Myofibrils, 39-11
Myoglobin, 8-5, 28-2, 28-4, 28-9, 28-11 to 

28-13, 39-4, 39-7, 164-6, 166-4,
181-7

Heme group, 166-4
Oxymyoglobin, 166-4

Myoinositol, 95-2
Myoseptum, 39-4
Myosin, 29-2
Myotomes, 39-4
Myristic acid, 34-2
Myseost (mysost), 68-3
Mysis, 36-7

N

NADA, 81-3
NADH, 8-11, 63-5
NAFTA, 165-5
NAMP, 72-16
Nanotechnology

AFM/STM, 127-9
Delivery system, 127-11
Dendrimer, 127-7
Emulsion, 127-12
Food traceability, 127-11
Manufacturing paradigm, 127-6
Molecular design, 127-6
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Nano-crystal, 127-7
Nano-patterning, 127-8
Nanotube, 127-7
Packaging reinforcement, 127-13
Particle, 127-4
Phase transformation, 127-7
Processing, 127-5
Rapid detection, 127-11
Self-assembly, 127-6
Sensors, 127-10
Technology, 127-2
Template, 127-7

Nano-DurasilR, 46-5
Naphthyl acetate, 46-11
Naphthyl phenol, 46-11
Naphtol yellow S, 86-2 to 86-3
Napthyl-ethyl-endine, 46-10
Naringin, 91-9
NASBA, 129-13
Nash-Snyder medium, 189-4
National Association of Meat Purveyors

(NAMP), 72-16
National Marine Fisheries Service (NMFS), 79-4
National Yogurt Association (NYA) criteria for

live and active culture yogurt,
152-3 

Natto, 19-12
Natural cheeses, 151-1 to 151-3

Lipolysis, 151-1
Long-life cheese, 151-1
Maturity degree, 151-3 to 151-4
Proteolysis, 151-1

Nauplii, 36-7
Near infrared analysis (NIR), 5-4 to 5-5
Nebulizer, 43-12

Pneumatic, 43-12
Ultrasonic, 43-12

Nectarine, 24-3
Needs

Dosimetry, 124-8
Food poisoning, 124-1
Food safety, 124-1 to 124-2, 124-8
Food-borne disease, 124-1, 124-8
Monitoring, 124-7
Quality control, 124-7
Security, 124-8

Negative labeling, 72-62 
Nematode, 74-8, 194-7
Neosartorya, 189-5
Neosolaniol, 189-2 
Nervous system, 98-19
Nested RT-PCR, 188-11, 188-15 to 188-16
Net weight statement, 72-62
Neurolipofuscin, 36-9
Neurotoxic shellfish poisoning, 194-9
Neurotransmitter, 13-4
Neutral salts

Chaotropes, 6-9, See Denaturation
Kosmotropes, 6-9

Neutralization, 8-13
New Animal Drug Application (NADA), 81-3
New approaches in waste water management,

145-15
Fixed-film bioreactor, 145-15
Multi-media-layering system, 145-15
Ultrasound-assisted bioprocess, 145-15

New product development, 59-3
New spirits, 175-7

Strong feints, 175-7
Strong low wine, 175-7
Weak feints, 175-7
Weak low wine, 175-7
Newton’s Law of Cooling, 107-11

Newtonian flow, 2-13, 4-2 to 4-4, 4-8, 4-10,
4-15

NFDM, see Nonfat dry milk 
Niacin, 10-5

Chemistry, 10-5
Metabolism, 10-6
Pellagra, 10-5
Polyribosylation, 10-7
Sources, 10-7
Stability, 10-6
Tryptophan, 10-5

Nickel, 156-1 to 156-4 
Nicotine, 13-11
Nine-point hedonic scale, 56-5
NIR spectroscopy, 129-15
Nisin, 63-5 to 63-6, 68-6
Nitrate, 63-19, 164-3, 170-5, 181-2 to 181-3,

181-5
Nitrate reducing bacteria, 63-19
Nitrate reductase, 164-3, 181-2
Nitrate salts, 63-19

Nitric acid, 196-4
Nitric oxide, 164-3, 164-8, 181-7
Nitrite, 8-7, 63-19, 164-3, 164-8, 181-2 to

181-3, 181-5
Nitrite salts, 63-19

Nitrobenzene-diazonium fluoborate, 46-12
Nitrofuran, 46-11
Nitrogen, 170-5

Liquid, 61-8 to 61-9, 61-16 to 61-17, 61-20
Nitrosamines, 13-16, 181-5
Nitrosomyoglobin, 164-6, 181-7 
Nitrosopiperidine, 13-16
Nitrosopyrrolidine, 13-16
Nivalenol, 189-2
NLEA, 16-3 to 16-4, 81-3
N-methyltransferase, 13-10 to 13-11
NMFS standards for grades of fishery

products, 71-8, 79-2, 79-4 to 79-7
Crustacean shellfish, 71-9
Fish fillets, 71-8
Fish steaks, 71-8
Freshwater catfish and products, 71-9
Frozen fish blocks and products, 71-8
Molluscan shellfish, 71-9
Whole or dressed fish, 71-8

NMR spectroscopy, 2-3, 2-7 to 2-8, 2-11, 43-19,
see also Nuclear magnetic
resonance

Oil characterization, 9-19
Solid fat content, 9-9

N-nitrosopiperidine, 13-16
Nominal data, 57-18
Non-covalent bonds and interactions, 39-11,

138-9 to 138-10
Hydrophobic effect, 138-4

Non-enzymatic interesterification, 8-14
Nonfat dry milk (NFDM), 79-5, 72-16
Nonfat yogurt, 152-3 

Non-food contact surfaces, 79-15, 197-5
Non-ionic surfactants, 196-4
Non-ionising radiation, UV Light, 122-1
Nonlinear mixed effect models, 144-13

Random effects, 144-14
Nonlinear models, see also Bigelow model

Comparison, 144-9 to 144-10
Confidence bivariate regions, 141-11, 144-10
Nonlinear regression, 144-8

Examples, 144-8 to 144-12
Optimal designs for, 144-7

Noodles, 157-1
Chinese noodles, 157-2
Japanese noodles, 157-2
Origin, 157-1

Noradrenaline, 13-4, 13-16
Normal phase system, 46-1, 46-5
Noroviruses, 75-2, 188-2, 188-6 to 188-16 
Norwalk virus, 36-4, 194-2 to 194-3, 194-6
Notice of Unusual Occurrence and Corrective

Action (NUOCA), 79-3
Novelty products, 154-36
Nuclear magnetic resonance spectroscopy, 43-19

Chemical shift, 43-20
Continuous wave, 43-21
Equipment, 43-20
Fourier transformed, 43-21 
High resolution, 43-20
J coupling constant, 43-20
Low resolution, 43-20
Magic angle, 43-21
Principles, 43-20
Sample preparation, 43-21
Spin-lattice relaxation, 43-20
Spin-spin coupling, 43-20
Spin-spin relaxation, 43-20

Nucleating agents, 131-7 to 131-8
Nucleic acids, 74-20

Based methods, 55-9
DNA hybridization, 118-17, 188-2, 188-14,

188-16 
Effect of UV on, 122-2
Northern hybridization, 188-14
Nucleic acid sequence based amplification

(NASBA), 187-9 to 187-10, 188-9,
188-14 to 188-16

RNA extraction, 188-4 to 188-6, 188-9 
Nucleophillic attack, 8-14
Nucleotides, 28-3, 28-5, 28-9, 39-4, 46-5, 181-5,

181-8 to 181-9, 187-3, 187-10
Nuggets, 167-1 to 167-4
Number of theoretical plates, 46-3
NUOCA, 79-3
Nusselt number, 107-11, 108-11, 108-13, 108-18
Nutraceutical, 8-2
Nutrient modulation, 153-7

Antioxidant vitamins, 153-7 to 153-8
Conjugated linoleic acid, 153-7 to 153-8
Fish oil, 153-8
Flax seed, 153-7
Folic acid, 153-9
Nutrients, 170-3

Nitrogen, 170-3
Phosphorus, 170-4
Potassium, 170-4

Selenium, 153-8
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Nutrition, 24-28, 156-4
Cancer risk reduction, 24-2, 24-19 to 24-20
Dietary fiber, 24-3, 24-5, 24-18 to 24-19
Labeling Education Act (NLEA), 81-3
Nutrients, 21-1 to 21-6

Bioavailability, 21-2 to 21-5
Composition of vegetables, 21-1 to 

21-6
Defined, 21-1 to 21-2
Essentiality of, 21-1 to 21-2
Food profiles of, 21-2, 21-4

Phytochemicals, 24-3 to 24-6, 24-18 to 
24-22

Value, 39-1, 39-12, 115-6
Nuts, 154-34
Nylon, 131-4, 131-9 to 131-10
Nylon-based nanocomposites, 130-8

O

Obesity, 16-2, 100-13
Objective evidence, 79-3
Occupational Safety and Health

Administration (OSHA), 80-1
Ochratoxins, 46-13, 189-2, 189-5
Octopamine, 13-2, 13-11, 13-19
Odors, 39-7, 39-9, 39-18
Oenococcus, 63-5, 63-15, 177-5
Off flavors, 35-16
Off odors, 8-2, 35-16, 76-2

Taste panel assessment, 35-18
Off-flavors, 76-2, 164-2, 164-4, 164-6

Taste panel assessment, 35-18
Office of Dietary Supplements (NIH), 99-8
Office of Policy Program Development

(OPPD), 72-16
Ohm’s Law, 108-9
Ohmic heating, 120-1 to 120-8, 125-8, 125-10

Advantages, 120-2
Applications, 120-2
Blanching, 120-6
Dehydration, 120-6
Design, 120-2 to 120-3
Electrical conductivity, 120-3
Electroporation, 120-5
Evaporation, 120-6
Extraction, 120-6
Fermentation, 120-6
Future research directions, 120-7
History, 120-1
Microbial death kinetics, 120-5
Modeling, 120-4 to 120-5
Starch gelatinization, 120-4
Texture, 120-4
Vitamin degradation kinetics, 120-5

Oil in water, 94-1
Oil processing, 8-13
Oil quality, 8-16
Oil red XO, 86-3
Oil solubility, 8-9
Oils, 34-2

Carbon dioxide solubility, 9-14
Degumming, 34-10
Deodorization, 34-10 to 34-11
Hydrogenation, 34-13
Processing, 34-10 to 34-11

Refining, 34-10
Vegetables, genetically modified, 155-3

Oilseeds, 34-5 to 34-8
Oleic acid, 8-2, 34-3, 156-1 to 156-2
Olein, 34-19
Oleochemicals, 34-17 to 34-18
Oleoresins, 89-18

Product appearance, 89-20 to 89-22
Spice equivalent, 89-20

Oleuropein, 63-7, 176-3
Oligonucleotide, 187-9 to 187-10

Ligation assay, 188-15
Oligosaccharides, 1-7 to 1-9

Fructooligosaccharides, 1-8 to 1-9
Lactose, 1-7 to 1-8
Maltose, 1-7 to 1-8
Shorthand notation, 1-7
Sucrose, 1-8

Olive oil
Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
K234, 9-17
K270, 9-17
Melting point, 9-8
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Vapor pressure, 9-11
Viscosity, 9-10

Olives, 24-3, 63-2, 63-5, 63-7, 176-3, 177-1,
177-7 to 177-8

Black, 63-8
Fermentation, 176-3, 176-6, 177-7
Green, 63-7 to 63-8
Pickled, 63-2

One-electron reduction, 8-5, 8-8
One-tail test, 57-10
Onion, 20-6
Operation Risk Management (ORM), 201-6
OPPD, see Office of Policy Program

Development
Optical properties, 62-3

Dehydration, 62-3
Dextrorotatory, 43-16
Fast frozen, 62-44
Fat, 62-4
Ice crystal, 62-3 to 62-4
Levorotatory, 43-17
Light scattering, 62-3 
Myofibrilar birefringence, 62-3
Opaque solid, 62-3 to 62-4
Pale, 62-4
Reflectance, 62-4
Reflection, 62-3
Rotation, 2-6, 43-16

Rotatory dispersion, 43-17
Sarcoplasm, 62-3
Solute concentration, 62-4
Transmission, 62-3

Optimization 47-20, 144-2
Orange I, 86-2
Orange juice, 25-5

For manufacturing, 25-7
Pasteurized, 25-6
With preservative, 25-7

Orange roughy, 161-10
Orange SS, 86-3, 86-12
ORD, see Optical rotatory dispersion
Ordinal data, 57-18
Ordinary (Itohiki) natto, 178-18 to 178-19
Organic acids, 46-5, 177-1, 177-8, 177-13

Carcass decontamination, 52-5, 52-16 to
52-21

Metabolism, 176-7
Organic flocculation, 188-4 to 188-5 
Organic Foods Production Act of 1990, 16-4
Organic solvent extraction, 188-3, 188-5 to

188-6
Organochlorine pesticides, 46-11
Organoleptic properties, 115-4 to 115-6

Color, 115-5 to 115-6
Flavor, 115-5 to 115-6
Methods, 74-4
Texture, 115-4 to 115-5

Organophosphates, 46-11
Orientation, 131-8, 131-12 to 131-13

Biaxial, 131-8, 131-12 to 131-13
Orla-Jensen, S., 177-2 to 177-4
Orleans process, 63-16 to 63-17
ORM, 201-6
Ornithine, 13-5 to 13-6, 13-8, 13-26
Orthogonal Distance Regression (ODR), 105-10
OSHA hazards analysis, 80-5 to 80-6
Osmotic

Dehydration, 61-5, 61-7, 103-3, 103-5,
103-15, 103-18 to 103-19

Infusion, 103-15, 103-19
Pressure, 2-9 to 2-10, 103-3

Ostwald ripening, 61-24, 116-6
Ovalbumin, 90-5
Oven, 16-10

Deck, 16-10
Reel, 16-10

Ovenable paperboard, 131-8
Overall heat transfer coefficient, 108-13 to

108-16
Overrun, ice cream, 154-2

Calculations of, 154-27
Overweight, 16-2, 100-13
Ovoinhibitor, 90-8
Ovomacroglobulin, 90-8
Ovomucin, 90-4
Ovomucoid, 90-4
Ovotransferrin, 90-4
Oxidants, 61-26
Oxidation, 28-4 to 28-5, 28-11, 39-1, 39-4,

39-7 to 39-16, 39-31, 61-16 to
61-22, 111-2, 154-39, 164-6,
181-2, 181-7 to 181-8

Products, 8-7
Reduction in water, 12-12
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Oxidizing agent, 117-4, 117-6
Ascorbic acid, 117-4 to 117-5
Azodicarboamida, 117-4 to 117-5
Potassium bromide, 117-4

Oxygen, 39-4 to 39-8, 39-13, 39-16, 172-5,
172-12, 177-1 to 177-2, 177-9,
177-12

Affinity, 8-5
Permeability, 135-4 to 135-6
Sensors, 8-5
Solubility, 8-5
Tension, 162-7

Oxytetracycline glucose yeast extract (OGY),
189-5

Oxytetracycline, 46-11
Oysters 37-9, 37-12
Ozone, 122-8
Ozyzaephilus surinamensis, 74-6

P

Packaging, 16-10, 39-5 to 39-6, 39-8, 39-18 to
39-21, 39-25 to 39-27, 50-10,
61-13, 61-16, 61-23, 115-3, 131-2,
172-2 to 172-3

Barrier properties, 133-5
Oxygen transmission rate, 133-5
Permeability, 133-3
Water vapor transmission rate, 133-5

Environments
External environment, 133-1
Internal environment, 133-1

Evolution, 130-3
Food packaging system, 107-4, 133-1
Functions, 133-1
Ice cream, 154-34
Integrity, 123-10
Labeling, 77-10
Modified atmosphere, 50-10, 133-5
New technology, 130-1
Plastics

Crystallized PET (CPET), 113-6
Ethylene vinyl acetate, 133-4
EVOH, 134-8
Polyethylene terephthalate, 113-6, 133-4
Polyethylene, 113-6, 133-4
Polypropylene, 113-6, 133-4
Polystyrene, 113-6, 133-4
Polyvinyl chloride, 133-4

Time-temperature indicator, 133-6
Vacuum packaging, 133-5

Packed-bed, 172-13 to 172-14
PACKinMAP, 119-3

Case study, 119-3
PAH, 46-8
Paired preference tests, 56-4
Palatability attributes, 39-1, 39-8
Palladium, 156-2 to 156-3
Palm kernel oil

Color, 9-16
Density, 9-13
Heat of fusion, 9-9
Melting point, 9-8
Refractive index, 9-17
Solid fat content, 9-9
Solidification point, 9-8

Surface tension, 9-14
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Palm oil
Color, 9-16
Density, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of fusion, 9-9
Melting point, 9-8
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Palmitic acid, 34-2
Pantothenic Acid, 10-10

Absorption, 10-10
Metabolism, 10-11
Sources, 10-11

Pantry pests, 74-11
Papaya, 24-3
Paper and paperboard, 132-1, 132-5

Coated paper, 132-5
Glassine paper, 132-5
Greasproof paper, 132-5
Kraft paper, 132-5
Parchment paper, 132-5
Process and equipment, 132-3

Coating, 132-3
Laminating, 132-3
Sizing, 132-4

Properties, 132-4
Pulping, 132-2
Tissue paper, 132-5

Paprika, see Spices
Paracholoro-meta-xylenol (PCMX), 195-5
Parafine, 46-10
Paralytic shellfish poisoning, 36-5, 194-9
Parasites, 74-19, 75-6, 194-7
Parasitoid, 74-6
Parison, 131-12 to 131-13

Programming, 131-13
Parma, 177-12
Partial coalescence, 154-4, 154-16, 154-26,

154-28
Partially defatted 

Chopped beef (PDCB), 72-16
Chopped poultry (PDCP), 72-16
Pork fatty tissue (PDPFT), 72-16 

Particle gun bombardment, 129-5
Particle scattering factor, 2-9
Particle size distribution, 61-21, 138-3, see also

Factors
Log-normal, 138-3

Particulate foods, 123-6
Partition coefficients, 107-13, 138-4, 138-6
Partitioning, 8-11, 8-13
Parts per million (PPM), 72-16
Part-worth, 59-2
Parvovirus, 194-6
Pasmid, 63-6

Pasta, 1-16, 158-1, 158-5
Defects, 158-12
Die assembly, 158-8
Dough flow, 158-6
Drying, 158-9

Checking in, 158-10 
Maillard reaction, 158-11

Extruder output, 158-9
Screw design, 158-6
Trouble shooting, 158-12

Pasteur Louis, 177-2
Pasteurization, 61-17 to 61-18, 61-23, 68-5,

102-4 to 102-5, 102-15 to 102-16,
105-1, 108-4, 162-3, 176-4

Ice cream mix, 154-15
Pasteurized Grade A Milk Ordinance, 184-3
Pâté, 167-4
Patent blue V, 86-9
Pathogens, 36-4 to 36-5, 40-3 to 40-4, 40-8,

74-6 to 74-13, 74-19 to 74-20,
177-1, 177-5, 177-9, 174-3 to
174-5

Pattern theory, 89-6
Patterns, 59-4
Patulin, 46-12 to 46-13, 189-2
PC, see Polycarbonate
PCR

Principle, 129-12
Qualitative, 129-12 to 129-13
Quantitative, 129-13
Real-time, 129-13

PCR-ELISA, 129-13
PDCB, 72-16
PDCP, 72-16
PDPFT, 72-16
Peach, 24-2, 24-17
Peak 

Broadening, 46-3
Resolution, 46-3
Width, 46-3

Peanut oil
Color, 9-16
Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Interfacial tension, 9-15
Melting point, 9-8
Polymorphism and phase behavior, 9-4
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Vapor pressure, 9-11
Viscosity, 9-10

Pears, 24-3, 24-16
Chemical, 105-1
Functional, 105-1
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Pears (Contd.)
Geometrical 

Roundness, 105-2 
Shape, 105-2
Size, 105-2, 105-10
Sphericity, 105-2
Superficial area, 105-2, 105-3, 105-8
Volume, 105-2, 105-3 

Nutritional, 105-1
Physical 

Texture, 105-1, 105-8
Pearson product moment correlation, 57-18,

59-3
Peas, 20-12
Pectic substances, see Pectins
Pectinase, 174-8, 174-10, 174-12 to 174-13
Pectinesterase, 13-17
Pectinolytic enzymes, 176-3
Pectins, 4-6 to 4-8, 13-17, 61-2, 61-5, 61-8,

92-8, 139-7, 140-1
As polyelectrolytes, 140-7 
Bakery products, 140-31 
Beverages, 140-27

Dairy beverages and soy drinks, 140-28 
Juices and soft drinks.140-27 

Biochemistry, 140-4 
Cell Wall Architecture, 140-5 
Chemical Structure, 140-2 
Confectionery, 140-26
Degree of esterification, 1-20
Desserts and other dairy products 140-31 
Dissolving pectin, 140-15 
Egg-box model, 1-20
Food legislative aspects, 140-14 
Fruit preparations, 140-21

Baking stable fruit preparations, 140-23
Cake glazing, 140-24
Dairy fruit preparations, 140-25

Gelling powder and gelling sugar, 140-21 
High-methoxyl, 1-20
High methylester, 140-12 
Ice cream and sorbets, 140-29
Isolated pectins

Manufacturing, 140-9 
Properties, 140-11 

Jams, jellies, and marmalades, 140-15 
Gelling powder and gelling sugar,

140-21
Low sugar, 140-20
Traditional, 140-15 

Low-methoxyl, 1-20
Low methylester, 140-13 
Marmalades, 140-15 
Modifications, 140-5 
Molecular Weight, 140-8 
Nutritional aspects, 140-14 
Occurrence, 140-2 
Pectic substances, 140-5

Content, 140-5
Kind, 140-5 

Rheology, 140-7 
Savory products, 140-30

Pediococcus, 63-5, 176-5, 176-8, 177-5, 177-7
acidilactici, 63-19, 176-5, 177-8
cerevesiae, 63-7 to 63-8, 63-11, 63-13,

63-15, 176-2 to 176-3

pentosaceus, 176-3 to 176-5, 177-7 to 177-8
soyae, 63-12

Pediveliger, 36-2
PEN, see Polyethylene naphthalate
Penetration depth, 125-3 to 125-5, 125-9, 125-11

Power, 125-3 to 125-4
Penetrometers, 61-3
Penicillic acid, 189-3
Penicillium, 63-8, 63-14, 189-1 to 189-2, 189-5

aurantiogriseum, 177-12 to 177-13, 189-5
camemberti, 63-10 to 63-11, 68-9, 177-12

to 177-13
chrysogenum, 177-12 to 177-13

commune, 177-12 to 177-13
expansum, 189-2
nalgiovense, 177-12 to 177-13

olsonii, 177-12 to 177-13
roqueforti, 63-10 to 63-11, 68-9, 177-12 to

177-13
solitum, 177-12 to 177-13
verrucosum, 189-2, 189-5

Pentacholoronitrobenzene, 189-5
Pentadiene structure, 8-2
Pentanedione, 172-9, 172-12
Pentosans, 4-10, 172-2, see also

Arabinoxylans
Pentose, 1-2
Pentose-phosphate cycle, 87-5
Pentulose, 1-2
Pepper, 20-13, see also Spices
Pepsin, 27-12
Peptidases, 28-6 to 28-8, 28-11, 28-13, 181-4,

181-6 to 181-8
Peptides, 28-3, 28-5, 28-11, 28-13, 39-4, 40-3,

40-7, 40-13, 164-5, 164-7, 174-4
to 174-5, 174-10, 174-15, 181-5
to 181-9

PER, 72-16
Percent transmission, 43-5
Percentage in mixtures, 89-6
Perception, 58-3, 58-9, 58-24, 58-30
Pereiopods, 36-7
Pericarp, 17-4
Periplaneta americana, 74-8
Permeability, 131-13 to 131-15, See also

Barrier
Peroxides, 85-2, 85-4, 85-6 to 85-7, 181-7
Peroxydase, 181-7
Peroxyl radical, 8-8
Persistence length, 2-7
Personal

Cleanliness, 195-1, 195-3 to 195-4, 195-7,
195-9

Hygiene, 184-4, 194-2, 195-1 to 195-5,
195-7, 195-9

Personnel, 73-3 
Pest control, 73-5, 184-4

Integrated pest management, 184-4
Pesticide monitoring, 46-12
Pesticides, 46-11
Pests, 74-12

Food, 74-6
Commensal, 74-6

Pet foods, 81-4 to 81-7
PET, see Polyethylene terephthalate
Petrifilm YM, 189-3

Pe-tsai, 20-8 
PFF, 72-16
pH, 61-3, 61-5, 61-10, 61-15, 61-19, 62-7,

164-3, 164-5 to 164-6, 181-2 to
181-9, 188-4 to 188-5 

Controller, 176-4
Effect on protein solubility, 7-3
Fish muscle, 35-7
Fishing grounds 35-17
pOH, 12-12
Rigor mortis 35-8
Starvation and refeeding 35-9 to 35-10
Struggling 35-8

Phage control, 67-5
Alfa-Laval system, 67-5
Bacteriophage, 67-5
Bulk culture, 67-5
Direct-vat-set cultures, 67-5
Frozen concentrated culture, 67-5
Jones system, 67-5
Lewis system, 67-5
Mechanically protected system, 67-5
Phage inhibitory media, 67-5
Phage resistant media, 67-5
Whey, 67-5

Phantom thermal death time curve, 109-4
Phantom, see Dosimeters
Phase diagram of water, 103-13 to 103-14
Phase separation, 93-14
Phenolics, 8-8
Phenols, 46-5
Phenylacetic acid, 13-17
Phenylalanine ammonia lyase, 87-2
Phenylalanine, 13-5
Phenylethanol, 87-2, 172-5, 172-6
Phenylethyl acetate, 87-2, 87-7, 172-7,

172-8
Phenylethylamine, 13-1 to 13-31
Phenylpropanoid, 87-2 to 87-3
Phenylpyruvate, 172-6
Phosphatases, 26-13
Phosphates, 60-5, 61-13

Hexakis dihydrogen, 95-1 to 95-2
Phosphoketolase pathway, 176-6
Phospholipases, see Lipases
Phospholipids, 8-2, 28-4 to 28-5, 28-7 to 28-8,

28-11, 29-5, 34-4 to 34-6, 35-17
to 35-18, 90-11, 163-6, 164-6,
181-6 to 181-7

Phosphoric acid, 196-4
Phosphorus, 170-5
Phosphoryl transfer enzymes, 27-7
Phosvitin, 90-10
Photobacterium phosphoreum, 53-3, 53-7

Spoilage 51-2 to 51-4, 51-9
Photomultipier tube, 43-7, 43-13 to 43-14
Photoperiod, 170-4

Day neutral plant, 170-4
Long-day plant, 170-4
Short-day plant, 170-4

Photosynthesis, 12-13
Phyllosoma, 36-8, 36-10
Physical aspects, 39-4
Physical hazard, 184-6, 194-9
Physical properties

Fruits, 24-9
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Specific heat, 111-5
Thermal conductivity, 111-5

Physicochemical aspects, 39-3, 39-12
Phytate 

Biological properties, 95-3
Chemical properties, 95-2
Cell regulation, 95-3 to 95-5
Future research, 95-5
Health effects, 95-4
Metal chelation, 95-1 to 95-6
Myo-inositol
Mineral absorption and utilization, 95-2
Nutrient bioavailability, 95-4
Structure, 95-1

Phytoalexins, induced by UV treatment,
122-9

Phytochemical, 21-6 to 21-10
Defined, 21-6
Food profiles, 21-7

Phytoestrogens, 21-10
And cancer, 21-10

Pichia, 177-9 to 177-12, 177-14
membranifaciens, 177-10 to 177-12,

177-14
Pickles, 63-7, 176-2, 178-21 to 178-22

Cured, 70-2
Cut, 70-2
Fresh, 70-3
Line, 197-11
Quality, 70-7 to 70-11
Refrigerated, 70-4
Relish, 70-2
Sliced crosswise, 70-2
Sliced lengthwise, 70-2
Softening, 176-3
Whole, 70-2
Whole, mixed sizes, 70-2

Pigments in plants, 14-1, 39-7 to 39-8, 39-30,
86-1, 114-2, see also Color,
Myoglobin

Anthocyanins, 14-2, 14-5 to 14-8, 14-10,
14-12 to 14-13

Betacyanins, 14-10 to 14-11
Betalains, 14-2, 14-10, 14-13
Betaxanthins, 14-10, 14-11
Carotenoids, 14-2, 14-4 to 14-5, 14-12
Chlorophyll, 14-2 to 14-3, 14-12

Allomerization, 14-3
Enzymatic decomposition, 14-3
Photodegradation, 14-3

Chlorophyllase, 14-3
Flavanones, 14-7
Flavanonols, 14-7
Flavones, 14-7
Flavonoids, 14-2, 14-4 to 14-5, 14-9 to 

14-10, 14-12
Flavonols, 14-7, 14-9
Pheophytin, 14-2 to 14-3
Pheophorbide, 14-2
Pyropheophorbide, 14-2
Pyropheophytin, 14-2 to 14-3

Pigs, 164-2 to 164-3
Pineapples, 24-2 to 24-3, 24-16

Juice, 25-8
Pinking, 8-17
Piperazine, 13-11

pKa 
EDTA, 8-11
Superoxide, 8-5

PLA, 131-11
Place of origin, 89-2, 89-4
Plant, 196-3

Construction and design, 73-4
Exterior, 196-3
Family, 89-2 to 89-3
Grounds, 73-4, 196-3
Interior, 196-3
Phenolics, 8-10
Rennets, 27-12

Plasma membrane, 172-7
Plasma Nano Shield (PNS), 130-10
Plasmax, 130-10
Plasmin (plasmogen) system in milk, 27-4

Activators, 27-4
Factors affecting activity in milk, 27-4 to

27-5
Inhibitors, 27-4
Significance in milk and dairy products,

27-5
Plasmin, 26-12 to 26-13, 68-12
Plastic 

Films, 39-7, 39-18 to 39-19
Fragments, 74-17 to 74-18
Range, 8-14 to 8-15

Plasticizers, 76-1 to 76-2, 76-8, 76-10, 131-9
to 131-11, 135-3, 135-6

Adipic acid esters, 76-9, 76-11
DEHA, 76-9, 76-11 to 76-12
Di (2-ethylhexyl) adipate, 76-9
Dioctyl adipate, 76-9
DOA, 76-9, 76-11

Citrates, 76-9, 76-11
Acetyl tributyl citrate, 76-9
ATBC, 76-9, 76-11

Glycerol, 135-6
Oils, 76-9

ELO, 76-9
Epoxidized flax oil, 76-9
Epoxidized linseed oil, 76-9
Epoxidized soybean oil, 76-9
ESBO, 76-9, 76-11 to 76-12

Phthalic acid esters, 76-2, 76-4, 76-8,
10-13

BBP, 76-9, 76-12 to 76-13
Benzyl butyl phthalate, 76-9
DBP, 76-8, 76-11 to 76-13
DEHP, 76-4, 76-9, 76-11 to 76-13
Di (2-ethylhexyl) phthalate, 76-4, 76-9,

76-11 to 76-12
Dibutyl phthalate, 76-8
DIDP, 76-8, 76-12
Diisodecyl phthalate, 76-8
Diisononyl phthalate, 76-8
DINP, 76-8, 76-12
Dioctyl phthalate, 76-8
DOP, 76-8, 76-11 to 76-13

Polyethylene glycol, 135-6
Propylene glycol, 135-6
Sorbitol, 135-6
Stearyl 3-(3,5-di-tert-butyl-4

hydroxyphenyl) propionate, 76-3,
76-11

Sucrose, 135-6
Terephthalic acid esters, 76-9, 76-11

DEHT, 76-9
Di (2-ethylhexyl) terephthalate, 76-9

Plastidic, 8-15
Plate

Freezer, 154-36
Staining, 46-9

Pleopods, 36-7, 36-9 to 36-10
Plesiomonas shigellodies, 194-6
Plodia interpunctella, 74-6, 74-11
Plum, 24-2, 24-16
Plumbing, 73-6 
Polarimetry, 43-16

Equipment, 43-17
Optical rotatory dispersion, 43-17
Quantitation, 43-17
Sample preparation, 43-17
Specific rotation, 43-17

Poliovirus, 188-2, 188-6 to 188-7
Pollock roe, 161-3
Polyacrylamide gel electrophoresis, see

Electrophoresis
Polyamides, 46-5, see Nylon
Polyamine oxidases, 13-8 to 13-9, 13-11 to

13-13
Polyamines, 13-1
Polybutadiene, 131-9
Polycarbonate, 131-4, 131-10
Polyculture, 37-2, 37-8 to 37-10
Polycyclic aromatic hydrocarbons, 46-8
Polydextrose, 1-9
Polydispersity, 1-10, 2-5, 2-8 to 2-9 
Polyelectrolytes, 140-7 
Polyester, see Polyethylene terephthalate
Polyethylene

Glycol (PEG), 129-5, 188-4 to 188-6
High density, 131-4 to 131-5
Linear low density, 131-4 to 131-6
Low density, 131-4 to 131-7
Naphthalate, 131-11
Terephthalate, 131-4, 131-8 to 131-10
Very low density, 131-7

Polyhalogenated aromatic contaminants, 45-6
Polyhydroxycyclohexanes, 1-5
Polylactides, see PLA
Polymerase Chain Reaction (PCR), 74-20,

187-3, 188-3, 188-10, 189-6
Inhibition, 188-5 to 188-6, 188-9 to 188-10,

188-14 
Multiplex PCR, 187-4, 187-6, 187-10
Quantitative competitive (QC-PCR), 187-5
RAPD, 187-4 to 187-5
Real-time PCR, 118-17, 187-5, 187-10,

188-15
Repetitive element palindromic (rep-PCR),

187-5
Restriction fragment length polymorphism

(PCR-RFLP), 118-17, 188-15
Reverse transcription PCR (RT-PCR), 187-9

to 187-10, 188-3, 188-6 to 188-9,
188-12 to 188-13, 188-16 to 
188-17 

Polymers, 76-1, 76-4, 76-9, 131-2
Addition, 131-2, 131-9
Branched, 131-4, 131-6
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Polymers (Contd.)
Carbohydrate, 1-2, 1-9, see also

Polysaccharides
Condensation, 131-2, 131-8 to 131-9
Copolymer, 131-2, 131-6, 131-8, 131-11
Homopolymer, 131-2
Ionomers, 76-6, 76-14
Linear, 131-4, 131-6
Melamine-formaldehyde, 76-5
Paperboard, 76-5, 76-8, 76-11 to 76-12
Polyamides, 76-6
Polyesters, 76-6 to 76-8
Polyethylene terephthalate, 76-2, 76-4 to

76-8, 76-11 to 76-12, 76-14
Polyfluorocarbons, 76-6

Polytetrafluoroethylene, 76-2, 76-6
Polymerization, 8-16, 34-16
Polyolefins, 76-2, 76-8, 76-14

Polyethylene, 76-1 to 76-2, 76-5 to 
76-7, 76-11 to 76-12, 76-14, 76-15

Polypropylene, 76-1 to 76-2, 76-5 to
76-7, 76-14

PTFE, 76-2, 76-6
Rubber, 76-4 to 76-6
Surlyn™, 76-6
Teflon™, 76-6
Vinyl derivatives, 76-2, 76-6, 76-8

Polystyrene, 76-1, 76-5 to 76-7, 76-11
to 76-12, 76-14

Polyvinylacetate, 76-2, 76-6
Polyvinylalcohol, 76-2, 76-6
Polyvinylchloride, 76-2, 76-4 to 76-5,

76-9, 76-11 to 76-12, 76-14
Polyvinylidene chloride, 76-6

Polymolecular, 1-10
Polymorphus, 177-10, 177-12
Polyols, 83-14

Erythritol, 83-15
Hydrogenated starch hydrolysates, 83-15
Isomalt, 83-15
Labeling, 83-14
Lactitol, 83-15
Maltitol, 83-15
Mannitol, 83-15
Sorbitol, 83-15
Xylitol, 83-15

Polyphenols, 98-28, 176-6
Polyphosphates, 8-7, 196-4
Polyploid, 172-4
Polypropylene, 131-4, 131-7, 131-10
Polysaccharides, 93-14

Bacterial, 1-9, 1-21 (xanthan)
Classification of

By charge, 1-10
By number of different monomer units,

1-9 to 1-10
By shape, 1-10
By source, 1-9
Gelling vs. non-gelling, 1-10

Conformations of, 1-10 to 1-12
Degree of Polymerization, 1-9
Depolymerization of

β-elimination, 1-15
Hydrolysis, 1-5, 1-15

Films and coatings, 135-2, 135-5
Cellulose, 135-2, 135-5

Dextrin, 135-3
Gum Arabic, 135-3
Hydroxypropyl cellulose, 135-4 to

135-5
Hydroxypropyl methylcellulose, 135-2

to 135-5
Methyl cellulose, 135-2 to 135-3, 135-5

to 135-6
Modified food starches, 135-3

Gels of
Agar, 1-20 to 1-21
Alginate, 1-19
Carrageenans, 1-20 to 1-21
Egg box model (alginate and low-

methoxyl pectin), 1-19
Factors influencing formation and

stability, 1-14
Locust bean gum (mixed gels), 1-19
Methylcellulose/Hydroxypropylmethyl

cellulose, 1-19
Pectin, 1-20
Starch, 1-16

Junction zones of
Agar, 1-21
Alginate, 1-19
Carrageenans, 1-20, 1-21
Defined, 1-14
Egg box model, 1-21
Forces that stabilize, 1-14
Involvement of tertiary structure in,

1-12
Locust bean gum (mixed gels), 1-19
Molecular features that regulate, 1-14
Pectin, 1-20
Starch, 1-16

Metabolism, 176-8
Modification of

Cellulose, 1-17 to 1-18
Esther/ether formation, 1-6
Starch, 1-16 – 1-17

Order to disorder, transition of, 1-11 to 1-12
Polydispersity of, 1-10
Polymolecularity of, 1-10
Shorthand notation, 1-7
Solubility and molecular features, 1-12 to

1-13
Structural regimes of, 1-10 to 1-12
Structure-function relationships of, 1-12 to

1.14
Agar, 1-20 to 1-21
Alginate, 1.19
Carrageenans, 1-20
Cellulosics, 1-17 to 1-18
Gum Arabic, 1-21 to 1-22
Locust bean gum, 1-18 to 1-19
Pectin, 1-20
Starch, 1-15 to 1-17
Xanthan, 1-21

Synergism
Locust bean gum with carrageenans or

xanthan, 1-19
Viscosity

Molecular features that influence, 1-13
to 1-14

Polysorbate 80, 154-10
Polystyrene, 131-4, 131-8 to 131-9

Crystal, 131-9
Foam, 131-9, 131-12
HIPS, 131-9

Polyunsaturated fatty acid(s), 156-2 to 156-3,
see also Fat

Polyvinyl chloride (PVC), 80-4, 131-4, 131-9
to 131-11

Polyvinylidene chloride, 131-4, 131-10 to 
131-11

Ponceau 
3R, 86-2, 86-12
4R, 86-9
SX, 86-3

Pore radius, see Porosity
Pork, 61-1, 61-9, 61-11
Porous glass, 172-13
Port Salut, 177-11
Post bleaching, 155-7, 199-6
Post-harvest, 170-5

Storage, 170-7
Technology, 170-5

Post-larvae, 36-7 to 36-8, 36-10
Post-salting, 164-3
Posttranslational control, 172-4
Potassium chloride, 196-5
Potassium in muscle 35-10
Potato, 20-5

Chips, 111-4
Dextrose agar (PDA), 189-4 to 189-5

Potentiometry, 49-2
Poultry, 8-5, 58-2, 58-27, 58-29, 58-37, 61-9,

61-13 to 61-17, 72-16, 166-1
Canning, 166-1
Carcass, 165-2

Color, 165-2
Heat-shortening, 165-2
Microbial contamination, 165-2
PSE, 165-2

Composition, 31-1
Constituents, 166-3
Curing, 166-6
Eggs, 58-2, 58-31
Functionality, 166-5

Cohesivity, 166-5
Emulsifying, 166-5
Waterholding capacity, 166-5

Grading, 72-74
Ham, 166-1
Meat, 166-2
Mechanically deboned meat, 166-4
Products, 166-3
Proteins, 166-3 to 166-5

Actin, 166-3 to 166-5
Actomiosin, 166-3 to 166-4
Myosin, 166-3 to 166-5
Sarcoplasmic, 166-4
Stroma, 166-4

Standards, 72-73
Texture and flavor, 166-10
Waste, 146-1
World consumption, 166-2

Power density, 125-3, 125-5
Power distribution, 125-3
Poynting theorem, 125-4
PP, see Polypropylene
PPM, 72-16
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PPP factors (product, process, packaging),
116-10

PR toxin, 189-3
Prandtl number, 107-11, 108-10, 108-13
Prawns, 36-6 to 36-7, 36-9 to 36-10, 37-2, 37-9

to 37-12
Prebiotic, 152-11 
Pre-cleaned analysis, 46-6
Pre-coated layer, 46-4
Pre-concentration, 105-1
Pre-cooked meats, 8-6
Prediction and forecast, 144-2
Predictive microbiology, 118-11
Preference, 56-5, 56-6

Definitions, 56-6
Measures, 56-3
Tests, 56-4

Preformed lipid hydroperoxides, 8-3
Pregelatinized starch, 1-17
Pre-loading, 201-4
Premium ice cream, 154-2
Prerequisite program, 79-3
Pre-ripening, 181-9
Presalting, 164-3
Preservation, 50-8

Chemical, 50-9, 102-4
Drying, 50-10
Fermentation, 50-11
Food, 102-4, 102-14 to 102-15
High temperature, 50-10
Low temperature, 50-9
Microbial, 102-4
Packaging, 50-10, 52-22 to 52-25

Active packaging, 52-24 to 52-25
Factors influencing effectiveness of,

52-24
Low oxygen modified atmosphere

packaging, 52-23
Modified atmosphere packaging, 5-22,

5-24, 52-10, 52-16 
Oxygen-free controlled atmosphere

packaging, 52-23 to 52-24
Safety concerns, 52-24
Vacuum packaging, 52-23

Preservatives, 83-32, 86-9, 96-1
Benzoic acid and its salts, 83-33
Definition, 83-32
Food uses, 83-33
Parabens, 83-34
Propionates, 83-33
Sorbates, 83-33, 96-1 to 96-14
Sulfites, 83-32

Processes, 102-17
Radiation, 50-10, 102-4

Pre-treatment, 145-4, 145-11
Before drying, 103-7, 103-19

Preventive measures, 79-3
Pre-washed plates, 46-7
Primary, 59-4, 59-5, 145-4, 145-7, 145-11

Package, 131-1
Structure, 2-3, 2-8

Primers (PCR), 187-3, 187-4
Principal constituents, 89-8, 89-10 to 89-11 
Principal display panel, 81-5
Principal processed forms, 89-18
Principles of cheese processing, 151-2 to 151-3

Prions, 194-7
Prior Notice System Interface (PNSI), 82-21 to

82-23
Prior notice, 82-14 to 82-15, 82-17 to 82-20,

82-22 to 82-24
Confirmation number, 82-20, 82-24 to 

82-25
Probelia, 187-3
Probiotics, 50-12, 63-4, 67-1, 152-10 

Allergies, 67-6
Bifidobacteria, 67-6
Bifidobacterium

bifidum, 67-6
brevi, 67-7
infantis, 67-7
lactis, 67-7
longum, 67-6, 67-7

Cancer, 67-6
Carcinogen, 67-6
Cholesterol, 67-6
Diarrheal disease, 67-6
Functional foods, 67-6
Gut microflora, 67-6
Health benefits, 67-6
Immune stimulation, 67-6
Lactobacillus 

acidophilus, 67-6 to 67-7
casei, 67-7
gasseri, 67-7
helveticus, 67-7
johnsonii, 67-7
plantarum, 67-7
reuteri, 67-7
rhamnosus, 67-7

Lactose maldigestion, 67-6
Rota virus, 67-6
Saccharomyces boulardii, 67-6
Starter cultures, 64-8
Tumor development, 67-6

Process validation, 123-10
Processed cheese, 151-1 to 151-2, 151-4, 151-6,

151-8, 151-10
Advantages, 151-2, 151-10
Analogue, 151-2, 151-8, 151-10
Block, 151-2, 151-4
Composition, 151-2, 151-8
Fat-free, 151-6
Food, 151-2
Slice, 151-2
Smoked, 151-2
Spread, 151-2, 151-4

Processing, 20-3, 33-7, 79-4, 129-10, 129-14,
129-16

Color, 33-11
Cryoprotectant use, 160-4
Decanter, 160-4
Equipment, 196-3
Extrusion, 160-5
Freezing, 160-5
Mixing and molding (cheese), 150-6
Phosphate use, 160-5
Refining, 160-4
Relationship between color and water

holding capacity, 33-11
Sodium bicarbonate, 160-5
Tenderness, 33-7

Thermal treatment, 150-4
Traditional process, 160-1
Water holding capacity, 33-7

Produce, 188-5 to 188-6, 188-9 to 188-16
Product

Contact surface, 79-13
Forms, 89-2, 5
Optimization, 57-9

Analytical data in, 57-9
Category review in, 57-9
Consumer in, 57-9
Data analysis in, 57-19
Design of experiments (DOE) in, 57-9
Sensory maps in, 57-21 to 57-23
Trained panel in, 57-9

Quality
Bulk density, 111-3
Flavor, 161-1
Grades, 161-1
Moisture content, 111-3
Porosity, 111-3
Shrinkage, 111-3
Texture, 111-3, 111-4, 161-1

Tampering, 74-15
Production of cheese curd, 68-9
Profile attribute analysis, 57-15
Promoter gene, 129-5 to 129-6, 129-8, 129-12

to 129-13
Pro-oxidants, 85-8
Propagation of lipid oxidation, 8-3
Propanol, 172-5 to 172-6
Propionate, 177-5
Propionibacterium, 63-8, 68-9, 177-4 to 177-5

freudenreichii, 177-5
shermanii, 63-11, 177-5

Propionic acid, 63-6, 63-8
Propionic acid bacteria, 63-8

Propyl gallate, 8-9
Propyl paraben, 46-8
Propylene glycol alginate, 139-6
Prospective beneficial medical effects, 89-24
Prostagladin, 13-4
Prosthetic group, 91-2
Proteases, 174-8, 174-10, 174-13 to 174-14,

see also Proteinases
In bakery products, 91-14
In meat, 91-13

Protect It!, 59-2
Protein films and coatings, 135-2

Calcium caseinate, 135-2
Collagen, 135-1
Corn zein, 135-3 to 135-5, 135-8
Soy protein, 135-2, 135-4

Isolate, 135-3, 135-6 to 135-8
2S, 135-4
7S (conglycinin), 135-4
11S (glycinin), 135-4
15S, 135-4

Wheat gluten, 135-2, 135-4, 135-7 to 135-8
Gliadins, 135-5
Glutenins, 135-5

Whey protein, 135-2, 135-4, 135-8
Bovine serum albumin, 135-4
Concentrates, 135-4, 135-7
Immunoglobulins, 135-4
Isolates, 135-4, 135-6, 135-8
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Protein films and coatings (Contd.)
Whey protein (Contd.)

α-Lactalbumin, 135-4
β-Lactoglobulin, 135-4, 135-6
Proteosepeptones, 135-4

Protein, 32-5, 35-5, 39-1, 39-3, 39-10 to 39-13,
39-15, 42-10, 61-2 to 61-4, 61-9 to
61-14, 61-16, 61-18, 61-22, 61-26,
93-1, 151-2 to 151-3, 151-10,
166-3, 170-4, 181-6 to 181-9

Amino acids, 32-5
Analysis, 5-1, 42-2, 42-11

Chromatography, 5-5
Colorimetric methods, 42-13
Definition, 5-1
Dumas method, 5-4
Electrophoresis, 5-5 to 5-6
Fractionation, 5-5
Infrared spectroscopy, 42-13
Kjeldahl method, 5-3
Mass spectrometry, 5-6
Near infrared analysis, 5-4 to 5-5
Nitrogen analysis, 42-11
Nitrogen-to-protein conversion factors,

5-2
Nutritional quality, 5-1
Proteomics, 5-6
Quantitative versus qualitative analysis,

5-1
Reproducibility, 5-2
Requirements, 5-1 to 5-2
Spectrophotometric methods, 42-12

At surfaces, 138-5
Casein, 26-2, see also Casein micelles,

Caseins, Milk proteins
Collagen, 32-5
Compressibility, 6-7 to 6-8
Conformational adaptation, 6-4
Denaturation, 6-1, 114-1 to 114-3, 167-4,

See also Denaturation of proteins
Efficiency ratio (PFR), 72-16
Electrostatic forces. See Forces
Fat free (PFF), 72-16, 72-70
Flexibility, 6-8
Folding, 6-2
Free energy change for unfolding, 6-3
Functionality, 6-1

Definition, 7-1
Effects of environment, processing, 7-3
Emulsification, 7-6
Gelation, 7-4
Solubility, 7-3
Types, 7-2
Water binding, 7-5

Gelling properties, 160-5
Handling and processing effect, 114-2 to

114-3
Hydrogen bonds. See Forces
Hydrophobic forces. See Forces
Loss in starvation, 35-6
Modification of functionality

Chemical, 7-10
Enzymatic, 7-10
Physical, 7-11

Molten globule state, 6-5
Myofibrillar, 160-2

Noncovalent forces, 6-2
Preferential binding, 6-9, 6-10
Preferential hydration, 6-9
Protein matrix, 167-2, 167-4 to 167-7

Gelatinization, 167-4
Temperature, 167-4

Protein nitrogen 35-17
Quality changes, 114-1, 114-3
Removal of sarcoplasmic proteins, 160-4
Soya proteins, 151-10
Stability, 6-3
Structure

Levels, 6-2
Primary, 6-2
Secondary, 6-2, 43-18
Tertiary, 6-2

Synthesis, 13-4
Thermostable proteins, 6-6
Whey proteins, 151-4, 151-10
Whey, 26-8. See also Milk proteins, Whey

proteins
Proteinases, 28-6 to 28-13, 164-5, 177-13,

181-6 to 181-7
Proteinases, indigenous milk, 27-4 to 

27-7
Proteolysis of the caseins by, 27-4
Quantification, 27-4 to 27-5 
Significance, dairy products, 27-5 to

27-6
Proteolysis, 28-5, 28-11, 28-14, 64-9, 164-5,

164-7, 181-5 to 181-8
Proteolytic, 176-2
Proteomics, 5-6 to 5-7, 40-4 to 40-5, 40-15,

174-3, 174-5, 174-18
Proteus

mirabilis, 74-9
vulgaris, 74-9

Protist, 74-8
Protozoa, 36-7, 74-8, 194-7
Provolone, 63-10, 68-11
PS, see Polystyrene
PSE (pale, soft, exudative) meat, 61-11,

164-3
Pseudoalteromonas

Spoilage 51-2, 51-4
Pseudomonas, 186-3

Spoilage 51-2 to 51-4, 51-6 to 51-9
Pseudoterranova decipines, 194-7, 194-9
Pseudotuberculosis, 74-8
Psittacosis, 80-4 
PSL (Practical Storage Life), 116-4, 116-11
Psocids, 74-18
Psocoptera, 74-18
Psychophysics, 57-4, 57-10
Psychrophiles, 185-4
Psyllium gum, 4-9
Puerulus, 36-8
Puffing gun, 103-13, 103-16, see also Explosion

puffing
Puffing, 125-7 to 125-8
Pulp enzyming, 91-5
Pulsed electric field

Cell membrane, 126-5
Co-axial flow chamber, 126-4
Co-field flow chamber, 126-4
Critical field strength, 126-5

Electric breakdown, 125-6
Electric field intensity, 126-8
Electrode electrochemistry, 126-9
Electrode polarization, 126-9
Electroosmosis, 126-6
Electroporation, 126-5
Food conductivity, 128-12
Hulsheger’s inactivation model, 126-7
Hurdle processing, 126-14
Juice processing, 128-12
Microbes inactivation, 126-7
Osmotic pressure, 126-6
Parallel plate chamber, 126-4
Peleg’s inactivation model, 126-7
Pore formation, 126-5
Protein denaturation, 126-6
Trans-membrane potential, 126-5
Treatment chamber, 126-2
Treatment time, 126-8

Pulsed Field Gel Electrophoresis (PFGE),
187-2, 187-5

PulseNet, 187-2
Pultost, 68-10
Pumice, 196-4
Pumpkins, 20-10
Purchase behavior, 56-10
Putrescine, 13-1 to 13-31
PVC, see Polyvinyl chloride
PVDC, see Polyvinylidene chloride
Pyranose ring, 1-3, 1-4
Pyrazine, 87-4
Pyridoxine, 10-11

Absorption, 10-12
Chemistry, 10-12
Drug interactions, 10-13
Intrinsic Factor, 10-17
Requirements, 10-13
Sources, 10-13
Structure, 10-12

Pyrogallol, 13-5
Pyroglutamate, 172-8
Pyrroline, 87-3, 87-4
Pyrrolizidine alkaloids, 98-25
Pyrroloquinoline Quinone, 10-18
Pyruvate kinase, 28-9, 181-5
Pyruvate, 172-9, 181-5, 181-8
Pyruvic acid, 28-9

Q

Q10, 116-8, 141-14 to 142-2
QMP, 79-2 to 79-5, 79-8 to 79-12
Qu (koji), 19-2, 19-11
Qu starter, 19-2
Qualitative consumer test methods, 56-11
Quality assurance, 39-1, 39-3, 39-5 to 39-8,

39-12 to 39-15, 39-19 to 39-21,
39-23, 39-25 to 39-26, 39-30 to
39-31, 77-1, 74-4 to 74-5, 77-9,
77-11 to 77-12, 74-16, 74-18,
77-1, 77-8 to 77-9, 105-1, 105-2,
151-2 to 151-3, 151-8 to 
151-10

Audit, 79-4
Composition, 151-2, 151-8
Defects, 151-9, 151-10
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Employee training, 77-1, 77 -11 
Manufacturing, 77-1, 77-10
New Developments, 151-10
Of fitting, 105-3, 105-5, 105-9 to 105-10
Over-used term 35-16
Packing and labeling, 77-1, 77-10
Receiving, 77-1, 77-9
Sanitation, 77-1, 77-11
Shipping, 77-1, 77-10
Standards and specifications, 89-12

Chemical residues, 89-17
Defective Action Levels (DAL), 89-12

to 89-16
Extraneous matters, 89-12
Moisture content, 89-17
Specific tests for quality comparison,

89-12 to 89-18
Volatile oils, 89-17 to 89-18

Quality management program (QMP), 79-2
Quality of dried tropical fruits

Color, 104-10
Rehydration, 104-12
Texture, 104-10

Quantitation by spectroscopy
Atomic absorption, 43-13
Atomic emission, 43-16
Polarimetry, 43-17
Ultraviolet-visible, 43-7

Quantitative descriptive analysis (QDA), 57-13
Data analysis, 57-14

Analysis of variance, 57-14
Cluster analysis, 57-19
Crossover interaction, 57-14
Discriminate plot, 57-22
Magnitude interaction, 57-14
QDA “spider graphs”, 57-14, 57-20
Sensory maps, 57-21

Discrimination tests in, 57-14
Extended use QDA, 57-14
Flavor profiling, 57-15
Language development, 57-14
Optimization research in, 57-14
Panel leader in, 57-14
Profile methods contrasted, 57-13
QDA scorecard, 57-14

Semi-structured line sale, 57-14
References in training, 57-14
Tragon in, 57-13

Quarg, 68-10
Quark, 63-10
Quaternary ammonium compounds, 195-5 to

196-6
QAC’s, 196-6

Quencher, 187-8
Quercetin, 8-10
Quick vinegar process, 63-16 to 63-17
Quinine, 46-9
Quinoline yellow, 86-7, 86-9
Quorn, 63-2, 63-22

R

Radiation, 39-1, 39-6, 39-18, 76-2, 76-14
Source for spectroscopy

Atomic absorption, 43-12
Circular dichroism, 43-19

Nuclear magnetic radiation, 43-20
Polarimeter, 43-17
Tristimulus, 43-10
Ultra-violet-visible, 43-5

Wave frequencies, 145-14
Radiative heat transfer, 107-12, 108-16 to 

108-17
Absorptivity, 108-16 to 108-17
Black body, 108-16
Emissivity, 108-16 to 108-17
Infrared ovens 108-16
Lambert’s Law, 108-17
Shape factor, 108-16
Solar radiative energy, 108-16
View factor, 108-17

Radio frequency heating, 125-2, 125-10 to
125-11

See also Microwave heating; Dielectric
heating

Radioactivity, 49-4
Radiolysis, 8-17
Radish, 20-4
Radula, 36-4
Raffinose polyester, 8-16
Raffinose, 1-8
Rainbow trout, Oncorhynchus mykiss, 37-2,

37-5 to 37-6, 37-9
RAMAN spectroscopy, 44-1
Rancidity, 8-7, 8-11, 34-16 to 34-17, 39-10,

39-13 to 39-16, 154-39
Rancimat, 8-7, 85-7
Randomness, 8-14
Range, 57-17
Ranking, 56-5
Rapeseed oil

Density, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Rate constant(s), 156-2
Rating, 56-5
Ratio data, 57-18
Ratio of volatile/nonvolatile acids, 176-4
Rational business person, 59-1
Rats, 74-11
Rattus norvegicus, 74-11
Raw materials and other ingredients, 73-7 
Raw milk, 67-2

Antibiotics, 67-2
Grade A, 67-2
Inhibitory substances, 67-2
Leucocytes, 67-2 to 67-3
Penicillin, 67-2
Quality, 67-2
Somatic cell count, 67-2

Rayleigh number, 107-11
Reaction order, 123-4
Reactive oxygen species, 8-5
Ready-to-eat (RTE) 

Foods, 188-6, 188-8, 188-10 to 188-16
Meat products, 52-14 to 52-15, 52-22,

52-29
Recalls, 74-16, 74-18

Class I, 77-6 to 77-7
Class II, 77-6 to 77-7
Class III, 77-6 to 77-7
Initiating, 77-7
Recommendation (RR), 77-7

Recommended Codes of Practices (RCP’s),
196-2

Record, 79-4
Recrystallization, 105-5, 116-5 to 116-7

Irruptive, 116-7
Migratory, 116-6

Recycling, 131-9, 131-15
Red flour beetle, 74-11
Red meat, 72-16
Red muscle, 35-2 to 35-3
Redox potential, 28-8, 181-7
Reduced acid frozen concentrated orange

juice, 25-7
Reduced viscosity, 2-13
Reducing sugar, 1-5
Refining, 8-13, 155-5, 199-4
Reflectance measurements, 46-7
Refrigerated transportation

Air, 112-13
Overland, 112-13
Sea, 112-13

Refrigeration, 39-2, 39-20, 39-23, 39-27 to 
39-28

Regeneration, 108-3
Regression, 59-2
Regrind, 131-10, 131-12
Regular bread, 178-14
Regularity, 2-4, 2-12
Rehydration, 105-4
Reinheidsgebot, 172-14
Relative 

Humidity, 164-3 to 164-4, 181-3 to 181-4
Ideal scales, 56-8
Viscosity, 2-10

Releasing agents, 43-13
Reliability 47-39
Remission light, 46-7
Rendering, 8-13, 155-5, 199-4
Rennet, 27-11, 63-10 to 63-11, 63-23, 68-9,

177-6
Casein, 68-4
Coagulum, 68-2
Paste, 27-12

Rennin, 63-10, 178-3, See also Chymosin
Repeatability 47-38
Reproducibility 47-38
Reproduction, 177-9
Residence time distribution, 123-3 to 123-4
Resistant starch, 3-10 to 3-14
Resolution, 47-4
Resonance delocalization, 8-8
Resonance stabilization, 8-9
Respondent, 59-6, see also Consumer
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Response surface methodologies, 143-3
Parameter estimation, 143-4

The method of least squares, 143-4
Response surface models for the analysis of

mixture experiments
Canonical polynomials, 143-14
Inclusion of process variables, 143-15

Restriction endonuclease digestion, 188-15
Restrooms, 195-7 to 195-8, 195-10
Resveratrol, 40-9 to 40-10, 174-8, 174-11
Retail 

Display, 112-13
Facility, 82-10

Retail food sanitation, 78-1
Complex Processes, 78-5
Food preparation for same day service,

78-5
Food processing with no cook step, 78-5
HACCP procedures, 78-6
Standard operation procedures, 78-3
The flow of food, 78-4

Retarded dough, 178-14
Retention

Factor, 47-3
Distance, 47-3
Time, 47-3
Volume, 2-11, 47-3

Retort, 131-10
Canning, 108-6, 108-17 to 108-19
Process, 125-8

Retrogradation (starch), 1-16
Reverse osmosis, 102-9
Reversed phase 46-1, 46-5, 47-22
Reynolds number, 102-6, 107-11, 108-11 to

108-13
Rf-value, 46-2
Rhamsan, 92-11
Rheology, 2-13, 67-2, 92-11, 93-5 to 93-6,

93-13, 93-16, 140-7
Dilute Solutions, 92-11

Intrinsic Viscosity, 92-11
Entanglement Effects, 92-12

Shear thinning, 92-12
Viscoelasticity, 92-13
Rhizopus, 177-12, 177-14, 189-3
oligosporus, 177-12, 177-14
oryzea, 177-12, 177-14
Rhodoturula, 177-10
Ribbons, 2-3 to 2-4, 2-15
Riboflavin, 8-6, 10-7, 13-5

Binding proteins, 26-11
Chemistry, 10-7
Metabolism, 10-7
Requirements, 10-8
Stability, 10-8
Structures, 10-8

Ribonuclease (RNase) in milk, 27-7
Rice, 17-6, 177-7, 177-14
Ricotta, 68-3
Rigor mortis, 31-9, 39-9 to 39-10

Gaping 35-11
Muscle rigidity 35-13
Residual glycogen 35-8

Ring forms
Conformations (chair ring structure), 1-3

to 1-4

Furanose, 1-3 to 1-4
Pyranose, 1-3 to 1-4

Ripening, 164-4, 181-4 to 181-5, 181-9
Cheese, 68-11

Risk perception, 56-15, 129-8 to 129-10
Assessment, 82-3, 82-6
Normative-value model, 56-15
Novel foods, 56-15
Technical-rational model, 56-15

RNA, 13-4, 63-4, 63-22, 187-9 to 187-10
RNase (see Ribonuclease)

RNase H, 187-9
Rock sole, 161-12
Rodac, 196-7 
Rodents, 74-9, 74-11-74-13, 74-15
Roe processing, 161-1, 161-5

Bleeding sturgeon, 161-5
Cesarean section, sturgeon, 161-5
Curing, 161-6
Egg recovery

Herring, 161-2
Lumpfish, 161-3
Salmon, 161-1
Sturgeon, 161-1

Ikura, 161-7
Lumpfish, 161-2
Marinated roes, 161-8
Packaging, 161-17
Pasteurization, 161-17

Root crops, 20-4
Ropey bread, 63-14
Ropiness, 63-13
Roquefort, 63-10 to 63-11, 68-11, 177-3,

177-12 to 177-13
Roquefortine C, 189-3
Rose Bengal, 189-3
Rosemary, 8-10
Rotavirus, 188-2, 188-7, 188-14 to 188-15,

194-3, 194-6
RotorGene, 187-9
Round-Eyed-Cheeses, 68-10
Roundup Ready® soy, 129-8, 129-13 to 129-14,

129-16
Roundworms, 194-7
RR, 77-7
Rubbish and offal disposal, 73-6 
Rubratoxin A, 189-3
Ruggedness 47-39
Runaway heating, 125-6,125- 9
Rust, 196-2, 196-3
Rutabaga, 20-5
Rye, 63-13 to 63-15

S

Sabatoge, 74-15
Saccharomyces, 63-8 to 63-9, 63-13
bayanus, 177-9 to 177-10

carlsbergensis, 63-13, 177-9
cerevisiae, 63-9, 63-13, 63-15 to 63-16,

176-3, 176-6, 177-7 to 177-12,
177-14

exiguus, 177-10 to 177-11
monacensis, 177-9

pastorianus, 177-8 to 177-9, 177-10
rouxii, 63-11, 63-12, 176-3, 176-6

saké, 177-11 to 177-12
unisporus, 177-10, 177-12
uvarum, 177-9
Sacharin, 46-9
Safety, 39-1, 39-15, 39-28, 76-12 to 76-13,

76-16
Additives, 161-4
Carcinoma, 76-4 to 76-5, 76-7, 76-13
Microbial levels, 161-1
Regulations, 125-9
Salt content, 161-6

Safflower oil
Color, 9-16
Density, 9-13
Fire point, 9-11
Flash point, 9-11
Polymorphism and phase behavior, 9-4
Refractive index, 9-17
Smoke point, 9-11
Solidification point, 9-8
Ultrasonic properties, 9-16
Viscosity, 9-10

SAFR, 201-6
Sake, 63-2, 177-10 to 177-11
Salmon, 39-4, 39-7, 39-15 to 39-16, 63-18 to

63-19, 181-2, 181-9
Salmonella, 53-13, 55-6, 74-8, 74-10 to 74-11,

75-3, 166-9, 184-2, 185-7 to 
185-8, 185-10 to 185-11, 186-3,
186-5 to 186-7, 187-3 to 187-5,
187-7 to 187-8, 194-2 to 194-4

Eggs, 52-4
Poultry, 52-8 to 52-9, 52-12, 52-18 to 

52-19, 52-27, 52-30
Red meat, 52-2 to 52-3, 52-6 to 52-8, 52-12

to 52-13, 52-16, 52-18 to 52-20,
52-27, 52-30

Salmonellosis, 194-4
S. bovismorbificans, 74-11
S. enteritidis, 52-4, 52-8, 52-13, 74-8, 74-11,

194-4
S. kiambu, 74-13
S. montevideo, 74-10, 74-12
S. oranienburg, 74-8
S. typhi, 194-3
S. typhimurium, 52-20, 52-27, 74-8, 74-11

Salmonellosis, 74-10
Salt, 7-4, 28-11, 39-6, 39-11, 39-14, 39-16,

61-8, 61-13 to 61-14, 61-19,
164-3, 164-5 to 164-8, 181-1 to
181-3, 181-6, 181-8

Ice cream, 154-39
Salting, 63-10, 164-3
SAMDC, 13-8
Samples

Atomic absorption, 43-13
Atomic emission, 43-16
Circular dichroism, 43-19
Collection, 41-6
Decomposition, 46-4
Dialysis, 47-32
Liquid/liquid extraction, 47-33
Lyophilisation, 47-32
Nuclear magnetic resonance, 43-21
Polarimetry, 43-17
Preparation, 41-7
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Program, 74-4 to 74-5, 74-14
Tristimulus, 43-11
Ultrafiltration 47-32
Ultraviolet-visible, 43-8

Sanchi-ginseng, 98-23
Sandiness, 61-23

Ice cream, 154-40, 154-43
Sandwich chamber, 46-7
Sanitation and sanitizing, 197-13, 197-15, 77-2,

77-11, 184-4, 195-1 to 195-3,
196-2, 196-5 to 196-6, 197-6

Facilities and controls, 73-6
Food-contact surfaces, 73-5
Operations, 73-5
Methods, 197-15 to 197-16
Solutions, 197-13

Sanitizers, 39-17, 184-5, 194-8, 195-2, 195-4
to 196-7

Alcohol gel, 195-5
Benzalkonium chloride, 195-5
Bisphenol, 195-5
Chlorhexidine gluconate, 195-5 to 

195-6
Clothing, 195-10
Control Procedures, 195-1
Hand, 195-3, 195-5, 195-6
Iodine, 184-5, 195-5
Paracholoro-meta-xylenol (PCMX), 195-5
Performance Standards, 195-1
Practices, 195-1, 195-2, 195-3
Program, 195-1
Quaternary ammonium, 184-5, 195-5
SSOP’s, 196-6
Standard Operating Procedures (SOP),

195-1, 196-6
Training, 184-4, 195-8
2,4,’-trichlor-2’-hydroxy diphenyl ether,

195-5
Saponification, 34-12
Sapota, 24-3
Sapoviruses, 188-2, 188-12
Sarcophagidae, 74-10
Sarcoplasmic proteins, 28-2 to 28-4, 28-11,

29-2, 164-5, 181-6
Sashimi, 35-3
Saturated, 105-8, see also Fatty acids
Sauerkraut, 63-2, 63-5 to 63-7, 176-2 to 176-3,

176-7 to 176-8, 177-4, 177-7 to
177-8, 178-20, 178-22

Fermentation, 176-4 to 176-5
Sausages, 63-18 to 63-19, 177-3 to 177-4,

177-7 to 177-8, 177-10, 177-12 to
177-13, 178-12, 181-1 to 181-9

Classification, 72-82
Fermented, 63-2, 63-5, 63-18 to 63-19
Ripening, 63-19
Technology, 181-2 to 181-4
Types of, 181-2

Sauternes, 177-10, 177-12, 177-14
Savory products, 140-30 
Sawtoothed grain beetle, 74-6
Scalding, 162-3
Scale, 196-2, 196-4, 196-6
Scalping, 131-15
Scanning electron microscopy (SEM), 151-3

to 151-4

Scattering
Cross correlation dynamic light scattering,

93-12
Light scattering, 93-4, 93-7 to 93-8,

93-10
SANS, 93-8 to 93-9
SAXS, 93-11

Scenario modelling, 144-2
Schizosaccharomyces 
japonicus, 177-10
pombe, 177-10, 177-11
Schmidt number, 107-14
Scombroid poisoning, 13-13
Scorpion, 187-8
Scottish blend whisky, 175-5

Spirit receiver, 175-5
Scottish grain whiskey, 175-4

Patent still (Cofffey still), 175-4
Analyzer, 175-4
Rectifier, 175-4

Scottish malt whiskey, 175-1
Angel’s share, 175-4
Bourbon, 175-4
Campbeltown, 175-4
Cask, 175-4

Charring, 175-4
Distillation, 175-3

Congeneric, 175-3
Demisting test, 175-3
Feints, (tail), 175-3
Feints receiver, 175-3
Foreshot (head), 175-3
Hearts (middle cut), 175-4
Low wine, 175-3
Low wine charger, 175-3
Low wine still, 175-3
New pot (new spirit), 175-4
Spent lees, 175-4
Spirits, 175-3
Spirit receiver, 175-3
Wash still, 175-3

Draff, 175-2
Dunnage warehouse, 175-4
Highland Malts, 175-4
Islays, 175-4
Lowland Malts, 175-4
Kiln, 175-2
Malting, 175-2

Germination, 175-2
Steep, 175-2

Maltster, 175-2
Mash tun, 175-2
Peat, 175-1
Pot still, 175-3

Condenser, 175-3
Lyne arm, 175-3
Worm, 175-3

Sherry, 175-4
Wash, 175-3
Washback, 175-2
Wort, 175-2

Scraped surface freezer, 154-24
Screening, 129-12
Scrombotoxin, 194-2, 194-9
Sea cucumber, 161-13
Sea urchin, 161-12

Seafood, 53-1, 61-9, 61-13, 74-19, 159-1,
159-3, 159-6

Cold storage, 159-4 to 159-6
Dehydration, 159-4, 159-6, 159-11 to 

159-12
Fermentation, 159-12
Freezing, 159-7 to 159-8
Live handling, 159-4
Microwave processing, 159-12
Packaging, 159-9
Shelf life, 159-6
Smoked and cured, 159-6, 159-9 to 159-10
Stress, 159-4 to 159-5, 159-7
Thermal processing, 159-12
Vacuum packaging, 159-6

Sealica, 130-8
Sealing temperature, 131-4
Season, 35-7

Gaping, 35-12
Post mortem pH, 35-8

Seasonings, 58-2, 58-24, 136-3
Herbs, 58-2, 58-24
Ingredients, 136-4

Acid, 136-4
Flavor enhancer, 136-4
Salt, 136-4
Savory, 136-5

Spice, 58-2, 58-13, 58-24, 58-32, 58-34,
58-37

Seaweed (macroalgae), 4-11, 4-12, 37-8, 37-12
Secondary and tertiary structures, 2-3 to 2-4
Secondary chilling, 112-12
Second-order model, 141-13, 142-6, 142-8,

142-10, 142-14, 142-16
Security plan, 201-6
Sedimentation, 2-9, 2-10, 172-10
Seed, 170-2

Storage and germination, 170-2
Segmentation, 59-2 to 59-3
Selection criteria, 172-12
Selective breeding 37-6, 37-8
Selectivity, 46-4, 47-4, 47-38
Self ionization of water, 12-12
Semi-infinite geometry, 107-8
Semiubiquinone radical, 8-11
Semolina quality, 158-6
Sense strategy, 129-7
Sensitivity analysis, 144-2
Sensitizers, 8-6
Sensors

Biomaterial binding, 128-5
Biosecurity, 128-13
Classification, 128-4
Detection, 128-2
Electronic nose, 128-12
Food quality, 128-11
HACCP, 128-14
Ion-selective electrode, 128-7
Lab-on-a-chip, 128-8
Machine vision, 128-11
Nernst equation, 128-7
Operation mode, 128-2
Pathogen detection, 128-9
Redox potential, 128-7
Selectivity, 128-10
Sensitivity, 128-4
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Sensors (Contd.)
Type 

Electrochemical, 128-6 
Mechanical, 128-5 
Optical, 128-6

Sensory, 28-2, 164-6 to 164-8, 181-2, 181-4,
181-7 to 181-9

Characteristics, 89-6 to 89-9
Enzymatic browning, 118-12
Evaluation, 58-2, 58-9, 58-20, 58-22, 58-31,

58-35
Maps, 57-21, 57-23
Nutritive value, 118-14
Perception, 58-3
Quality, 118-12
Scales, 56-4

Category, 56-5
FACT (food action), 56-9
Food frequency, 56-9
Hedonic, 56-5
Ideal, 56-8
Interval, 56-5
Just-right, 56-8
Labeled magnitude, 56-8
LAM (labeled affective magnitude),

56-8
Likert, 56-9
Line, 56-7
Linear graphic, 56-7
Nominal, 56-4
Ordinal, 56-4
Rating, 56-5
Ratio, 56-7

Science, 56-2
Spectrum analysis, 57-14
Testing, 58-3
Texture, 118-13

Separation, 102-6, 102-17, 172-2 to 172-3
Centrifugal, 102-7 to 102-8
Cream, 102-8
Crystallization, 102-7 to 102-8
Efficiency, 46-4
Fat, 102-8
Impurities, 199-2
Juice, 102-8
Liquid, 102-13
Magnetic, 102-5
Membrane, 102-10
Sedimentation, 102-7
Soapstocks, 102-8
Solids, 102-5, 102-7
Starch, 102-8
Vapor, 102-13
Water, 102-14

Sequestrants, 196-4
Serano, 177-12
Serious deficiency, 79-4, 79-10 to 79-11
Serology, 49-7
Serotonin, 13-1 to 13-31
Serratia marcescens, 74-9, 74-12 to 74-13
Serving order, 57-20
Sesame oil

Density, 9-13
Dielectric constant, 9-13
Flash point, 9-11
Heat of combustion, 9-11

Heat of fusion, 9-9
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal diffusivity, 9-12
Thermal expansion, 9-12
Ultrasonic properties, 9-16
Viscosity, 9-10

Settlement, 36-2 to 36-3, 36-8
Severe acute respiratory syndrome (SARS),

74-12
Severity, 79-4
Sewage disposal, 73-6 
SFA1 gene, 172-6
Shad roe, 161-10
Shape factor, 108-17
Shear, 61-2 to 61-3, 61-10, 61-15, 61-22, 61-25

Flow, 2-13
Thinning, 4-2, 4-4, 4-7 to 4-8, 4-10, 4-12,

4-15
Sheath, 39-3
Sheet, plastic, 131-12
Shelf life, 16-10, 39-6 to 39-7, 39-12 to 39-13,

39-15 to 39-16, 50-8, 50-11, 53-8,
61-5, 61-20, 61-24, 125-8, 125-10,
131-13, 131-15, 142-1 to 142-3,
142-9, 142-18

Accelerated tests, 142-2
Antioxidant, 142-5, 142-17
Ascorbic acid, 142-3, 142-5
Browning, 142-3, 142-7, 142-11, 142-16
Color, 142-6, 17, 18
Direct methods, 142-2
Flavor, 142-1, 142-3 to 142-4, 142-7 to

142-8, 142-17 to 142-18
Indicators, 142-1
Indirect methods, 142-2

High oxygen, 142-2
High temperature, 142-2

Microbiology, 142-2 to 142-3, 142-18
Death, 142-1, 142-3
Growth, 142-1
Mould, 142-4
Pathogenic, 142-3
Spores, 142-3
Survival, 142-3
Vegetative cells, 142-3
Yeast, 142-4

Off-flavor, 142-4, 142-17 to 142-18
Oxygen, 142-2, 142-4, 142-10
Prediction 51-11, 53-8 to 53-9
Stability, 39-6 to 39-8, 39-15, 39-31, 125-7

Shellfish, 188-3, 188-5, 188-7 to 188-9, 188-11
to 188-16, 194-2, 194-5, 194-7

Color, 62-6
Blacken, 62-6
Lipid oxidation, 62-6
Quality, 62-6
Storage stability, 62-6

Sherbet, 61-1, 61-20, 154-3
Sherry, 177-10, 177-11
Sherwood number, 107-14

Shewanella
Spoilage, 51-2 to 51-4, 51-7 to 51-8

Shewanella baltica, 53-7
Shewanella putrefaciens, 53-6, 53-7
Shigella, 74-8, 74-10, 75-3, 185-8, 186-5, 194-2

to 194-4
boydii, 194-4
dysenteriae, 74-11, 194-4
flexneri, 74-9, 194-4
Shigellosis, 74-10 to 74-11, 194-4
sonnei, 194-4

Shikimate pathway, 87-2
Shikonin, 98-9
Short chain fatty acids, 8-16
Shortenings, 8-14, 61-26

Plasticization and packaging, 155-8,
199-7

Products, 155-11
Shoyu, 19-5, 177-12, 177-14
Shrimps, 36-6 to 36-7, 39-8 to 39-9
Shrinkage, 105-1, 105-2, 105-5 

Bulk shrinkage coefficient, 105-3
Dimensional, 105-2
Ice Cream, 154-44
Volumetric, 105-2

Sialic acid, 90-10
Sialyloligosaccharides, 90-10
SIC, 80-1
Silica gel, 46-2
Silicates, 196-3
Silicon carbide, 172-13

Fibres, 129-5
Single cell protein, 63-21 to 63-22
Singlet oxygen, 8-6

Oxidation, 34-16
Sink, 195-4, 195-9
Silos, 59-4
Site specific natural isotope fractionation, 43-20
Sitophilus granaries, 74-12
Sitophilus oryzae, 74-12
Situational appropriateness, 56-10
Skin color

Factors affecting, 35-2
Skin depth, 125-3
Skyr, 68-10
Slaughter, 33-1, 165-1 to 165-3, 165-5

Ascitic, 165-1
Check point, 165-2
Chilling, 33-4
Congestive heart failure (CHF), 165-1
Deboning, 33-6
Evisceration, 33-3
Feather removal, 33-2
Immobilization, 33-2
Preslaughter, 33-1
Process line, 165-2
Second processing, 33-5
Stunning, 165-1 to 165-3

Slime, 63-19
Sludge process, 63-21
SmartCycler, 187-9
SMCO, 170-5
Smoking, 63-19, 164-2 to 164-3, 181-1 to

181-2, 181-4, 195-3 to 195-4,
195-7 to 195-8

Sn-1,3 lipases, 8-15
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Snack food, 111-2, 168-2
Cereals, 139-10
Classification, 168-3

First generation snacks, 168-3
Second generation snacks, 168-3
Third generation snacks, 168-3

Co-extruded snacks, 168-7
Corn chips, 168-2
Ethnic snacks, 168-3
Expanded snack, 168-2, 168-5

Baked collets, 168-5
Fried collets, 168-5

Extruded snack, 168-2, 168-3
Half products, 168-2
Granola products, 168-2
Multi-grain chips, 168-2
Party mix, 168-2
Pellet snack, 168-2
Pork rinds, 168-2
Potato chips, 168-2
Pretzels, 168-2
Ready-to-eat popcorn, 168-2
Snack nuts, 168-2
Soy-bases snack, 168-2
Soy nuts, 168-2
Third generation snacks, 168-2, 168-6
Tortilla chips, 168-2

Snack ingredients, 168-3
Amaranth, 168-4
Barley, 168-4

Starch, 168-5
Corn, 168-3

Corn cones, 168-3
Corn flour, 168-3
Corn grits, 168-3
Degermed corn, 168-3
Dent corn, 168-3

Millet, 168-4
Oats, 168-4

Gelatinization, 168-4
Oats starch, 168-4

Potato, 168-5
Flakes, 168-5
Flours, 168-5
Granules, 168-5
Starches, 168-5

Rice, 168-4
Broken rice, 168-4
Long grain, 168-4
Medium grain, 168-4
Short grain, 168-4
Waxy grain, 168-4

Rye, 168-5
Sorghum, 168-5
Tapioca, 168-5

Cassava, 168-5
Triticale, 168-5
Wheat, 168-4

Bran, 168-4
Gluten, 168-4
Hard wheat, 168-4
Semolina, 168-4
Soft wheat, 168-4

Snacks, coating, 169-1
Adhesion, adherence, 169-1, 169-7 to 169-8
Battering, 169-4

Coating pans, 169-2 to 169-3
Conveyor belt, 169-2, 169-6, 169-8
Dust, 169-6
Electrostatic, 169-6
Enrobing, 169-2 to 169-4
Flowability, 169-7 to 169-8
Size, 169-6 to 169-7
Tumble drum, 169-2 to 169-4, 169-6,

169-8
Snap beans, 20-11
SNIF, See Site-specific natural isotope

fractionation
Soap, 34-12 to 34-13, 195-4 to 195-10

Bar, 195-5, 195-8 to 195-9
Brush, 195-8
Liquid, 195-5, 195-7, 195-10

Sodium 
Acid pyrophosphate, 196-4
Alginate, 154-9
Bicarbonate, 196-4
Carbonate, 196-4
Chloride, (see Salt)
Hydroxide, 196-4
Hypochlorite, 196-5
Metasilicate, 196-4
Methoxide, 8-14
Muscle 35-10
Orthosilicate, 196-4
Sesquisilicate, 196-4
Tripolyphosphate, 196-4

Soft cheeses, 63-11
Soft drink facts and figures, 15-3
Soft ice cream, 154-2
Softness, 164-5
Soil, 170-3 to 170-4, 196-2
Solanin, 46-6
Solanum crops, 20-12
Solar collector, 103-7-9, 103-19 (see also

Drying, solar)
Solar radiative energy, 108-16
Solid foods, 107-4
Solid phase micro extraction, 48-5 to 48-7
Solid waste, 146-1 to 146-2, 146-4 to 146-6

Generation, 146-1, 146-5 to 146-6
Sources, 146-1 to 146-2, 146-6
Treatment, 146-1, 146-6

Anaerobic digestion, 146-6
Composting, 146-6
Landfills, 146-6

Solid-phase extraction
Microextraction, 47-36
Off-line, 47-34
On-line, 47-36

Solubility, 131-13
Protein, 7-3

Effect of denaturation, 7-4
Effect of pH, 7-3
Effect of salt, 7-4
Measurement, 7-4

Solutions, 12-11
Boiling point elevation, 12-11
Melting point depression, 12-11
Oamorix pewaauew, 12-11
Vapor pressure, 12-11

Solvent 
Parameter, 46-6

Strengths, 46-5
System, 46-5

Somatic cell proteinases, 27-6 to 27-7
Somatic cells in milk, 27-6
Sonication, 188-8 
Sorbet, 154-4
Sorbitol, 1-5
Sorghum, 177-7, 177-9, 177-11
Sorption

Isotherm models
BET, 105-5
Chen, 105-5
Chung-Pfost, 105-5
GAB, 105-5
Halsey, 105-5
Henderson, 105-5
Iglesias-Chirife, 105-5
Oswin, 105-5

Isotherms, 105-1, 105-4
Sorting

Color, 102-5
Density, 102-5
Photometric, 102-5
Shape, 102-4
Size, 102-4, 102-5
Weight, 102-5

Soudam 7B red, 86-12
Soudam R brown, 86-12
Sour cassava starch, 176-7
Sour cream, 179-1

Defects, 179-5 to 179-6
Definition, 179-1
Fermentation, 179-2

Starter cultures, 179-2
Temperature, 179-4

Processing, 179-4
Homogenization, 179-3 to 179-4, 179-6
Pasteurization, 179-3, 179-4

Sale, 179-2
Stabilizers, 179-3

Sour milk manufacturing, 178-9, 178-12
Sourdoughs, 63-14, 177-4, 177-7 to 177-8,

177-11
Sourdough bread, 63-5
Sourdough fermentation, 63-14

Southern blotting, 129-13
Southern pea, 20-12
Soy, 58-2, 58-31, 58-38

Nuggets, 19-11
Sauce, 19-2, 63-11 to 63-12, 63-20, 91-16,

177-12, 177-14, 178-18 to 178-19
Soybean oil

Color, 9-16
Density, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Interfacial tension, 9-15
Melting point, 9-8
Oxygen solubility, 9-14
Polymorphism and phase behavior, 9-4
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
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Soybean oil (Contd.)
Specific heat, 9-8
Surface tension, 9-14
Thermal conductivity, 9-12
Thermal diffusivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Vapor pressure, 9-11
Viscosity, 9-10

Soybean, 37-4, 58-2, 58-31, 58-38
Paste, 19-6
Polysaccharides (SSPS), 4-7, 4-8

Spat, 36-3
Spawning, 35-2, 35-4, 35-6, 35-10, 36-3 to 

36-4, 36-9 to 36-10
Spearman RHO correlation, 57-19
Specialty egg, 153-3
Species identification, 40-5

DGGE, 40-5
Mitochondrial DNA RFLP, 40-5
PCR, 40-10, 40-12
PCR-RFLP, 40-5

Species, fish
Capelin, Mallotus villosus, 161-9 
Caspian Sea sturgeons, Huso huso,

Acipenser sp, 161-2
Cod, Gadus morhua, 161-10
Flying fish or tobiko, Cheilopogon

furcatus, 161-3, 161-9
Gulf sturgeon, Acipenseroxyrinchus

desotoi, 161-5
Hake or whiting, Merluccius sp., 161-3
Herring, Clupea sp., 161-3
Lumpfish, Cyclopterus lumpus, 161-9
Mullet, Mugil cephalus, 161-10
Orange roughy, Hoplostethus atlanticus,

161-10
Paddlefish, Polyodon spathula, 161-6
Pollock, Theragra chalcogramma, 161-10
Rock sole, Lepidopsetta bilineata, 12
Salmon, 161-2, 161-7 to 161-8, 161-14 to

161-15, 161-18, 161-81
Sea cucumber, Stichopu sp., 161-13
Sea urchin, Stronglylocentrotus sp,

Heliocidaris sp., 161-12
Shad, Alosa sapidissima, 161-10
Smelt, Spirinchus lancerolatus, 161-9
Sterlet, Acipenser ruthenus or

Acerpensiformes ruthenus, 161-4
White sturgeon, Acipenser transmontanus,

161-2
Whitefish, 161-10

Specific 
Gravity, see Bulk density
Heat, 108-7 to 108-18
Rotation, 43-17
Spoilage organisms (SSO), 53-6

Spectinomycin, 46-11
Spectrophotometer, 43-7 

Diode array, 43-7 
Double beam, 43-7
Single beam, 43-5

Spectroscopy, 30-5
Basics, 43-1
Atomic absorption, 43-11

Atomic emission, 43-13
Circular dichroism, 43-17
Nuclear magnetic resonance, 43-19
Polarimetry, 43-16
Tristimulus colorimetry, 43-9
Ultraviolet-visible, 43-3

Spent grains, 172-2
Spermidine, 13-1 to 13-31

N-l-acetyltransferase, 13-8, 13-12
Synthase, 13-6

Spermine, 8-11, 13-1 to 13-31
N-l-acetyltransferase, 13-8, 13-12
Synthase, 13-6

Sphingolipids, 34-5, 34-6
Sphingomyelin, 34-6
SPI code, 131-4
Spices
Spices & herbs, 89-2, 136-5, 181-2 to 181-3,

181-8 to 181-9
Appearance, 89-2
As food cures in traditional Chinese

medicine, 89-25
Asian spices, 136-5
Bay leaves, 136-7
Black pepper, 136-6
Chives, 136-7
Cilantro, 136-7
Cinnamon, 136-5
Clove, 136-5
Cumin, 136-6 
Fennel, 136-6
Ginger, 136-6
Mint, 136-7
Paprika, 136-7
Red pepper, 136-6
Sensory characteristics, 136-5
Sesame seed, 136-8
Turmeric, 136-8
White pepper, 136-6

Spinach, 20-8
Spiral freezer, 154-36
Spirits, 177-11, 177-12, 177-14
Spoilage, 39-3 to 39-4, 39-8, 39-10, 39-14 to

39-15, 50-8
Activity, 51-2, 51-7
Bakery products, 51-3, 51-5, 51-10
Bacteria of meat and poultry products

Brochothrix thermosphacta, 52-5, 52-8
to 52-11, 52-25

Clostridium spp., 52-10
Enterobacteriaceae, 52-5, 52-8, 52-10

to 52-11, 52-18, 52-20, 52-22,
52-30

Lactic acid bacteria, 52-8, 52-10 to 
52-11 

Pseudomonas spp., 52-5, 52-8 to 52-11,
52-19, 52-22 to 52-23, 52-29

Shewanella putrefaciens, 52-8 to 52-11 
Yeasts and molds, 52-5 to 52-6, 52-8,

52-11
Domain, 51-2, 53-6
Egg, 51-3, 51-4
Fish, 51-1 to 51-7, 51-8 to 51-9
Fruit, 51-1 to 51-7, 51-9 to 51-10
Meat, 51-2 to 51-10
Microbiota, 51-2, 51-4

Milk, 51-3 to 51-5, 51-7 to 51-9
Off flavors, 51-2, 51-4, 51-6, 51-8, 51-10
Off odors, 51-2, 51-4 to 51-10
Potential, 51-2, 51-6
Vegetable, 51-1 to 51-7, 51-11

Spouted bed dryer, 125-8
Spraying, 46-13
Squashes, 20-10 
SSOP (sanitation standard operation

procedure), 74-5, 74-14, 74-19
St. Albray, 177-12

Tilsitter, 177-11
St. Anthony’s Fire, 189-1
Stability, 39-1, 39-6 to 39-8, 39-11, 39-15 to

39-16, 39-18, 39-31, 172-10
Stabilization, 172-2 to 172-3
Stabilizers, 61-21, 61-24

Ice cream, 154-7, 154-9, 154-43
Stable fly, 74-8
Stachyose, 1-8
Staining reactions, 46-11
Staling, 61-25 to 61-27
Standard 

Addition, 43-13, 43-16
Curve, 43-7, 43-13, 43-16
Deviation, 57-17
Industrial Classification (SIC), 80-1
Meat and poultry in the United States, 72-1
Observer curve, 43-10
Plate Count (SPC), 187-2

Staphylococci, 177-8
Staphylococcus aureus, 52-6, 52-8 to 52-9,

52-12 to 52-13, 52-19, 52-22,
52-25 to 52-27, 52-29, 54-8,
74-9, 74-13, 103-4 to 103-5,
184-6, 185-10, 186-3, 186-5 to
186-6, 187-3, 187-6, 194-2 to
194-3, 194-7

Staphylococcus, 75-3 to 75-11, 177-4, 177-8
Starch, 1-15 to 1-17, 61-4, 61-25, 117-2, 177-4

Absorption, 3-1
Amylopectin, 1-15 to 1-16, 117-2, 117-3

Retrogradation, 117-2
Amylose, 1-11, 1-15 to 1-16
Cereal, 3-13
Cold-water swelling, 1-17
Composition, 3-2
Corn starch, 3-12, 3-14 
Crystallinity, 1-16
Damage, 3-7, 3-12, 117-2

Starchy fruits, 170-5
Digestibility, 3-1, 3-10 to 3-13
Enzymes, 3-2, 3-7, 3-13 

Amylase, 3-2, 3-8
Amyloglucosidase, 3-8
Granule-bound starch synthase, 3-3,

3-13
Pullulanase, 3-2 to 3-3, 3-8
Starch-branching, 3-14

Fat-substitutes, 3-10
Functions in foods, 3-1, 3-10 to 3-11
Gelatinization, 1-16, 3-6 to 3-7, 3-9, 3-14,

111-3 to 111-4, 167-4
Gels, 1-16, 3-9 to 3-10, 3-13
Genetic modification, 3-13
Grains, 3-4, 3-5
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Granules, 1-16, 3-2 to 3-3, 3-6 to 3-7, 3-9
to 3-10

Structure, 3-3
Hydrolysis, 1-15, 1-17, 3-6, 3-8, 3-11

Acid, 3-9
Alkaline, 3-9
Enzyme, 3-8
Heat-induced, 3-8
Saccharification, 3-8 

Hydrolyzate products, 1-17, 154-8
Instant, 1-17
Iodine test, 3-2
Legume, 3-4 to 3-5, 3-12
Maize, 3-4 to 3-5, 3-12
Metabolism, 176-7
Microwave solubilization, 3-14
Modification, 3-9

Acid-modified, 1-17, 3-9
Cross-linked, 1-17, 3-9
Degree of substitution, 1-15
Esters/Ethers, 1-17
Hydroxypropylated, 1-17, 3-9
Molar substitution, 1-15
Stabilized, 1-18 to 1-17

Pastes, 1-16
Phosphate esters, 3-6, 3-8
Potato, 3-1, 3-4, 3-13
Pregelatinized, 1-17
Retrogradation, 1-16, 3-7, 3-12, 3-14
Rice, 3-4
Roots and tubers, 3-2, 3-4, 3-6
Saccharification, 91-9
Shear-thinning, 3-10
Solubility, 3-3, 3-6 to 3-7, 3-9, 3-14
Sources, 3-4 to 3-5
Structure, 3-2, 3-12
Tapioca, 3-4, 3-9
Viscosity, 3-6
Waxy, 1-16, 3-2, 3-4, 3-13
Wheat, 3-3

Starter cultures, 63-3 to 63-4, 63-6, 63-8 to 
63-9, 63-14, 63-19, 68-6, 176-3,
178-3, 178-6 

Improvement, 176-8
Milk, 177-5, 177-6
Mixed, 177-4 to 177-7, 177-11
Multiple, 177-4 to 177-7
Phage resistant, 177-7
Quality and flavor, 64-1
Secondary, 177-4, 177-11, 177-13
Single strain, 177-4 to 177-5, 177-7

Starter system, 67-4
Activity test, 67-4
Antibiosis, 67-4
Citrate, 67-4
Creatine test, 67-5
Functionalities, 64-6
Incubation period, 67-4 to 67-5
Incubation temperature, 67-4 to 67-5
Inoculation rates, 67-4 to 67-5
Lactic acid bacteria, 67-6
Lactobacillus delbrueckii sub spp.

bulgaricus, 67-4
Lactococcus lactis sub spp. cremoris, 67-4
Lactococcus lactis sub spp. lactis bio var.

diacetylactis, 67-4

Lactococcus lactis sub spp. lactis, 67-4
Leuconostoc mesenteroides sub spp.

cremoris, 67-4
Proto-cooperation, 67-4
Purity test, 67-4
Streptococcus thermophilus, 67-4
Voges-Proskauer test, 67-5

Starvation, 35-8, 35-9
State diagram, 116-3
Stationary phases, 47-7, 47-21 to 47-26, 47-28

to 47-32
Steam distillation, 125-4 to 125-5
Steam, 108-3, 196-5
Steamed bread (Mantou), 178-16 to 

178-17 
Steam-off time, 109-6 to 109-8
Steam-vacuuming of carcasses, 52-17
Stearic acid, 34-2
Stearin, 34-19
Steel, 131-2
Steeping, 172-3
Stem crops, 20-5
Sterigmatocystin, 189-6
Sterile swabs, 196-7
Sterilization, 102-4 to 102-5, 102-15 to 102-16,

123-7, 125-7 to 125-9, 125-11,
162-3, 166-8

Botulinum cook, 166-9
Commercial, 108-6, 108-17
Definition, 134-2, 134-4
D-value, 166-8
F-value, 166-8
Heat penetration, 166-9
In a thermal process, 134-2
In-package, 125-11
Integrated, 134-4
Lethal rate, 134-4
Mass average or integrated, 134-4
Methods for determining

Analytical method, 134-5
Formula method, 134-5
General method, 134-5

Microwave, 125-8, 125-9
Recommended, 134-4
Thermal destruction, 166-4
Z-value, 166-9

Sterols, 8-2, 153-4, 172-5
Cholesterol, 153-4, 153-6

Stilbene, 40-3, 40-10, 68-10, 174-5, 174-8,
174-11

Stinky tofu, 178-19, 178-21
Stock recovery, 77-8
Stomoxys calcitrans, 74-8
Stop production plants, 196-6 
Storage and handling of 
Storage, 39-1 to 39-20, 39-23, 39-26 to 39-28,

39-31
Cleaned portable equipment and utensils,

73-6
Food, 74-11
Ice cream, 154-38
Modulus, 2-14

Storch Vilhelm, 177-2
Strecker degradation, 28-13 to 28-14, 63-4,

63-9, 63-20, 164-7 to 164-8,
181-6, 181-8

Streptococcus, 74-9, 74-12, 177-2 to 177-3,
177-5 to 177-6, 194-2 to 
194-3,194-6

epidermidis, 74-9
pyognes, 194-6
thermophilus, 63-9 to 63-10, 68-7, 152-5,

177-5 to 177-6
Stress

Acid, 174-13
Alcohol, 174-13
Chemical, 174-9
Dessication, 40-6
Environmental, 40-6, 40-11
Fermentation, 40-6, 40-7
Fish, 37-4, 37-5
General response, 174-9
Osmotic, 40-3, 40-5 to 40-7
Proteins, 40-11, 174-12, 174-14
Resistant pathogens, 52-20 to 52-21
Salt, 40-4
Sulfur dioxide, 174-13
Temperature, 40-5
Tolerance, 40-4, 40-10

Stretch wrap, 131-5
Strobane, 46-11
Structural damage, 115-2 to 115-6 
Structural properties of fruits, 24-6
Structure, 39-3, 39-5 to 39-6, 39-11 to 39-12,

39-22, 39-27 to 39-28
Stuffing, 181-3, 181-3
Sturgeon, 161-1 to 161-17
Subcritical water, 12-15
Subjects, 57-6
Sublimation, 116-5
Submerged fermentation, 63-16 to 63-17
Succession of microorganisms, 176-5
Succinate dehydrogenase, 172-9
Sucralose®, 46-9
Sucrose, 1-8, 46-5, 61-19, 61-22, 154-8,

154-19, 46-5, 172-2, 172-4
Eutectic, 116-3
Glass, 154-21
Metabolism, 176-7
State diagram, 116-3

Sudan I, 86-2
Sufu, 19-8
Sugars, 46-9, 61-7 to 61-8, 61-19, 61-21, see

also Carbohydrate
Alcohols, 97-3, 1-5

Lactitol, 97-4
Maltitol, 97-4
Sorbitol, 97-3
Xylitol, 97-3

Beet, 1-8
Cane, 1-8
Free coating, 149-8
Metabolism, 176-3
Reducing, 1-5
Replacers, 16-5
Rich foods, 105-5

Sujiko, 161-7
Sulfabromomethazine, 46-10
Sulfadimethoxine, 46-10
Sulfamethazine, 46-10
Sulfamic acid, 196-4
Sulfapyridine, 46-10
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Sulfaquinoxaline, 46-10
Sulfates, 196-4

Groups of carrageenans, 1-20
Sulfathiazole, 46-10
Sulfonamide residues, 46-10 to 46-11
Sulfonates, 196-4
Sulfosuccinates, 196-4
Sulfur

Hydrogen sulphide, 40-9
Sulfur dioxide, 40-7, 40-11, 61-7, 63-15,

172-10, 174-8, 174-11, 174-13
Sulfuric acid, 196-4
Sulphate, 172-10
Sulphite reductase, 172-11
Sulphite, 172-10
Sulphydryl oxidase, 27-10, 27-16
Sunflower oil

Color, 9-16
Density, 9-13
Dielectric constant, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Melting point, 9-8
Oxygen solubility, 9-14
Polymorphism and phase behavior, 9-4
Refractive index, 9-17
Smoke point, 9-11
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Thermal conductivity, 9-12
Thermal diffusivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Viscosity, 9-10

Sunset yellow, 86-3, 86-9, 86-13
Supercooling, 39-4, 39-20
Supercritical water 12-8, 12-15
Superheating effects, 125-5
Superoxide anion radical, 8-4 to 8-5, 8-11
Superoxide dismutase, 8-11, 27-10, 27-16

Survival after pasteurization, 27-2
Supplement facts label, 99-10
Supplements, dietary, 99-1 to 99-12

Adverse event monitoring system for, 99-3
Benefits and risks of, 99-1 to 99-6
Beta-carotene in, 88-2
Botanical ingredients in, 99-8
Claims in written literature for, 99-11
Claims on labels of, 99-11 
Claims on the Internet for, 99-12
Definition of, 99-8
Labeling regulations for, 99-9 to 99-12
New dietary ingredients in, 99-8
Reliable information on, 99-3
Supporting literature for, 99-11

Surface
Active agents, 61-26
Adsorption, 138-4 to 138-5
Area, 111-3
Coating technologies, 130-9
Charge 138-4
Culture, 63-16 to 63-17

Gibbs, 138-4
Tension 138-4, see Interfacial tension

Surfactants, 8-5, 34-18, 135-3, 135-6, 196-2,
196-4

Amphoteric, 196-4
Anionic, 196-4
Cationic, 196-4
Monoglycerides, 135-6
Natural Emulsifiers, 135-6
Non-ionic, 196-4
Paraffin wax, 135-6
Phospholipids, 135-6
Propylene glycol alginate, 135-6
Sodium lauryl sulfate, 135-6
Sodium searoyl latylate, 135-6
Soy lecithin, 135-6

Survey research, 56-9
Survivor curve, see Thermal death rate curve
Susceptors, 125-10
Sweet corn, 20-14 
Sweet flavor, 137-1

Application, 137-3
Beverage, 137-3
Confectionery, 137-6
Dairy, 137-5

Classification, 137-1
Emulsion, 137-2
Oil-soluble, 137-1
Powdered, 137-2
Water-soluble, 137-1

Description
Primary, 137-2
Secondary, 137-2
Tertiary, 137-2

Selection
Legal status, 137-2
Solubility, 137-3
Stability, 137-3

Sweet potato, 20-5
Sweeteners, 83-14, 154-8, 154-43

Artificial, 97-1
Classification, 83-14
Legislation, 97-15
Natural, 97-12
Sucrose, 1-8, 83-14
Sugar alcohols, 1-5, 97-3
Sugar replace-ability, 97-14
Syrups, 1-17

Swept-surface heat exchangers, 61-23
Swiss cheese, 178-4, 178-9
Swordfish, 39-7
SYBR Green, 187-6
Synanthropy, 74-6, 74-10
Synbiotic, 152-12
Syndrome of fish 35-2
Synephrine, 13-2, 13-11, 13-19
Syneresis, 1-14
Synergism

BHA and BHT, 85-3, 85-7
Definition, 85-7

Antagonism, 85-7
EQ and BHT, 85-7

Synthetase, 172-7
Synthetic 

Antioxidants, 8-8
Colorants, 86-1 to 86-14

Emulsifier(s), 94-2
Films, 135-5

Low density polyethylene film, 135-5,
135-7

Syrups, 172-2
Corn, 1-17
High-fructose, 1-17

Systematic Assessment of Facility Risk
(SAFR), 201-6

Systems audit, 79-4 to 79-5, 79-7

T

T-2 toxin, 189-2
T7 RNA polymerase, 187-9 to 

187-10
Tacticity, 131-7 to 131-9

Atactic, 131-7, 131-9
Isotactic, 131-7
Syndiotactic, 131-7, 131-9

Taenia
saginata, 194-7
solium, 194-7

Talaromyces, 189-5
Taleggio, 177-11
Tallow

Density, 9-13
Fire point, 9-11
Flash point, 9-11
Heat of combustion, 9-11
Heat of fusion, 9-9
Melting point, 9-8
Refractive index, 9-17
Solid fat content, 9-9
Solidification point, 9-8
Specific heat, 9-8
Thermal conductivity, 9-12
Thermal expansion, 9-12
Triacylglycerol composition, 9-7
Viscosity, 9-10

Tamara, 161-11
TAMRA, 187-7
Tandem mass spectrometry, 48-2
Tannins, 8-10, 98-25
Tapeworms, 194-7
TaqMan, 187-7
Tara gum, 4-5 to 4-6
Tarako, 161-10
Target theory, see Lethality
Tartaric acid, 8-11, 46-5
Tartrazine, 13-11, 86-4, 86-9, 86-12
Taste deterioration, 8-6
Taste panel assessment

Cold store off flavor, 35-18
Cold store off odor, 35-18

Taste, see Flavor
Taurine, 39-4
TBHQ, 8-9
Tc, 8-15
TCA cycle, 172-5, 172-8
Technology, post-harvest, 170-5
TECRA Diagnostic Ltd., 186-3 to 186-4,

186-7
Telson, 36-7
Tempeh (Tempe), 19-14, 63-11, 177-12, 177-14,

178-20 to 178-21
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Temperature, 39-3 to 39-10, 39-14 to 39-24,
39-26 to 39-31, 61-1, 61-5, 61-7,
61-11, 61-14, 61-16, 61-22,
61-26, 75-11, 162-7

Fluctuations, 116-4
Gradient, 108-8

Log mean temperature difference,
108-16

Unaccomplished temperature
difference, 108-18 to 108-19

Indicators, 116-15
Measuring device, 197-7 to 197-8

Ambient, 197-7
Food, 197-7

Storage, 116-3 to 116-4, 116-8, 116-14
Tempering, 112-12, 125-7, 125-9

Of chocolate, 149-6
Tenderness, 28-2, 28-13, 61-2, 61-9, 61-15
Tenuazonic acid, 189-3
Termination of lipid oxidation, 8-3
Terminator gene, 129-6, 129-8, 129-12 to 

129-13
Terpenols, 40-8
Tertiary treatment, 145-4
Tetracylines, 46-11
Tetragenococcus, 177-5
Tetraploids, 36-4
Tetrasodium pyrophosphate, 196-4
Tetrazonium salt, 46-11
Texture factors, 16-8, 16-11, 28-3, 28-10, 28-13,

39-3, 39-5, 39-8 to 39-10, 39-12,
39-14, 39-21, 39-31, 164-7, 181-7

Cold storage, 35-15
Fish minces, 35-15
Ice cream, 154-40
pH, 35-15
Water content, 35-16

Texture profile, 57-12
Analysis, 24-8
Components of

Fat, 57-12
Geometrical, 57-12
Mechanical, 57-12
Moisture, 57-12

Expansion phase, 57-13
General Foods research center, 57-12
Geometric matching, 57-12
Hardness ranking, 57-12
Orientation phase, 57-13
Practice phase, 57-13
References in, 57-13
Standardized rating scales, 57-13
Texture terms, 57-13
Viscosity ranking, 57-12

Textured vegetable protein (TVP), 72-16
Tg curve, 116-3
Tg: glass transition temperature, 116-2 to 116-3
Tg�: Tg of the maximally freeze-concentrated

fraction, 116-2
Thaumatin-like proteins, 40-3, 40-8, 174-4 to

174-5
Thawing, 39-8, 39-12, 39-15, 39-30, 61-1, 61-3,

61-6, 61-10, 61-14, 61-17, 61-22,
61-25, 61-27, 112-12, 125-9. See
also Tempering

Theobromine, 13-11

Thermal destruction kinetics, 109-2 to 109-4
Arrhenius equation, 109-3
Decimal reduction time, D value, 109-3

Thermal death rate curve, 109-3 to
109-4

First order reactions, 109-2
nth order reactions, 109-2
Reaction rate constant, 109-2 to 109-3
z value, 109-4

Phantom thermal death time curve,
109-4

Thermal process, 102-15, 109-2, 162-2, 162-3
Ball’s method

Broken heating curve, 134-5
Definition, 134-5
Original method, 134-5 to 134-6

Calculations, see Mathematical procedures
for thermal process calculations 

Come-up time, 134-2
Commercial sterilization, 134-1
Conduction, 134-7

Analytical solution, 134-3
Bessel functions, 134-3
Conduction-dependent, 134-3, 134-7

Conductivity, 9-11 to 9-12, 107-6 to 
108-8

Continuous heat processing, 110-10
Convection, 134-7

Convection-dependent, 134-3, 134-7
Lumped capacity method, 134-3

Cooling cycle, 109-6
Death rate curve, 109-3 to 109-4
Death time, 123-5
Decimal reduction time, 134-7

In a thermal process, 134-2
Lethal rate, 134-4

Design, 109-6
Dielectric constant, 9-12 to 9-13
Diffusivity, 9-12, 108-7, 108-18
D-value, see Decimal reduction time
Emulsification, 9-13, 9-15
Emulsions, 138-11
Evaluation, 109-5 to 109-6, 134-4
Expansion, 9-12

Mass average sterilizing value, 134-4
Sterilizing value, 134-4

Factors affecting, 134-6
Fat, 108-7
f-value, 134-7

Conduction-dependent, 134-4
Convection-dependent, 134-3
Definition, 134-2
For cooling phase, 134-2

Fire point, 9-10 to 9-11
Flash point, 9-10 to 9-11
Food composition, 108-6 to 108-7
Gelation of methylcellulose, 1-18
General method

Definition, 134-5
Lethal rate curve, 134-5
Lethal rate paper, 134-5

Hayakawa’s method, 134-5
Cooling curve, 134-6
Definition, 134-6
Heating curve, 134-6
Special sterilizing value, 134-6

Heat of combustion, 9-11
Heat of fusion, 9-8 to 9-9
Heating cycle, 109-6
Heating phase, 134-2
High-resolution 13C NMR, 9-21
In situ method, 109-5
j-value, 134-7

Conduction-dependent, 134-4
Convection-dependent, 134-3
Factors affecting, 134-2 to 134-4
For cooling phase, 134-2
For heating phase, 134-2

Lethal rate, 134-4
Definition, 134-4
Determining F-values, 134-4
Lethal rate paper, 134-5

Meat quality, 162-6
Microbial growth, 162-6
Moisture, 108-7
Physical-mathematical procedures, 109-5
Process optimization, 102-16
Properties of food, 108-6, 162-2
Proteins stability, 6-6, 30-7, see Proteins
Quality optimization, 134-4
Resistance constant, 107-5 to 107-6, 107-11,

107-13, 134-2, 134-7
Retort, 110-9, 134-7
Slowest heating point, 134-4
Specific heat, 108-7
Time temperature integrators, 109-5
Triacylglycerol composition, 9-7
Ultrasonic properties, 9-16
Vapor pressure, 9-10 to 9-11
Viscosity, 9-10

Thermo mechanical spectroscopy (DMTA),
116-3, 116-13

Thermoforming, 131-12 to 131-13
Thermometer, 75-9
Thermophiles, 185-4
Thermophilic lactic acid bacteria, 64-4 
Thermophysical properties, 125-9
Thermoplastic, 131-2

Protein gels, 7-5
Thermoset, 131-2

Protein gels, 7-5
Thiamin, 10-9, 13-11, 13-15

Chemistry, 10-9
Metabolism, 10-9
Requirements, 10-9
Structure, 10-9
Thiaminases, 10-9
Transketolase, 10-9

Thiamphenicol, 46-11
Thickeners and stabilizers, 83-18

Agar, 83-21
Alginates, 83-21
Carboxymethylcellulose, 83-20
Carrageenan, 83-21
Casein, 83-20
Classification, 83-20
Functions, 83-19
Gelatin, 83-20
Gellan gum, 83-21
Ghatti gum, 83-22
Guar gum, 83-20
Gum Arabic, 83-21
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Thickeners and stabilizers (Contd.)
Karaya gum, 83-22
Locust bean gum, 83-21
Pectin, 83-21
Propylene glycol alginate, 83-21
Starches, 83-18
Tragacanth gum, 83-22
Xanthan gum, 83-21

Thickness, 111-3
Thin layer chromatography (TLC), 46-1, 189-6
Thiodipropionic acid, 8-11
Thixotropic, 4-14 to 4-15
Three-digit code, 57-10 to 57-11
Threonine, 172-9 to 172-10
Threshold, 172-6 to 172-7
Throughput, 111-1
Tiamulin, 46-11
Tie layer, 131-10
Tilapia, 37-1 to 37-2, 37-9
Tilsiter, 68-10
Time intensity, 57-15

Adaptation, 57-15
Aftertaste, 57-15
Computers, 57-16
Continuous measurement, 57-15
Descriptive analysis, 57-15
Discrete measurement, 57-15
Joystick, 57-16
Strip-chart recorder, 57-15
Time intensity curves, 57-15 to 57-16

Time-temperature 
Profile calculation, 162-4
Relationship, 196-5

Tissue, 39-3 to 39-4, 39-7, 39-12, 39-15, 39-19
to 39-20

Titanous hydroxide, 187-4
TLC, see Thin layer chromatography
TLC-plates, 46-1
Tm (melting temperature), 187-4
Tm curve, 116-3
TMO, 51-4, 51-7 to 51-8
TMAO, 51-4, 51-7 to 51-8
Tobacco, 195-7 to 195-8, 195-10
Tobiko, 161-3
Tocopherols, 8-6, 8-8 to 8-9, 8-11
Tocopheroxyl radical, 8-8
Tocotrienols, 8-9
Tofu chemistry, 171-8

Calcium, 171-19
Cultivar effect, 171-16, 171-19

Identity-preserved, 171-17
Soybean quality, 171-17 to 171-18

Isoflavones, 171-3
Lipoxygenases, 171-14
Molecular models, 171-11 to 171-12

Lipids, 171-11
Phospholipids, 171-11
Protein charges, 171-11

Saponins, 171-13
Soy storage protein, 171-8, 171-10

Beta-conglycinin (7S), 171-8,
171-10

Gelation, 171-9
Glycinin (11S), 171-8, 171-10
Ratio of 11S/7S, 171-10

Storage effect, 171-15

Tofu processing, 171-2
Coagulation of curd, 171-5

Coagulant concentration, 171-6
Soymilk concentration, 171-6
Stirring and speed, 171-6
Type of coagulants, 171-5

Grinding, 171-3
Heating, 171-4
Large-scale method, 171-19
Pressing, 171-7
Small-scale method, 171-19
Soaking, 171-3
Soymilk separation, 171-5

Tofu properties, 171-4, 171-16, 171-19
Elasticity, 171-19
Fracturability, 171-16
Hardness (firmness), 171-16, 171-19
Health benefits of soyfoods, 171-14
Tofu type, 171-4
Yield, 171-16, 171-19

Toilet, 73-6, 195-7, 195-9 to 195-10
Tokay, 177-10, 177-12, 177-14
Toluene, 46-5
Tomatoes, 20-12, 24-2

Catsup, 22-17
Concentrates, “tomato puree,” “tomato

pulp,” or “tomato paste,” “tomato
sauce,” 22-16

Tortilla chips, 111-3 to 111-4
Pillowing, 111-4
Puffing, 111-4

Torulaspora, 177-10, 177-12
Total 

Chlorides, 70-4
Maximum Daily Load, 145-15
Organic carbon, TOC, 145-7, 145-9
Suspended solid, 145-7

Toxaphen, 46-11
Toxic algae, 36-5 to 36-6
Toxic equilvalency factors, 45-7

Toxicant, 170-5
Toxicity, 111-2
Toxins, 36-5 to 36-6, 36-10, 39-14 
Toxoplasma gondii, 75-3, 188-2, 188-10 to

188-14, 188-16, 194-3, 194-7
Trachoma, 74-10
Trade-off analysis, 59-2
Traditional foods, 160-1

Dried products, 159-11
Fermented foods, 159-12
Fish harvests, 159-4
Fish pastes and sauces, 159-12
Types, 159-1 to 159-2

Tragacanth gum, 4-4 to 4-5
Trained panels, 56-2
Training, 195-1, 195-3 to 195-4, 195-7 to 

195-10
Trans fat, 16-2
Trans fatty acids, 8-14, 34-13
Trans-2-nonenal, 172-10
Transamination, 87-5, 87-8, 172-6
Transesterification, 8-15
Transfer

Heat, 105-7, 105-10
Heat transfer coefficient, 105-8
Mass, 105-7, 105-8, 105-10

Mass transfer coefficient, 105-8
Moisture, 105-7, 105-10
Momentum, 105-7

Transformation, 129-3 to 129-4
Transgenes

Canola oil, 8-15
Marker genes, 129-3, 129-6, 129-9
Structural genes, 129-6

Transglutaminase, 26-16, 27-15
Transivity, 57-8
Transmission

Biological, 74-6, 74-20
Electron microscopy (TEM), 151-3 to 

151-4, 151-6
Mechanical, 74-6 to 74-7, 74-11, 74-13,

74-20
Vectorborne, 74-6

Transmittance, 43-5
Transparency, 131-5
Transplant, 170-3

Growth controlling factors, 170-3
Growth rate, 170-3

Transportation, 201-2 to 201-3, 201-6
Aviation, 201-10
Maritime, 201-11
Rail, 201-11
Security Administration, 201-10 to 201-11
Truck, 201-10
Vehicles, 201-4
Worker Identification Card (TWIC), 201-10

Transporter, 172-3
Trappist, 177-11
Trehalose, 40-6, 174-8 to 174-9, 177-11
Trends, 59-3
Triacyl glycerols (triglycerides), 8-2, 8-15,

28-4 to 28-5, 34-3 to 34-4, 34-12,
35-18, 153-3, 181-6 to 181-7

Crystalline structure, 9-2, 9-5
Density, 9-13
Heat of fusion, 9-9
High-resolution 13C NMR, 9-21

Triarylmethane colorants, 86-4, 86-9
Tribolium castaneum, 74-11
Tribolium confusum, 74-11
Trichinella spiralis, 75-6, 194-2 to 194-3,

194-7
Trichlorisocycamuric acid, 196-5
Trichothecenes, 189-2
Trichuris trichiura, 194-7
Triene, 156-2
Triethylamine, 13-17
Triglycerides, see Fatty acids, Triacyl

glycerols
Trimethylamine oxide (TMAO), 39-1, 39-4,

39-7, 39-12, 61-14, 114-3, 114-5
Off-flavor, 114-5
Protein denaturation, 114-3 to 114-5
TMAO demethylase, 114-3

Trimethylamine, 13-11, 13-17
Triphenylmethane colorants, 86-4
Tripolyphosphate, 8-11
Tristimulus colorimetry, 43-9

Filters and detector, 43-10
Light source, 43-10
Principles, 43-9
Sample preparation, 43-11

I-48 Index



Trisulfapyrimidine, 46-10
Triton-X, 46-10
tRNA, 13-4
Trochophore, 36-2
Trolox, 8-13
Tropocollagen, 29-4
Tropomyosin, 29-3
Troponin, 29-3
Trub, 172-2
Truck farm, 20-3
Tryptamine, 13-1 to 13-31
Tryptophan, 13-1, 13-5, 172-6
Tryptophol, 172-5, 172-6
t-test, 57-18 
TTI (Time-Temperature Indicators), 116-15
TTT (Time-Temperature Tolerance), 116-10
Tuber crops, 20-5
Tuberculosis, avian, 74-8
Tumble drum, 169-2 to 169-4, 169-6, 169-8
Tumbling, 164-8
Tuna, 39-3, 39-7 to 39-8
Tungsten lamp, 43-5
Tunnel, 39-23 to 39-25
Turgor pressure, 12-14
Turkey ham, 166-1
Turkey X disease, 189-1
Turnip, 20-5
Tvorog, 68-10
TVP, see Textured vegetable protein
Twin-trough chamber, 46-7
Two-dimension separations, 46-4
Two-tail test, 57-10
Type 2 diabetes, 3-10 to 3-13
Type I error, 57-10, 57-18
Type II error, 57-10, 57-18
Tyramine, 13-1 to 13-31
Tyrosine, 13-1, 13-5, 13-26
Tyrosol, 172-5, 172-6

U

Ubiquinol, 8-11
UF-Feta, 68-10
Ultracentrifugation, 188-3, 188-5
Ultrafiltration, 68-6, 102-9 to 102-10, 188-5
Ultra-high temperature processing, 108-3
Ultrasonic properties, fats, 9-15 to 9-16
Ultrasound

Applications
Cutting, 121-5
Emulsification, 121-4
Enzyme activity control, 121-5
Inactivation of enzymes, 121-5
Inactivation of microorganisms, 121-5
Removal of corn pericarp, 121-6-7
Separation of biocomponents, 121-6
Separation of biopolymers, 121-6

Cavitation, 121-3
Nucleation, 121-3
Residence time, 121-3
Sound intensity, 121-3
Stable cavitation, 121-3
Transient cavitation, 121-3

Generation, 121-2
Magnetostrictive transducers, 121-2
Piezoelectric transducers, 121-2

Power ultrasound systems, 121-2
Probe, 121-3
Ultrasonic tank, 121-3
Variable frequency systems, 121-3
Vibrating bar, 121-3

Ultraviolet light, 122-1
Artificial sources of, 122-9 
Combined treatment, 122-7

With hydrogen peroxide, 122-7
With ozone, 122-8

Decimal reduction Doses (D10), 122-3
Deleterious effects of, 122-9
Disinfection of Liquids, 122-12
Electromagnetic Spectrum, 122-1
Effects on microorganisms, 122-1 to 

122-2
Repair mechanisms, 122-2
Viable but non culturable State, 122-3

Hormetic effects on fruits and vegetables,
122-8

Effects on ripening, 122-9
Phytoalexins, 122-9

Interaction with nucleic Acids, 122-2
Photoproducts, 122-2

Surface treatment, 122-4
Ultraviolet spectroscopy, fats, 9-17
Ultraviolet-visible spectrophotometry, 43-3

Detector, 43-6
Diode array, 43-7
Double beam, 43-7
Electronic transitions, 43-4
Growth curve, 43-8
Linearity of absorbance, 43-8
Principles, 43-4
Radiation source, 43-5
Reaction rates, 43-8
Sample holder, 43-6
Single beam, 43-7

Unaccomplished temperature difference, 108-18
to 108-19

Unconnected alternative, 59-2
Uni, 161-12
Uniform retail meat identity standards

(URMIS), 72-16 
Uniformity of 

Heating, 125-11
Temperature distribution, 125-3

Uniforms, 195-9
Unique Plus, 186-7
Unit sterilization area, USA, 109-7 to 109-8
United Nations, 74-3
United States

Air Force Space Laboratory Project Group,
184-6

Army Natick Laboratories, 184-6
Army Quartermaster Food and Container

Institute, 57-3
Bureau of Customs and Border Protection

(CBP), 82-14 to 82-15
Centers for Disease Control and Prevention

(CDC), 82-3
Code of Federal Regulations, 200-3
Customs, 201-11
Department of Agriculture, 74-3 to 74-4,

184-2, 184-6, 195-3 to 195-4
Agricultural Marketing Service, 201-11

Animal Plant and Health Inspection
Service (APHIS), 82-15

Department of Transportation, Research
and Special Programs
Administration, 200-3

Environmental Protection Agency, 184-3
Federal Bureau of Investigation (FBI),

82-6
Federal Register (FR), 200-3
Food and Drug Administration (FDA), 74-3

to 74-4, 81-1, 89-2, 184-2 to 
184-3, 184-6, 195-3 to 195-4

National Academy of Sciences, 82-3
National Aeronautics and Space

Administration, 184-6
Postal Service, 201-7, 201-11
Public Health Service, 184-3

Universal calibration, 2-11
University of California, Davis, 57-3
Unloading, 201-5
Unpackaged food, 107-5
Unsaturated, 172-5, see Fat
Uric acid, 8-11
URMIS, 72-16
Uronic acid, 1-4

In alginate, 1-19
In gum Arabic, 1-22
In pectin, 1-20

Uropods, 36-7
USDA Standards for Grades, 71-6

Canned fruits, 71-7
Canned vegetables, 71-7
Dried dehydrated products, 71-8
Frozen fruit, 71-7
Frozen vegetables, 71-8
Miscellaneous products, 71-8
Sugar products, 71-8

USDA, see under United States Department of
Agriculture

US-FDA, see under United States
Utility values, 59-1 to 59-3, 59-7
UV stabilizers, 76-1, 76-10

Lead sulfates, 76-10
UV-LED, 46-13

V

Vaccination, 37-4
Spoilage, 51-3 to 51-4, 51-8

Vacuum packaging, 116-5, 164-4
Vacuums, 196-3
Validation, 47-36, 79-4
Valine, 172-6, 172-9
Vanilla, 87-2, 154-32
Vanillin, 46-7, 87-2 to 87-3
Vapor pressure, fats, 9-10 to 9-11
Variability components, 144-13 to 144-14
Variance, 57-17
Variation in fish, 35-1

Fishing ground, 35-3, 35-17
Haem pigments, 35-4
Spawning, 35-3

Variations in processing conditions, 109-9,
109-13

Variegates, ice cream, 154-34
Varient Creutzfeldt-Jakob disease, 194-7 
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Vector, 74-6 to 74-7, 74-9 to 74-10, 74-13,
74-20

Vegetables, 20-2, 58-2, 58-4, 58-17, 58-19,
58-22, 58-31, 58-35, 61-1, 61-20,
74-12, 88-5, 170-1

Asparagus, 58-2, 58-4, 58-20, 58-23, 58-36
Broccoli, 58-2, 58-21, 58-23, 58-36
Carrots, 58-2, 58-19, 58-23, 58-35
Classification, 20-2
Consumption, 20-3
Definition, 20-2
Dehydration principles, 103-3 to 103-18
Domestication, 20-2
Drying

General scheme, 103-6
Techniques, 103-5 to 103-15

Fat, ice cream, 154-5
Fermentation microorganisms, 176-5, 176-8
Garlic, 88-6
Green Beans, 58-2, 58-21, 58-36
Horticulture and processing, 170-1
Leafy vegetables, 58-2, 58-20
Onion, 88-6
Quality

Chilling injury, 112-5
Enzymic activity, 112-10
Sugar loss, 112-5

Peanuts, 58-2, 58-31
Pepper, 58-2, 58-22
Production, 20-3
Protein product (VPP), 72-16
Tomatoes, 58-2, 58-22, 58-36, 88-7
Treatment with low doses of UV, 122-8

Veliger, 36-2
Velum, 36-2
Vendor certification, 74-16
Ventilation, 196-2 to 196-3, 196-5
Verification, 79-4, 79-9
Veterinary drugs, 194-8
Viable-but-nonculturable (VBNC), 187-9
Vibrio, 36-5, 53-10 to 53-11, 75-5, 103-4,

185-9, 187-4 to 187-5, 194-4 to
194-5, 194-7

cholerae, 53-10 to 53-11, 74-10, 186-6 to
187-7, 194-2 to 194-3, 194-5

fluvialis, 74-10
parahaemolyticus, 53-10 to 53-11, 194-2

to 194-3, 194-5
Vibriosis, 194-7
vulnificus, 53-10 to 53-11, 194-3, 194-5

VICAM, 186-5 to 186-6
Vicinal diketones, 172-10
Vicine, convicine, 18-3
Vidas, 186-7
Vinegar, 63-2, 63-15 to 63-18, 177-7

Production, 63-16 to 63-18
Stock, 63-16 to 63-17

Vinylguaiacol, 87-3
Vinylphenol, 87-3
Viomellein, 189-5
Vioxanthin, 189-3
Virulence, 74-13
Viruses, 53-13, 74-7, 75-2, 195-2 to 195-3,

195-6 to 195-7
And parasites, 52-5, 52-11, 52-15, 52-28
Pseudorabies, 74-9

Viscoamylograph, 18-8 to 18-10
Viscoelasticity, 2-14, 131-2
Viscosity, 61-18, 111-4, 131-2 to 131-4

Fats, 9-10
High, 102-12 to 102-13
Low, 102-12 to 102-13
Of chocolate, 149-5
Of emulsions, 138-6
Property, 102-11, 102-13 to 102-14

Vitamin A, 8-1, 86-10
Carotenoids, 11-2
Chemistry, 11-2
Deficiency, 11-8
Dietary Reference Intakes, 11-9 to 11-10
Food sources, 11-9
Functions, 11-8
Hypervitaminosis A, 11-9
Spectral properties, 11-7
Stability, 11-7

Vitamin B-12, 10-14, 13-13
Anemia, 10-17
Chemistry, 10-14
Folic Acid, 10-15
Metabolism, 10-15
Requirements, 10-17
Sources, 10-17
Structures, 10-16

Vitamin binding proteins, 26-11
Vitamin C (ascorbic acid), 85-4, 116-9, see

also Ascorbic acid 
Analysis, 85-6

Vitamin D, 8-1, 11-12
Chemistry, 11-12
Deficiency, 11-16
Dietary Intake, 11-17
Dietary Reference Intakes, 11-16
Food sources, 11-16
Functions, 11-15
Hypervitaminosis D, 11-16
Spectral properties, 11-12
Stability, 11-12

Vitamin D2, 46-5
Vitamin E, 8-1, 11-17, 46-5, 85-4, see also

Tocopherol 
Analysis, 85-6
Chemistry, 11-17
Spectral properties, 11-18
Stability, 11-19
Functions, 11-20
Deficiency, 11-21
Dietary Reference Intakes, 11-22
Dietary Intake, 11-23
Food sources, 11-23

Vitamin K, 8-1, 11-24
Chemistry, 11-24
Deficiency, 11-26
Dietary Intake, 11-27
Dietary Reference Intakes, 11-26
Food sources, 11-27
Functions, 11-26
References, 11-27
Spectral properties, 11-26
Stability, 11-26

Vitamins, 28-3, 28-5, 28-9, 32-6, 83-28, 103-5,
103-7, 103-18, 170-5

Ascorbic acids, 114-6, see also Vitamin C

Loss, 114-6
Muscle, 32-6 to 32-7
Physiology, 170-2

Development and growth stages, 170-3
Seed storage and germination, 170-2
Transplanting, 170-3
Yield formation, 170-3

Poultry, 32-6 to 32-7
Definition, 83-28
Essential vitamins, 83-28
Fortified food groups, 83-28
RDI, 83-28
Vitamin A, 83-28
Vitamin B, 83-29
Vitamin C, 83-29, see also Ascorbic

acid
Vitamin D, 83-30
Vitamin E, 83-30, see also Tocopherol
Vitamin K, 83-30

Processing, 170-6
Blanching, 170-8
Canning, 170-8
Fermentation, 170-9

Production, 170-2
Sorting, 170-6
Storage, 170-6

Controlled atmosphere, 170-7
Humidity, 170-7
Refrigeration, 170-7

Vitek, 185-10
VLDPE, see Polyethylene, Very low density
Vodka, 63-15
Volatile, 125-4 to 125-6

Compounds, 28-11, 28-13, 181-7 to 181-9,
See also Flavor 

Oils, 89-17, 89-18
Thiols, 40-9

Volcanic ash, 196-4
Volume fraction, 138-2

Close packing, 138-2
Effect on emulsion viscosity, 138-6
Relation, mass fraction, 138-2

Voluntary compliance, 74-3
Vomitoxin, 189-6
VPP, 72-16

W

Wall, 59-6, 59-8
Walnut, 98-14
Warehousing and distribution, 73-10 
Warmed over flavor, 8-7
Washing, 195-10
Wastewater, 63-20 to 63-21, 145-4, 145-7,

145-12, 145-15, 146-1 to 146-6
Activated sludge, 146-5 to 146-6
Aerobic biological treatment, 63-21
Anaerobic biological treatment, 63-21
Biodisks, 146-5
Biological wastewater treatment, 63-21
Characterization, 146-3 to 146-4
Dissolved air flotation, 146-5 to 146-6
Generation, 146-1 to 146-6
Industrial wastewater, 63-20 to 63-21
Lagoons, 146-5
Loads, 146-1 to 146-6
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Polluting parameters, 146-3, 146-5 to 146-6
Chemical oxygen demand, 146-4 to

146-6
Oil and grease, 146-3 to 146-5
pH, 146-4, 146-6
Suspended solids, 146-4
Total dissolved solids, 146-4
Total Kjehldal nitrogen, 146-4

Sources, 146-1 to 146-5
Treatment, 146-3 to 146-6
Trickling filter, 146-5

Water, 12-1, 39-3 to 39-6, 39-9 to 39-14, 39-17
to 39-18, 39-20 to 39-22, 39-24 to
39-31, 58-4, 146-1 to 146-5, 195-2
to 195-10, see Moisture

Absorption of cereals, 144-10
Absorption of IR, 12-3
Acidity and alkalinity, 12-12
Activity, 12-13, 63-14, 63-19, 63-22, 103-4

to 103-5, 103-15 to 103-16, 105-1,
105-4 to 105-5, 105-7 to 105-8,
116-11, 162-7, 164-3, 181-2,
181-5 to 181-6, 185-3

As a resource, 12-15
Boiling/melting point, 12-6
Bonding and structure, 12-3
Chemical properties, 12-9

Acidity, 12-12
As a solvent, 12-9

Content, 35-6 to 35-7, 105-1 to 105-2,
105-8

Fishing grounds, 35-17
Critical conditions, 12-8
Decontamination of carcasses, 52-17 to

52-18
Density vs. temperature, 12-9
Desalination, 12-11
Diffusion, 105-10
Dipole moment of, 12-4
Electrolyte solubility, 12-10
Evaporation, 105-1 to 105-2, 105-7, 164-3

to 164-4, 167-4
Hardness, 12-10
Heat capacity, 12-8
Heat of fusion, 12-7
Heat of vaporization, 12-6
Holding capacity (WHC), 61-6, 61-10,

61-15
Hot, 195-9
Hydrogen bonding, 12-5, 12-13
Hydrologic cycle, 12-15
In oil, 94-2
Ion formation, 12-10
Isotopic composition, 12-3
Lewis dot structure, 12-4
Loss, 164-3 to 164-4
Mass spectrum, 12-3
Migration, 116-4, 116-6
Molecular structure, 12-4
Oxidation and reduction, 12-12
Phases, 12-5
Physical properties, 12-7
Potable, 195-4
Potential, 12-14
Pretreatment, 196-2
Reaction in, 12-12 to 12-13

Removal, 105-1 to 105-2
Resource, 12-15
Self ionization/ion product, 12-12
Softening or treatment, 12-10
Solid, See Ice
Supply, 73-6 
Tap, 195-7 
Unfreezable, 116-2
Use, 146-1 to 146-5

Minimization, 146-1 to 146-3, 146-5
Vapor migration, 125-6
Vapor permeability, 135-2, 135-4 to 135-8
Vapor pressure, 12-8, 125- 6
Vapor, 12-4 to 12-5, 12-7, 196-5
Vibrational spectrum, 12-3
Warm, 195-7, 195-9, 195-10

Waterproof, 195-8
Silica gel plates, 46-4

Wavelength isolator, 43-6
Wax gourd, 20-10 
Waxes, 8-2, 34-4
Waxy starch, 1-16
Weevils, 74-12
Weibull model, 141-14, 142-3, 142-6,

142-16
Weight loss programs, 100-12

Costs, 100-14
Outcomes, 100-15
Providers, 100-12 to 100-13
Risks, 100-14
Voluntary guidelines, 100-12 to 100-13

Weigmann Herman, 177-2
Weisella, 177-5
Welan, 92-11
Western blot, 129-14
Western style pasta, 157-1
Wet-cleaning, 77-3 to 77-4, 197-15

Clean, 77-3
Post-rinse, 77-3
Pre-rinse, 77-3

Wet end of tunnel dryer, 103-10
Wheat, 17-5, 63-2, 63-11 to 63-14, 177-7 to

177-8, 177-10 to 177-11,
177-14

Composition, 178-14
Whey proteins

Binding, 26-8 to 26-11
Biological function, 26-8 to 26-11
Genetic polymorphism, 26-8 to 26-10
Production, 26-14 to 26-15
Self-association, 26-8 to 26-11
Structures, 26-8 to 26-11

Whey, 63-2, 63-10, 63-21, 63-23, 154-6,
154-39, 177-3, 177-6, 177-14

Whiskey (whisky), 63-15 to 63-16, 175-1
Alchemist, 175-1
Aqua vitae, 175-1
Scotch whisky, 175-1
Uisge beatha, 175-1
Usquebaugh, 175-1
Water of life, 175-1

White mold cheeses, 68-13, see also Cheese
White muscle, 35-2 to 35-3
Wiley, Harvey W., 74-3, 74-7, 74-15
Wine, 63-2, 63-14, 177-11 to 177-12, 177-14,

see also Lactic acid bacteria

Biotechnology, 40-15, 174-16 to 
174-17

Chinese, 173-1
Color, 63-15
Grapevine, 40-4, 174-6, 174-16 to 

174-17
Making, 63-15
Mouth-feel, 40-8, 40-11, 40-13
Vinegar, 63-16
Yeast, 40-4 to 40-10, 63-15, 174-3, 174-7

to 174-12, 174-15, 174-17 to
174-18

WLF equation, 116-13 to 116-14
Woodchips, 172-14
World Health Organization (WHO), 74-3, 82-4,

82-6, 184-3
Wort, 63-12 to 63-13, 63-15, 172-2
Wrappers, 39-2, 39-18
WVTR, 131-14 to 131-15

X

Xanthan gum, 1-21, 1-22, 4-1, 4-6, 4-9, 4-12,
4-14, 63-22, 92-10, 139-7,
154-9 

Chemical structure, 1-21 to 1-22
Interaction with locust bean gum, 1-19
Stability to pH and temperature, 1-21

Xanthene colorants, 86-7
Xanthine, 13-11

Oxidase, 13-5, 26-14, 27-8, 27-10
Xanthomegnin, 189-3, 189-5
Xanthomonas spp., 63-22
Xeromyces bisporus, 189-5
Xerophilic fungi, 189-5
X-rays, see also Irradiation types

Diffraction, 2-3 to 2-5 
Fiber diffraction, 2-5 to 2-6
Oncology, 124-4

Xylitol, 1-5

Y

Yam, 98-22
Yarrowia lipolytica, 177-10 to 17-12
Yeast, 61-25, 63-2 to 63-5, 63-7 to 63-11,

63-13 to 63-16, 63-21, 64-5,
69-1, 87-7, 103-4 to 103-5, 117-1
to 117-6, 164-3 to 164-4, 177-11
to 177-14, 181-4

And molds, 54-6
Spoilage 51-2 to 51-5, 51-9 to 51-10

Yellow
AB, 86-2
Mustard gum, 4-8
Rice, 189-1

Yersinia enterocolitica, 52-6, 52-12, 52-15,
74-8, 187-3 to 187-4, 187-7,
194-2 to 194-3, 194-5

Yersinia pestis, 74-9
Yield analysis, 61-14, 61-16
Yogurt, 63-2, 63-5, 63-9, 152-1, 178-2,

178-8
Basic steps in manufacturing, 178-8, 178-11
Fermentation, 152-8
Flavor, 152-9
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Yogurt (Contd.)
Frozen, 154-4
Ingredients, 178-8, 178-11 to 178-12
Mix inoculation and incubation, 152-8
Mix preparation, 152-6

Fruit and fruit flavorings for yogurt,
152-8 

Heat treatment, 152-8 
Homogenization152-8 
Stabilizers, 152-7 

Sweeteners, 152-7 
Nutritional and health, 152-9 
Standards, 178-8, 178-12
Starter organisms, 152-4

Yolk lipids, 90-11

Z

Z value, 109-4, 123-5
Zearalenone, 46-12 to 46-13, 74-11, 189-2

Zero-order model, 141-12, 142-6, 142-9,
142-12, 142-17

Zinc, 172-6
Zirconium hydroxide, 187-4
Zoea, 36-7 to 36-8
Zoochemical, 21-6
Zygosaccharomyces rouxii, 177-9,

177-14
Zymocin, 40-7 to 40-8, 174-8, 174-10 to 

174-11
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